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ABSTRACT 

Two-dimensional (2D) materials host a rich set of emerging physical phenomena such as 

superconductivity, ferroelectricity, quantum magnetism, and circular dichroism. Moreover, these 

phenomena are highly tunable by crystalline composition variations and crystalline structural phase 

modifications and are sensitive to external conditions such as temperature, magnetic field and optical 

excitation, substrate and gate tuning. Therefore, 2D material-based devices are highly desirable for 

modern electronic and optoelectronic devices applications. In this thesis, we employed a fully scalable 

approach to synthesize materials and fabricate 2D material-based devices such as those based on 

graphene and 1H-Molybdenum disulfide (1H-MoS2), and explore their electronic and optoelectronic 

properties in cryogenic conditions under various excitation sources, such as external magnetic field 

and structured light. 

In the first part of the thesis (Chapters 2 and 3), we provide experimental details for achieving 

nanoscale strain engineering of monolayer (ML)-graphene and demonstrate that periodic patterns of 

nanoscale strain distributions in ML-graphene can lead to local giant pseudomagnetic fields as well 

as global modifications to the electronic properties of ML-graphene, including strain-induced valley 

Hall and anomalous Hall effects in the absence of external magnetic fields, nonlocal valley-polarized 

currents and evidence of quantum valley Hall effect under external magnetic field. These findings 

suggest new approaches towards developing emerging quantum states with tunable electronic 

correlation based on graphene straintronics.  

The second part of the thesis (Chapters 4 and 5) focus more on the semiconducting monolayer 

transition metal dichalcogenides (ML-TMDs), whose broken inversion symmetry and strong spin-

orbit coupling result in spin-valley lock-in effects so that the valley degeneracy may be lifted by 

external magnetic fields, potentially leading to real-space structural transformation.  

In Chapter 4, we report magnetic field (B)-induced giant electric hysteretic responses to back-gate 

voltages in ML-MoS2 field-effect transistors (FETs) on SiO2/Si at temperatures < 20 K. The observed 

hysteresis increases with |B| up to 12 T and is tunable by varying the temperature. Raman 

spectroscopic and scanning tunneling microscopic studies reveal significant lattice expansion with 

increasing |B| at 4.2 K, and this lattice expansion becomes asymmetric in ML-MoS2 FETs on rigid 

SiO2/Si substrates, leading to out-of-plane mirror symmetry breaking and the emergence of a tunable 
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out-of-plane ferroelectric-like polar order. This broken symmetry-induced polarization in ML-

MoS2 shows typical ferroelectric butterfly hysteresis in piezo-response force microscopy, adding ML-

MoS2 to the single-layer material family that exhibit out-of-plane polar order-induced ferroelectricity, 

which is promising for such technological applications as cryo-temperature ultracompact non-volatile 

memories, memtransistors, and ultrasensitive magnetic field sensors. Moreover, the polar effect 

induced by asymmetric lattice expansion may be further generalized to other ML-TMDs and achieved 

by nanoscale strain engineering of the substrate without magnetic fields.  

In Chapter 5, we further demonstrate the design and application of a novel instrument that integrates 

scanning spectroscopic photocurrent measurements with structured light of controlled spin and orbital 

angular momentum. For structured photons with wavelengths between 500 nm to 700 nm, this 

instrument can perform spatially resolved photocurrent measurements of 2D materials or thin crystals 

under magnetic fields up to ±14 Tesla, at temperatures from 300 K down to 3 K, with either spin 

angular momentum (SAM) ℓħ or orbital angular momentum (OAM) ± ℓħ (where ℓ = 1, 2, 3… is the 

topological charge), and over a (35 ×25) 𝜇𝜇m2 area with ~ 1 𝜇𝜇m spatial resolution. These capabilities 

of the instrument are exemplified by magneto-photocurrent spectroscopic measurements of 

monolayer 2H-MoS2 field-effect transistors, which not only reveal the excitonic spectra but also 

demonstrate monotonically increasing photocurrents with increasing |ℓ| as well as excitonic Zeeman 

splitting and an enhanced Landé g-factor due to the enhanced formation of intervalley dark excitons 

under magnetic field. These studies thus demonstrate the versatility of the scanning photocurrent 

spectrometry for investigating excitonic physics, optical selection rules, and optoelectronic responses 

of novel quantum materials and engineered quantum devices to structured light. 

Finally, we summarize the research accomplishments of this thesis work in Chapter 6 and discuss the 

outlook for new research directions associated with these 2D quantum materials. 
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arrow) that was almost independent of magnetic field was observed under B = 0 
and B = −9 T. (b) VHW-vs.-B taken at 1.8 K, 14 K, 21 K, and 260 K. Grey dashed line 
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Figure 4.13 Raman characterizations of a ML-MoS2 device under an out-of-plane magnetic 
field at 4.2 K. (a, b) Raman spectra taken under B = 0 (bottom) and an out-of-plane 
magnetic field B = 0.5 T (top) at (a) 300 K and (b) 4.2 K, respectively. (c) The Raman 
peak positions for A1g (blue square) and E2g (orange triangle) at 300 K and 4.2 K with 
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C h a p t e r  1  

 

: INTRODUCTION 

1.1 Introduction  

Modern electronic and optoelectronic devices demand increasingly smaller dimensions 

alongside ever-improving performance. Therefore, it is of vital importance to identify new 

materials that not only support smaller device sizes but also introduce novel physical 

mechanisms capable of enhancing functionalities. Two-dimensional (2D) quantum 

materials,1–4 naturally thinner than bulk materials, provide not only a physical advantage in 

size but also distinguish electronic bandstructures where novel quantum phenomena emerge, 

such as ferroelectricity5, superconductivity,6 and selective optical excitation.7 Understanding 

the physical origin of those mechanisms thereby devising a mean of controlling various 

degrees of freedom to achieve the desirable functionalities are thus important for advancing 

the application of 2D quantum materials in the next-generation technologies. 

Graphene, a monolayer (ML) of carbon atoms forming a honeycomb lattice structure and 

arguably the most well-known member of the 2D materials, exhibits a wide range of novel 

properties such as 2D massless electron with high mobility near its Dirac point,8 integer and 

fractional quantum Hall effects9–11.The honeycomb lattice consists of two inequivalent 

sublattices in the real space and thus two inequivalent K and K’ valleys in the momentum 

space. On the other hand, the preservation of inversion symmetry in honeycomb lattice 

implies a degenerate valley degree of freedom.12 In contrast, although ML transition metal 

dichalcogenides (TMDs) share a similar hexagonal Bravais lattice with graphene, their 

constituent atoms lack inversion symmetry, thus leading to the intrinsic valley symmetry 

breaking. Generally speaking there are three important characteristics of the TMD family 
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that differ from graphene: 1) different choices of elements would result in different 

electronic bandstructure. 2) the three-atomic-layer structure allows for accommodation of 

out-of-plane orders and phases in a ML of material. 3) a sizeable energy gap (~2eV) usually 

appears in these materials, thus allowing for electronic and optoelectronic applications in the 

semiconductor industry. 

The tuning knobs for controlling the properties of these 2D materials may be categorized by 

their origin, i.e. structural or nonstructural. Crudely speaking, the structural tuning knobs 

may include, but are not limited to, structural phase engineering, strain-engineering, layer 

stacking or twisting, doping, and defect engineering, etc. These structural modifications 

shape the fundamental electronic bandstructure of the material, and therefore the resulting 

effect generally tends to be drastic. The nonstructural tuning knobs, such as temperature, 

external magnetic field, electrical doping, and laser excitation, usually provide a finer control 

while being viable, likely reversable, and externally tunable once device were made.  

This thesis mainly focuses on three specific scenarios. Firstly, in ML-graphene transistors, 

we utilize nanoscale architected structures on the substrate to induce inversion symmetry 

breaking, nonlocal currents, enhanced electronic correlation, and valley Hall effect. Secondly, 

in monolayer MoS2 transistors, we discover the emergence of out-of-plane polar order due 

to asymmetric lattice expansion over silicon oxide substrate under magnetic field at 

cryogenic temperatures. Thirdly, we design and fabricate a structured light-enabled 

cryogenic scanning photocurrent spectroscopy (PCS) instrument and demonstrate its 

versatility for investigating 2D quantum materials by applying photons with spin and orbital 

angular momentum (SAM/OAM) to ML-MoS2 transistors, which reveal enhanced OAM 

light-matter interaction and magnetic field-enhanced Landé g-factor under SAM light.  

This thesis is organized as follows: Chapter 1 briefly summarizes the basic properties of 

graphene,  ML 2H-MoS2, and the theoretical background for structured light; Chapter 2 

discusses the synthesis of 2D materials, fabrication processes for developing electronic and 
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optoelectronic devices, and measurement methodologies employed in this thesis; Chapter 

3 describes the strain-induced valley and potential spin symmetry breaking, and the resulting 

phenomena observed in ML-graphene field effect transistors (FETs); Chapter 4 covers the 

discovery of magnetic field-induced polar order, which emerges at cryogenic temperature in 

ML-MoS2 FET; Chapter 5 describes the development of a novel instrumentation for 

cryogenic scanning photocurrent spectroscopy, which is capable of researching structured 

light-matter interactions and is applied to the studies of ML-MoS2 FETs; Chapter 6 

summarizes the key findings of this thesis and discusses the outlook of the research. 

 

1.2 Electronic properties of graphene 

The electronic properties of graphene have been extensively discussed in numerous theoretical and 

review articles.13–16 Therefore, this section only provides a concise summary of the most relevant, 

tailored to serve the objectives of this thesis. 

Tight-binding model of graphene and its low-energy character near the Dirac point 
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Figure 1.1 Honeycomb lattice of graphene. 

The honeycomb lattice structure of graphene may be described by a hexagonal (triangular) 

Bravais lattice with a two-atom basis. The Bravais lattice vector in the real space may be 

denoted as follows: 

𝒂𝒂1 =
𝑎𝑎
2
�3,√3�,𝒂𝒂2 =

𝑎𝑎
2
�3,−√3�, (1.1) 

where  𝑎𝑎 ≈ 0.142𝑛𝑛𝑛𝑛 is the distance between two carbon atoms. The nearest neighbor may 

be denoted by the following three vectors: 

𝜹𝜹1 =
𝑎𝑎
2
�1,√3�, 𝛿𝛿2 =

𝑎𝑎
2
�1,−√3�, 𝜹𝜹3 = −𝑎𝑎(1,0), (1.2) 

The tight-binding approximations assume that there is possible electron hopping between 

nearest neighbors and next-nearest neighbors (equation 1.3),13 whose amplitude is 

proportional to the nearest neighborhood hopping energy 𝐼𝐼 ≈ 2.8 𝑒𝑒𝑉𝑉 and the next-nearest 

neighborhood hopping energy 𝐼𝐼′ ≈ 0.07 𝑒𝑒𝑉𝑉.13 The off-diagonal Hamiltonian is described as 

the following: 

𝐻𝐻ℎ𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 = −𝐼𝐼 �  
⟨𝑜𝑜,𝑗𝑗⟩𝑛𝑛𝑛𝑛,𝜎𝜎

�𝑎𝑎𝜎𝜎,𝑜𝑜
† 𝑏𝑏𝜎𝜎,𝑗𝑗 +  𝑏𝑏𝜎𝜎,𝑗𝑗

† 𝑎𝑎𝜎𝜎,𝑗𝑗 �

−𝐼𝐼′ �  
⟨𝑜𝑜,𝑗𝑗⟩𝑛𝑛𝑛𝑛𝑛𝑛,𝜎𝜎

�𝑎𝑎𝜎𝜎,𝑜𝑜
† 𝑎𝑎𝜎𝜎,𝑗𝑗 + 𝑏𝑏𝜎𝜎,𝑜𝑜

† 𝑏𝑏𝜎𝜎,𝑗𝑗 +  𝑎𝑎𝜎𝜎,𝑗𝑗
† 𝑎𝑎𝜎𝜎,𝑜𝑜 + 𝑏𝑏𝜎𝜎,𝑗𝑗

† 𝑏𝑏𝜎𝜎,𝑜𝑜 �,
(1.3) 

where simplification with ℏ = 1 was used. Neglecting the next nearest neighbor hopping 

terms and writing equation (1.3), considering the degeneracy of the two spins and 

substituting the nearest neighbors’ vectors (equation (1.2)), we obtain: 
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𝐻𝐻ℎ𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 = −𝐼𝐼 �  
𝑜𝑜𝑜𝑜=1,2,3

𝑒𝑒−𝑜𝑜𝒌𝒌∙𝜹𝜹𝑛𝑛𝑛𝑛 = −𝐼𝐼 �𝑒𝑒−𝑜𝑜𝑘𝑘𝑥𝑥𝑎𝑎 + 2𝑒𝑒−
𝑜𝑜𝑘𝑘𝑥𝑥𝑎𝑎
2 cos

𝑘𝑘𝑦𝑦𝑎𝑎√3
2 � ≡ −𝐼𝐼∆𝒌𝒌. (1.4) 

The diagonal term of the Hamiltonian gives the orbital energy of the 2p level plus higher 

order overlapping integral between electronic wavefunctions in the nearby Bravais lattice. 

Therefore the explicit form of Hamiltonian is given by16  

𝐻𝐻 = �
𝜖𝜖2𝑜𝑜 −𝐼𝐼∆𝒌𝒌
−𝐼𝐼∆𝒌𝒌

† 𝜖𝜖2𝑜𝑜
� . (1.5) 

Solving the Hamiltonian and assuming that the overlap integral is zero between the two 

nearest atoms in a different sublattice, we obtain equation (1.6): 

𝐸𝐸𝒌𝒌 = 𝜖𝜖2𝑜𝑜 ± 𝐼𝐼�|∆𝒌𝒌|2 = 𝜖𝜖2𝑜𝑜 ± 𝐼𝐼�3 + 4 cos �
3𝑎𝑎𝑘𝑘𝑥𝑥

2
� cos�

√3𝑎𝑎𝑘𝑘𝑦𝑦
2 � + 2cos�√3𝑎𝑎𝑘𝑘𝑦𝑦� , (1.6) 

Following a similar procedure and bringing back the next nearest neighbor hopping gives 

equation (1.7):13 

𝐸𝐸𝒌𝒌 = 𝜖𝜖2𝑜𝑜 ± 𝐼𝐼�3 + 4 cos �
3𝑎𝑎𝑘𝑘𝑥𝑥

2
� cos�

√3𝑎𝑎𝑘𝑘𝑦𝑦
2 � + 2cos�√3𝑎𝑎𝑘𝑘𝑦𝑦�

−4𝐼𝐼′ cos �
3𝑎𝑎𝑘𝑘𝑥𝑥

2
� cos�

√3𝑎𝑎𝑘𝑘𝑦𝑦
2 �+ 2cos�√3𝑎𝑎𝑘𝑘𝑦𝑦� . (1.7)
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Figure 1.2 Tight-binding bandstructure of graphene. (a) Electronic bandstructure of the tight 

binding model. 𝜖𝜖2𝑜𝑜 = 0, 𝐼𝐼 = 2.8 eV, 𝐼𝐼′ = 0.07 eV, and ℏ = 1 was used in the calculation. 

(b) Brillouin zone of the reciprocal lattice. (c) Linecut of the bandstructure along 𝑘𝑘𝑥𝑥 = 2𝜋𝜋
3𝑎𝑎

, 

showing linear energy dispersive relationship near the vicinity of 𝑲𝑲′ and 𝑲𝑲 points. The blue 

(red) line corresponds to the plus (minus) sign of the energy dispersive relationship in 

equation (1.7) in the main text. (d) Electronic bandstructure along high-symmetry lines. 

Setting 𝜖𝜖2𝑜𝑜 = 0, 𝐼𝐼 = 2.8 eV, 𝐼𝐼′ = 0.07 eV, and ℏ = 1 gives results shown in Figure 1.2(a). 

The Dirac cone structure at the boundary of the Brillouin zone corresponds to two “valleys” 

at 𝑲𝑲 and 𝑲𝑲′ point (Figure 1.2(b)) given in terms of the reciprocal lattice vector in equation 

(1.8): 
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𝑲𝑲 = �
2𝜋𝜋
3𝑎𝑎

,
2𝜋𝜋

3√3𝑎𝑎
� ,𝑲𝑲′ = �

2𝜋𝜋
3𝑎𝑎

,−
2𝜋𝜋

3√3𝑎𝑎
� . (1.8) 

Expanding the Hamiltonian near the Dirac point 𝒌𝒌 = 𝑲𝑲 + 𝒒𝒒  where |𝒒𝒒/𝑲𝑲| ≪ 1  gives 

Hamiltonian and energy dispersive relationship near the Dirac point: 

𝐻𝐻𝑲𝑲(𝒒𝒒) =
3𝐼𝐼𝑎𝑎

2
𝝈𝝈𝑷𝑷 ∙ 𝒒𝒒, 𝐸𝐸𝑲𝑲(𝒒𝒒) = ±

3𝐼𝐼𝑎𝑎
2

|𝒒𝒒| + 𝐼𝐼 ��
𝒒𝒒
𝑲𝑲
�
2
� , (1.9) 

where 𝑣𝑣𝐹𝐹 ≡
3𝑡𝑡𝑎𝑎
2

 is the Fermi velocity and 𝝈𝝈𝑷𝑷 is the Pauli spin matrices. Here we denote the 

Pauli spin matrices as 𝝈𝝈𝑷𝑷 to distinguish it from the symbol of conductivity tensor 𝝈𝝈 later in 

the text. Similar can be done near the 𝑲𝑲’ as shown in Figure 1.2(c). The energy dispersive 

relationship near the Dirac point is linear and particle hole symmetry is preserved if the next 

nearest neighbor hopping is not considered. The electronic bandstructure along high 

symmetry lines is shown in Figure 1.2(d). 

Fundamentals of electrical transport properties of pristine graphene transistors 

The magnetic field-induced effects may be measured in electrical transport measurement in 

the graphene field-effect transistor. In a typical Hall configuration (See Section 2.7 and 

Figure 2.12), the longitudinal resistivity 𝜌𝜌𝑥𝑥𝑥𝑥 and Hall resistivity 𝜌𝜌𝑥𝑥𝑦𝑦 are derived by dividing 

a small excitation current I in longitudinal direction by voltage measured across longitudinal 

pair of contacts (𝑉𝑉𝑥𝑥𝑥𝑥) and transverse pair of contacts (𝑉𝑉𝑥𝑥𝑦𝑦),  respectively: 

𝜌𝜌𝑥𝑥𝑥𝑥 =
𝑉𝑉𝑥𝑥𝑥𝑥
𝐼𝐼 , 𝜌𝜌𝑥𝑥𝑦𝑦 =

𝑉𝑉𝑥𝑥𝑦𝑦
𝐼𝐼 , 𝝆𝝆 = �

𝜌𝜌𝑥𝑥𝑥𝑥 𝜌𝜌𝑥𝑥𝑦𝑦
𝜌𝜌𝑦𝑦𝑥𝑥 𝜌𝜌𝑦𝑦𝑦𝑦� . (1.10) 

The conductivity tensor 𝝈𝝈 is the inverse of the resistivity tensor 𝝆𝝆. In pristine graphene FET, 

with 𝜌𝜌𝑥𝑥𝑥𝑥 = 𝜌𝜌𝑦𝑦𝑦𝑦 and 𝜌𝜌𝑥𝑥𝑦𝑦 = −𝜌𝜌𝑦𝑦𝑥𝑥, we have 
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𝜎𝜎𝑥𝑥𝑥𝑥 =
𝜌𝜌𝑥𝑥𝑥𝑥

𝜌𝜌𝑥𝑥𝑥𝑥2 + 𝜌𝜌𝑥𝑥𝑦𝑦2
,   𝜎𝜎𝑥𝑥𝑦𝑦 =

−𝜌𝜌𝑥𝑥𝑦𝑦
𝜌𝜌𝑥𝑥𝑥𝑥2 + 𝜌𝜌𝑥𝑥𝑦𝑦2

 . (1.11) 

In pristine graphene FET, the inversion symmetry guarantees 𝜌𝜌𝑥𝑥𝑦𝑦 = −𝜌𝜌𝑦𝑦𝑥𝑥; however, in the 

strained graphene FET device, where the graphene is under substantial anisotropic strain 

applied by nanostructures,  𝜌𝜌𝑥𝑥𝑦𝑦 can thus be substantially different from 𝜌𝜌𝑦𝑦𝑥𝑥. 

The Fermi level is tuned by using a back gate (or also commonly used, a top gate) voltage 

assuming a parallel capacitor model, as shown in Figure 1.4. The carrier density (𝑛𝑛c) in the 

parallel capacitor model is thus 

𝑛𝑛c = 𝐶𝐶𝑜𝑜�𝑉𝑉g − 𝑉𝑉CNP� =
𝜀𝜀0𝜀𝜀r�𝑉𝑉g − 𝑉𝑉CNP�

𝑑𝑑𝑒𝑒 , (1.12) 

 

Figure 1.3 Parallel capacitor model of graphene FET. (a) Simplified parallel capacitor model 

for back gate capacitance. (b) Electric circuit diagram from effective capacitance (𝐶𝐶eff) that 

consists of back gate capacitance, quantum capacitance of graphene, and cable capacitance.  

where 𝐶𝐶𝑜𝑜 is capacitance per unit area of the back gate contributed by the dielectric layer,  Vg 

is applied DC gate voltage, ε0 is the vacuum permittivity, εr is the relative permittivity of the 

dielectric (εr= 3.7~3.9 for SiO2 and εr= 3.26 ~ 3.76 for different thickness of h-BN.17), VCNP 

is the gate voltage of the charge neutrality point, d is the thickness of the dielectric layer, and 
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e is the elementary charge. In practice,  the total effective capacitance per unit area (𝐶𝐶eff) is 

used instead of 𝐶𝐶g to provide full description of the back-gate doping effect, which typically 

consists of quantum capacitance of graphene (𝐶𝐶q) in series with the gate capacitance (𝐶𝐶g) and 

the cable capacitance (𝐶𝐶c𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 ) in parallel to the above combined, as shown in Figure 

1.3(b).18,19 

Under the simple Drude model, we have the field-effect mobility (𝜇𝜇FE)  

𝜇𝜇FE =
𝜎𝜎𝑥𝑥𝑥𝑥�𝑉𝑉g�
𝑒𝑒𝑛𝑛�𝑉𝑉g�

, (1.13) 

where 𝜎𝜎𝑥𝑥𝑥𝑥�𝑉𝑉g� is the longitudinal conductivity measured at gate voltage 𝑉𝑉g  and 𝑛𝑛�𝑉𝑉g� is 

computed using equation (1.12). Note that even though combining equation (1.12) and (1.13) 

gives a reasonable estimate of field effect mobility at a reasonably large carrier concentration, 

they failed to explain the experimental data near the Dirac point because equation (1.12) did 

not capture spatially distributed electron and hole puddles20 in the real device, where the 

carrier concentration never reaches zero. In this context J. Gosling et al. employs a more 

careful methodology to characterize the mobility for the low carrier concentration scenario.20 

Additionally, we note that the Fermi level relative to the charge neutrality point with carrier 

density 𝑛𝑛 may be derived as 

𝐸𝐸𝐹𝐹(𝑛𝑛) = ħ𝑣𝑣𝐹𝐹√𝜋𝜋𝑛𝑛. (1.14) 

External magnetic field and integer quantum Hall effect  

Under an external magnetic field, the Hamiltonian near the Dirac cone can be written in terms 

of momentum of electrons substitution 𝒑𝒑 → 𝒑𝒑 + 𝒆𝒆𝒆𝒆, where 𝒆𝒆 is the vector potential of the 

externally applied magnetic field (𝐵𝐵ext). 
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𝐻𝐻𝑲𝑲(𝒒𝒒) = 𝑣𝑣𝐹𝐹𝝈𝝈 ∙ 𝒒𝒒 → 𝑣𝑣𝐹𝐹𝝈𝝈 ∙ (𝒑𝒑 + 𝒆𝒆𝒆𝒆), (1.14) 

Assuming a Landau gauge and solving the Hamiltonian results in energy eigenvalues as 

follows:21  

𝐸𝐸𝑜𝑜 = sgn(𝑛𝑛)�2𝑒𝑒ħ𝑣𝑣𝐹𝐹2|𝑛𝑛|𝐵𝐵ext, (1.15) 

where n is the carrier density and e is the elementary electron charge. We found that the 

conduction band split into discrete Landau levels whose energy is proportional to square root 

of the carrier density �|𝑛𝑛|.  

 

Figure 1.4 Illustration of Landau levels for electron (blue) and hole (red) under external 

magnetic field near the Dirac point. 

Under an out-of-plane external magnetic field, the discrete nature of Landau levels manifests 

the magnetic field-induced quantum fluctuation of the conductivity of the device, known as 

the Shubnikov–de Haas (SdH) oscillations. Here, the Fermi level is fixed while Landau levels 

moves in the energy scale (as shown in Figure 1.5(a)) as magnetic field increases.10 

Alternatively, we can keep the Landau levels fixed with a constant magnetic field while 

changing the Fermi level, and quantum oscillation should still be seen in Figure 1.5(b).10  
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Figure 1.5 Integer quantum Hall effect in graphene transistors. (a) Quantized 

magnetoresistance and Hall resistance of a graphene device where n ≈ 1012 cm-2 and T = 1.6 

K. The horizontal lines correspond to the inverse of the multiples e2/ h. The QHE in the 

electron gas is demonstrated by at least two quantized plateaus in Rxy with vanishing Rxx in 

the corresponding magnetic field regime. (b) The Hall resistance as a function of gate voltage 

at fixed magnetic field B = 9 T, measured at 1.6 K. The horizontal lines correspond to the 

inverse of integer multiples of e2/ h values. Both figures reprinted from Solid State 

Communications 143, 14, Z. Jiang, Y. Zhang, Y.-W. Tan, H. L. Stormer, and P. Kim, 

Quantum Hall effect in graphene, (2007) with permission from Elsevier. 

In the low-field regime where the Hall resistance is linearly proportional to the external 

magnetic field, the Hall mobility 𝜇𝜇Hall may be extracted as 

𝜇𝜇𝐻𝐻 = 𝑒𝑒𝑛𝑛𝐵𝐵𝜎𝜎𝑥𝑥𝑥𝑥, 𝑛𝑛𝐵𝐵 =
1
𝑒𝑒
𝑑𝑑𝑅𝑅𝑥𝑥𝑦𝑦
𝑑𝑑 𝐵𝐵 , (1.16) 

where the 𝑛𝑛𝐵𝐵is the carrier density extracted from the Hall measurements, 𝑅𝑅𝑥𝑥𝑦𝑦is the measured 

Hall resistance. 
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1.3 Electronic bandstructure and optoelectronic interaction of monolayer MoS2 

Group VI transition metal dichalcogenides (TMDs, with chemical composition MX2), whose 

unit cell consists of one transition metal (M = Mo, W, etc) and two chalcogen atoms (X = S, 

Se, Te) include a broad family of layered materials. The diversity of the structural phases of 

the bulk MX2 materials arises from variations in both interlayer stacking order and intralayer 

atomic arrangements.22,23  

Crystalline structure and electronic bandstructure of 1H-MoS2 

In the case of monolayer molybdenum disulfide (ML-MoS2), 1H (as known as ML 2H phase), 

1T, 1T′, 1T′′ (also known as d1T), and 1T′′′ phase were identified as shown in Figure 1.6.24–

26 It is worth noting that 1H phase is the stable phase, while all other phases need to be 

obtained via chemical-assisted approaches27 or using post-growth chemical treatments.26,27 

Those various crystalline structure host rich physics, such as superconductivity in 1T phase,28 

and ferroelectricity and 1T’ phases.26  

 

Figure 1.6 Top view and side view of the atomic structures of MoS2 monolayers with 

different polymorphs, including 1H, 1T, 1T′, 1T′′, and 1T′′′ phases. The unit cells are marked 

by red arrows. Mo-Mo dimerization can be seen in 1T’ phase and Mo-Mo trimerization can 

be seen in 1T′′ and 1T′′′ phases. Reprinted from ref.29 with permission from  John Wiley and 

Sons. 
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This thesis mainly focuses on the stable 1H-phase due to its semiconducting nature and its 

direct bandgap whose size is within photons of visible wavelength, which are crucial for both 

field-effect transistor application and optoelectronic interaction studies. The 1H-MoS2 

features a three-layer structure where the hexagonal plane of molybdenum atoms sandwiched 

by two hexagonal planes of sulfur atoms (Figure 1.7(a)), forming a trigonal prismatic 

coordination between one molybdenum atom and six surrounding sulfur atoms as shown in 

Figure 1.7(b).  

 

Figure 1.7 Atomic structures of 1H-MoS2. (a) Top view and side view of the hexagonal 

crystal structure. (b) Trigonal prismatic coordination between one molybdenum atom and six 

surrounding sulfur atoms. 

Its electronic structure can be computed directly using first-principle approach,30–32 or be 

described by tight-binding model with three,33 five,34 and eleven-bands35 whose parameters 
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fit from the first-principle results. Here we follow the five-band tight-binding model to 

construct the ground states, where five Mo d-bands were 𝑑𝑑𝑧𝑧2, 𝑑𝑑𝑥𝑥𝑦𝑦, 𝑑𝑑𝑥𝑥2−𝑦𝑦2, 𝑑𝑑𝑥𝑥𝑦𝑦, and 𝑑𝑑𝑦𝑦𝑧𝑧.34 

The Hamiltonian is given by36,37 

ℋ𝑘𝑘�⃗ = 𝜆𝜆𝐿𝐿�⃗ ⋅ 𝐺𝐺 + 𝐼𝐼2 ⊗ℋ0�𝑘𝑘�⃗ � , (1.17) 

where the first spin-orbit coupling term comprises orbital angular momentum 𝐿𝐿�⃗  and spin 

angular momentum 𝐺𝐺  with a couple constant 𝜆𝜆=0.073eV. The second term is the direct 

product of 2 × 2 identity matrix 𝐼𝐼2in spin-space and 5 × 5 Hamiltonian in orbital space with 

the above five orbitals. There exact form of the ℋ0�𝑘𝑘�⃗ � is given by equation (A2-A5) in 

reference36 and equation (13-24) in reference37. Its solution gives energy bands as illustrated 

in Figure 1.8. 

 

 

Figure. 1.8 Quasiparticle band structure of monolayer MoS2. The solid curves were obtained 

using the QUANTUM ESPRESSO package38 with fully relativistic pseudopotentials under 

the Perdew-Burke-Ernzerhof generalized-gradient approximation, and a 16 × 16 × 1 k grid. 
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The dashed curves were calculated from the tight-binding model, with cyan (red) 

representing states that are even (odd) under mirror operation with respect to the Mo plane. 

v1,2 and c1,2 label the bands close to the valence- and conduction-band edges near the K and 

K´ points. The inset shows the hexagonal Brillouin zone (pink) associated with the triangular 

Bravais lattice of MoS2 and an alternate rhombohedral primitive zone (black), and labels the 

principle high-symmetry points in reciprocal space. Note that the valence-band maxima at is 

only slightly lower in energy than the valence-band maxima at K, K. Reprinted figure with 

permission from F. Wu, F. Qu, and A. H. MacDonald, Phys. Rev. B 91, 075310, (2015). 

Copyright 2015 by the American Physical Society. 

There are three most notable properties of the electronic bandstructure. 1) The 1H-MoS2 is a 

semiconducting material with a direct bandgap of ~1.9eV, and therefore its field-effect 

transistor shows a standard on-off characteristics controlled by a back gate voltage (for 

example, see Figure 5.8(b)). The direct bandgap of the 1H-MoS2 allows for direct excitonic 

transitions at K/K′ point, as compared to its multilayer and bulk form with an indirect 

bandgap (Figure 1.9). 2) The inherent inversion symmetry breaking leads to valley-distinct 

transport and valley-selective optical excitation. 3) The strong spin-orbital coupling created 

a sizable splitting near the conduction band maximum, allowing for further spin-controlled 

excitations via spin-valley locking.39 The spin-orbital coupling near the conduction band 

minimum is orders of magnitude smaller, and therefore usually omitted. 
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Figure. 1.9 Calculated band structures of (a) bulk MoS2, (b) quadrilayer MoS2, (c) bilayer 

MoS2, and (d) ML-MoS2. The solid arrows indicate the lowest energy transitions. Bulk MoS2 

is characterized by an indirect bandgap. The direct excitonic transitions occur at high 

energies at K point. With reduced layer thickness, the indirect bandgap becomes larger, while 

the direct excitonic transition barely changes. For ML-MoS2 in (d), it becomes a direct 

bandgap semiconductor. Reprinted with permission from Nano Lett. 10, 1271, (2010). A. 

Splendiani, L. Sun, Y. Zhang, T. Li, J. Kim, C.-Y. Chim, G. Galli, and F. Wang, Emerging 

Photoluminescence in Monolayer MoS2. Copyright 2010 American Chemical Society. 

Excitonic bandstructure and optical transition of 1H-MoS2  

Fengcheng et al. formulated the exciton quasiparticle Hamiltonian of ML-MoS2 by a two 

part Hamiltonian with 𝐻𝐻0 as described the five-band Hamiltonian in equation (1.17) and an 

additional term 𝐻𝐻I as the Keldysh interaction potential40,41 for dielectric screening:36 
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𝐻𝐻 = 𝐻𝐻0 + 𝐻𝐻I,
𝐻𝐻I = 1

2
∑  𝑅𝑅�⃗ ,𝑅𝑅′����⃗ 𝑉𝑉�𝑅𝑅�⃗ −𝑅𝑅�⃗ ′�𝑎𝑎𝑅𝑅�⃗ 𝑣𝑣

† 𝑎𝑎𝑅𝑅�⃗ ′𝑣𝑣′
† 𝑎𝑎𝑅𝑅�⃗ ′𝑣𝑣′𝑎𝑎𝑅𝑅�⃗ 𝑣𝑣, (1.18) 

where 𝑎𝑎𝑅𝑅�⃗ 𝑣𝑣
†  (𝑎𝑎𝑅𝑅�⃗ ′𝑣𝑣′ ) is the creation (annihilation) operator for orbital 𝑣𝑣 at Mo site 𝑅𝑅�⃗ . The 

orbital 𝑣𝑣 denotes a pair of orbital label and spin label for the electron collectively. Solving 

the Hamiltonian and shifting the bandstructure rigidly according to experimental values, the 

result is shown in Figure 1.10.36  

 

Figure 1.10 Energies of bright excitons as a function of center-of-mass momentum 𝑄𝑄�⃗ . This 

figure is based on a calculation performed using a 45 × 45 k grid. The lines were added as a 

guide to the eye. Solid (dashed) lines represent states that are doubly (singly) degenerate. 

The labels of the excitons with 𝑄𝑄�⃗  = 0 are explained in the main text. Excitons with 𝑄𝑄�⃗  = K are 

labeled by 𝜒𝜒𝐾𝐾1 , 𝜒𝜒𝐾𝐾2  , and so on in ascending order of energy. The left inset is a k-space map 

plot of 𝑃𝑃𝑄𝑄�⃗ (𝑘𝑘) [see Eq. (4) in ref36] for the  𝑄𝑄�⃗  = 2/45 M exciton in the lower energy branch 

evolving from A. The right inset schematically illustrates the dominant electron-hole 

transitions which contribute to the 𝜒𝜒𝐾𝐾1 , 𝜒𝜒𝐾𝐾2 , and 𝜒𝜒𝐾𝐾3   exciton states. Reprinted figure with 
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permission from F. Wu, F. Qu, and A. H. MacDonald, Phys. Rev. B 91, 075310, Copyright 

(2015) by the American Physical Society. 

  

Figure 1.11 (a) Real part of the optical conductivity with (solid red curve) and without 

(dashed green curve) electron-hole interactions. Note that we have rigidly shifted the 

excitation energy spectrum by a constant, so that the A exciton energy is at 1.93 eV as 

measured by photoluminescence experiments.42–45 Reprinted figure with permission from F. 

Wu, F. Qu, and A. H. MacDonald, Phys. Rev. B 91, 075310, (2015). Copyright 2015 by the 

American Physical Society. (b) Photocurrent spectrum for the monolayer MoS2 device (grey, 

solid line) and fit to a multiple-peak Lorentzian function (black, dashed line). The individual 

Lorentzian functions corresponding to Rydberg series of excitons XA and XB are shown in 

blue and green, respectively. Reprinted from ref. 46 under CC-BY license. 

 

The exciton bandstructure at point Γ (Figure 1.10) corresponds to the direct transition at K/K’ 

valley and the excitonic labels A, and B corresponds to the transition from the 𝑣𝑣1 to 𝑐𝑐2 and 
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𝑣𝑣2 to 𝑐𝑐1 band, respectively, as labeled in Figure 1.8. The subscript of A and B, namely 

𝐴𝐴2s, 𝐴𝐴2p, 𝐴𝐴3s, is analogous to 2D hydrogen model of the excitonic quasiparticle, where 

similarly we find 𝐴𝐴2s, 𝐴𝐴3s, etc. are the of Rydberg series carrying excitonic orbital angular 

momentum of 1, 2, etc. Figure 1.11(a) shows the real part of the computed optical 

conductivity in longitudinal direction,34 which may be revealed by photocurrent 

spectroscopy measurements47 or photon absorption spectrum measurements.45 In Fig 1.11(b), 

Rydberg series of A and B exciton were observed in photocurrent spectroscopy 

measurements, showing similar structure as predicted by the tight-binding model. 47 

The bright A and B excitons were three-fold degenerated as protected by C3 and time-reversal 

symmetry and therefore possess optical transition rules associated with the circular 

polarization of the excitation photon. This phenomenon is known as the circular dichroism 

and may be exploited to achieve valleytronics applications by combining spin-valley locking 

properties of 1H-MoS2.48 As shown in Figure 1.12, with right circularly polarized (RCP) 

light (colored in red), the A-exciton and B-exciton in K valley may be excited by matching 

photon energy. Similarly in K′ valley, A-exciton and B-exciton may be excited by left 

circularly polarized (LCP) light (colored in blue). 
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Figure 1.12 Schematics of Spin-valley locking in ML-MoS2 and valley-selected excitation 

using circular polarization of photon.  

Besides the bright A, B exciton series, there are other types of excitons as shown in Figure 

1.13. In the direct transition from K and K′ valley, the spin-forbidden dark exciton XD (↑↓ −↑

↓) may be excited with in-plane magnetic field49 while the grey exciton XG (↑↓ +↑↓) may be 

excited by out-of-plane polarized light. 50 The intervalley exciton may be realized via short-

range exchange action51, Dixter-like interactions and strain-engineering approach52. As 

shown in Figure 13(b), the bright A, B exciton (which is an electron-hole pair) may couple 

to an additional excess electron in the conduction band and form lower-energy trion state TA 

and TB, respectively.45 
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Figure 1.13 Schematics of excitons and trions in ML-MoS2. (a) Intravalley bright A exciton 

(red), bright B-exciton (blue), dark and grey A exciton (grey), and intervalley exciton (green) 

in ML-MoS2. (b) Schematics of A and B-trion in ML-MoS2. 

 

1.4 2D structured light: orbital angular momentum of light 

Structured light refers to custom light field whose intensity, polarization, and phase are 

modulated.53 It has been widely utilized in the field of modern fiber communication,54 

microscopic object manipulation,55,56 and developing novel mechanisms of light-matter 

interaction.57,58 2D structured light further assumes the light propagates along the z-direction, 

with its properties structured in the x–y plane orthogonal to the direction of propagation. 

Among the various ways to structure light, two intrinsic degrees of freedom—spin angular 

momentum (SAM) and orbital angular momentum (OAM)—play central roles in defining 

the angular momentum properties of optical fields. Light with SAM, also known as the 

circularly polarized light, carries +ℏ momentum per photon in the form of right circularly 

polarized (RCP) light and −ℏ momentum per photon in the form of left circularly polarized 
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(LCP) light. In contrast, light with OAM (also known as the twisted light), may carry ℓℏ 

orbital momentum per photon, where ℓ ∈ ℤ represent the topological charge. In this section, 

we will narrow down the scope to discuss the origin, generation of the orbital angular 

momentum of light, and its application in novel optoelectronic interaction. 

The origin and properties of orbital angular momentum of light 

To elucidate the origin of the orbital angular momentum, we first find the Maxwell equation 

that describes the light propagation 

∇2𝑬𝑬 − 𝜇𝜇0𝜖𝜖0
∂2𝑬𝑬
∂𝐼𝐼2 = 0, (1.19) 

where 𝜇𝜇0 is the vacuum permeability and 𝜖𝜖0 is the vacuum permittivity. The monochromic 

assumption assumes  

𝑬𝑬(r, t) = 𝑬𝑬(r)e−iωt, (1.20) 

where 𝜔𝜔 is the angular frequency of the light. Combining equation (1.19) to (1.20) give 

rise to the Helmholtz equation: 

∇2𝐸𝐸 + (
𝜔𝜔
𝑐𝑐 )2𝐸𝐸 = 0, (1.21) 

where c is the speed of light in vacuum. The paraxial approximation assumes the beam 

travels in z direction, taking the form 

𝐸𝐸(𝑟𝑟) = 𝜓𝜓𝑒𝑒𝑜𝑜𝑘𝑘𝑧𝑧, (1.22) 

where k is the wave vector. Substituting equation (1.22) into equation (1.21) in Cartesian 

coordinates gives 
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∂2𝜓𝜓
∂𝑥𝑥2

+
∂2𝜓𝜓
∂𝑦𝑦2

− 2𝑖𝑖𝑘𝑘
∂𝜓𝜓
∂𝑤𝑤

= 0, (1.23) 

or in cylindrical coordinates: 

�
1
𝑟𝑟
∂
∂𝑟𝑟
�𝑟𝑟

∂
∂𝑟𝑟
� +

1
𝑟𝑟2

∂2

∂𝜙𝜙2 − 2𝑖𝑖𝑘𝑘
∂
∂𝑤𝑤
�𝜓𝜓(𝑟𝑟,ϕ, 𝑤𝑤) = 0, . (1.24) 

The separation of variable takes the form 

𝜓𝜓(𝑟𝑟,ϕ, 𝑤𝑤) = 𝐼𝐼𝑜𝑜,ℓ(𝑟𝑟, 𝑤𝑤) ⋅ 𝑒𝑒𝑜𝑜ℓϕ. (1.25) 

Substituting equation (1.25) into equation (1.24) gives a solution known as the Laguerre-

Gaussian (LG) profile labeled by parameter 𝑝𝑝 and ℓ: 

𝜓𝜓𝑜𝑜ℓ(𝑟𝑟,𝜙𝜙, 𝑤𝑤) =
𝐶𝐶𝑜𝑜,ℓ

𝑤𝑤(𝑤𝑤)�
√2𝑟𝑟
𝑤𝑤(𝑤𝑤)�

|ℓ|

𝐿𝐿𝑜𝑜
|ℓ| �

2𝑟𝑟2

𝑤𝑤(𝑤𝑤)2� ⋅ 𝑒𝑒
𝑜𝑜ℓ𝜙𝜙 ⋅ exp �−

𝑟𝑟2

𝑤𝑤(𝑤𝑤)2� ⋅ 𝑒𝑒
𝑜𝑜Φ(𝑧𝑧), (1.26) 

where 𝐶𝐶𝑜𝑜,ℓ = � 2𝑜𝑜!
𝜋𝜋(𝑜𝑜+|ℓ|)!

�
1/2

 is the normalization constant, 𝑤𝑤(𝑤𝑤) is the beam waist width as a 

function of z, 𝐿𝐿𝑜𝑜
|ℓ| � 2𝑟𝑟2

𝑤𝑤(𝑧𝑧)2
� is the generalized Laguerre polynomial of degree 𝑝𝑝 and order |ℓ|, 

Φ(𝑤𝑤) is the phase term that includes wavefront curvature and Gouy phase of the beam whose 

exact form can be found in reference59,60.  
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Figure 1.14 Illustration of (a) azimuthal phase and (b) spot intensity distribution for 

Laguerre-Gaussian mode with 𝑝𝑝 = 0, ℓ = −2,−1, 0, 1, 2. Here 𝑤𝑤(𝑤𝑤) ≡ 1, 𝐶𝐶𝑜𝑜,ℓ ≡ 1, and 

Φ(𝑤𝑤) ≡ 0 was used and the intensity was not normalized to same scale for visual clarity at 

higher ℓ values.  

In equation (1.26), The 𝐶𝐶ℓ symmetry was encoded in the azimuthal phase term 𝑒𝑒𝑜𝑜ℓ𝜙𝜙 as shown 

in the Figure 1.14(a). The intensity, characterized by  �𝜓𝜓𝑜𝑜ℓ(𝑟𝑟,𝜙𝜙, 𝑤𝑤)�2, shows a donut-like 

spot shape in the case of 𝑝𝑝 = 0 due to phase singularity at the center of the spot (Figure 

1.14(b)). The intensity profile of the LG modes is shown in Figure 1.15. Higher order LG 

modes can be generalized with a combination of (ℓ,𝑝𝑝) value pairs, as shown in Figure 1.16.  
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Figure 1.15 Intensity distribution along x-axis of the beam spot of the LG mode with ℓ =

0, 1, 2, 3, 4, 5. 

 

Figure 1.16 Illustration of (a) azimuthal phase and (b) intensity for Laguerre-Gaussian beam 

spots with various (ℓ,𝑝𝑝) modes. Here 𝑤𝑤(𝑤𝑤) ≡ 1, 𝐶𝐶𝑜𝑜,ℓ ≡ 1, and Φ(𝑤𝑤) ≡ 0 was taken and the 

intensity was not normalized to the same scale for visual clarity at higher ℓ values. 
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Generation of OAM  

As evident in equation (1.26) and Figure 1.14(a), the key properties of the orbital angular 

momentum of light arise from the modulation of phase in azimuthal direction. Therefore, 

precise spatial modulation of phase is the key to accurate OAM generation. In real space, the 

spatial phase modulation is equivalent to spatial optical path modulation. Therefore, cavity 

physics-based resonator approach,61,62 nanofabrication-based metasurface approach,63,64 and 

liquid crystal-based approach65 have been employed to achieve tunable spatial phase 

modulation, with each of them has their unique pros and cons. For example, the cavity-based 

approach provides at-source modulation, 61,62 but direct tuning over the laser cavity is needed. 

Therefore, it is increasingly undesired in research that demands a high level of laser stability. 

While the titanium oxide nanopillar meta surface achieving a high purity of OAM light with 

astonishing ℓ = 100,63 there is no feasible way of tuning ℓ once the metasurface is made. 

On the contrary, the liquid crystal-based spatial light modulator (LC-SLM) struggles to 

provide  |ℓ| > 10 due to finite pixel resolution,66 it provides most flexibility accommodating 

reasonable range of ℓ values and a relatively broad range of wavelength of the incident light. 

Furthermore, the ability to flexibly tune phase patterns can be integrated with various optical 

algorithms to enable precise control over spot focus and position. This provides a powerful 

and useful tool for light manipulation, as demonstrated in Chapter 5 of this thesis. 
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Figure 1.17 Typical structure of a pixel liquid crystal-based reflective spatial light modulator.  

 

a typical pixel structure of LC-SLM is shown in Figure 1.17, where the phase modulation (𝛿𝛿) 

for the incident light of wavelength (𝜆𝜆) at pixel location (𝑥𝑥, 𝑦𝑦) is65 

𝛿𝛿(𝑥𝑥,𝑦𝑦) = 2 ×
2𝜋𝜋
𝜆𝜆
�  
𝑑𝑑

0
(𝑛𝑛𝑎𝑎(𝜃𝜃) − 𝑛𝑛𝑜𝑜)𝑑𝑑𝑤𝑤, (1.27) 

where 𝑑𝑑 is the thickness of the liquid crystal layer, 𝑛𝑛𝑜𝑜 is the reflective index of ordinary light, 

and 𝑛𝑛𝑎𝑎(𝜃𝜃) is the reflective index of extraordinary light) given by 65 

𝑛𝑛𝑎𝑎(𝜃𝜃) =
𝑛𝑛𝑎𝑎 ⋅ 𝑛𝑛𝑜𝑜

�𝑛𝑛𝑎𝑎 sin2 𝜃𝜃 + 𝑛𝑛𝑜𝑜 cos2 𝜃𝜃
, (1.28) 
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where 𝜃𝜃 is defection angle depending on the applied voltage (𝑉𝑉) at pixel (𝑥𝑥, 𝑦𝑦) of the 

panel, threshold voltage (𝑉𝑉𝐶𝐶) for liquid crystal molecule, and scaling factor 𝑉𝑉0: 65 

𝜃𝜃(𝑥𝑥, 𝑦𝑦) = �
0 𝑉𝑉 ≤ 𝑉𝑉𝐶𝐶

𝜋𝜋
2
− 2 tan−1 �exp �−�

𝑉𝑉(𝑥𝑥, 𝑦𝑦) − 𝑉𝑉𝐶𝐶
𝑉𝑉0

��� 𝑉𝑉 > 𝑉𝑉𝐶𝐶
� . (1.29) 

The effective Jones matrix in the basis of |𝑛𝑛𝑎𝑎⟩ and |𝑛𝑛𝑜𝑜⟩ for an ideal SLM is thus 

�𝑒𝑒
−𝑜𝑜𝛿𝛿(𝑥𝑥,𝑦𝑦) 0

0 1
� . (1.30)  

Therefore, with a careful choice of 𝑉𝑉(𝑥𝑥,𝑦𝑦) for the liquid crystal display, generation of OAM 

light with desired ℓ may be achieved.  

Novel optoelectronic interaction using light with OAM 

The light-matter interaction between light with OAM and optoelectronic materials are 

ultimately dominated by conservation of energy, linear momentum, and angular momentum. 

In macroscopic scale, angular momentum transferred from the incident light leads to rotation 

of micron-size graphite particles,67 or manipulated single molecule or cell by an optical 

tweezer.55,56  

In an even smaller scale, OAM of light exerts an effective centrifugal force on charge carriers, 

leading to circular photogalvanic effect and circular photovoltaic effect that may be used for 

energy harvesting in semiconducting materials.68–70 In ML-MoS2, K. B. Simbulan et al. 

demonstrated increased photovoltaic effect in ML-MoS2 transistors where increased 

photocurrent was observed under light with higher OAM (Figure1.18(a)).70 The OAM-

dependent photoluminescence experiments showed a spectral blue shift due to the 

momentum transfer (Figure 1.18(b)).71 Generally, twisted light-semiconductor interaction is 

formulated by G. F. Quinteiro and P.I. Tamborenea with a two-band model,72 which 
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demonstrated that angular momentum carried by the light may increase accessible excited 

states in a cone-like fashion. 

 

Figure 1.18 (a) OAM of light-induced photocurrent enhancement in ML-MoS2 FET. 

Reprinted with permission from K. B. Simbulan, Y.-J. Feng, W.-H. Chang, C.-I. Lu, T.-H. 

Lu, and Y.-W. Lan, Twisted Light-Enhanced Photovoltaic Effect, ACS Nano 15, 14822 

(2021). Copyright 2021 American Chemical Society. (b) Spectral blue shift of 

photoluminescence in ML-MoS2 single crystal. Reprinted with permission from K. B. 

Simbulan et al., Selective Photoexcitation of Finite-Momentum Excitons in Monolayer MoS 

2 by Twisted Light, ACS Nano 15, 3481 (2021). Copyright 2021 American Chemical Society. 

The nature of the alternating electromagnetic field character of the light may affect electrical 

dipole and quadruple transition, leading to selection rule under OAM, even in the ultimately 

small scattering cross-section limit of an individual atom.73 Christian T. Schmiegelow et al. 

first observed the predicted selection rule under OAM light in Ca+40  ion as shown in Figure 

1.19(a).73,74 L.A. Sordillo et al. found varying degree of polarized electron under different 

SAM and OAM in GaAs device, where the optical selection rule shown in Figure1.19(b) was 

tested.75 
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Figure 1.19 Transition selection rules associated with the OAM of light. (a)  Optical 

transition rules between 4S1/2 states to 3D5/2 states in Ca+40  ion system and GaAs system. 

Reprinted from ref.74 under CC-BY license. (b) Optical transition rules for light with OAM 

ℓ = 1 (left) and ℓ =  2 (right). Reprinted from L. A. Sordillo, S. Mamani, M. Sharonov, and 

R. R. Alfano, The interaction of twisted Laguerre-Gaussian light with a GaAs photocathode 

to investigate photogenerated polarized electrons, Applied Physics Letters 114, 041104 

(2019), with the permission of AIP Publishing. 

In summary, the orbital angular momentum of light may be used to tune light-matter 

interaction in semiconducting materials and are primarily focused on angular momentum 

transfer to photoexcited electrons. Therefore, it would be very interesting to investigate twist 

light interaction with other quasiparticles in quantum materials, such as excitons, exciton 

polaritons, or plasmon polaritons. 
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C h a p t e r  2  

 

:  MATERIAL SYNTHESIS AND DEVICE FABRICATION 

2.1 Introduction  

Controlled synthesis of high quality 2D material and consistent nanofabrication procedure 

are vital for their application.76–78 To achieve the ultimate goal of real-world manufacturing, 

a scalable approach must be taken in all processes.  

In terms of materials synthesis, pulsed laser deposition (PLD),79 molecular beam epitaxy 

(MBE),80,81 atomic layer deposition (ALD),82–84 and chemical vapor deposition (CVD) 76,77,85 

as well as its variants such as plasma enhanced chemical vapor deposition (PECVD)76,86,87 

and metal organic chemical vapor deposition (MOCVD)88–90 are techniques capable of 

producing large-scale 2D materials.77 Among those available techniques, the ALD, PECVD 

and MOCVD methods offer bottom-up solutions for wafter-scale synthesis and are most 

feasible for industrialization because they are capable of delivering uniform thin films with 

high crystallinity on a variety of substrates without the need of excessively high growth 

temperature, while being cost-effective.77  In this chapter, we will discuss PECVD growth of 

ML-graphene in Section 2.2 and thermal CVD synthesis of MoS2 in Section 2.3. Meanwhile 

mechanically exfoliated 2D materials by adhesive tapes, although intrinsically non-scalable, 

played an important role in understanding 2D materials in the clean limit. The tape-assisted 

approach has been the primary driving force for the discoveries of important phenomena the 

2D materials such as integer (fractional) quantum Hall effect,9,91 unconventional 

superconductivity92, and  unconventional ferroelectricity.93 Thus, we used measurements on 

mechanically exfoliated ML-graphene and TMDs  as an important benchmark for our studies 

of PECVD-grown ML-graphene and CVD-grown ML-TMDs in this thesis, which are 

detailed in Section 2.5 and Section 3.8. 
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After synthesizing 2D materials, we characterized them using various techniques to ensure 

high quality materials. A summary of these techniques used in this thesis is provided in 

Section 2.5. Nanofabrication techniques for material transfer and device fabrication, such as 

electron-beam lithography, reactive ion etching, and metal deposition are covered in Section 

2.6. Finally, electrical transport measurement configuration and setups is discussed in 

Section 2.7. 

2.2 Plasma-enhanced chemical vapor deposition of ML-graphene 

Plasma-enhanced chemical vapor deposition (PECVD) is known to be a controlled 

deposition of high-quality ML-graphene over various substrate and surfaces76,94–96. It 

provides a rich chemical reaction environment with a mixture of radicals, ions, and molecules, 

enabling substrate oxide etching and low-strain, low-defect ML-graphene growing at low 

temperature97. Our original experimental setup is shown in Figure 2.1, which was slightly 

modified for this thesis work by adding a high-resolution low-flow-rate mass flow controller 

(MFC, ALICAT, MC-10SCCM) in parallel to traditional leak valve and mass flow controller 

line for methane. 
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Figure 2.1 Schematics of plasma-enhanced chemical vapor deposition (PECVD) system. 

Adapted from ref.97with permission from Springer Nature. 

Preparation 

To minimize contamination, the half-inch diameter quartz processing tube and the quartz 

sample carrier were first cleaned with acetone, isopropanol (IPA),  rinsed by deionized (DI) 

water, and then baked dry at 100 °C in an oven dryer. If the processing tube and quartz carrier 

were used in a previous run and coated with carbon and copper, 70% nitric acid followed by 

a DI water rinse are used before the cleaning procedures described above would be carried 

out to ensure a clean growth environment.  

Copper foil (Alfa Aesar, P/N 10950, 0.025 mm thickness, 99.999%) were used as a substrate 

for growth, which was kept in an argon gas-filled glovebox (<0.01 ppm water and oxygen). 

The copper foil was first cleaned by an ultrasonic cleaner in acetone and IPA for 15 minutes 
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each. Then the foil was cut into a typical rectangle shape of 1.2cm ×0.7cm with the top-

right corner cut off by using a clean scissor. To minimize undesired deformation during 

cutting, the foil was carefully hold with two clean microscope slides and only the desired 

amount of copper foil to be cut was exposed. The corner cut at the top-right was to help 

identify the side of the foil with ML-graphene after growth. The foil was subsequently 

flattened by sandwiching it between two clean microscope slides and carefully applying 

forces with fingers.  

All sample handling tools, including tweezers, quartz carrier loader, microscope slides and 

scissors, must be cleaned in DI water, acetone, IPA, (ultrasonic cleaner, 15 minutes each) 

prior to the experiment and must covered with a Kimwipe whenever not in use.  

Pre-growth plasma cleaning 

After loading the quartz tube and quartz sample carrier and properly adjusting its levelness, 

the system is pumped down to a base pressure (<3 mTorr) for 15 hours. It is also wise to 

pump down the residual gas analyzer (RGA) and start the recording such that a stabilized 

baseline composition of the environment is recorded at the end of the following process. 

Close the side valve to the RGA and begin flowing O2 (with a flow rate of 2sccm) and Ar 

(5sccm) until the chamber pressure reaches the setpoint of 500 mTorr. Wait at least 2 minutes 

to establish a steady flow. With RF power of 50 W, first stabilize then gradually move the 

Evenson cavity along the quartz tubing to clean the chamber and quartz sample carrier with 

O2 plasma for a total of 30 minutes. Adjust the positioning of the Evenson cavity, its ceramic 

tuning handle, and threaded tuning stub at its top to minimize the reflection power. Typically, 

under 50 W forward power, the reflected power should be less than 3 W at this stage.  Ensure 

the plasma head stays at the growth position of the quartz sample carrier for more than 2 

minutes. Pump down the residue gas while flushing the chamber with Ar. Repeat the 

procedure with H2 plasma, using H2 2 sccm and Ar 5 sccm. Vent the chamber and load the 
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sample using cleaned quartz sample carrier. Adjust the position of the copper foil after 

loading using the quartz sample carrier loader, making sure that the copper foil stays at the 

center of the quartz sample carrier. Pump down to base pressure and then open the side valve 

to RGA until the reading from the filament stabilizes. Record the base composition. 

ML-graphene growth by PECVD  

Set the H2 flow rate to 2 sccm and chamber pressure of 500 mTorr. Gently ramp up the CH4, 

and N2 MFCs to the open position so that the respective leak valve will be in primary flow 

control. With the reading from the RGA, gently adjust the CH4 and N2 leak valves such that 

the desired partial pressure ratio of about CH4/N2 = 1.6 ~ 1.8 is achieved. Note that a lower 

ratio would lead to a higher cyano radical concentration during the growth, and therefore 

would result in etching excess copper foil other in addition to removing the surface copper 

oxide. Practically in a 10-minute growth with 40W of plasma, if the CH4/N2 ratio read prior 

to the growth is below 1.5, there would likely be either no copper foil left after the growth, 

or there are plasma-etched holes everywhere on the copper foil such that the sample became 

useless for transfer purposes. For each adjustment, wait for at least 20 minutes, which is 

about three times the exponential decay constant for the partial pressure reading in RGA after 

each incident of MFC/leak valve change, to ensure that the RGA reading is stabilized. Ignite 

the plasma at 40 W forward power at the downstream of the sample, and gently move the 

plasma on to the sample position. Wait for a desired period. Turn off plasma power and pump 

down the residue gas to immediately stop the process. Repeat the growth procedure from 

downstream to upstream at all sample locations. Finally, vent the chamber using Ar gas with 

a slowly ramping flow rate manner to avoid foil being carried by the sudden blast of flow.  
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Figure 2.2 Typical RGA data during the ML-graphene growth by PECVD. (a) Snapshot of 

gas partial pressure captured using mass spectrometer mode of RGA at the end of pre-growth 

stabilization process. (b) H2, CH4, and Ar partial pressure recorded over a typical growth 

cycle. 

The RGA recording for a typical growth cycle is shown in Figure 2.2. Another heuristic 

indication of a successful growth would be the deposition of copper on both the quartz tube 

and the quartz sample carrier, as shown in Figure 2.3. If a high resolution MFC for CH4 is 

used instead of the leak valve, the optimal flow rate setpoint should be around 0.001 sccm 

and the nitrogen flow rate is controlled by the leak valve according to the partial pressure 

measured. 
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Figure 2.3 Photograph of the quartz tube before and after ML-graphene PECVD. (a) Cleaned 

quartz tube before growth. (b) Typical copper deposition inside the quartz tube after the 

PECVD  growth of graphene, showing a shiny orange-red color. 

 

2.3 Chemical vapor deposition of MoS2 

Chemical vapor deposition of 2D materials has been a very popular method of 2D material 

synthesis, which covers a variety of III-V compounds with controllable growth of various 

structural phase and number of layers.85,98 The principle of the CVD process is similar to the 

PECVD process mentioned above, where vaporized precursors react and form a target 

crystalline structure at the surface of substrate, whose lattice constant usually matches that 

of the target to promote deposition. The differences between CVD and PECVD methods are 

mainly the source of energy that initiates the chemical bond-breaking of the vaporized 

precursors. For example, in the deposition of ML-graphene, the former is provided by heat 

transfer from furnace, which is usually maintained around 1000 ºC during growth,99 whereas 

the latter is from electromagnetic microwave by a microwave generator, enabling a lower 

growth temperature around 160 - 425 ºC depending on the microwave power.97 
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In this thesis, the ML-MoS2 samples were mostly synthesized on sapphire substrates using 

the thermal CVD method similar to previous articles.100–102 by Dr. Yann-Wen Lan’s group 

at the national Taiwan Normal University unless otherwise specified. The main steps were 

summarized below based on Dr. Lan’s narrative and my experience growing and observing 

2D materials at Dr. Yeh’s group at California Institute of Technology.  

1. Clean three quartz boat and a desired sapphire substrate by acetone and IPA.  

2. Put 0.6 g of MoO3 at the center of the quartz boat and place the loaded boat at the center 

of the furnace. 

3. Load another quartz boat with sulfur and place it upstream of MoO3 boat right outside the 

furnace. This is typically 18~20cm distance. Wrap the quartz tube with heating tape at the 

location of the sulfur boat. Since the CVD growth of MoS2 requires a sulfur-rich environment, 

the amount of sulfur placed in the boat is not critical as long as it is reasonably excessive. 

4. Place the sapphire substrate over an upside-down quartz boat and place the boat near the 

downstream of the MoO3 boat. 

5. Pump down the quartz boat base pressure to remove air and moisture. Flow 70 sccm of 

Argon gas while maintaining 40 Torr of chamber pressure. 

6. Heat up the furnace at a rate of 32 ºC/min to 750 ºC (Typical range 700-850 ºC) and 

maintain for 15 minutes for crystal growth. Preheat the heat tape such that the sulfur boat is 

maintained at 190 ºC throughout the 15-minute growth period. 

7. Pump down the chamber to stop the growth process immediately and allow the furnace to 

cool down naturally.  
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2.4 Exfoliation of 2D materials 

While this thesis aims to investigate scalable technologies for future applications, significant 

efforts have been made to optimize process consistency and minimize contamination using 

existing instrumentation at California Institute of Technology. However, under typical 

research laboratory conditions, 2D materials obtained through dry exfoliation and devices 

fabricated with hexagonal boron nitride (h-BN) encapsulation are still expected to exhibit 

better intrinsic characteristics. Therefore, in addition to PECVD grown and CVD-grown 

materials, exfoliated 2D materials were also studied as a reference. Here we use the Scotch 

tape method to exfoliate ML-graphene, h-BN, and MoS2 following the exfoliation 

methodology for these materials commonly described in literature. The mechanically 

exfoliated MoS2 sample will serve as an example for discussion in this section.  

1. Prepare diced SiO2/Si chips of 2cm×2cm size. Scratch one corner with razor blade for 

consistent identification of the chip direction. Clean the substrate using an ultrasonic cleaner 

with DI water, acetone and IPA for 15 minutes each. Blow dry the substrate with a nitrogen 

gun gently. Prepare the substrate with O2 plasma (PIE Scientific, Tergeo Plus) of 150W, 6 

sccm flow rate for 2 minutes under immersion mode. Quickly put the substrate on a standard 

microscope slide with double-sided tape. 

2. Prepare a Scotch tape (3M, Magic) of 15cm long (as the “mother tape”) on a cleaned and 

flat table surface with tape side up. Visually examine the uniformity of the glue layer of the 

tape and make sure there is no obvious bubble and dust contamination. Fold ~1cm of the tape 

at each end for handling. Tape it on the table. Put on bulk crystal of MoS2 (2D 

Semiconductors, BLK-MOS2-SYN-FLX) that is thin and flat on both sides at one end of the 

mother tape. Fold and exfoliate the mother tape a few times to scatter the bulk crystal to 

cover an area of 2cm×2cm. This usually takes 3~5 times. For the sake of documentation, 

assume it takes 5 times to spread and denote the tape as #5. 
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3. Prepare a scotch tape of ~7cm long (as a “son tape”) and tape over one end of the mother 

tape (#5). Exfoliate. This son tape may be the new mother tape if necessary (denote as #5.6 

since it was the 6th exfoliation from the mother tape #5). Fix it on the table with crystal side 

up with additional tape and treat it as new mother tape if necessary.  

4. Prepare additional son tape and exfoliate until one has a series of son tapes (#7, # 8, …), 

as shown in Figure 2.4. Stop at the desired thickness or if there is visually nothing left on the 

son tapes. Find the best son tape from the thinnest to the thickest by stamping the son tape 

on the prepared SiO2/Si substrate (described below) and visually examining the yield rate of 

monolayer per chip. Stop at son tape (for example #11 in Figure 2.4) with desired yield rate. 

 

Figure 2.4 Photograph of a typical son tape series during bulk MoS2 exfoliation. 

To stamp on the SiO2/Si substrate, first align and stamp the crystal area of the son tape with 

the substrate and then cover with another layer of tape for protection purposes. Press on with 

cotton-head swab (Puritan 806-WC) as heavy as possible to promote adhesion and remove 

all bubbles. Wait for about 5 minutes and then heat it with a hot plate at 115 ºC for 1 minute. 

Put it on the table to cool for about 10 seconds, then remove the son tape by pulling the 

protective tape as slow as possible. Examine the yield rate under optical microscope by 

comparing the optical color and contrast with sample of known thickness. 
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5. Now use existing son tape series and an additional new son tape to achieve the same 

optimal number of exfoliations, i.e. exfoliate one more time on #10 so two of the #10.11 will 

be achieved. Similarly, obtain #7.11, #8.11 and so on for further production. 

A similar procedure may be followed for exfoliation from HOPG (2D Semiconductors, 

BLK-HOPG) and bulk h-BN (2D Semiconductors, BLK-hBN-LG). However, there are two 

exceptions for exfoliating h-BN. Firstly, minimal forces should be applied during the step of 

cotton-head swab pressing. Secondly, a different type of Scotch tape (3M, Magic Greener) 

with higher adhesion is preferred for making the mother tape. Optical microscope image of 

typical exfoliated 2D materials is shown in Figure 2.5. 

 

Figure 2.5 Optical image of exfoliated 2D materials. (a) Monolayer MoS2 (b) Bilayer MoS2. 

(c) ML (left) and few layer (right) graphene. (d) h-BN. 
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2.5 Basic characterization of 2D materials and its devices 

After sample synthesis, Raman spectroscopy and photoluminescence (PL) spectroscopy 

experiments were performed to verify the sample quality. The Raman spectroscopy and PL 

spectroscopy experiments were performed over Raman microscope (Renishaw InVia) at 

Mineral Spectroscopy lab at Caltech under the excitation of 514nm laser with a grating of 

1800 lines/mm or 3000 lines/mm. Typical Raman spectra of as-grown ML-graphene on cp[er 

foil was shown in Figure 2.6(a), where a strong copper background is seen besides ML-

graphene’s signature D, G, and 2D Raman mode manifested as peaks located near 1353 cm-

1, 1587 cm-1, and 2685 cm-1, respectively. Sample with a low D peak intensity are selected 

for transferring process, and a representative Raman spectrum is shown in Figure 2.6 (b).  
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Figure 2.6 Raman spectroscopy and photoluminescence spectroscopy characterization over 

ML-graphene and MoS2 samples. (a) Typical Raman spectroscopy of an as-grown ML-

graphene on copper foil. The spectra were vertically offset by 0.3 for clarity. (b) Raman 

spectroscopy of ML-graphene after transferred to SiO2/Si substrate. (c) Raman spectroscopy 

of monolayer ML-MoS2 (solid line) and bilayer MoS2 (dashed line) on SiO2/Si substrate. (d) 

Normalized photoluminescence spectroscopy of ML-MoS2 and bilayer MoS2 after device 

fabrication. 

The exfoliated sample is first classified by its color and contrast on SiO2/Si substrate under 

optical microscopy (customized dry transfer stage in the Yeh group and Keyence, VHX-

7000 at the Kavli Nanoscience Institute, Caltech), and then verified by Raman spectroscopy 
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(Figure 2.6(c)). The separation between the two prominent Raman peaks, i.e. the E2g and 

the A1g Raman peak was used to distinguish monolayer (17~19 cm-1) and bilayer (~22 cm-

1). 

Atomic force microscopy (AFM) was used to study the topography of the devices as 

exemplified in Figure 2.7. They were also used to study the surface topography of ML-

graphene, which was transferred to nanostructures. Furthermore, scanning the device using 

the contact mode of AFM may be useful to clean the polymer residue over the 2D material 

surfaces. 

AFM topography experiments were performed over Bruker Dimension Icon setup at the 

Kavli Nanoscience Institute (KNI) and the Molecular Materials Research Center (MMRC) 

at Caltech, using noncontact peak force tapping mode with a commercial AFM probe (Bruker, 

SA-AIR, SA-AIR-HPI for non-contact topography and TESPA-v2 for contact-mode 

cleaning). Kelvin probe force microscopy (KPFM) measurements were performed over 

Bruker Dimension Icon setup at the MMRC using a conductive AFM probe (Bruker, 

PFTUNA) with a customized PC Board to obtain spatially dependent work function of the 

material.  

 

Figure 2.7 (a) AFM topography and (b) 3D reconstruction of the ML-MoS2 device. 
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Scanning electron microscopy provides another aspect of sample surface topographic 

information through secondary electrons. It was such a frequently used tool that there were 

more than 4812 SEM images taken for this thesis work, with an accumulated image exposure 

time exceeding 30 hours in total. The applications of images may be mainly divided into 

three categories as shown in Figure 2.8.  

For the synthesis MoS2 and ML-graphene, SEM topography was used to image the time 

evolution of sample growth by stopping the CVD process at different growth times and then 

examining the SEM images of the resulting sample surface, which leads to the discovery of 

an intriguing self-assembly process in MoS2. The spatially dependent energy dispersive X-

ray spectroscopy (EDS) was used to examine the atomic composition of the unknown 

substance appearing on the sample surface; thus helping identify and then eliminate the 

potential contamination sources to ensure clean synthesis of ML-graphene growth by 

PECVD. In the process of nanofabrication, SEM imaging was used to provide process check 

points, assist wet-etching process of nano-pillars and provide insights into process failure 

analysis over the entire process of device nanofabrication. Gallium focused ion beam (FIB) 

was used to mill down the excessive metal that caused accidental short of contacts in the rare 

case of lift-off failure, or to create a sample cross-section for providing a fresh view angle of 

the sample. Furthermore, SEM topographic imaging played a vital role in device 

characterizations. For example, a topographic study of the transmission line method (TLM)-

style contacts lithographed under linearly scaled electron area dose (between 600 to 1400 

μC/cm2 with step of 50 μC/cm2) help select the best area dose for making fine structures with 

feature size less than 30nm. Topography images over a ML-graphene sample that was 

transferred over periodic nano pillars showed periodic ridges-like structures and provided 

information about regions with crack formation due to excessive local strain.  

It is worth noting that the line-by-line scanning nature of the SEM image exposure may also 

be exploited to provide information on contact electrical connectivity in a ML-graphene 
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device: During the process of obtaining a large-scale topography image of the device, 

about 2.7×10-6 μC/cm2 area dose (98pA, 30μs exposure per pixel with field of view of 4mm 

by 4mm) was deposited to the metal contacts sequentially so that the top-most contacts were 

imaged first and the bottom-most contacts were imaged last. If the top and bottom contact 

were electrically well connected, by the time the scanning electron beam reached the bottom 

contact, the accumulated charge transferred from the top contact to the bottom contact via 

the ML-graphene device, would deflect the electrons and cause the bottom contact to appear 

darker than the top contact in the resulting image. The electron damage during this process 

should be minimal as its area dose (10-6 μC/cm2) was orders of magnitude smaller than the 

effective area dose (102 μC/cm2) typically required to penetrate the ~400nm-thick PMMA 

layer and reach the ML-graphene layer during e-beam lithography.  
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Figure 2.8 Typical applications of scanning electron microscopy (SEM) and its related 

technology employed in this thesis.  

These experiments were performed with different SEM systems, including Thermofisher 

Quanta 200F and Thermofisher Nova200/600 NanoLab at KNI. For 2D materials, the SEM 

imaging was generally carried out either at a sacrificial site or after all other non-destructive 

experiments were completed, with a low electron energy and current setting typically at 5kV 

and 98pA, respectively. For metal contact/thin film characterization, 30kV with 1nA may be 

used to achieve higher resolution of the surface or cross-section. The gallium focused ion 

beam (FIB) milling of Ti/Au contacts employs a 30kV gallium ion beam of 0.3nA. 
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2.6 Nanofabrication processes 

Wet transfer of ML-graphene and h-BN 

The ML-graphene grown by PECVD method was transferred to a standard SiO2/Si marker 

substrate using the PMMA-assisted method as follows: 

1. Clean the substrate with acetone/IPA via sonicating for about 10 minutes each and then 

blow it dry. 

2. Pre-bake the copper chip at 180 ºC for 60 seconds. Use acetone to clean the o-ring that 

will host the copper foil. Take the ML-graphene/Cu chip and spin-coat PMMA 495A4 at 

2000prm. Post-bake the PMMA-coated sample at 180 ºC for 60 seconds. The result is shown 

in Figures 2.9 (a) and 2.9(b). 
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Figure 2.9 PMMA-assisted wet transfer of 2D materials. (a) PMMA-coated ML-graphene 

on copper foil. (b) PMMA-coated ML h-BN on copper foil (c) PMMA-coated ML-graphene 

floating on the copper etchant. (d) About four hours after wet etching, only PMMA/ML-

graphene (blue dashed line) was floating with residue copper at corners (red circle).   

3. Use O2 plasma (Plasma-therm, SLR 720) to clean the graphene on the unprotected 

backside at 20 mTorr total pressure,10 sccm flow of O2, and 80 W power for 60 seconds. 

Alternatively, use Q-tip to drip ammonium persulfate 0.2M and rub the backside of the 

copper foil until a new shiny layer of copper is seen.  

4. Fresh 0.2M ammonium persulfate solution is used as the copper etchant to fill half of a 

standard petri dish. With the PMMA-coated side up, put the chip in the etchant for about 1~3 

hours (Figure 2.9(c)). 



 

 

50 

5. Prepare three beakers filled with DI water. Use a spoon to carefully transfer 

PMMA/ML-graphene to DI water. Do it three times to fully rinse the PMMA/ML-graphene. 

When spin-coating PMMA, there is an inevitable chance that some PMMA will accumulate 

on the backside of the chip, particularly near the corners. In these regions, the PMMA forms 

a sandwich-like structure with the copper, making it difficult to etch. As a result, residual 

copper remains at the corners, serving as a precise indicator of their position (Figure 2.9(d)). 

6. Scoop up the PMMA/ML-graphene film using a target substrate that is pretreated with O2 

plasma. Let the chip dry overnight and then soak the chip in acetone overnight followed by 

IPA rinse. Blow the chip dry carefully by a nitrogen gun. One must not use a hot plate to 

bake the chip because this process would most likely (with nearly 100% probability) break 

those ML-graphene sheets transferred to substrate with nanopillar array. 

Similar procedures may be applied to h-BN. For CVD-grown over MoS2 SiO2/Si or sapphire 

substrate, pre-cut three and a half sides of the PMMA along the chip edge before soaking in 

etchant of 3M NaOH (for SiO2/Si substrate) heated to 65 ºC for 10 minutes in a hot bath of 

14.5% ammonia solution (for sapphire substrate) at room temperature for 30 minutes to 2 

hours. The transferred MoS2/SiO2/Si sample is then cleaned by N-methyl-2-pyrrolidone 

(NMP) solution heated to 70 ºC for 30 minutes in a hot bath and followed by IPA rinse. 
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Electron-beam Lithography 

Current 
(nA) 

Aperture 
(μm) 

Resist Area 
dose 

(μC/cm2) 

Application 

0.15 300 PMMA 495 A4 (4000 rpm) / 
PMMA 950 A4 (4000 rpm) 

700-900* Very fine TLM pattern 
with 30nm contact spacing. 

0.5 300 PMMA 495 A2 4000 rpm 850* Nanodot arrays of diameter 
20-50 nm. 

3 300 PMMA 495 A4 (4000 rpm) 

/ 

PMMA 950 A4 (4000 rpm) 

1300 Fine area of RIE process 

pattern for etching. Fine 

electrical connections. 

Chip identifiers. 

100 300 PMMA 495 A4 (4000 rpm) / 
PMMA 950 A4 (4000 rpm) 

1100 RIE pattern, electrical 
contact pads and electrical 
connections with feature 
size > 10 μm. 

200 400 PMMA 495 A4 (4000 rpm) / 
PMMA 950 A4 (4000 rpm) 

1100 Wafer scale writing of 
standard markers. 

Table 2.1 Typical e-beam lithography current profile and its typical application in this thesis. 

*Depending heavily on specific pattern/PEC profile therefore practically determined by the 

pattern/PEC-specific dose test. 

The electron-beam lithography is performed over dedicated electron beam pattern generator 

(Raith, EBPG 5200/5000+) 100kV at KNI. The electron beam lithography process typically 

uses different current and aperture combinations for various feature sizes and choice of resist, 

which are summarized in Table 3.1. For patterns with feature size <100nm, proximity effect 

correction (PEC) was achieved by importing resist/substrate-specific electron scattering 

profile obtained by Monte Carlo simulation (GenISys, Tracer) to layout software (GenISys, 

Layout Beamer) and utilizing shape/corner-specific proximity effect correction algorithm. 

With the proximity effect correction, a pattern-specific electron dose test was performed to 

find the optimal area dose.  
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After e-beam exposure, the sample is then developed in Methyl isobutyl ketone 

(MIBK):IPA=1:3  solution for 60 seconds and soaked in IPA for another 60 seconds. The 

sample is then blow-dried by nitrogen. 

Reactive ion etching  

The silicon oxide etching was achieved using C4F8/O2 (40/3sccm) plasma over reactive ion 

etching setup (Oxford Instruments, Plasmalab System 100). The process was performed at 7 

mTorr, ICP Generator power of 2100W and RF forward power for 200W. The etch rate was 

measured by linear fitting etch rate curve as shown in Figure 2.10(a) and did not show a 

discernable difference between wet oxide (University Wafer) and dry oxide (Sil-tronix). The 

thickness of the SiO2 layer before and after etching was measured using spectroscopic 

reflectometry (Olympus, BX51M and Filmetrics, F40, calibrated over a 1266.6nm known 

SiO2/Si sample). 

 

Figure 2.10 Measurement of etch rate of SiO2 by reactive ion etching. (a) Etched thickness 

versus etching time yielded etch rate about 5.5 nm/s.  (b) Typical spectroscopic reflectometric 

measurements of SiO2 thickness tox for three devices. The solid lines were the measurement 

data and the dashed lines were the numerical fitting results. 



 

 

53 

The ML-graphene/graphite etching was achieved using O2 (10 sccm) plasma over reactive 

ion etching setup (Plasma-Therm, SLR 720). The process was conducted at a pressure of 20 

mTorr with 80 W plasma power, and the process time varied between 45 seconds to 120 

seconds depending on the sample thickness and was usually done with a 15-second increment 

followed by visual check over optical microscope after the initial 45-second etch. 

The h-BN and MoS2 etching was achieved using CHF3/O2 (40/4 sccm) plasma over reactive 

ion etching setup (Plasma-Therm, SLR 720). The process was carried out at a pressure of 40 

mTorr with 60 W plasma power. Alternatively, the process may be carried out in SF6/O2 

(20/20 sccm) plasma using Plasmalab System 100 at a process pressure of 100mTorr and 

1500/100 ICP Generator/ RF forward power. The process time varied between 30 seconds 

to 90 seconds depending on the sample thickness and was usually done with a 15/5-second 

increment followed by visual check over optical microscope after the initial 30 second etch.  

Metal deposition   

After the device geometry was patterned by the reactive ion etching, metal contacts were 

deposited to form electrical contacts of desired pattern. For ML-graphene devices, Ti/Au 

(5nm/50nm) contacts were deposited by e-beam evaporation (Kurt J. Lesker, Labline, base 

pressure <1×10-7 Torr) at a rate of 1/1 Å/s. For exfoliated MoS2 devices, Bi/Au (10nm/40nm) 

contacts were deposited by e-beam evaporation (AJA, Orion ATC, base pressure <9×10-10 

Torr) at a rate of 0.5/1 Å/s. For CVD-grown MoS2 devices, Bi/Au (20nm/40nm) contacts 

was deposited by thermal evaporation at a rate of 0.1/1 Å/s at national Taiwan normal 

university. 

The 15nm-thick nickel protective disk for silicon oxide nanopillar etching was deposited by 

e-beam evaporation (CHA, Mk40, base pressure <5×10-7 Torr and AJA, Orion ATC, base 

pressure <9×10-10 Torr) at a rate of 1 Å/s. 
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After metal deposition, the chip was lift-off in an acetone environment followed by IPA 

rinse. 

 

2.7 Electrical transport measurement 

The fabricated chip was then cut in to 7 ×7mm or smaller sizes using a diamond-tip pen and 

pasted to the center of a customized PC board using silver paint, with the PC board soldered 

to puck assembly (Quantum design, 8084-100, Appendix A), as shown in Figure 2.11. For 

devices used in photocurrent spectroscopy measurements, the specific device needs to be 

centered relative to the puck to one’s best ability. After curing the silver paint for 2 hours at 

93.3 ºC (with ~10 minutes of temperature ramping up from room temperature at rate of 450 

ºC/hour), devices were bounded to the PC board with aluminum wire using wedge-wedge 

technique (Westbond, 7476D-79). The electrical connection was then tested over a PPMS 

user bridge (Quantum design) using Keithley 2450 source-measuring units (SMU) as shown 

in Figure 2.11(b), where electrical connections to the SMU were made via the LEMO 

connector on the side (not shown). Alternatively, when quick screening of devices was 

desired, a customized probe station may be used with Keithley 2450 SMUs with proper ESD-

safe accessories, as shown in Figure 2.11(c).  

 

Figure 2.11 Device wire bonding and electrical connection testing for transport 

measurements. (a) Optical image of device contact pads bonded by aluminum wires.  (b) 
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PPMS puck assembly tested over a user bridge. (c) Device screening using a customized 

table-top probe station. 

The cryogenic electrical transport measurement was performed in a Physical Property 

Measurement System (Quantum Design, PPMS), a shared facility in the Institute for 

Quantum Information and Matter (IQIM) at Caltech. The system provides temperatures from 

1.8 K to 400 K and magnetic fields up to ±14 Tesla.  

 

Figure 2.12 Illustration of the top view of different device geometries studied in this thesis, 

where the backgate contacts are not shown. (a) Van der Pauw (vdP) geometry.  (b) 

Transmission line method (TLM) geometry. (c) Two-probe single crystalline field effect 

transistor geometry. (d) Hall bar geometry.  
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In this thesis, cryogenic electrical transport measurement of ML-graphene and ML-MoS2 

were studied in various device geometries, whose top views are illustrated in Figure 2.12 and 

exemplified in Figures 2.12 and 2.13. For ML-graphene devices, traditional two-probe and 

four-probe resistance measurements were performed with both DC and lock-in techniques in 

the quasi-DC limit. For example, DC four-probe measurements were performed to study 

gate-dependent and temperature-dependent resistance of ML-graphene using Keithley 2450 

source-measuring unit (SMU). Four-probe AC measurements were performed to study the 

quantum Hall effect of ML-graphene using lock-in techniques in quasi-DC limit at 13 Hz 

(Stanford Research System, SRS 830, SRS 850).  For MoS2 devices, DC four-probe 

measurements were performed to study the gate-dependent and temperature-dependent 

resistance of ML-MoS2 using Keithley 2450 SMUs. The photocurrent responses of MoS2 

field effect transistors were measured by using lock-in technique (Stanford Research System, 

SRS 830, SRS 850) with proper preamps (Stanford Research System, SRS560, SRS 551) 

under a DC bias voltage and a back-gate voltage applied by Keithley 2450 SMUs. A Detailed 

electrical circuits for these studies will be presented in later chapters. 

 

Figure 2.13 SEM images of typical ML-graphene devices in various geometries. (a) Four-

probe (top) and six-probe (bottom) Van der Pauw geometry.  (b) Transmission line method 

(TLM) geometry. (c) Hall bar geometry. In the false-color SEM images, the white area is the 
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Ti/Au contact, the dark grey area is ML-graphene, and the light grey area is the SiO2/Si 

substrate. 

 

Figure 2.14 Optical micrograph (OM) of typical MoS2 devices in various geometries. (a) 

Typical four-probe van der Pauw geometry. (b) Typical six-probe van der Paw geometry. (c) 

Transmission line method (TLM) geometry. (d) Hall bar geometry.  



This chapter is temporarily embargoed.
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C h a p t e r  4

: MAGNETIC FIELD-INDUCED POLAR ORDER IN MONOLAYER 

MOLYBDENUM DISULFIDE TRANSISTORS 

4.1 Introduction 

Polar order and its associated hysteretic behavior have played critically important roles in 

modern electronics applications. Ferroelectric materials, which feature a polar point group 

and polarization hysteresis upon switching external electric field, are crucial for high-density 

data storage, microwave devices, pyroelectric sensors, and non-volatile memories.178–184 

With the rapidly increasing demand for data storage capabilities, there is strong desire to 

reduce the dimensions of ferroelectric devices by exploring new materials, including 2D 

semiconductors such as 2H-TMDs. However, in the case of monolayer (ML) 2H-TMDs, the 

D3h point group (space group P6m2) preserves the centrosymmetry and is therefore 

incompatible with ferroelectricity. If mirror symmetry about the horizontal plane of transition 

metal layer can be broken, such as in the case of ML-MoS2 with a distorted-1T structure 

(C3V, P3m1) where a slight vertical displacement of intralayer sulfur atoms results in broken 

mirror symmetry and a net electric polarization along the out-of-plane direction, then the 

lattice space group may reduce into a ferroelectric subgroup185 and thus the emergence of 

ferroelectricity.186–188 In this context, it is interesting to note that the shear-transformed  

bilayer 3R-MoS2 system with broken mirror symmetry between the two MoS2 monolayers 

reduces the symmetry group to C3v (R3m), where ferroelectric response has been discovered 

recently.189 Similarly, ferroelectricity has been reported in van der Waals (vdW) interfaces 

between two marginally twisted ML-vdW materials that lack polar point groups in their 

parent lattices, such as boron nitride (BN) and transition metal dichalcogenides (TMDs).190–

192
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In this chapter, we report giant ferroelectric-like hysteresis induced by out-of-plane 

magnetic field (B) in field-effect transistors (FETs) based on ML-MoS2 single crystals on 

SiO2/Si substrates at temperatures (T) below ~20 K. The counterclockwise hysteresis of the 

source-drain current (IDS) as a function of the back-gate voltage (VGS) can be enhanced by 

increasing the maximum VGS value, increasing |B|, and lowering T. These robust findings 

from five distinct ML-MoS2 FETs at low temperatures and under finite magnetic fields differ 

drastically from previous reports of high-temperature and zero-B hysteretic behavior in ML-

MoS2 FETs, the latter were attributed to mechanisms such as thermally-activated trapped 

states193–195 absorbates,196,197 and ordinary gate voltage-induced stress effects,198 where 

clockwise hysteresis loops were observed near room temperatures without magnetic field 

dependences. We further present experimental evidence for magnetic field-induced lattice 

expansion in ML-MoS2, which is associated with real-space structural transformation from 

lifting the valley degeneracy by magnetic field through spin-valley lock-in in ML-MoS2. 

Based on these observations, we attribute the appearance of ferroelectric-like polar effects to 

asymmetric lattice expansion of ML-MoS2 on rigid SiO2/Si substrates, and we further 

corroborate this conjecture by demonstrating absence of polar effects in FETs consisting of 

ML-MoS2 on substrates buffered with multilayers of hexagonal boron nitride (h-BN) with a 

thermal expansion coefficient (TEC) comparable to that of MoS2 to prevent the occurrence 

of asymmetric lattice expansion.  
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4.2 Structural characterization of MoS2-FETs  

The MoS2-FETs studied in this work were based on high quality 1H-MoS2 single crystals 

(a.k.a. ML-MoS2 with the 2H-phase) grown by chemical vapor deposition (CVD).100–102 The 

ML-MoS2 single crystals exhibited high degrees of homogeneity and were free from 

magnetic impurities, as verified by their optical and x-ray photoelectron spectroscopic 

characterizations exemplified Figures 4.1-4.3. 

Figure 4.1(a) presents an optical microscope image of one of our ML-MoS2 FETs. The ML-

MoS2 sample in the fabricated device exhibited high degrees of homogeneity according to 

optical spectroscopic characterizations, including a point spectrum and a spatial map of the 

photoluminescence (PL) under an excitation wavelength of 532 nm as demonstrated in 

Figures 4.1(b) and 4.1(c), respectively, showing a uniform PL optical band gap of~1.81 eV. 

The representative single point spectrum and spatial maps of Raman spectra (Figures 4.1(d-

g)) indicated a typical Raman peak separation between E2g (~ 387 cm-1) and A1g (~ 404 cm-

1) of ~17 cm-1 for ML-MoS2.   
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Figure 4.1 Spectroscopic characterizations of the monolayer MoS2 field-effect transistor 

(FET). (a) Optical microscope image of a monolayer MoS2 device #4. (b) Typical 

photoluminescence (PL) point spectrum and (c) spatial mapping presenting an optical 

bandgap of ~1.81 eV. (d) Typical Raman point spectrum and showing the peak position of 

E2g at 387 cm−1, A1g at 404 cm−1, and a peak separation of ~17 cm−1. (e) Spatial mapping of 

E2g peak position. (f) Spatial mapping of A1g position. g) Spatial mapping of E2g and A1g 

peak separation. (h-i) X-ray photoelectron spectroscopy (XPS) spectra revealing the binding 

energy of Mo 3d and S 2p, respectively. All spectroscopic measurements were performed at 

T = 300 K.  
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Figure 4.2 Spatially resolved XPS measurements. (a) Optical micrograph image of the 

monolayer MoS2 FET. (b) The XPS Mo-3d map reveals the uniform quality of the monolayer 

MoS2. (c-d) The XPS spectra of the Mo 3d and S 2p, respectively, for a measured device. 

The locations where the point spectra were taken are indicated as light-blue dots (P1 to P3) 

in the mapping image of (b). 

The X-ray photoelectron spectroscopy (XPS) experiments, as exemplified in Figures 4.1(h-

i) and Figure 4.2, were carried out using the scanning photoelectron microscopy (SPEM) 

endstation at beamline 09A1 of the National Synchrotron Radiation Research Center’s 

Taiwan Light Source at ultra-high vacuum (UHV) conditions of ~ 10-9 Torr near 300 K, with 

a pre-annealing process of sample for 20 hours at ~ 400 K. Monochromatic soft X-rays (400 

eV photon energy) were focused down to a ~200 nm spot using Fresnel-zone-plate-based 

focusing optics and photoelectrons are collected. These spectral and mapping characteristics 

of our samples after the polymer-based device fabrication process were still consistent with 

the values obtained from direct measurements on high quality single crystalline monolayer 
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MoS2 samples reported previously.199,200 The spatial mapping in Figure 4.2 revealed no 

signals of magnetic impurities across the device, which corroborated with the highly uniform 

crystalline structure seen in scanning tunneling electron microscopy (STEM) image (Figure 

4.3) on a sample grown in the same batch.199,200  

 

Figure 4.3 Atomically resolved STEM measurements. (a) Atomically resolved STEM image 

displaying an 8 nm × 8 nm area of ML-MoS2. (b) Selected area electron diffraction (SAED) 

image further confirms the high-quality crystalline structure of the ML-MoS2. 

 

4.3 Near-ohmic MoS2-FETs with ultralow contact barrier at cryogenic temperature 

Most FET devices studied in this work exhibited an ohmic-like behavior in the IDS-vs.-VDS 

curves from 300 K to 1.8 K under different 𝑉𝑉GS values, as exemplified in Figures 4.4(a) and 

4.4(b). The insets of Figure 4.4(a) and Figure 4.4(b) revealed an on/off ratio >105, while a 

shift of threshold voltage from 0 V (300 K) to 15 V (1.8 K) was apparent due to fewer 

thermally excited carriers at low temperature. This ohmic-like performance at 4K is achieved 



 

 

116 

using Bi/Au contacts, where previous study shown that ultralow contact barrier was 

achieved.201,202 Our study followed the same methodology and showed that our devices had 

an ohmic-like behavior at 300 K and a near-ohmic behavior at 1.8 K, as exemplified in 

Figures 4.4 and 4.5. 

 

 

Figure 4.4 MoS2 FET device characterization at 300 K and 1.8 K. IDS-vs.-VDS curves under 

various VGS measured at (a) T = 300 K and (b) 1.8 K, respectively on device #1. Insets present 

logarithmic IDS-vs.-VGS curves. 

Under the condition that qVDS≫kBT, the thermally injected current from Bi/Au contact to 

our MoS2 single crystal may be approximated by the following equation: 

IDS ≈ A2D
* T1.5exp �−

EA

kBT
�, 

where A2D
*= q(8πkB

3m*/h2) is the Richardson constant for a 2D system, EA = qϕB is the 

Schottky barrier height under the flat-band condition (Figure 4.5(a)). The inset of Figure 4.5a 

showed a typical device (Device #5) that exhibited a typical Schottky barrier-like behavior, 

with negative linear slopes in the Arrhenius plot. In contrast, ohmic-like contacts were found 
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in Devices #1 - #3 with extracted Schottky barrier of −20 meV, which exhibited positive 

slopes that asymptotically approached zero slope in the Arrhenius plot (Figure 4.5(b)) as a 

signature of negligible contact barrier, similar to the report by Shen et. al..202 As a result, the 

device showed ohmic-like |IDS|-vs.-VDS transfer curves at 300 K (Figure 4.4(a)) and nearly-

ohmic transfer curves at 1.8 K (Figure 4.4(b)). Figures 4.5(c,d) showed corresponding IDS-

vs.-VGS curve measured at 300 K and 1.8 K. The mobility for these devices was typically ~10 

cm2V−1S−1 or better203 and was comparable to previously reported mobility range between 

0.1-10 cm2V−1S−1 over exfoliated ML-MoS2 devices on typical SiO2/Si substrates,204–206 

which appears to be substrate Coulomb impurity-limited instead of sample quality-limited or 

contact-limited. 207,208 
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Figure 4.5 Low contact barrier ML-MoS2 FETs down to 1.8 K. (a) Main panel: Contact 

barrier extracted from Device #1 and Device #5 at 1.8 K. The arrows point to the dashed 

linear fits consistent with the flat-band conditions for ohmic contacts.201,202 While both 

devices exhibited a negligible contact barrier, the high temperature dependence of Device #5 

exhibited a signature linear behavior in Arrhenius plot (inset), where electron injection 

originated from thermionic emission across a Schottky barrier. The arrows point to the 

dashed linear fits consistent with the flat-band conditions for ohmic contacts.201,202 Here VGS 

is colored from 6 V (red) to 20 V (blue) with an interval of 2V. (b) Arrhenius plots of Device 

#1 measured between 100 K - 300 K with VDS = −0.6 V (main panel) and 1.8 K - 10 K (inset) 

with VDS = −2 V. Here VGS is colored from 12 V (red) to 20 V (blue) with an interval of 1 V. 
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The almost saturated slope indicates a vanishing contact barrier. Similar behavior is 

observed on Device #2 and Device #3. (c-d) IDS-vs.-VGS characteristics of Device #1 under 

different VDS values at (c) 300 K and (d) 1.8 K, respectively. For all devices except Device 

#5, the contact resistance exhibited nearly ohmic behavior at all temperatures. 

4.4 Emerging electric hysteresis in MoS2-FETs under magnetic field 

The schematic of a transistor and its electrical measurement circuit is shown in the inset of 

Figure 4.6(a), where the source-drain voltage (VDS) was applied between a pair of bismuth 

(Bi)/gold (Au) contacts, and the gate voltage (VGS) was applied between the source contact 

and a heavily p-doped Si substrate with a 30 nm-thick SiO2 insulating layer. Nearly ohmic 

source-drain current (IDS) versus gate voltage (VGS) transfer curves were observed down to 

1.8 K (Figure 4.6(a)) due to ultralow-Schottky barriers associated with the Bi/Au contacts202 

(Figure 4.4, Figure 4.5). The mobility of these FET devices was typically around ~10 

cm2V−1S−1 or better at 300 K, as detailed previously.203 These values was comparable to the 

reported mobility values ranging 0.1-10 cm2V−1S−1 for typical FET devices made of 

exfoliated ML-MoS2 on SiO2-supported substrates,204–206 which appears to be limited by 

substrate charged impurities instead of sample quality-limited or contact-limited.207,208  

Upon application of an out-of-plane magnetic field (B), counterclockwise |IDS|-vs.-VGS 

hysteretic loops emerged from measurements of the FET devices at 1.8 K, as exemplified in 

Figure 4.6(b) for B = 9 T, where the |IDS|-vs.-VGS transfer curves were measured with different 

VDS values fixed at −1.0 V, −0.8 V, and −0.6 V. On the other hand, no loop was present for 

B = 0 (Figure 4.6(b) inset). This emergence of counterclockwise hysteretic behavior at low 

temperature and finite magnetic field is a response of ferroelectric-like polar order 

modulation caused by magnetic-field induced asymmetric rippling effect, which is 
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fundamentally different from previously known hysteresis-inducing mechanisms as 

elaborated in Appendix C.  

 

Figure 4.6 Magnetic-field induced giant hysteresis responses in ML-MoS2 field-effect 

transistor (FET) at T = 1.8 K. (a) IDS-vs.-VDS transfer curve measured at a gate voltage (VGS) 

from 13 V to 20 V with an increment of 1 V, showing largely ohmic characteristics. (b) Main 

panel: |IDS|-vs.-VGS hysteresis curves measured under a magnetic field of 9 T with VDS fixed 

at −1 V, −0.8 V and −0.6 V, respectively. Inset: |IDS|-vs.-VGS curve taken at B = 0, showing 

absence of hysteresis. Black arrows in the main panel indicate the VGS sweeping direction for 

the corresponding HRS/LRS states under different VDS values, which reveal the 

counterclockwise hysteresis loops for all VDS values at B = 9 T. (c) Extracted VHW (green) 

and ∆Vth (|IDS| = 10 nA) (red) from VDS fixed at 1 V, 0.8 V, 0.6 V, and −2V, respectively. 

To quantify the size of the observed hysteresis loop, we first extract the threshold voltages 

Vth, H and Vth, L by first fitting the linear region of the high-resistance state (HRS, forward 

branch) and low-resistance state (LRS, backward branch) of the |IDS|-vs.-VGS transfer curves 

respectively, then finding their corresponding x-axis intercepts. The hysteresis window 

(VHW) was then given by VHW ≡ Vth, H − Vth, L and was largely independent of VDS, as shown 

in Figure 4.6(c) green diamonds. Another practical quantity to characterize the hysteresis 

loop size is the hysteresis width (∆Vth),195 which is defined as the gate voltage difference 
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between the intercepts of a small threshold current (i.e., 10 nA) with the HRS and LRS 

|IDS|-vs.-VGS curves so that ∆Vth (|IDS| = 10 nA) ≡ V ′th, H (|IDS| = 10 nA) − V ′th, L (|IDS| = 10 

nA). Another practical quantity to characterize the hysteresis loop size is the hysteresis width 

(∆Vth),195 which is defined as the gate voltage difference between the intercepts of a small 

threshold current (i.e., 10 nA) with the HRS and LRS |IDS|-vs.-VGS curves so that ∆Vth (|IDS| 

= 10 nA) ≡ V ′th, H (|IDS| = 10 nA) − V ′th, L (|IDS| = 10 nA). In our study, we found that both 

VHW and ∆Vth (|IDS| = 10 nA) gave similar results while the former was independent of the 

choice of the threshold quantity (threshold current), as exemplified in Figure 4.6(c). 

Therefore, we chose VHW to represent to the size of the hysteresis loop unless otherwise 

specified. We further remark that the Zeeman splitting under external magnetic fields would 

reduce the bandgap at the K or K′ valley via lowering the conduction band minimum and 

lifting the valence band maximum. However, this effect was on the order of 10−3 ~ 10−4 eV 

for |B| ~ 10 T,209,210 which corresponded to approximately 10−2 ~ 10−3 V changes in the back 

gate voltage.  

As shown in Figure 4.6(b), when sweeping up VGS, the system was initially in the HRS,211 

showing |IDS| > 0 for VGS > Vth,H. In contrast, when VGS was reduced from a finite |IDS| state, 

the lattice returned from a highly polarized LRS178,211 so that |IDS| remained finite until VGS 

reached Vth,L (< Vth,H), where Vth,L represented the threshold voltage for |IDS| > 0 in the 

returned branch. Within the applicable range of VGS up to 36 V in all 5 devices (Dev. #1 - 

#5), none of the hysteresis loops became fully closed within our experimental parameters 

due to limited electrical doping capability and the necessity of keeping the leakage current 

small. We found that |IDS| continued to increase upon reversing VGS from 20 V to 16 V (Figure 

4.6(b)), which may be due to the transient response of charging as a result of polar order 

modulation. Additionally, while the |IDS|-vs.-VGS curves measured with different VDS values 

yielded different loop shapes, the extracted hysteresis window VHW (≡ Vth,H − Vth,L) remained 

the same (Figure 4.6(c)).  
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4.5 Modulation of the magnetic field-induced electric hysteresis 

The magnetic field-induced hysteresis may be tuned by magnitude of the out-of-plane 

magnetic field, the out-of-plane electric field, and temperature. Firstly, the out-of-plane 

magnetic field consistently manifest the following the following key findings observed 

across five different devices (Figures 4.7-4.9): (1) under a constant out-of-plane B, the |IDS| 

value obtained at a given VGS was smaller for a larger |B| due to a positive magnetoresistance; 

(2) the size of the hysteresis loop VHW increased with |B|, suggesting a stronger polar order 

under a higher magnetic field (Figure 4.7); (3) the hysteresis loop was independent of the 

sign of B from −9 T to 9 T (Figure 4.7); (4) no discernible magneto-hysteresis of |IDS|-vs.-

VGS curves was observed during the two consecutive magnetic field sweeps from −9 T to 9 

T then from 9 T back to −9 T (Figure 4.8), indicating absence of out-of-plane magnetism; 

and (5) the hysteresis window VHW increased approximately linearly with |B| for |B| < 3 T, 

and then saturated for large |B| (Figure 4.7(b) and Figure 4.9).  

 

Figure 4.7 Modulated hysteresis responses in ML-MoS2 field-effect transistor (FET) at T = 

1.8 K by out-of-plane magnetic field. (a) |IDS|-vs.-VGS hysteresis under magnetic field from 9 

T to −9 T with VDS = −1 V, showing characteristics independent of the sign of magnetic field 

within experimental errors, as further demonstrated in the semi-log inset for comparison of 
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the hysteresis loops taken at B = 9 T (red) and – 9 T (blue). (b) Hysteresis window VHW 

as a function of out-of-plane magnetic field. 

 

Figure 4.8 Magnetic field sign-symmetric hysteretic behavior of the monolayer MoS2 FET 

devices.  (a) |IDS|-vs.-VGS hysteresis under magnetic field from −9 T to 9 T (sweep direction 

indicated by the black arrow) with VDS = −1 V measured after Figure 4.7(a). A magnetic field 

sign-symmetry under B = ±9 T is presented within experimental error as shown in the semi-

log inset. (b) Magnetic-field controlled VHW and extracted from (a) and Figure 4.7(a). Red 

and green arrows indicate the corresponding field ramping directions. These results strongly 

suggest the absence of any discernible out-of-plane magnetization. 
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Figure 4.9 Consistent high and low-field hysteresis behavior measured on additional devices. 

(a) Main panel: |IDS|-vs.-VGS hysteresis under magnetic field from 9 T to -9 T (sweep direction 

indicated by the black arrow) with VDS = 0.4 V measured on Device #3. A magnetic field 

sign-symmetry under B = ±9 T is presented within experimental errors as shown in the semi-

log inset. (b) Magnetic field-controlled 𝑉𝑉HW extracted from (a). (c) Threshold gate voltages 

Vth, H and Vth, L for Device #3 are shown as a function of the applied magnetic field from −9 

T to 9 T. (d) Main panel: |IDS|-vs.-VGS hysteresis loops under low magnetic fields from B = 

−0.5 T to 0.5 T (sweep direction indicated by the black arrow) with 𝑉𝑉DS = 0.6 𝑉𝑉 measured 

on Device #2 are shown for the sake of clarity. A magnetic field sign-symmetric low-field 

hysteresis behavior under B = ±0.5 T is presented in the semi-log inset. (e) Magnetic field 

controlled 𝑉𝑉HW extracted from (d). (f) Threshold gate voltages  Vth, H and Vth, L for Device 

#2 are shown as a function of the applied magnetic field from −1.0 T to 1.0 T. 
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Secondly, we found the applied electric field, particularly in the out-of-plane direction, 

may provide hysteresis modulation. Figure 4.10(a) shows the linear and semi-log scale (inset) 

|IDS|-vs.-VGS curves of a FET device measured at 10 K and B = 9 T and for VGS swept from 2 

V to different maximum gate voltages (VGS, max) then back. Interestingly, under a fixed 

magnetic field, a higher VGS, max led to increasing although eventually saturating VHW (Figure 

4.10(b)). Combining with the observation that VHW was independent of on the in-plane 

voltage VDS (Figure 4.6(c)), we may conclude that the field-induced polarization was mostly 

tunable via the out-of-plane electric field rather than in-plane electric field.  

  

Figure 4.10 Gate voltage modulation of electric hysteresis. (a) Linear-scale (main panel) and 

semi-log-scale plot (inset) of |IDS|-vs.-VGS characteristics, showing different hysteresis loop 

sizes under different VGS ranges. All measurements started at VGS = 2 V and ended at different 

VGS, max values under the conditions of T = 10 K, B = 9 T and VDS = −0.6 V. (b) Characteristics 

voltages (Vth, H, Vth, L, VHW) of the hysteresis loops in a are shown as a function of VGS, max.  

Finally, temperature may also be used to modulate this hysteresis, as shown in the Figure 

4.11. Upon increasing temperature from 1.8 K under a constant magnetic field of 12 T, the 

size of the hysteresis loop first shrank gradually with temperature, and then decreased 

precipitously above ~14 K, and finally vanished at the critical temperature (TC) ~19.3 K 
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(Figure 4.11(a)) where VHW vanished completely (Figure 4.11(a), inset). Above the TC, a 

small magnetic field-independent clockwise hysteresis background emerged as exemplified 

in Figure 4.12, which was due to the gate voltage stress198 and remnant oxide trapping close 

to the SiO2-MoS2 interface as previously reported.193,194 We further investigated the 

temperature dependence of VHW for the counterclockwise hysteresis loops under different 

constant magnetic fields (Figure 4.11(b)) and found that the critical temperature TC where 

VHW vanished increased with increasing |B| (Figure 4.11(b), inset), whereas for a given 

temperature below TC, VHW always increased with |B|. Noting that the in-plane TA and LA 

phonon modes of ML-MoS2 became frozen below 20 K212 where the magnetic field induced 

lattice expansion emerged, the modulation of TC by magnetic field was less disturbed by in-

plane phonons so that larger degrees of lattice expansion induced by stronger magnetic field 

may survive a higher temperature, yielding the observation of a higher TC. Overall, 

comparable TC-vs.-B values within ±1 K variations among four different devices were found 

(Figure 4.11(c)), suggesting the robust presence of this hysteresis across devices 

In summary, we found out-of-plane magnetic field, gate voltage and temperature may 

modulate the hysteresis, although the out-of-plane magnetic field and temperature were able 

to turn the hysteresis on/off while gate voltage only provides limited modulation capability. 

 

Figure 4.11 Temperature modulation of electric hysteresis. (a) Temperature dependence of 

|IDS|-vs.-VGS characteristics, showing a loop closing at TC = 19.3 K under a constant magnetic 

field of 12 T. The inset shows the emergence of VHW and P0 below TC. (b) Main panel: 
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Determination of the critical temperature (TC) from the VHW-T plots under different 

constant magnetic fields, where TC(B) is identified at the temperature where VHW(B, T) = 0. 

The inset shows a higher magnetic field leads to a higher TC. Measurements were taken with 

VDS = −1 V. (c) Magnetic field-dependent 𝑇𝑇C values for Devices #1, #2, #3, and #5. All TC 

values were measured under positive magnetic fields except Device #3 where the TC value 

was measured at B = −9 T. 

 

 

 

Figure 4.12 Magnetic field-independent clockwise hysteresis at 260 K.  (a) |IDS|-vs.-VGS 

hysteresis under magnetic field from 9 T to −9 T with VDS = −1 V measured at 260 K. As 

exemplified in the semi-log inset, clockwise hysteresis loop (indicated by black arrow) that 

was almost independent of magnetic field was observed under B = 0 and B = −9 T. (b) VHW-

vs.-B taken at 1.8 K, 14 K, 21 K, and 260 K. Grey dashed line shows the constant zero VHW. 
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4.6 Raman-resolved magnetic field-induced MoS2 lattice expansion 

To elucidate the physical origin for magnetic field-induced hysteresis in these ML-MoS2 

FETs, we carried out cryo-temperature Raman spectroscopic studies of ML-MoS2 on 

SiO2/Si substrates, as shown in Figure 4.13(a) and Figure 4.13(b). Upon cooling the sample 

from 300 K at B = 0, both the A1g and E2g peaks were found blue-shifted due to a positive 

thermal expansion coefficient (TEC) down to ~20 K, below which the TEC became slightly 

negative as a result of frozen in-plane phonon modes212–214 (Figure 4.13(c)).  

 

Figure 4.13 Raman characterizations of a ML-MoS2 device under an out-of-plane magnetic 

field at 4.2 K. (a, b) Raman spectra taken under B = 0 (bottom) and an out-of-plane magnetic 

field B = 0.5 T (top) at (a) 300 K and (b) 4.2 K, respectively. (c) The Raman peak positions 

for A1g (blue square) and E2g (orange triangle) at 300 K and 4.2 K with and without magnetic 

field. The red (green) dashed lines indicate the peak positions of A1g and E2g at 300 K (4.2 K) 

under B = 0.  

In particular, the peak positions of the A1g and E2g modes at 4.2 K were found to be at 406.6 

cm−1 and 388.6 cm−1, respectively, both higher than the A1g (404.3 cm−1) and E2g (386.7 

cm−1) peak positions measured at 300 K. Upon the application of an out-of-plane magnetic 
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field of 0.5 T, however, significant field-induced redshifts were found for both the E2g 

(−3.1 cm−1) and A1g (−1.5 cm−1) modes at 4.2 K, whereas no discernible field-induced 

effect on the Raman modes was observed at 300 K, as shown in Figure 4.13(c). These 

findings suggest that under a magnetic field below TC(B), both the in-plane E2g mode and 

the out-of-plane A1g mode became softened, which implied a tensile strain on the lattice, 

similar to the Raman mode softening observed in the bubbled regions of ML-WS2 

encapsulated by h-BN.215 215  

 

4.7 STM-resolved magnetic field-induced MoS2 lattice expansion 

Further evidence for magnetic field-induced lattice expansion was manifested by scanning 

tunneling microscopic (STM) studies of a ML-MoS2 sample grown in situ on highly 

ordered pyrolytic graphite (HOPG).  

The as-grown ML-MoS2 sample was first outgassed in situ at a temperature of 800 K and 

a vacuum of 2 × 10−10 Torr for an hour. After being transferred to an STM chamber, the 

ML-MoS2/HOPG sample was then measured at 4.5 K under various magnetic fields using 

an electrochemical-etched tungsten tip, whose quality was verified by test measurements 

on Au (111) surface states. Further STM calibration was done by scanning on pure HOPG 

areas of the sample at 4.5 K prior to the study of sample area covered by a ML-MoS2. Due 

to the lattice constant mismatch as well as a small twist angle between HOPG and the as-

grown ML-MoS2, moiré superlattice patterns were observed in the STM topography. 

These moiré patterns are very sensitive to the lattice mismatch between ML-MoS2 and the 

underlying HOPG, hence served as an excellent tool to accurately determined the MoS2 

lattice expansion by studying the STM topography of the same sample area under various 

constant magnetic fields. Since the lattice constant of HOPG remains constant under 
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magnetic field,216 the lattice match (δ) caused by magnetic field may be solely attributed 

to the changes in the ML-MoS2 lattice constant so that δ  = (aG + aM + Δa) / aG, where aG = 

0.246 nm  and aM = 0.318 nm are the lattice constant of HOPG and ML-MoS2 under zero 

magnetic field, respectively, and Δa is the ML-MoS2 lattice expansion under a finite 

magnetic field.217 Given the twsist angle (φ) between HOPG and MoS2, the expected moiré 

pattern periodicity (λ) becomes λ = (1+δ)aG

�2(1+δ)(1−cos φ) + δ2
. 

To extract lattice mismatch from the STM topography image, fast Fourier transformation 

(FFT) was performed over the obtained raw topographic image, and then the MoS2 lattice 

constant, moiré periodicity and twist angle were derived from studying the FFT pattern. 

Inverse FFT was then performed on the filtered FFT image to obtain the filtered topography 

that highlighted the moiré pattern evolution under magnetic field. This data analysis was 

exemplified in Figures 4.14(a-d). 
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Figure 4.14 Image processing and raw data of STM topography. (a) Raw data of ML-

MoS2/HOPG moiré superlattice topography under a magnetic field of 5T. (b) FFT image of 

the topography shown in (a), where blue and red circles highlighted the MoS2 reciprocal 

lattice vectors and the moiré reciprocal superlattice vectors, respectively. Red, blue, and 

green arrows on the side are exaggerated illustrations of the reciprocal lattice vectors of the 

moiré superlattice, MoS2 lattice and HOPG lattice, respectively, where the twisted angle was 

measured between the MoS2 and HOPG reciprocal lattice vectors. (c) Filtered FFT image. 

(d) Topography reconstructed from the inverse FFT on (c). (e, f) Raw data of moiré 

superlattice topography and FFT image measured under B = 3 T, respectively. (g, h), Raw 

data of moiré superlattice topography and FFT image measured under B = 0.5 T, respectively. 

Here we note that the other signal points that were present in the raw data of FFT images of 

(b), (f), and (h) but were filtered out in our analyses originated from the increased scanning 

signal resolution in STM after applying a strong magnetic field, which not only enhanced the 

brightness of each lattice point in reciprocal space, but also made new convolution signals 

extending outward from lattice points more apparent. Therefore, the extra points extending 
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outward from the MoS2 periodic reciprocal space vector correspond to the MoS2 

convolution signals, and the extra points extending from the blue outer ring of the moiré 

periodic reciprocal space vector corresponding to the moiré convolution signals. 

 

Figure 4.15 Magnetic field-induced ML-MoS2 lattice expansion as characterized by scanning 

tunning microscopy (STM). (a,b) Reconstructed moiré superlattice topography (top panels) 

and the corresponding filtered fast Fourier transformation (FFT; bottom panels) of ML-

MoS2/HOPG at 4.5 K for two (5 nm × 5 nm) regions of the same sample: (a) one (5 nm × 5 

nm) region with a twist angle of 0.5° between MoS2 and HOPG under B = 0 and 0.5 T (green); 

and (b) the other (5 nm × 5 nm) region with a twist angle of 3.1° between MoS2 and HOPG 

under B = 0.5 T, 3.0 T, and 5.0 T (orange). The red and blue rhombus in the topographic 

images outline the unit cell of the moiré superlattice and the MoS2 lattice, respectively. Red 

and blue circles in the FFT images outline the corresponding reciprocal lattice sites. The 

STM bias voltage was fixed at 0.1 V and the tunneling current was fixed at (a) 3 nA and (b) 

2 nA. (c) The moiré superlattice periodicity of ML-MoS2/HOPG and the MoS2 lattice 

expansion (green and orange diamonds) are derived from analyzing the FFT graphs and show 

an excellent match to the in-plane MoS2 lattice expansion theoretical model (dashed curve). 

The top axis shows the lattice expansion in percentage. 
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The filtered ML-MoS2/HOPG topographic images showed evolving moiré patterns 

with magnetic field for two distinct (5 nm × 5 nm) regions with a twist angle (φ) of 0.5° 

(Figure 4.15(a)) and 3.1° (Figure 4.15(b)) at B = 0, respectively. The corresponding 

reciprocal lattice points for the moiré pattern and ML-MoS2 were respectively highlighted 

in red and blue circles in the Fast Fourier transformation (FFT) graphs of the topography, 

as shown in the bottom panels of Figure 4.15(a) and Figure 4.15(b). With increasing B, a 

systematically increasing ML-MoS2 lattice constant as well as a decreasing moiré lattice 

constant were found from analyzing the reciprocal lattice vectors in the corresponding FFT 

graphs taken over the same (5 nm × 5 nm) area, whereas the HOPG lattice constant 

remained the same.216 As shown in Figure 4.15(c), we found ~3% in-plane lattice 

expansion for B = 5 T and ~1.3% in-plane lattice expansion for B = 0.5 T, the latter agreed 

well with the estimate of ~1.4% lattice expansion from the redshift of the E2g Raman 

mode.218,219 These results thus provide solid evidence for substantial magnetic field-

induced lattice expansion in ML-MoS2 at low temperature. Moreover, the expected A1g 

shift from the pure tensile strain of 1.4% would have been about −0.8 cm−1 as predicted by 

first principle calculations and previous experiments,218,219 yet a larger shift of −1.5cm-1 

was observed in our Raman measurement as shown in Figure 4.13(c). This difference may 

be understood by noting that the peak position of the out-of-plane A1g phonon mode is 

much more sensitive to charge accumulation than the in-plane E2g mode,219 so that the 

larger redshift found in the A1g mode may be attributed to the presence of net out-of-plane 

charge distributions220 and thus supports the occurrence of spontaneous out-of-plane 

polarization. 
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4.8 Asymmetric lattice expansion-induced ferroelectric-like polar order 

A plausible explanation for our observation of magnetic field-induced giant hysteretic 

behavior is due to a bistable ferroelectric-like spontaneous out-of-plane polarization, which 

emerges under anisotropic magnetic field-induced lattice expansion due to the TEC 

mismatch between ML-MoS2 and the underlying rigid SiO2/Si substrate,212,221,222 leading 

to asymmetric flexoelectric effect221 as schematically shown in Figure 4.16. The relevance 

of the substrate to the occurrence of out-of-plane polar order in ML-MoS2 is schematically 

illustrated in Figure 4.16(a), where the side-views for the asymmetric and symmetric 

rippling effects between the top and bottom sulfur layers are shown for ML-MoS2 on 

SiO2/Si and h-BN/SiO2/Si substrates, respectively. Our proposed model of asymmetric 

lattice expansion between the top and bottom sulfur layers of ML-MoS2 on SiO2/Si below 

TC and under an out-of-plane external magnetic field is further illustrated in Figure 4.16(b), 

showing the occurrence of broken mirror symmetry. 

 

 

Figure 4.16 A proposed model for the effect of temperature and magnetic field on the 

structure of ML-MoS2. (a) Schematic side-views of ML-MoS2 on either a rigid SiO2/Si 

substrate or a buffered h-BN/SiO2/Si substrate and the resulting respectively asymmetric and 

symmetric rippling effects on the top and bottom sulfur layers. (b) A proposed model of 
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asymmetric lattice expansion in ML-MoS2 on SiO2/Si for T < TC and under an out-of-

plane external magnetic field, leading to broken mirror symmetry that give rise to the out-of-

plane polar order. 

Further supporting evidence for this scenario was provided by piezo-response force 

microscopy (PFM) measurements, which is a commonly used tool to identify polar responses. 

The PFM hysteresis measurements were conducted utilizing a commercial cryogenic 

scanning probe microscope system (attoAFM I, Attocube) equipped with a closed-cycle 

cryostat (attoDRY 2100 with 9 T magnet, Attocube) operating at 1.6 K. A commercial 

platinum silicide (PtSi) coated tips with a spring constant of 2.8 N/m (NANOSENSORS 

PtSi-FM) was used to assess hysteresis, driven by a VRMS = 1.5 V ac voltage at a contact-

resonance frequency of about 300 kHz. Off-field hysteresis loops were obtained by switching 

spectroscopic techniques under pulse sequences generated by an arbitrary waveform 

generator (G5100A, Picotest). 
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Figure 4.17 Low temperature piezo-response force microscopy (PFM) measurements of ML-

MoS2 at different magnetic fields. (a-b) The amplitude and (c-d) the phase of the PFM, 

measured at B = 0 and B = 3 T, respectively. Blue and red curves represent the response when 

voltage is applied from negative to positive and when reversed from positive to negative, 

respectively. 

As exemplified in Figure 4.17, evident ferroelectric butterfly hysteresis loop emerged at 1.6 

K and B = 3 T whereas no piezoelectric response was found at B = 0 T. his finding indicated 

that the out-of-plane polar order under a finite out-of-plane magnetic field was switchable by 

a nonlinear electric field applied by a PFM.221 Other than net out-of-plane polarization due 



 

 

137 

to asymmetric magnetic field-induced lattice expansion and rippling in ML-MoS2 on 

rigid substrate, local charge disorder due to sulfur vacancies could also contribute to the 

nonlinear effect found in the PFM measurements. However, the tendency of reduced tensile 

strain loading with increasing vacancy concentration as the result of decreasing Young’s 

modulus223 would have led to diminished flexoelectric effect with increasing sulfur 

vacancies. Moreover, the low sulfur vacancy concentrations (~ 0.2%) in all ML-MoS2 

samples that exhibited polar effects was consistent with insignificant roles of sulfur vacancies 

in the magnetic field-induced ferroelectric responses (Appendix C, Figure C.1 and Figure 

C.2 

The important role of the substrate in the occurrence of out-of-plane asymmetric lattice 

expansion and the resulting polar effect was further verified by studying two distinct ML-

MoS2 FETs buffered by ~5 nm thick h-BN between the ML-MoS2 and the rigid SiO2/Si 

substrate. Both buffered FETs revealed no obvious magnetic field-induced 

counterclockwise hysteresis (Figure 4.18), which was expected because the h-BN buffer 

had a similar negative TEC224 and also exhibited low lateral friction225 relative to the MoS2 

layer so that the centrosymmetry-breaking required for ferroelectric-like out-of-plane 

polarization was largely prevented in the buffered ML-MoS2 FETs on h-BN/SiO2/Si 

substrates (Figure 4.18).  
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Figure 4.18 Magnetic field-independent clockwise hysteresis at 1.8 K for h-BN buffered 

devices. (a) |IDS|-vs.-VGS hysteresis under magnetic field from 9 T to −9 T with VDS = −1 V 

measured at 1.8 K. As exemplified in the semi-log inset, a clockwise hysteresis loop 

(indicated by black arrow) that was almost independent of magnetic field was observed under 

B = 9 and B = −9 T. (b) VHW-vs.-B taken from a), showing that the negative value of VHW for 

clockwise hysteresis is independent of magnetic field. (c) |IDS|-vs.-VGS hysteresis under 

magnetic field from 0 T to −9 T with VDS = −2 V measured at 4 K. As exemplified in the 

semi-log inset, a clockwise hysteresis loop (indicated by black arrow) that was almost 

independent of magnetic field was observed under B = 0 and B = −9 T. (d) VHW-vs.-B taken 

from c), showing that the negative value of VHW is independent of magnetic field except for 

the first few starting cycles at B = 0.  
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4.9 Conclusion 

Overall, our fully reproducible experimental findings from five distinct FET devices of 

ML-MoS2 on SiO2/Si substrates suggested that the out-of-plane magnetic field-induced 

ferroelectric-like counterclockwise hysteresis was robust at low temperature and reversible 

upon removing the magnetic field, and the absence of such phenomena in two buffered 

FET devices of ML-MoS2 on h-BN/SiO2/Si further accentuated the important role of rigid 

substrates in inducing the asymmetric lattice expansion, which was essential for the out-

of-plane electric polarization. The magnetic field-induced lattice expansion in ML-MoS2 

at low temperatures is likely associated with the occurrence of a magnetic field-induced 

structural phase transformation, although the microscopic mechanism and the nature of this 

phase transformation remain unclear. A possibility may be related to lifting the valley 

degeneracy in ML-MoS2 by magnetic field via spin-valley coupling, thereby resulting in a 

real-space structural transformation. Additionally, the correlation between the size of 

hysteresis (VHW) and the magnitude of out-of-plane magnetic field (|B|) is suggestive of 

multiferroic-like behavior. Overall, a careful ab initio calculation that takes the effects of 

magnetic field, temperature, sulfur vacancies, and substrate into consideration will be 

necessary to fully account for our observation and to unravel the underlying physical 

mechanism, which is beyond the current scope of our work. Regardless of the microscopic 

physical origin, the giant magnetic-field induced ferroelectric-like responses in the ML-

MoS2 FET devices exhibited strong stability and reproducibility, thus promising for such 

technological applications as cryo-temperature ultracompact non-volatile memories, 

memtransistors, and ultrasensitive magnetic field sensors. Furthermore, the observed 

ferroelectric behavior induced by asymmetric lattice expansion could potentially be 

generalized to other monolayer electronics, which opens exciting new possibilities of using 

nanoscale strain engineering of the substrate to achieve similar effects in various two-

dimensional materials, paving a way towards innovative design and development of 

nanoelectronics for advanced nanotechnology. 
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C h a p t e r  5  

 

: CRYOGENIC SCANNING PHOTOCURRENT SPECTROSCOPY FOR MATERIALS 

RESPONSES TO STRUCTURED OPTICAL FIELDS 

5.1 Introduction  

Novel optoelectronic properties of materials, such as the light emitting mechanisms and 

light-controlled matter responses, have attracted intense research interest in the past two 

decades.226,227 Two notable ways of engineering light-matter interactions focus on the 

characteristics of the incident light and the optoelectronic properties of the material. Besides 

varying the energy and polarization of the photon, the former approach may further include 

the spin and orbital degrees of freedom. Circularly polarized light that carries a spin angular 

momentum (SAM) of ±ħ has been exploited to achieve selective excitations in materials, 

especially those without lattice inversion symmetry. On the other hand, twisted light that 

carries an orbital angular momentum (OAM) of ± ℓħ (where ℓ is an integer that represents 

the topological charge of photons) is believed to have a wide range of applications due to its 

full utilization of the vector character of the electromagnetic nature of light,228 which may be 

employed in such areas as optical tweezers,229 conventional information transfer,230 and 

emerging quantum information technology.231  

Transition metal dichalcogenides (TMDs) of the 2H phase, 2H-MX2 (M = transition metals, 

X= S, Se and Te), are a class of two-dimensional (2D) semiconducting quantum materials 

whose optoelectronic responses may be tuned via strain,232 defect,233,234 and meta-surface 

engineering.235–237 The absence of lattice inversion symmetry and the presence of spin-orbital 

coupling (SOC) in 2H-MX2 further enriches the fine-tunning handles,238 allowing for unique 

chirality-controlled valley-specific excitation and transport.239 Among 2H-TMDs, 

monolayer molybdenum disulfide (ML-2H-MoS2, aka ML-1H-MoS2) possesses a direct 
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bandgap of 1.8 eV and SOC-induced valence band splitting of ~150 meV,240–242 leading 

to chiral-selected valley-polarized photocurrent243 and circular polarization-maintained 

photoluminescence.244,245 Moreover, under the excitation of twisted light, which refers to 

light with finite orbital angular momentum (OAM) ± ℓħ (where ℓ = 1, 2, 3… is the topological 

charge), OAM light-induced enhancement in the photovoltaic effect70 and intervalley 

transitions71 with increasing ℓ has been demonstrated at the excitonic resonant energy.  

Photocurrent spectroscopy (PCS), a powerful experimental tool for studying the 

optoelectronic responses of semiconducting materials, measures light-induced photocurrents 

as a function of the photon energy.246 This approach is capable of probing the complex 

excitonic states of semiconductors46,247 and further identifying dark excitons associated with 

forbidden optical transitions248 when the PCS measurements are combined with electrical 

gating and an external magnetic field. Here we report the development of a scanning PCS 

system with spatially and SAM/OAM-resolved capabilities and further apply this system to 

characterizing the optoelectronic responses of ML-MoS2 to SAM/OAM light at cryogenic 

temperatures and under finite magnetic fields. Our studies reveal a strongly enhanced Landé 

g-factor in monolayer MoS2 due to the formation of intervalley excitons in the presence of 

magnetic fields, as well as monotonically increasing photocurrents with increasing |ℓ| due to 

the enhanced formation of Rydberg and dark excitons by the OAM light. These findings thus 

demonstrate the versatility of our scanning PCS system for investigating the excitonic 

physics, optical selection rules, and the optoelectronic responses of novel quantum materials 

and engineered quantum devices to structured light.  
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5.2 System setup 

  

Figure 5.1 Experimental setup for variable temperature (3 – 400 K) photocurrent 

spectroscopy (PCS). (a) Schematic layout of the SAM/OAM PCS system.  (b) Schematic 

cross-sectional view of the objective lens holder and support inside the cryostat chamber. 

The PCS instrument comprises three major parts: 1) a super continuum laser-based photon 

generation system, 2) an OAM and SAM generation module with a confocal microscope, 

and 3) a cryostat with electronic detection and magnetic field control (Figure 5.1(a)). The 

super-continuum superK Extreme laser (NKT photonics) outputs a 4-Watt white light which 

is filtered using superK Select (NKT photonics, VIS 1x). The combined photon generation 

setup outputs linearly polarized light of wavelengths ranging from 430 nm to 700 nm and a 

factory-characterized linewidth of 0.5 nm – 1.85 nm, which corresponds to an energy 

resolution of ~ 3 meV. A mechanical chopper (Thorlabs, MC2000B and MC1F10HP, 20 – 

1000 Hz) sets up the base frequency for photon illumination and photocurrent detection using 

a lock-in technique. The power output was then adjusted by a moving continuous neutral 
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density (cND) filter (Thorlabs, NDL-25C-2, optical density range of 0.04 to 2) carried 

by a step-motor-controlled translation stage with position repeatability < 3 μm (Zaber-

motion, XLSQ600B). Further power adjustment may be conveniently achieved by including 

additional higher OD neutral density filters in the optical path.  

A fiber delivery system (NKT photonics, FD7) with a customized XYZR mount is used to 

collect the power-adjusted light and provide a mechanically flexible delivery of light to the 

customized OAM module. The customized OAM module includes a set of half-wave plates, 

a linear polarizer, and a beam expander, delivering expanded light onto the spatial light 

modulator (SLM) with a linear polarization aligned with the extortionary axis of the liquid 

crystal-based panel of the SLM (Southport, JadeDot-LD). The SLM uses an algorithm-

computed 8-bit (1920 pixel × 1200 pixel) pattern that not only generates the OAM pattern 

for each wavelength but is also capable of x-y beam steering while providing focus 

adjustment with the Fresnel lens collimator algorithm (Figure 5.1(a)). The OAM module also 

includes a confocal microscope setup that could be engaged via a slide-in beam splitter. This 

handy slide-in design helps locate the sample and check the beam quality, which can be 

removed during measurement to avoid complex wavelength-dependent polarization 

inconsistency. After the OAM generation, a linear polarizer (Thorlabs, WP25M-UB) and a 

rotary-mounted (Thorlabs, K10CR2/M) quarter-wave plate (Thorlabs, SAQWP05M-700) 

are used to generate circular polarization.  

The instrument operates in either a room-temperature configuration or a cryostat 

configuration. The room-temperature setup consists of an achromatic objective lens, a 

sample holder assembly with the PPMS Userbridge for electronic measurements and a 

XYZR stage for sample-side positioning. The cryogenic setup is built on a commercial 

PPMS (Physical Property Measurement System, Quantum Design, Dynacool). A CaF2 

optical window and a customized objective lens holder [Figure 5.1(b)] is used to achieve 
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collimated SAM/OAM light spot on the sample while conducting concurrent electrical 

transport measurements.  

The instrument achieves a stable temperature of 3 K with 12 mW redundant cooling power 

under a magnetic field of ±14 T, or 2 K with 4 mW redundant cooling power. To prevent 

exposure to the stray field up to 10 mT at |B| = 14T, the laser system and the OAM module 

were enclosed in their customized aluminum shields. The maximum spectroscopic-uniform 

power output between 500 nm and 700 nm was 20 μW ± 3% with a spot radius of 2.5 μm 

for zero OAM in the linearly polarized condition, while being chopped at 311 Hz with 50% 

duty cycle. The wavelength coverage may be extended to the full 430 nm – 700 nm spectral 

range at the expense of reduced uniformity in the spectral power output due to the sharply 

decreasing spectral power density of the laser below 500 nm. The power delivered by light 

to the sample was measured with the room-temperature configuration by placing a power 

meter (Thorlabs, PM400 and S120C) at the sample location. Further tests revealed that there 

was no discernible difference in the power reading whether the power meter was placed at 

the sample position of the room temperature configuration or at a distance comparable to the 

sample position in the cryostat configuration. Therefore, detailed wavelength-dependent 

power calibrations to be described below were carried out in the room temperature 

configuration. We further note that the uniformity of the spectroscopic power output was 

limited by the long-term stability of the laser (±3% in 2 hours) and the measurement 

uncertainty of the photodiode head of the power meter (±3%). 

Overall, the instrument overcomes several critical challenges: 1) achieving 500 nm – 700 nm 

spectroscopic generation of OAM light using a SLM; 2) integrating PCS with a commercial 

cryostat setup within a limited space and a long working distance; 3) scanning a high-quality 

light spot on micron-scale ML-TMD field-effect transistors (FETs); 4) performing optical 

and back-gate tunable electronic transport measurements concurrently under magnetic field 

up to ±14 T and temperatures down to 3 K.  
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5.3 System evaluation 

Spectroscopic orbital angular momentum generation  

One of the key challenges for the PCS instrument is that the commercial SLM is usually 

calibrated at one specified wavelength. To achieve achromatic modulations from the SLM, 

we need to produce a wavelength-dependent linear mapping between 8-bit greyscale level 

(GS, integer from 0 to 255 as the input of SLM for each pixel) and optical phase modulation 

0 to 2π.  As shown in Figure 5.2(a), the calibration setup consists of two orthogonally 

polarized linear polarizers placed before and after the SLM, whose extraordinary axis is 

pointing out from the paper.249 Assuming that the spatially-uniform phase modulation of the 

SLM is only on its extraordinary axis and using Jone’s matrix  �𝑒𝑒
−𝑜𝑜𝑖𝑖(𝐺𝐺𝐺𝐺) 0

0 1
�, the measured 

intensity at the power meter (𝐼𝐼𝑜𝑜𝑜𝑜𝑡𝑡) is 𝐼𝐼𝑜𝑜𝑜𝑜𝑡𝑡 = 𝐼𝐼𝑜𝑜𝑜𝑜(1 − cos𝜑𝜑(𝐺𝐺𝐺𝐺))/4, where the 𝜑𝜑(GS) is the 

phase modulation applied by the SLM at a greyscale level GS. 

The manufacture’s single wavelength hardware calibration procedure was performed first 

at 700 nm, which resulted in a linear map between the GS input 0-255 and the phase depths 

of 0-2.2 π with a phase offset comparing to expected 𝐼𝐼𝑜𝑜𝑜𝑜𝑡𝑡 described above [Figure 5.2(b)]. 

After the hardware calibration, we measured wavelength dependence between 500-700 nm 

[Figure 5.2(c)] and found two issues that need further calibration: firstly, roughly 700/λ 

periods were observed for shorter wavelengths, where the GS remapping was needed for 

each wavelength to cut off those excessive periods; secondly, the observed wavelength-

dependent phase offset 𝜑𝜑0(𝜆𝜆) , shown as horizontal shifts in Figure 5.2(c), required 

additional corrections. The above two issues were corrected via a customized Python-based 

script for the instrument, which first normalized and fitted the measured intensity I-vs.-GS 

data to a set of 𝐼𝐼normalized(𝜆𝜆) = 𝐴𝐴(𝜆𝜆) sin(𝐺𝐺𝐺𝐺/𝑇𝑇(𝜆𝜆) + 𝜑𝜑0(𝜆𝜆)) functions, with A(𝜆𝜆) and 
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𝑇𝑇(𝜆𝜆) being the fitted amplitude and period at a wavelength 𝜆𝜆, respectively. Based on 

the fitted result, a GSstart(𝜆𝜆) was chosen where the phase modulation of the SLM was 0 and 

the GSend(𝜆𝜆) was calculated as GSend(𝜆𝜆) = GSstart(𝜆𝜆) + 𝑇𝑇(𝜆𝜆). Thus, the greyscale was 

remapped via the formula: 𝐺𝐺𝐺𝐺remapped (𝜆𝜆) =  round � 𝐺𝐺𝐺𝐺
255

∗ ( 𝐺𝐺𝐺𝐺end(𝜆𝜆)− 𝐺𝐺𝐺𝐺start(𝜆𝜆) ) +

𝐺𝐺𝐺𝐺start(𝜆𝜆)� such that for the whole range of GS from 0 to 255, the SLM produced a phase 

modulation linearly from 0 to 2π for all measured wavelengths. The calibration ensured the 

input GS stayed in the integer norm and will cause negligible (< 1%) accumulated phase 

error. In our experiment, the measured wavelength was 500-700 nm with 1 nm step size 

and the sub-nm correction was achieved by interpolating the experimentally extracted 

GSstart(𝜆𝜆) and GSend(𝜆𝜆) values using the Pchip interpolator algorithm.250 The corrected 

results showed nearly one exact period with negligible phase offset in Figure 5.2(d). After 

carrying out both hardware and software calibrations, signature donut-shape spots for the 

OAM light of different ℓ values with phase singularity at the center of each light spot was 

achieved (Figure 5.2(e) and Figure 5.3) on a standard silicon chip mounted at the sample 

end.  
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Figure 5.2 Generation of OAM-light spectroscopy: (a) Schematics of the optical experiment 

layout. (b) Measured power (left axis) and indicated phase depth (right axis) versus the 

grayscale level (GS) after hardware calibration. (c-d) Wavelength dependence of normalized 

light power vs. applied GS before (c) and after (d) software calibration. The black dashed 

line showed the theoretical expectation, i.e.,  𝐼𝐼𝑜𝑜𝑜𝑜𝑡𝑡 ∝ [1 − cos𝜑𝜑 (𝐺𝐺𝐺𝐺)] . (e) Table of the 

generated OAM light spots for different wavelengths and ℓ values after both hardware and 

software calibrations, captured by a confocal microscope of the setup at the sample end on a 

standard SiO2/Si chip. The white scale bar represents 10 μm. Due to the internal CCD filter, 

the intensity of the spot image drops sharply for 𝜆𝜆 > 650 nm. Therefore, thin white dashed 

lines were added to outline the inside and outside rims of the donut-shape spots in the 𝜆𝜆 = 

670 nm column for visual clarity. 
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Figure 5.3 Spot table for positive and negative ℓ values. Spot image for ℓ = -5 to 5 at 

wavelength of 532nm. The black scale bar is 20 μm. 

 

Spectral power uniformity 

To ensure that the measured spectroscopic photocurrents are purely from the optoelectronic 

responses of the sample, spectroscopic dependences on the laser power due to optical 

components of the instrument, such as wave plates and polarizers, must be eliminated. 

Therefore, a spectral power calibration for the instrument is needed. The instrument 

employed a moving continuous neutral density (cND) filter to adjust the system power 

output, and a power meter placed at the sample position was used to measure the power 

output [Figure 5.4(a)]. The power P = f (x, λ) measured at spot position x and wavelength 

λ was then interpolated and used as a calibration file such that when a desired power P1 at 

wavelength λ1 was needed, the corresponding position x1 of the cND filter could be queried 

as x1 = f -1(P1, λ1) via an integrated computer algorithm. With such corrections, the 

instrument with a constant spectroscopic power output (power fluctuation < ±3%) was 
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achieved [Figure 5.4(b) colored dots], in stark contrast to the highly wavelength 

dependent output power without calibration (Figure 5.4(b) black dots) due to the spectral 

power density characteristics of the super-continuum laser. The SAM and OAM spectral 

power uniformity was also tested for various wavelengths as shown in Figures 5.4(c) and 

5.4(d), respectively. These results indicated that a consistent spectral power uniformity 

within ±3% was achieved under varying polarizations, OAM, and power setpoints, thus 

validating the suitability of our instrument for spectroscopic photocurrent measurements. 
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Figure 5.4 Spectral power uniformity measurement and performance testing. (a) Sample-side 

power as a function of wavelength and the spot position passing through a moving continuous 

neutral density (cND) filter. The inset illustrates the spot position relative to the moving cND 

filter. (b) Measured laser raw power output (black dots) on the sample-end before system 

spectral power output calibration and measured constant spectral output (colored dots) at 10, 

15, 20, 25, and 30 μW setpoints after calibration. (c) Measured sample-side polarization-

dependent power normalized by a setpoint of 20 μW for wavelengths between 500 nm to 

700 nm. (d) Measured sample-side ℓ-dependent power normalized by a setpoint of 20 μW 

for wavelength between 500 nm to 700 nm.  
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Scanning capability 

The scanning capability of the PCS system was realized by offsetting the SLM pattern center. 

As shown in Figure 5.5, manual X offset and Y offset was added to shift the spot location in 

real space. In scanning PCS measurement, it is vital to achieve a spatially uniform power 

projection regardless of the spot position such that the spatial-dependent PCS spectrum will 

faithfully reflect the spatial properties of the material, such as local defect or strain. While 

the real-space spatial movement of the spot may be achieved within a reasonably small offset 

om SLM pattern, the cyclic boundary conditions used in the pattern-generation algorithm 

(Figure 5.5 (d)) may lead to an increasingly large power losses and spot quality degradation 

for a larger offset. In addition, the expanded beam carries intrinsic gaussian intensity 

distribution over the SLM, adding another source of spatial power variation.  Empirically, 

the compliance of power fluctuation less than 3% is a harsher limit than spot quality in terms 

of donut-shape’s visual quality with a finite ℓ. Therefore, it is important to characterize the 

spatial power uniformity and determine the usable scanning range in terms of applicable X 

and Y offsets to the SLM pattern. This usable X,Y offset range, barred by visually examined 

quality of the spot and measured <3% power fluctuation within, thus characterizes the 

scanning area of the instrument.  
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Figure 5.5 SLM pattern with X and Y offset for beam steering. (a-b) ℓ =0 SLM pattern with 

spatially offset of (a) X offset = Y offset = 0 and (b) X offset = Y offset = 200. (c-d) ℓ =5 

SLM pattern with spatially offset of (a) X offset = Y offset = 0 and (b) X offset = Y offset = 

200.  Z offset = 0.31 were used for all patterns. 

To measure the scanning power uniformity, a power meter was put at the sample side in 

room-temperature configuration, measuring spot power with a rectangular grid of X, Y offset 

combinations. We first measure the power within a 200×200 pixel grid with increments of 

10 pixels each direction [Figure 5.6 (a)] then a zoom-in section of 50×50 pixel grid with 

increment of 2 pixel each direction [Figure 5.6(b)]. We found a 60×50 pixel rectangular grid 

(whose boundary is shown as the purple dashed rectangle in Fig 5.6(b)) may be positioned 

within 97% boundary, typically covering an area of roughly (35×25) µm2 with resolution of 

0.5 µm/pixel in cryogenic configuration with an achromatic objective lens of 75mm focal 
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length. The actual scanning area and resolution may vary upon a different choice of 

objective lens, however, a similar strategy may be used to determine the scanning area and 

resolution using a known sample. Furthermore, the 3% power fluctuation may be overcome 

by incorporating an offset-dependent power correction profile in the future, in addition to the 

spectral power correction achieved by the moving cND filter.  

  

Figure 5.6 Spatial power uniformity measurement. (a-b) Spatial power uniformity measured 

in a (a) 200×200 pixel and (b) 50×50 pixel rectangular grid, respectively under 532 nm. The 

colored contour lines show the power percentage level compared to the power measured at 

X offset = Y offset = 0 value in each plot. The purple dashed box indicates the scanning area 

of the instrument. 

5.4 Implementing the scanning SAM/OAM-PCS 

The performance of the scanning SAM/OAM-PCS system was evaluated on ML-MoS2 field-

effect transistors (FETs). The ML-MoS2 single crystal samples used for the FETs were 

synthesized on sapphire substrates by chemical vapor deposition (CVD), and the device 
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fabrication processes were similar to those reported before for electrical transport 

studies251,252 except that an additional 5 nm thick h-BN layer between MoS2 and SiO2 

substrate were included for the FETs devices used in the PCS studies to eliminate magnetic 

field-induced polar order251 in ML-MoS2 on SiO2 substrate at cryogenic temperatures. A 

typical diagram for device and circuit is shown in Figure 5.7. The performance of the 

scanning SAM/OAM-PCS system was evaluated on ML-MoS2 field-effect transistors 

(FETs). The ML-MoS2 single crystal samples used for the FETs were synthesized on 

sapphire substrates by chemical vapor deposition (CVD), and the device fabrication 

processes were similar to those reported before for electrical transport studies251,252 except 

that an additional 5 nm thick h-BN layer between MoS2 and SiO2 substrate were included 

for the FETs devices used in the PCS studies to eliminate magnetic field-induced polar 

order251 in ML-MoS2 on SiO2 substrate at cryogenic temperatures.  

 

Figure. 5.7. Schematics of the ML-MoS2 FET device and the electrical circuit for 

photocurrent measurements. 
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For measurements of the photocurrent, a 100 kΩ (±0.01%) precision resistor served as 

both a protection resistor and an AC voltage measurement target, as illustrated in Figure 5.6. 

A DC bias voltage VDS across the sample and the precision resistor series was applied to 

achieve a channel current of 10 nA/µm. Unless specified, all photocurrent measurements 

were taken with the cryogenic configuration at 3 K. The photocurrent Ipc was measured with 

a lock-in amplifier across the precision 100 kΩ resistor in series with the sample at a chopper 

frequency of 311 Hz. The backgate voltage was swept to a negative voltage of −20 V before 

obtaining each spectrum in order to remove the residual carriers.253The backgate voltage was 

swept to a negative voltage of −20 V before obtaining each spectrum in order to remove the 

residual carriers.253 

In the following part of this section, we illustrate four applications of the PCS system to 

deriving various optoelectronic properties of ML-MoS2, which include: 1) gate-tunable 

cryogenic photocurrent spectroscopy measurements; 2) scanning PCS measurements for 

spatially resolved excitonic spectra; 3) SAM-resolved PCS measurements in magnetic fields 

for determining the effective Landé g-factor; and 4) OAM-resolved PCS studies of enhanced 

optoelectronic responses induced by OAM light.  

Basic photocurrent spectroscopy studies 

The ML-MoS2 device was first measured in the dark environment to obtain its baseline 

electrical performance, as shown in Figure 5.8. The IDS-vs.-VDS curve measured at T = 3K, B 

= 0T and Vg from 8V to 32V with 2V steps (Figure 5.8(a)) shows a near-ohmic behavior, 

similar to device performance seen in the last chapter. The threshold voltage Vth for this 

particular device is measured to be 22.5 V in the dark condition. 
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Figure 5.8 Electrical characterization of ML-MoS2 FET device at T = 3K. (a) Gate-dependent 

IDS-vs.-VDS at T = 3K, B = 0 and Vg from 8V to 32V with 2V steps. (b) Typical IDS-vs.-Vg 

curve taken at VDS = 8V with linear fitting (red dashed line) whose x-axis intercept 

determines the threshold voltage Vth = 22.5V. 

The photocurrent spectroscopic response of the ML-MoS2 FET was measured under 

different Vg (Figure 5.9(a)), where the A-exciton (XA) and B-exciton (XB) are marked in red 

(1.956 eV) and blue (2.098 eV,) dashed line, respectively. The valence band splitting of 142 

meV ± 4.3meV was measured as the energy difference between A-exciton and B-exciton, 

which is manifested by electron spin-orbit coupling. The A(B)-exciton peak intensity is 

extracted in Figure 5.9(b) where clearly a bulge was seen at around Vg−Vth =1~5V. This is a 

result of decreasing exciton transition at higher Vg due to Pauli blockade and increasing 

photocurrent due to increasing channel conductance at higher Vg.46 Colormap of measured 

photocurrent as a function of photon energy and gate voltage was shown in Figure 5.9(c), 

where each spectrum taken at different Vg was normalized to A-exciton peak intensity shown 

in Figure 5.9 (b). Under the applicable Vg up to 30 V, no obvious signature of trion was 

observed.  



 

 

157 

  

Figure 5.9 Gate-dependent PCS measurement. (a) Gate-dependent PCS measurement in line 

plot under T = 3 K, B = 0 and VDS = 8 V. (b) Extracted peak intensity for A and B exciton 

under different Vg. (c) Color map of photocurrent measured as a function of gate voltage and 

photon energy. Each spectrum was normalized to their bright A-exciton peak intensity. 
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Scanning RCP-photocurrent spectroscopy 

The scanning capability of our instrument was evaluated by measuring the spatially 

dependent RCP-PCS on a ML-MoS2 FET, with approximately twenty photocurrent spectra 

taken over a spatial region between the source (S) and drain (D) contacts and the sample, as 

illustrated in the optical micrograph in Figure 5.10(a), where the red arrow indicates the 

scanning direction, and the red dots represent the locations where the spectra were taken. The 

measured spectra were fitted then normalized to the bright A-exciton peak amplitude as 

shown in Figure 5.10 (b). The A-exciton (XA) and B-exciton (XB) peak positions are marked 

in red (1.956 eV) and blue (2.098 eV,) dashed lines in Figure 5.10(b), respectively. The 

extracted amplitudes of XA and XB were shown in Figure 5.10(c), where amplitude 

homogeneity in the sample region was apparent. The sharp increase of both XA and XB 

amplitudes near the source contact was due to band-bending-induced carrier saturation, 

similar to the findings in previous reports.254,255  Over the metal contact regions, in addition 

to the expected sharply diminished exciton amplitudes (Figure 5.10(c)), the emergence of the 

A-trion (TA, black dashed line in Figure 5.10(b)) accompanied by a suppressed B-exciton 

amplitude was indicative of exciton-plasmon interactions256,257 and charge transfer. 258,259 
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Figure 5.10 Scanning RCP-PCS on a ML-MoS2 FET. (a) Optical micrograph of the FET 

device. The red arrow indicates the scanning direction, and the array of red spots marks the 

measurement locations. (b) Spatially dependent photocurrent spectra normalized to the bright 

A-exciton peak amplitude. Each spectrum was taken at one of the spots marked in the red 

dot array in (a). (c) Extracted A and B exciton peak amplitudes from (b). Yellow and green 

background colors correspond to the regions of metallic contacts and sample, respectively. 
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5.5 Material responses to the structured light 

SAM-resolved photocurrent spectroscopy  

Photocurrent spectra taken on a ML-MoS2 FET under both the right circularly polarized 

(RCP) light and left circularly polarized light (LCP) for applied magnetic field between B = 

±14 T perpendicular to ML-MoS2 were shown in Figure 5.7. All spectra taken in different 

magnetic fields were fitted collectively to a Zeeman splitting model,209,260,261 with the 

assumption that the PCS spectra for individual exciton modes near their resonance are 

Lorentzian.46 The measured PCS current 𝐼𝐼(𝐵𝐵, 𝜆𝜆) under magnetic field 𝐵𝐵 and wavelength 𝜆𝜆 

is thus described by the following equation: 

𝐼𝐼(𝐵𝐵, 𝜆𝜆) =
|𝐴𝐴𝐵𝐵|𝜋𝜋 ⋅ 𝑤𝑤𝐵𝐵

2

�ℎ𝑐𝑐𝜆𝜆  − �𝑋𝑋0𝐴𝐴 + 1
2 𝜏𝜏 ⋅ 𝜇𝜇𝐵𝐵𝑜𝑜ℎ𝑟𝑟 ⋅ 𝑔𝑔 ⋅ 𝐵𝐵��

2
+ �𝑤𝑤𝐵𝐵2 �

2 . (1) 

Here ℎ is the Planck constant, 𝑐𝑐 is the speed of light,   𝜇𝜇𝐵𝐵𝑜𝑜ℎ𝑟𝑟 is the Bohr magneton, 𝜏𝜏 = ±1 

is the valley index corresponding to RCP and LCP, and 𝐴𝐴𝐵𝐵 and 𝑤𝑤𝐵𝐵 are the magnetic field-

dependent Lorentzian amplitude and linewidth for each spectrum taken, respectively. 

Equation (1) also includes two magnetic field-independent parameters, where 𝑔𝑔 is the Landé 

g-factor, and 𝑋𝑋0𝐴𝐴 is the central energy of the bright A-exciton peak under zero magnetic field. 

The normalized data (colored solid dots) and model fitting result for each magnetic field is 

shown as the colored dash line in Figure 5.11(a). The valley selection mechanism244,262 

allows a selective excitations of bright intra-valley A-excitons in the K (K′) valley using the 

RCP (LCP) light, showing a red (blue) shift in the corresponding A-excitonic energy with 

increasing magnetic fields. This is due to the magnetic field-induced Zeeman splitting in the 

K and K′-valleys, as illustrated in Figure 5.11(b). The fitted result showed that at zero 

magnetic field, the centers of the 𝑋𝑋0A was found to locate at 1.956 eV, shown as the vertical 

dark red dashed lines in Figure 5.11(a) for both RCP and LCP measurements, whereas the 
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g-factor was found to be −14.58 ± 0.61  and −11.14 ± 0.65  for RCP and LCP, 

respectively. Similar analysis was done for B exciton peak using RCP light and LP light, 

deriving g-factor of −14.61 ± 0.51 and −1.03 ± 0.60 respectively (Figure 5.12). 

Here we remark that the magnitude of the g-factor derived from our PCS studies is 

significantly larger than that of the g-factor − 4 derived from photoluminescence 

measurements,263–265 which may be attributed to the existence of magnetic field-enhanced 

formation of intervalley excitons under the presence of an in-plane electric field. The notion 

of magnetic field-enhanced formation of intervalley excitons can be corroborated by our 

observation that the linewidth difference, defined as (𝑤𝑤𝐵𝐵𝑅𝑅𝐶𝐶𝑅𝑅 − 𝑤𝑤𝐵𝐵𝐿𝐿𝐶𝐶𝑅𝑅), was always positive 

for positive magnetic fields (e.g., 21.5 meV at 12 T) and negative for negative magnetic fields 

(e.g., − 22.3 meV at − 12 T), which implied that positive magnetic fields enhanced 

(suppressed) the formation of K → K′ intervalley excitons under the excitation of RCP (LCP) 

light, as manifested by the energy diagrams in Figure 5.11(b), which resulted in the 

broadening (sharpening) of the linewidth 𝑤𝑤𝐵𝐵𝑅𝑅𝐶𝐶𝑅𝑅 (𝑤𝑤𝐵𝐵𝐿𝐿𝐶𝐶𝑅𝑅). Similarly, negative magnetic fields 

enhanced (suppressed) the formation of K′ → K intervalley excitons under the excitation of 

LCP (RCP) light, thus resulting in the broadening (sharpening) of the linewidth 𝑤𝑤𝐵𝐵𝐿𝐿𝐶𝐶𝑅𝑅(𝑤𝑤𝐵𝐵𝑅𝑅𝐶𝐶𝑅𝑅). 

It is worth pointing out that the g-factor values determined from our PCS studies were 

comparable to the intervalley exciton g-factor of −12 reported for monolayer tungsten 

diselenide.266  Finally, we note that the slight difference between the g-factors extracted from 

the RCP and LCP measurements using our PCS may be due to in-plane bias voltage-induced 

valley symmetry breaking. 
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Figure 5.11 Application of the SAM/OAM-resolved PCS system to deriving the Landé g-

factor of ML-MoS2. (a) PCS of ML-MoS2 FET between B = 0 and ±14 T under RCP light 

and LCP light, respectively. The colored dashed lines are fitting results under different 

magnetic field and the dark red vertical line indicates the fitted center of A exciton under 

zero magnetic field, 𝑋𝑋0𝐴𝐴. The applied VDS is 3 V and VGS is 28V. The gray arrows serve as 

visual guides, indicating the shift of the peak center. (b) Energy band schematics of ML-

MoS2 under magnetic field with K (red) and K’ (blue) valley respectively. The spin-orbit 

coupling at the conduction band minimum was small and thus omitted in the schematics.  



 

 

163 

 

Figure 5.12 Additional data for deriving the Landé g-factor of ML-MoS2. (a-b) PCS of ML-

MoS2 FET between B = 0 and ±14 T under RCP light and LP light, respectively. The colored 

dashed lines are fitting results under different magnetic field and the dark red vertical line 

indicates the fitted center of B exciton under zero magnetic field, 𝑋𝑋0𝐵𝐵. The applied VDS is 3 

V and VGS is 28V. The gray arrows serve as visual guides, indicating the shift of the peak 

center. 

OAM-resolved photocurrent spectroscopy 

In additional to studies of the SAM-resolved PCS, the effect of OAM light on the PCS of 

ML-MoS2 was investigated and shown in Figure 5.13. We found that the measured 

photocurrent exhibited a significant increase with increasing |ℓ| for both positive [Figure 

5.13(a)] and negative ℓ (Figure 5.13(b)), where the controlled ℓ = 0 spectrum is shown in 
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black for reference in both plots. The extracted peak photocurrents on resonance with the 

bright A and B-excitons are shown in Figure 5.13(c), where up to ~ 80% enhancement in the 

photocurrent was observed for ℓ = ±5 relative to that with ℓ = 0. This unusual enhancement 

was not originated from larger effective spot size under higher ℓ because the channel length 

(~ 30 µm) well exceeded the spot size, and the moving the spot position over the sample 

region did not incur discernible changes in the measured photocurrent (Figure 5.13(c)). 

Moreover, the laser power variation under different ℓ values had been carefully calibrated to 

be less than ±3% (Figure 5.4(d)).  

 

Figure 5.13 Orbital angular momentum enhanced photocurrent under linearly polarized light. 

(a, b) PCS obtained under OAM carrying ℓ from (a) 0 to 5 and (b) 0 to -5 with linearly 

polarized light. (c) Fitted A-exciton (red) and B-exciton (blue) peak photocurrents measured 

at their resonance energy under OAM light of different ℓ. 

The substantial increase in photocurrents with increasing |ℓ| may be attributed to several 

important characteristics associated with the OAM light, that enables far more channels of 

excitations in materials relative to light without OAM, which include rapidly increasing 

accessible final states in the conduction bands due to the expanded “light cone”267 with 

increasing |ℓ|, unlocking phonon-assisted intervalley dark excitonic transitions,266,268 

enhancing the formation of Rydberg excitons,269 and enabling quadrupole light-matter 

interactions in addition to the dipole interaction269. Moreover, the rapid increases of 
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measured photocurrent at ~2.14eV under light with increasing |ℓ| shows hints of strong 

excitation enhancement of Rydberg series of A excitons reported between 2.089 eV (A2s) to 

2.172 eV (A5s) as shown in Figures 5.13(a) and 5.13(b) ,46 although individual peaks of the 

Rydberg excitons could not be resolved from our current PCS measurements due to the 

limited signal-to-noise ratio and energy resolution, which may be improved in the future by 

encapsulating the ML-TMD FET devices with layers of h-BN to enhance the light-matter 

interaction. 

Further observation of enhanced optoelectronic responses due to OAM light was manifested 

by an increased photoconductive effect measured with the lock-in technique (Figure 5.14(a)), 

where the light chopped at a finite frequency of 311Hz picked up the photoconductive 

response and rejected the DC photovoltaic effect270. Here we note that the DC photovoltaic 

effect was observed in the DC measurements (Figure 5.14(b) and 5.14(c)) and showed 

similar twisted light enhancement in previous study271.  

 

Figure 5.14 Orbital angular momentum enhanced photoconductive effect and photovoltaic 

effect. (a) AC photocurrent under OAM light of different ℓ.  (b) Concurrently measured IDS-

vs.-Vg curve in semi-log scale measured under OAM light of different ℓ. (c) Extracted Vth 

shift as a function of different ℓ values from (b). All measurements were taken under 

𝜆𝜆 =639.1 nm. 
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5.6  Conclusion 

In this chapter, we reported a new instrumentation development of a cryogenic scanning 

photocurrent spectroscopy (PCS) system capable of resolving both spin and orbital angular 

momentum (SAM/OAM) of light for a spectral range from 500 nm (2.48 eV) to 700 nm 

(1.77 eV) and mapping a (35 × 25) µm2 area with ~ 1 µm spatial resolution. We further 

demonstrated the capabilities of the instrument by applying it to investigate the 

optoelectronic responses of CVD-grown ML-MoS2 FET devices at 3 K. We found that the 

SAM-resolved magneto-photocurrent measurement resulted in valley-dependent Zeeman 

splitting of the bright A-exciton peak, yielding a large Landé g-factor possibly due to 

magnetic field-enhanced intervalley excitons that were assisted by in-plane electric fields. 

Additionally, the OAM-resolved measurements revealed significant photocurrent 

enhancement with increasing |ℓ|, which is consistent with substantially increased excitation 

channels associated with the OAM light. Further improvements of the signal-to-noise ratio 

for the PCS measurements may be achieved by encapsulating the ML-TMD FET device with 

finite thicknesses of hexagonal boron nitride (h-BN) to enhance the light-matter interaction 

and the magnitude of photocurrents so that the individual energies of dark and Rydberg 

excitons can be resolved. Additionally, the measurement uncertainty in laser power can be 

mitigated by using calibrated photodiodes with lock-in techniques to replace the standalone 

power meter. While there is clearly room for further improvements, the overall design 

concept of the instrument reported here provides a unique and versatile platform for 

investigating the optoelectronic responses of diverse quantum materials to structured 

SAM/OAM light. 
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C h a p t e r  6  

 

: CONCLUSION AND OUTLOOK 

This thesis presented experimental discoveries and investigations of various novel quantum 

phenomena that emerge at cryogenic temperature in nanoscale strain-engineered monolayer 

(ML)-graphene field-effect transistors (FETs) and valley Hall transistors, as well as in ML-

MoS2 FETs under external magnetic fields and/or structured light. Reliable ML-MoS2 and 

ML-graphene synthesis techniques based on the chemical vapor deposition (CVD) and 

plasma enhanced chemical vapor deposition (PECVD) methods were employed to achieve 

scalable and reproducible high-quality samples, which were characterized by Raman 

spectroscopy, photoluminescence (PL) spectroscopy, x-ray photoelectron spectroscopy 

(XPS), atomic force microscopy (AFM), scanning electron microscopy (SEM), energy 

dispersive x-ray spectroscopy (EDS) and electrical transport measurements.  State-of-the-art 

nanofabrication processes were developed to fabricate consistent ML-graphene valley Hall 

transistors and ML-MoS2 FETs, with dedicated engineering efforts to incorporate processes 

that enabled the full scalability of the devices in the future. These fabricated devices revealed 

a variety of novel quantum phenomena, including strain-induced pseudo-magnetic fields 

(PMFs), quantum oscillations, quantum valley Hall effect and quantum anomalous Hall 

effects in ML-graphene; magnetic-field induced giant ferroelectric-like polar order in ML-

MoS2 FETs; and structured-light enhanced Landé g-factor and photocurrents in ML-MoS2 

FETs. Additionally, cryogenic scanning photocurrent spectroscopy with structured light 

capabilities was designed and developed to study structured light-2D material interactions 

for temperatures from 2 K to 300 K and magnetic fields up to ±14 T. This new and unique 

instrument provides new opportunities for studying and controlling the optoelectronic 

responses of 2D quantum materials under excitation of photons with finite spin angular 

momentum (SAM) and orbital angular momentum (OAM). These efforts in material 
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synthesis, device designs, fabrication and characterization and novel instrumentation 

development, provide exciting new pathways to the investigation and application of 2D 

quantum materials in the future. 

In ML-graphene valley Hall transistors, the evidence of PMF-induced spin symmetry 

breaking observed in this thesis suggests strongly enhanced electronic correlations and calls 

for theoretical modeling to account for the enhanced spin-orbit coupling and spin-splitting in 

these highly strained devices. The pronounced anisotropy in these devices further 

necessitates anisotropic transport models to fully capture their nonlocal transport behavior.  

Moreover, other periodic nanostructures could be purposefully designed to investigate 

distinct quantum phenomena. For instance, periodic nano-steps could be employed to realize 

the Magnus Hall effect via a spatially periodic electrical potential modulated by the back gate 

and while the carrier density tuning may be achieved by using a top gate. Additionally, 

geometrically frustrated strain superlattices (e.g. triangular and Kagome lattice) in ML-

graphene may further result in interesting topological characteristics induced by nanoscale 

strain engineering. 

In the ML-MoS2 FETs, we observed magnetic field-induced lattice asymmetric expansion, 

which was corroborated by the frozen in-plane phonons at cryogenic temperature, caused 

asymmetric rippling effect in ML-MoS2 on rigid SiO2/Si substrate. The asymmetric 

expansion led to mirror symmetry breaking, which gave rise to the giant out-of-plane 

ferroelectric-like polar order. This observation suggests two interesting research directions. 

1) Similar effects may appear in other ML-TMD materials at cryogenic temperature over 

SiO2/Si substrate, which may be detected using Raman spectroscopy or in a FET 

configuration similar to Chapter 4 with optimized electrical contacts that minimize the 

Schottky barrier can be achieved on other ML-TMD materials. 2) Other mechanisms that 

may introduce mirror-symmetry breaking in ML-MoS2 and other ML-TMD systems may 

promote similar out-of-plane polar order. For instance, ML-TMDs placing over 
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nanostructures can induce asymmetric strain between the top and bottom sulfur layers, 

as shown in Figure 6.1 for ML-MoS2 over a gold nanoparticle, where the top and the bottom 

sulfur layers exhibit opposite signs of strain tensor components. Therefore, the out-of-plane 

polar order may be achieved by using nanoscale architected substrates without needing an 

external magnetic field, which would be highly beneficial for realistic technological 

applications.  

 

 

Figure 6.1 Molecular dynamics (MD) simulations of relaxing a ~50 𝑛𝑛𝑛𝑛 × 40 𝑛𝑛𝑛𝑛  ML-

MoS2 over a gold nano-tetrahedron particle with a side length of 1.46nm and a rounded tip 

curvature of 0.3 nm. (a) Sideview of the simulation final state. (b) Strain tensor component 

𝜖𝜖𝑥𝑥𝑦𝑦 in all three layers of a ML-MoS2. 

Furthermore, the strength of the polar order should be tunable by the carrier density, because 

the origin of the polar order is asymmetric charge distributions in the material, which may 

be reduced by electronic screening effects, as shown in Figure 6.2. Thus, the carrier density 

could be tuned electronically by tuning the back gate voltage as exemplified in Chapter 4, or 

optically by pumping with structured light. In fact, our preliminary studies have revealed that 

by optically pumping the FET with structured light of increasing OAM, the hysteresis 

window associated with the polar order steadily decreased generally reduced hysteresis 

window is observed, as exemplified in Figure 6.3. On the other hand, the photocurrent 
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steadily increased with increasing OAM, which was consistent with the results from the 

PCS studies outlined in Chapter 5 and may be attributed to the OAM light enhanced 

excitation channels in ML-MoS2. 

 

Figure 6.2 (a-b) |IDS|-vs.-VGS measurement under different laser power of (a) 532nm and (b) 

650nm left circularly polarized light at B = 9 T and T =1.8 K. (c) Extracted |VHW| under  

different laser power and wavelength.   

 

 

Figure 6.3 Preliminary data of structured light interaction with magnetic field-induced polar 

order at B = 9 T and T =1.8 K. (a-b) |IDS|-vs.-VGS measurement under different SAM using 

photon of (a) 650nm and (b) 532nm wavelength. (c) |IDS|-vs.-VGS measurement under 

different OAM with ℓ = ±1, ±2, ±3. 
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Based on the aforementioned interesting findings, we expect that the interaction between 

structured light and strain-induced polar order in ML-TMD FETs (Figure 6.4) and valley 

Hall transistors may induce novel optoelectronic responses controlled by the sign and 

magnitude of the OAM of the optical excitations as well as the configurations of the strain 

superlattices with the help of the cryogenic scanning photocurrent spectroscopy developed 

in this thesis. 

 

Figure 6.4 Concept illustration of studying structured light-strain-induced polar order 

interaction in a ML-MoS2 FET with cryogenic photocurrent spectroscopy. 
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A p p e n d i x  A  

 

: PPMS PUCK ASSEMBLY MAKING 

1. Unscrew the set screw at the bottom of the PPMS universal sample puck (Quantum 

Design, 8084-100) and take apart the metal cap and the separable base (Figure A1(a)). 

Flip the separatable base upside-down such that the metal pads may be cleaned by using 

soldering braid. 

2. Cut the wire into 1.5cm-long straight segments as shown in Figure A1 (b). Then use 

the razor blade to peel off the insulation coating 2.0mm on one end and 4mm on the other. 

Be as precise as possible to avoid short in later steps. Prepare 12 of them. 
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Figure A.1 PPMS puck assembly making. (a) (Left to right) PPMS puck metal cap, 

customized PCB board, PPMS puck separable base. (b) Typical razor-blade peeled wire. (c) 

Puck laid upside down after sliding the base into metal cap. (d) Puck in the final step of 

soldering. (e) Terminal connection testing using Quantum Design’s user bridge and a Fluke 

87 hand-held multimeter. 
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3. Apply solder to each pad and preheat it to form a smooth, hemispherical solder 

base. While the solder is heated, use tweezers to horizontally feed the 2.0 mm peeled end 

of the wire into the solder. Roughly aligned the wire such that it is in the direction of the 

metal pads. After this step, the 2.0mm-pealed end of the wire should be completely buried 

in the solder to avoid a possible short (Figure A1(c)). 

4. Carefully slide the separable base into the metal cap. Re-solder some of the wire to correct 

wire's alignment if necessary. Use tweezer to tightly hold the other peeled end of the wire 

and bend it towards the puck cap. Put the wire through the pinhole on the PC board (Figure 

A1(d)). If a newer version of the PC board with additional test pads for wire-bonding is used 

(Figure A1(d) inset), only bring the wire close to the pad. Use a multimeter to test if any of 

the wire is short to the metal cap. If one did the 4.0mm peel-off precisely, there should be 

0.3 mm ~ 1 mm insulating coat sitting above the metal cap's horizon.  

5. With still 2mm-3mm wire extending and a few wires soldered, perform a loading check 

in the PPMS chamber. A smooth loading at this step is desired and if necessary, recenter the 

PC board accordingly. 

6. Solder all other wires and trim off excessive wires. Use the user-bridge to measure and 

record the resistance between all terminals (Figure A.1(e)).  

7. Use an ultrasonic cleaner to clean the puck in DI-water/Acetone/IPA for 15 mins each. 

 

 



This appendix is temporarily embargoed.
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A p p e n d i x  C  

 

: SUPPLEMENTARY MATERIAL FOR CHAPTER 4 

Discussion on various known hysteresis-inducing mechanisms 

In this section, we aim to provide a phenomenological discussion of possible mechanisms 

that were previously identified in literature and were fundamentally different from the 

hysteresis behavior that we observed in the |IDS|-vs.-VGS transfer curves reported in Chapter 

4 of this thesis. 

Firstly, our findings differ drastically from previous reports of high-temperature and zero-

B hysteretic behavior in monolayer MoS2-FETs, which have been attributed to mechanisms 

such as thermally-activated extrinsic or intrinsic trapped states,193–195 absorbates,196,197 and 

gate voltage-induced stress effects,198 where clockwise hysteresis loops were observed near 

room temperatures without magnetic field dependences. We have also observed a similar 

gate voltage stress type of clockwise hysteresis at higher temperature above TC, as detailed 

in Figure 4.12. Firstly, our findings differ drastically from previous reports of high-

temperature and zero-B hysteretic behavior in monolayer MoS2-FETs, which have been 

attributed to mechanisms such as thermally-activated extrinsic or intrinsic trapped 

states,193–195 absorbates,196,197 and gate voltage-induced stress effects,198 where clockwise 

hysteresis loops were observed near room temperatures without magnetic field 

dependences. We have also observed similar gate voltage stress type of clockwise 

hysteresis at higher temperature above TC, as detailed in Figure 4.12. 

At temperature below 4.2K, the presence of Schottky barrier between Cr/Au contact and 

MoS2 can induce counterclockwise hysteresis in |IDS|-vs.-VGS transfer curves.272 However, 

this type of hysteresis bears signature of a sharp rise in IDS upon uncertain onset VGS and 

the VHW is larger with increasing VGS sweep rates, contrary to our observations shown in 
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Figure 4.10. The Schottky barrier height in such devices is an result of a large Cr/Au 

contact barrier of ~ 200 meV,272,273 whereas our devices shows negligible Schottky barrier 

height of ±20 meV as shown in the Figure 4.5(a). Furthermore, our devices exhibited no 

abruptly changing counterclockwise hysteresis behavior at B = 0. These contrasts all 

indicate that our magnetic field-induced counterclockwise hysteresis bears a different 

physical origin from the Schottky barrier mechanism. At temperature below 4.2K, the 

presence of Schottky barrier between Cr/Au contact and MoS2 can induce 

counterclockwise hysteresis in |IDS|-vs.-VGS transfer curves.272 However, this type of 

hysteresis bears signature of a sharp rise in IDS upon uncertain onset VGS and the VHW is 

larger with increasing VGS sweep rates, contrary to our observations shown in Figure 4.6. 

The Schottky barrier height in such devices is an result of a large Cr/Au contact barrier of 

~ 200 meV,272,273 whereas our devices show negligible Schottky barrier height of ±20 meV 

as shown in the Figure 4.5(a). Furthermore, our devices exhibited no abruptly changing 

counterclockwise hysteresis behavior at B = 0. These contrasts all indicate that our 

magnetic field-induced counterclockwise hysteresis bears different physical origin from 

the Schottky barrier mechanism. 

Sulfur vacancies that exist in all MoS2 FETs, as we discussed in the manuscript, could 

induce shallow donor-like trap states,274 deep trap states above the valence band 

maximum,274,275 or charge trapping at the oxide interfaces.195,197 However, all of these 

would have led to magnetic field-independent clockwise hysteresis at relatively high 

temperatures, which contradicted our magnetic field-dependent counterclockwise 

hysteresis at cryo-temperatures. In-plane motion of sulfur vacancies or defects has been 

shown to introduce in-plane polar order with memristor-like behavior. For example, in-

plane polar order had been observed as hysteresis in the IDS-vs.-VDS measurements under 

in-plane applied electric fields by introducing defects via focused ion beam,276 chemical 

processing,277 or utilizing Schottky barrier in contacts.278  However, the scenario of ion or 

vacancy migration was incompatible with our observation for the following reasons: First, 
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the densities of sulfur vacancies in our devices were very low (~ 0.2% from KPFM and 

STM topography measurements, see Figures C.1-C.2) and no discernible magnetic 

impurities could be detected based on PL, Raman, and XPS mapping (Figures 4.1-4.2). 

Secondly, the magnetic field-induced polar order in our devices was modulated by out-of-

plane electric fields (VGS), which manifested hysteresis in the IDS-vs.-VGS measurements. 

In contrast, no discernable hysteresis could be found in the IDS-vs.-VDS measurements with 

in-plane electric fields (VDS), which corroborated the notion of negligible ion or vacancy 

migration. Finally, interlayer motion of ions or vacancies would have been energetically 

too costly to occur in the monolayer system at low temperatures to yield out-of-plane 

polarization. Thus, we may rule out vacancy-induced trap states or ion/vacancy migration 

as the cause of our observed magnetic-field induced hysteresis at cryo-temperatures.  

Flexoelectric effect could also manifest themselves as counterclockwise hysteresis as a 

result of strain gradient.279 However, such polarization relies on the strain gradient that is 

non-switchable, thus is incompatible with our PFM results. Flexoelectric effect could also 

manifest themselves as counterclockwise hysteresis as a result of strain gradient.279 

However, such polarization relies on the strain gradient that is non-switchable, thus 

incompatible with our PFM results. 

As for piezoelectric effect, it has been reported that the in-plane piezoelectric coefficient is 

much larger than the out-of-plane one,279,280 and thus is less likely being the cause for our 

findings of VHW that were mostly due to out-of-plane electric field and almost independent 

of the in-plane electric field. As for piezoelectric effect, it has been reported that the in-

plane piezoelectric coefficient are much larger than the out-of-plane one,279,280 thus less 

likely being the cause for our findings of VHW that were mostly due to out-of-plane electric 

field and almost independent of the in-plane electric field.  

In summary, we have ruled out all known mechanisms reported in the literature and thus 

demonstrate the novelty of our findings in magnetic field-induced hysteresis. 
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Characterization of sample sulfur vacancy concentrations 

The sulfur vacancies in ML-MoS2 may play an important role in our devices. Therefore, a 

typical FET device (Dev. #5), which we believed to possess representative sulfur vacancy 

concentrations, was studied using Kelvin probe force microscopy (KPFM), as shown in 

Figure B.1. We also presented in Figure B.2 direct surface topography imaging of one ML-

MoS2 sample by STM, which revealed a sulfur vacancy level similar to the low density of 

sulfur vacancies ~0.2% (Dev. #1-5) found in the ML-MoS2 FET devices. The details are as 

follows. 

The work function of the ML-MoS2 was measured by the Peak Force Kelvin Probe Force 

Microscopy (PF-KPFM) calibrated with respect to the work function of gold at 4.82 eV. The 

contact potential difference (CPD) between the tip and the sample is given by ΔVCPD= 

ϕsample− ϕtip, where ϕ is the work function. Therefore, the work function of the ML-MoS2 

sample becomes 

ϕMoS2
= ϕtip + ΔVCPD

MoS2 = ϕAu+ΔVCPD
MoS2 − ΔVCPD

Au , (C. 1) 

where ΔV CPD
 MoS2 was measured to be 0.52 ± 0.23 V, while ΔV CPD

 Au  was measured to be 0.39 ± 

0.22 V in a scan size of (1 μm × 1 μm, 512*512 grid) area on the fabricated Device #5. The 

Fermi level EF is therefore determined from ϕMoS2
~ 4.9eV, which is located 0.4 eV above at 

the intrinsic Fermi level (Ei) of ML-MoS2, as shown in the Figure A.1. Here we note that 

approximation of Ei can be expressed as Ei = (Ec + Ev + kBT ln(mp*/mn*))/2 ≈ (Ec+Ev)/2, 

where mp* and mn* are the effective mass of holes and electrons of MoS2, respectively, and 

the kBT ln(mp*/mn*) term is negligible compared to (Ec+Ev). The electron concentration of 

MoS2 could be calculated with the following formula, 

𝑛𝑛 = 𝑛𝑛𝑜𝑜 exp �
𝐸𝐸𝐹𝐹 − 𝐸𝐸𝐼𝐼
𝑘𝑘𝐵𝐵𝑇𝑇

� , (C. 2) 
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where kB is Boltzmann constant, T is the temperature, and ni is the intrinsic electron 

concentration of MoS2. With ni ~ 106 cm-2 at room temperature281 and measured EF − Ei = 

0.4 eV, the corresponding electron concentration of the MoS2 sample was estimated as n ≈ 

4.8×1012 cm-2. Assuming those electrons were induced by sulfur vacancies, the order of 

magnitude of sulfur vacancy population density can be estimated as na2√3/4 ~ 0.2%, where 

a = 0.318 nm is the lattice constant of MoS2. With ni ~ 106 cm-2 at room temperature281 and 

measured EF − Ei = 0.4 eV, the corresponding electron concentration of the MoS2 sample 

was estimated as n ≈ 4.8×1012 cm-2. Assuming those electrons were induced by sulfur 

vacancies, the order of magnitude of sulfur vacancy population density can be estimated as 

na2√3/4 ~ 0.2%, where a = 0.318 nm is the lattice constant of MoS2. 

 

Figure C.1 Schematic of the band alignment of MoS2/SiO2/Si based on KPFM measurement 

for device #5. 
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Figure C.2 STM topography of typical sulfur vacancies on MoS2. (a) Surface topography (20 

nm × 20 nm) with bias voltage −1 V, tunneling current 2.0 nA, and B = 0, where the defect 

density is 5.0 × 1012 cm-2. (b) One instance of a sulfur vacancy marked by red circle 

observed under B = 5 T at 4.5 K with bias voltage of −0.4V and tunneling current of 2.0 nA.  
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