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ABSTRACT

This thesis develops operator learning theory and methods for use in scientific
computing. Operator learning uses data to approximate maps between infi-
nite dimensional function spaces. As such, operator learning provides a natural
framework for using machine learning in applications with partial differential
equations (PDEs). While operator learning architectures have successfully
modeled a variety of physical phenomena in practice, the theoretical founda-

tions underpinning these successes remain in early stages of development.

The present work takes a step towards a complete understanding of opera-
tor learning and its potential use in scientific applications. The thesis begins
by studying multiscale constitutive modeling, where operator learning models
can serve as surrogates to accelerate simulation and aid in model discovery of
physical laws. The work proposes, and theoretically and numerically analyzes,
an operator learning architecture for modeling history dependence in homog-
enized constitutive equations. The thesis then addresses learning solutions to
an elliptic PDE in the presence of discontinuities and corner interfaces in two-
dimensional materials. By proving a key continuity result for the underlying
PDE, a universal approximation result is obtained. In its second half, the thesis
moves on from the setting of homogenized constitutive laws and gives insight
to operator learning from a broader perspective. First, error analysis bounds a
form of discretization error that arises in implementations of the Fourier Neu-
ral Operator (FNO). Next, a modified form of the FNO, the Fourier Neural
Mapping, accommodates finite-dimensional data while retaining the under-
lying function space structure. This modification allows applications where
the map of interest is governed by an infinite-dimensional operator with data,
such as parameters or summary statistics, in the form of finite vectors. Finally,
the thesis extends a theory-to-practice gap result in finite dimensions to the
infinite-dimensional operator learning setting, asserting that even for classes
of architectures whose model expressivity scales well with model size, their
error convergence with respect to data size scales poorly. In summary, this
thesis builds understanding of operator learning from several perspectives and
contributes both theoretical advancements and practical methodologies that

improve the applicability of operator learning models to scientific problems.
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Chapter 1

INTRODUCTION

Before the advent of computers, scientific data were useful for building models
only to the extent that they could inform scientific theory or contribute to
statistics. While limited by human computational ability, these use cases had
the advantage of complete interpretability. As computers emerged and became
increasingly more efficient at data processing, additional types of data-driven
scientific models were made realistic, including ensemble methods [!], vari-
ous classification algorithms [2|, and additional statistical methods like the
expectation-maximization algorithm [3]. These methods retained significant
interpretability while allowing large amounts of data to inform models. How-
ever, they also tended to be problem specific and required some knowledge of
the underlying problem to form an accurate model. Neural networks changed
this paradigm; superpositions of nonlinear activations and affine maps could
approximate any continuous map [1| between finite spaces at the cost of in-
terpretability of the model. Although finding the optimal parameterization
of such a network for a particular map is NP-hard, gradient descent methods
turned out to be effective at finding network parameters that achieve good
approximations of the optimal map despite dramatic non-convexity of the op-
timization landscape. Machine learning methods proved to be extremely suc-
cessful at completing tasks that no prior models could, including image clas-

sification [5], speech recognition [6], and superhuman performance in games
[7].

Scientific computing developed independently from machine learning as a body
of computational tools to model phenomena in physics, chemistry, biology, and
engineering. A large share of these phenomena are described by partial differ-
ential equations (PDEs) that specify the time and space evolution of functions
in infinite-dimensional function space. The first attempts to use machine learn-
ing to approximate the behavior of PDEs did so by first discretizing functions
to bring them down to the native finite-dimensional space of neural networks
[3, 9]. However, this approach leads to significant drawbacks. In addition
to making it more difficult to apply existing knowledge of PDE theory to

machine learned models of PDEs, discretizing before learning fixes a single
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discretization into the model itself, and new data of a different discretization
becomes incompatible with the model. Furthermore, the model can overfit
to a particular discretization. Operator learning addresses this problem by
building architectures that map between infinite dimensional function spaces.
Operator learning models are discretization-independent in the sense that no
discretization size is built into the model, and any discretization of the underly-
ing functions may be used with the model. Thus, operator learning models are

natural for approximating maps that arise from partial differential equations.

Although machine learning methods are proving successful at modeling scien-
tific phenomena, theory lags behind effective application. Efforts to interpret
the effectiveness of machine learning models include universal approximation
results [10], error bounds in terms of the model size or number of data points
[11], and characterizations of the optimization landscape [12]. Other efforts
have built in interpretable features to models such as additional constraints
in the objective function [J], extraction of latent variables via autoencoder
compression [13], or symmetry-enforcing components [11]. In scientific com-
puting applications, there is opportunity both for existing scientific knowledge
to help understand machine learning models and for the models to inform sci-
entific knowledge. One way the latter occurs is through model discovery, where
training a model can help identify interpretable theory for the underlying phe-
nomena. Another application is surrogate modeling, where a learned model
can perform one aspect of simulation very quickly, thus accelerating large-scale
computations. As these approaches continue to evolve, the interplay between
machine learning and science promises to accelerate discovery while simulta-

neously improving model interpretability and rigorous theoretical foundations.

This thesis makes a contribution towards understanding machine learning for
scientific phenomena described by PDEs. The work exhibited here falls into
two categories. The first category spotlights the application area of surrogate
modeling for constitutive laws in multiscale materials. The second category
investigates operator learning theory more generally and includes error bounds
in terms of discretization, data size, and model size in various settings. The
remainder of this introduction details each of these categories separately before

giving an outline of the thesis.



1.1 Learning Homogenized Constitutive Models

Many materials in solid mechanics have dynamics governed by complex in-
teractions across multiple scales. For instance, a material may have rapidly
varying material properties on a small scale, but the dynamics of interest
take place on a much larger scale. Multiscale modeling is a framework that
has emerged to understand this complexity by assuming a hierarchy of scales
with sufficient separation between adjacent pairs of scales. Dynamics may be
computed iteratively by resolving force balance laws on each scale separately
and exchanging the result between scales. Homogenization theory provides
one method to exchange such information. Homogenization assumes a pe-
riodic or statistically regular microstructure and first analyzes the behavior
within a characteristic piece of the material called a representative volume
element. Homogenization then yields a map from the average material strain,
or displacement gradient, to the average stress over a representative volume
element. The map from averaged strain to averaged stress is called the homog-
enized constitutive law. This approach avoids having to resolve physical laws
on the microscale by averaging out the dependence on the fine scale material
properties. The drawback of this approach is that the homogenized map is
often difficult to obtain in practice. In the case that both the material mi-
crostructure and the multiscale constitutive law are known, the homogenized
map may not have a known explicit form and may require numerically solving
a cell problem PDE each time microscale dynamics need to be resolved. In
the case that the material microstructure of the multiscale constitutive law
are not known, the homogenized behavior may only be approximated from
experimental data. Both of these settings are ripe for the application of ma-
chine learning. In the first setting, machine learning can deliver surrogate
models for the homogenized map. By training on data from a number of nu-
merically solved cell problems on the microstructure, a surrogate model can
approximate the homogenized map in a computationally efficient manner and
facilitate efficient macroscale simulations. In the second setting, a surrogate
model can also be obtained from experimental data, and this model can con-
tribute to model discovery for the underlying physics. With these use cases
in mind, this thesis explores novel operator learning architectures for learning
homogenized constitutive laws, establishes rigorous theory underpinning their

use, and shows their effectiveness in a multitude of numerical experiments.

Chapter 2 focuses on learning homogenized constitutive models that have his-
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tory dependence. In some settings, such as in plastic materials, history depen-
dence is present in the multiscale constitutive laws even before the equations
are homogenized. In order to predict the stress this material will experience,
one needs to know the entire material strain history. Other materials acquire
history dependence through homogenization: Kelvin-Voigt (KV) viscoelastic
materials are an example. The bulk of Chapter 2 is based on [15], published in
Multiscale Modeling & Simulation, Vol. 21, Iss. 2 (2023), that explores learning
homogenized models in this KV viscoelastic setting. This work and the com-
panion paper [16], published in Journal of the Mechanics and Physics of Solids,
Vol. 178 (2023), present a recurrent neural operator (RNO) architecture as a
proposed surrogate model to capture history dependence in a Markovian man-
ner, thereby avoiding the computational expense of accounting for the entire
strain history at every time step in a simulation. The RNO model incorpo-
rates history dependence through a fixed number of internal variables that
are updated via a numerical time stepping method. The linear setting of one-
dimensional KV viscoelasticity allows for a complete analysis. In particular,
it is proven that the RNO architecture can exactly capture the constitutive
law in the case of a piecewise-constant material, and the architecture can ap-
proximate the law for piecewise-continuous materials to an arbitrary degree
of accuracy. Numerical experiments demonstrate the empirical ability to find
such an approximating model in practice. Although the theory only applies
in the setting of one-dimensional KV viscoelasticity, the companion paper [10]
shows that it is effective at modeling more complex materials including elasto-
viscoplastic composites in two dimensions and elasto-viscoplastic polycrystals
in three dimensions. The chapter includes an elasto-viscoplastic experiment in
one dimension to support the use of the model outside the setting where the
theory applies directly. Indeed, the motivation for developing the method is to
deploy it in complex constitutive settings that are difficult to solve numerically
and analyze. In these experiments, the RNO also facilitates model discovery
by giving insight into how many internal variables are needed for a good ap-
proximation. Internal variable theory is well established in computational
mechanics independent from data-driven methods [17]. For each experiment,
the discretization-invariance properties of the model are tested, and it is found
that by giving the RNO inputs consistent with the true equations, the model
is more robust to changes in discretization; thus, this analysis also contributes

to model discovery. Finally, Chapter 2 includes an extension of the method
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to include material dependence as a model input, which is developed fully in
the paper [15], available as a preprint at . The
architecture for this extension combines the RNO with an architecture devel-
oped in Chapter 5 called Fourier Neural Mappings (FNMs). Similar theory
justifies the use of this extended architecture, and a numerical example from
this extension is included in Chapter 2 to show that the material-dependent
model is accurate in practice. Altogether, Chapter 2 synthesizes knowledge
from three papers to present a thorough investigation of operator learning for

constitutive models with history dependence.

Originally published in SIAM Journal on Numerical Analysis, Vol. 62, Iss. 4
(2024), Chapter 3 addresses learning homogenized constitutive laws for ellip-
tic operators in the presence of discontinuous materials. This research was
prompted in part by an attempt to extend the theory developed in Chap-
ter 2 for one-dimensional viscoelasticity to higher dimensions. The analysis
immediately runs into a challenge: the one-dimensional theory relies on an
intermediate approximation of a piecewise-constant material, and the two-
dimensional analog of piecewise-constant materials are checkerboards which
contain discontinuities and corner interfaces. In addition to the theoretical
motivation to address this problem, practical motivation is present as well.
Discontinuous microstructures are a common application setting in constitu-
tive modeling since material microstructures often take the form of grains that
are modeled by Voronoi tessellations. These microstructure complexities affect
the smoothness of the underlying equations, and many applications of scien-
tific machine learning confine themselves to smooth coefficients and materials
to avoid addressing this issue. In particular, universal approximation, often
the starting point for theory, is threatened by a lack of regularity. Universal
approximation results for operator learning require the map of interest to be
continuous between separable input and output spaces. In the case of the
cell problem for linear elasticity with discontinuous materials, only continu-
ity results with an input space of L*> are obvious, and L* is not separable.
Nevertheless, Chapter 3 proves two such continuity results: one continuity
result with an input space of L? and one Lipschitz continuity result with an
input space of LP for some p such that 2 < p < oo. These results are used
to establish universal approximation in this setting. Furthermore, numerous
experiments are done to compare learning with discontinuous microstructures

to smooth microstructures, and it is found that, although the error for dis-
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continuous microstructures is an order of magnitude higher in practice that
for smooth microstructures, the operator learning model is still an accurate
approximator. In summary, Chapter 3 addresses the challenge of learning in

the presence of discontinuities for the setting of a linear elliptic PDE.

1.2 Error Bounds in Operator Learning

The second half of the thesis moves away from constitutive modeling to answer
broader theoretical questions that go beyond specific applications. Chapters
4, 5, and 6 each address different sources of error in operator learning and are

introduced separately in this subsection.

Available as a preprint at , Chapter 4 analyzes
discretization error of a common operator learning architecture, namely, the
Fourier Neural Operator (FNO). The FNO maps between function spaces by
combining traditional neural network components of affine transformations
and nonlinear activations with a kernel integral operator parameterized in the
Fourier domain that allows for nonlocality in the model. The FNO as defined
[19] includes an inner product taken over a continuum that is used to compute
the Fourier transform. In both the definition and in theory developed for
the model [20], it is assumed that this inner product is computed exactly.
However, the FNO used in practice must approximate this inner product since
functions on a continuum are discretized in numerical computations. Thus, the
implemented FNO is a different operator than the one defined and analyzed
in prior work. The aliasing error that originates from approximations of the
Fourier transform then propagates through the nonlinear layers of the model.
This work bounds this error in terms of the size N of the discretization used and
finds that despite the nonlinear error propagation, the output error behaves
like N7° where s governs the Sobolev regularity of the input. This error
behavior is also observed experimentally in both random and trained models.
Some implications of this result are that smooth activations like GeLU should
be used in the FNO instead of ReLLU, and if positional information is encoded
in the input, as is standard in FNO usage, the positional encoding should be
periodic to maintain regularity. Knowledge of this error inspires an adaptive
subsampling algorithm that refines the data discretization during training to
speed up computation time. This algorithm is also explored in the chapter.
The discretization error that arises in FNO implementation is bounded and

analyzed, filling a gap in existing theory for the FNO.
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Chapter 5 contains portions of work originally published in Foundations of
Data Science, Vol. 7, Iss. 1, (2025) that propose and analyze an operator
learning architecture called Fourier Neural Mappings (FNMs) that can ac-
commodate both finite and infinite dimensional inputs and outputs. In many
cases the map of interest involves a finite-dimensional parameter input or
observable output, but the underlying map is defined implicitly through an
infinite-dimensional operator like a PDE. For example, the map from a ma-
terial microstructure to the effective coefficient in linear elasticity is a map
from a function input to a finite vector output, but the effective coefficient is
obtained via the solution to a cell problem PDE. Thus, the underlying map
involves an infinite-dimensional operator, but the object of interest is the finite-
dimensional effective coefficient. The FNM modifies the FNO by appending
linear functional and linear decoder layers to map functions to finite vectors
and finite vectors to functions, respectively. The architecture preserves desir-
able properties of the FNO such as universal approximation and discretization
invariance. In the setting where both a full-field solution, such as the cell
problem solution function, and the finite vector observable, such as the effec-
tive coefficient, are obtainable, a natural question is whether it is more data
efficient to learn the observable directly or to learn the full-field solution and
then compute the observable using known equations. Although the original
publication [21] includes an analysis of this question from a statistical learning
perspective in a linear Bayesian setting, in this thesis the presentation is con-
fined to numerical exploration of this question in nonlinear settings. The accu-
racy of the learned approximation versus the number of training data is shown
for three nonlinear application problems of advection-diffusion, aerodynamics,
and constitutive modeling. In these experiments, the FNM architecture out-
performs finite dimensional neural networks that do not take advantage of the
continuum perspective. The model error versus the number of training data

is explored and resulting error rates are computed.

Available as a preprint at , Chapter 6 examines sam-
pling complexity of ReLU neural networks and neural operators. Error of a
neural network model may be decomposed into an approximation error com-
ponent and a generalization error component. The approximation error de-
scribes the error of the best possible parameterization of a fixed architec-
ture when compared to the true map. The approximation error is closely

related to model expressivity and parametric complexity. The generalization
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error quantifies the difference between this best possible error and the er-
ror achieved in practice by optimizing some objective function over a finite
number of data samples. Thus, the generalization error is closely related
to the sampling complexity of the model. The theory-to-practice gap refers
to the fact that despite having “good” parametric convergence rates for the
approximation error, neural networks have “bad” sampling convergence rates
for the generalization error. In order words, neural network models may be
highly expressive for their size, but their generalization error converges slowly
with the number of data samples, independent of the reconstruction algo-
rithm used. To make this more precise, let U%([0,1]%) be the set of func-
tions on [0,1]¢ which, for any n € N, can be approximated by a neural
network 1), with at most n nonzero weights and with approximation error
| f — ¥nllLe < n™. In this expression, « is the parametric convergence rate.
Reconstruction algorithms attempt to attain a neural network approximation
to f € U%([0,1]9) from point samples f(x,),..., f(zy). The optimal sampling
convergence rate (3, is the largest § such that there exists a reconstruction al-
gorithm A : f — Q(f(x1),..., f(zx)) for some mapping @ : RY — L?([0, 1]¢)
with a guarantee of the form sup;cpa || f — A(f)||» < CN~7. The parametric
convergence rate o describes the rate in terms of the number of model param-
eters n, but the sampling convergence rate (3, describes the rate in terms of
the number of samples N. In several classical reconstruction methods, such
as polynomial reconstruction and some kernel methods, 5, = a. Prior work
proved in that for finite-dimensional neural networks, 5, remains uniformly
bounded even in the limit @ — oo [22]. This discrepancy between o and 3, is
the theory-to-practice gap. Chapter 6 first improves the bound on (3, obtained
in the prior work to show that in an LP setting, 5, < % + é. As a second con-
tribution, the chapter extends the theory-to-practice gap result for operator
learning, showing that in the infinite-dimensional setting, the optimal conver-
gence rate in a Bochner LP norm is controlled by £, < ]l?, for p € [1,00). These
results are shown to apply both to kernel integral neural operators, including
the FNO, and to Deep Operator Networks (DeepONets) [23]. In light of the
empirical ability of modern neural network optimization to find good param-
eterizations with limited data, these hardness results are somewhat surprising

and invite further investigation.



1.3 FNO Definition

The FNO is referred to by several different chapters, and its definition is stated
here to avoid repetition. This definition is referred to in Chapters 2, 3, 4, and 6.
Note that Chapter 5 retains its own definition with slightly adjusted notation
as a substantial contribution of that chapter is modifying the architecture in
detail.

Definition 1.3.1 (Fourier Neural Operator). Let A and U be two Banach
spaces of real vector-valued functions over domain T¢. Assume input functions
a € A are R%-valued while the output functions v € U are R%-valued. The

neural operator architecture Wy : A — U is
Vyp=Qoly_j0---0olgoP,
Ut+1 = Ltvt :Ut(tht+’Ctvt+bt), t:O,]_,...,T— ]_7

with vy = P(a). Here, P : R% — R% and Q : R¥ — R% are shallow neural
networks with globally Lipschitz and C* activations o, and o,, and the oy
are fixed nonlinear activation functions acting locally as maps R%+1 — R+t
in each layer. P, Q, and the o, are viewed as operators acting pointwise, or
pointwise almost everywhere, over the domain T¢), W, € R%+1*% are matrices,
K {vg: T* — R%} — {v;4y : T¢ — R%+1} are integral kernel operators and
b, : T* — R%+1 are constant bias functions. The activation functions o, are
restricted to the set of globally Lipschitz, non-polynomial, C*° functions. The
integral kernel operators K; are parameterized in the Fourier domain in the
following manner. Let i = v/—1 denote the imaginary unit. Then, for each t,

the kernel operator K, is parameterized by

d¢
(Kvg)(z) = Z <Z(Pt(k))j <€27rl<k7~>’ (Ut)j>L2(11‘d;(C)> e2milk@) o Rdt+1

ke[[K]]¢ \j=1

(1.3.1)
Here, each Pt(k) € C¥+1xd constitutes the learnable parameters of the integral
operator, with (Pt)g.k) the jth column, and K € Z" is a mode truncation
parameter. K, is well-defined for v, € L?(T%). We denote by 6 the collection
of parameters that specify Wy, which include the weights W;, biases b;, kernel
weights P;, and the parameters describing P and Q. O

1.4 Thesis Outline

The remainder of the thesis is structured as follows. Chapter 2 introduces the

RNO as a method to model history-dependence homogenized constitutive laws
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and provides underpinning theory for the model. Chapter 3 addresses learning
the homogenized cell problem solution in the technical setting of discontinuous
materials with corner interfaces in two spatial dimensions. Chapter 4 departs
from constitutive modeling and bounds the discretization error produced by
implementations of the FNO. Chapter 5 proposes a modification of the FNO
that can account for finite-dimensional inputs and outputs while taking ad-
vantage of the operator learning perspective and investigates the error as a
function of the number of data using this model. Chapter 6 establishes hard-
ness results in the form of a theory-to-practice gap for operator learning that
points out a fundamental limit in the ability of neural operators to converge

quickly with respect to the number of data samples.

As each chapter is adapted from different publications geared towards different

audiences, the chapters are self-contained and establish separate notation.
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Chapter 2

LEARNING HOMOGENIZED CONSTITUTIVE MODELS
WITH MEMORY

This chapter synthesizes several papers on the topic of data-driven learning of

multiscale constitutive laws in solid mechanics:

[1] Kaushik Bhattacharya, Burigede Liu, Andrew M. Stuart, and Margaret
Trautner. “Learning Markovian homogenized models in viscoelasticity”.
In: Multiscale Modeling € Simulation 21.2 (2023), pp. 641-679. DOLI:

[2] Burigede Liu, Eric Ocegueda, Margaret Trautner, Andrew M. Stuart,
and Kaushik Bhattacharya. “Learning macroscopic internal variables
and history dependence from microscopic models”. In: Journal of the
Mechanics and Physics of Solids 178 (2023), p. 105329. DOI:

[3] Kaushik Bhattacharya, Lianghao Cao, George Stepaniants, Andrew
Stuart, and Margaret Trautner. Learning Memory and Material De-
pendent Constitutive Laws. 2025. arXiv:

Fully resolving dynamics of materials with rapidly varying features involves
expensive fine-scale computations which need to be conducted on macroscopic
scales. The theory of homogenization provides an approach to derive effec-
tive macroscopic equations that eliminate the small scales by exploiting scale
separation. An accurate homogenized model avoids the computationally ex-
pensive task of numerically solving the underlying balance laws at a fine scale,
thereby rendering a numerical solution of the balance laws more computation-

ally tractable.

In complex settings, homogenization only defines the constitutive model im-
plicitly, and machine learning can be used to learn the constitutive model
explicitly from localized fine-scale simulations. This chapter presents work
on this topic, combining results from three different papers, and a fourth pa-
per under the same umbrella forms Chapter 3. The first paper addressed by
this chapter [15] covers the case of one-dimensional viscoelasticity, where the

linearity of the model allows for a complete analysis. This paper forms the
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bulk of the chapter, although the exposition is altered significantly. In this
work, it is established that a homogenized constitutive model may be approx-
imated by a recurrent neural operator (RNO) architecture. The memory is
encapsulated in the evolution of an appropriate finite set of hidden variables,
which are discovered through the learning process and dependent on the his-
tory of the strain. The architecture is developed in a discretization-invariant
manner, where the same model may be used on strain histories with differing
time discretizations. Theory is developed for this model, and simulations for
one-dimensional viscoelasticity and one-dimensional elasto-viscoplasticity are
presented. A companion paper to [15], namely, [16], tests the method empir-
ically and shows that it is an accurate and computationally efficient model
for more complex constitutive laws as well, including two-dimensional elasto-
viscoplastic laminates and three-dimensional elasto-viscoplastic polycrystals.
Both these works seek to approximate the map from homogenized strain to
homogenized stress for a fixed material using the RNO architecture, and the
theory developed is confined to one dimension. In the final paper addressed
by this chapter, [18], we unite knowledge from prior work to build data driven
models of multiscale materials that incorporate both memory and material
dependence. This paper combines the RNO architecture presented in [15] and
[16] with the Fourier Neural Mapping (FNM) architecture developed and an-
alyzed in Chapter 5 to allow the neural networks in the RNO to take both
function-valued and finite vector-valued inputs. In this chapter, we include
the merged RNO-FNM architecture used in [18] to add material dependence
as well as a numerical experiment demonstrating the ability of the model ar-
chitecture to learn both memory and material dependence in one-dimensional
viscoelasticity. Altogether, this chapter gives a thorough narrative of our work

on data-driven operator learning for multiscale constitutive models.

2.1 Introduction

The dynamics of materials are governed by complex interactions between dif-
ferent time and length scales. Multiscale modeling addresses this challenge
by assuming a hierarchy of scales with sufficient scale separation, identifying
behavior within each scale, and resolving the dynamics by pairwise interac-
tion between adjacent scales. One method of this type is homogenization,
which averages the smaller scale to achieve the relevant behavior on the larger

scale. This chapter leverages homogenization to model multiscale materials in
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continuum mechanics. Here, a two scale separation is of interest, where the
physical constitutive laws are known only on the smaller scale, but the goal
is to model macroscale behavior. Homogenization theory assumes a periodic
microstructure so that the nature of the averaged dynamics found via homog-
enization apply to the entire macroscale material. By averaging the smaller

scales in this way, macroscale dynamics may be computed more efficiently.

As an additional challenge, many materials in continuum mechanics lead to
constitutive laws which are history dependent. This property may be inherent
to physics beneath the continuum scale (for example in plasticity |24, 25]) or
may arise from homogenization of rapidly varying continua [26, 27| (for ex-
ample in the Kelvin-Voigt (KV) model of viscoelasticity [28]). In the latter,
case, history dependence is not present in the underlying microscale physics
but emerges as a consequence of homogenization. History dependence intro-
duces computational barriers because the state of the material at every past
time step may impact the current dynamics, growing in complexity with time.
Thus, Markovian homogenized models are desirable for both interpretability
and computability. In some cases theory may be used to justify Markovian
models which capture this history dependence, but in many cases data plays a
central role in finding such models. In this chapter, we assume a data-driven
Markovian model for history dependence. We justify this assumption with the-
oretical underpinnings in the case of one-dimensional KV viscoelasticity and
apply the method to more complex materials to show its effectiveness outside

the setting where theory applies directly.

The paper [29] preceding the work of this chapter adopted a data-driven learn-
ing approach to uncovering history-dependent homogenized models arising in
crystal plasticity. However, the resulting constitutive model is not causal and
instead learns causality approximately from computations performed at the
level of the cell problem. Instead, we introduce a different approach, learn-
ing causal constitutive models with a discretization-invariant model, which we
call the RNO. In order to give rigorous underpinnings to our approach, we
first study the methodology in the setting of linear one-dimensional viscoelas-
ticity. Here we can use theoretical understanding to justify and validate the
methodology; we show that machine-learned homogenized models can accu-
rately approximate the dynamics of multiscale models at much cheaper eval-

uation cost. We obtain insight into desirable choice of training data to learn
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the homogenized constitutive model, and we study the effect of the multiple
local minimizers which appear in the underlying optimization problem. Fur-
thermore, the rigorous underpinnings enable us to gain insight into how to
test model hypotheses. We demonstrate that hypothesizing the correct model
leads to robustness with respect to changes in time discretization in the causal
model: the model can be trained at one time step and used at others, and
the model can be trained with one time-integration method and used with
others. In contrast, hypothesizing an incorrect model leads to intolerable sen-
sitivity with respect to the time step. Thus training at one time step and
testing at other levels of resolution provides a method for testing model form
hypotheses. For viscoelasticity, we work primarily with the one-dimensional
KV model for which the constitutive model depends only on strain and strain
rate. We also touch on the standard linear solid (SLS) model for which the
constitutive relation depends only on the strain and the strain history and
perform numerical experiments in a one-dimensional elasto-viscoplastic mate-
rial; in so doing we show that the ideas presented extend beyond the specifics
of the one-dimensional KV setting. Although not contained in this chap-
ter, the experiments of [16] demonstrate that the methodology is effective in
modeling a variety of more complex materials, including a two-dimensional
elasto-viscoplastic laminated composite with and without exponential strain
hardening and two-dimensional and three-dimensional elasto-viscoplastic poly-
crystals. There, the method is also used to accelerate macroscale experiments

in three dimensions with the elastic-viscoplastic polycrystalline material.

In addition to modeling memory effectively, the RNO architecture may be
extended to include dependence on the material itself; we refer to this ex-
tended architecture as the Recurrent Neural Operator-Fourier Neural Mapping
(RNO-FNM), where the FNM is a variant of the Fourier Neural Operator and
is developed in Chapter 5. This modification of the architecture allows the
neural networks that model the time derivatives of the state to take both
function-valued and finite vector-valued inputs. We present this architecture
and a material-dependent one-dimensional viscoelasticity experiment; addi-

tional material-dependent experiments are performed in [15].

We first describe the overarching mathematical framework adopted and present
a literature review. This is followed by a statement of our contributions and

an overview of the chapter. Finally, we summarize notation used throughout
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the remainder of the chapter.

Literature Review

The continuum assumption for physical materials approximates the inherently
particulate nature of matter by a continuous medium and thus allows the use
of partial differential equations to describe response dynamics. We refer the
reader to [30, 31, 32| for a general background. In continuum mechanics,
the governing equations are derived by combining universal balance laws of
physics (balance of mass, momenta, and energy) with a constitutive relation
that describes the properties of the material being studied. This is typically
specified as the relation between a dynamic quantity like stress or energy and
kinematic quantities like strain and its history. The constitutive relation of
many materials are history dependent, i.e., the state of stress at an instant
depends on the history of deformation. It is common in continuum mechanics
to incorporate this history dependence through the introduction of internal
variables, which are referred to as hidden variables in computer science. We

refer the reader to [17] for a systematic formulation of internal variable theories.

Of particular interest in this chapter are viscoelastic materials, as we develop
theory for our method in this setting. We refer the reader to |33, 31] for a
general background. In viscoelastic materials, the state of stress at any instant
depends on the strain and its history. There are various models where the
stress depends only on strain and strain rate (Kelvin-Voigt), internal variables

(standard linear solids), convolution kernels, and fractional time derivatives.

While constitutive laws were traditionally determined empirically, more re-
cently there has been a systematic attempt to understand them from more
fundamental solids, and this has given rise to a rich activity in multiscale mod-
eling of materials [35, 36, 37]. Materials are heterogeneous on various length
(and time) scales, and it is common to use different theories to describe the
behavior at different scales [38]. The goal of multiscale modeling of materials
is to use this hierarchy of scales to understand the overall constitutive behavior
at the scale of applications. The hierarchy of scales includes a number of con-
tinuum scales. For example, a composite material is made of various distinct
materials arranged at a scale that is small compared to the scale of application
but large enough compared to an atomistic/discrete scale, so the behavior is

adequately described by continuum mechanics. Or, for example, a polycrystal
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is made of a large collection of grains (regions of identical anisotropic mate-
rial but with differing orientation) that are small compared to the scale of
application but large enough for a continuum theory. Homogenization theory
leverages the assumption of the separation of scales to average out the effects
of fine-scale material variations. To estimate macroscopic response of hetero-
geneous materials, asymptotic expansion of the displacement field yields a set
of boundary value problems whose solution produces an approximation that
does not depend on the microscale [26, 39|. The fundamentals of asymptotic
homogenization theory are well-established [27, 40, 41]. Milton [12]| provides

a comprehensive survey of the effective or homogenized properties.

Homogenization in the context of viscoelasticity was initiated by Sanchez-
Palencia (|39] Chapter 6), who pointed out that the homogenization of a
Kelvin-Voigt model leads to a model with fading memory. Further discussion
of homogenization theory in (thermo-)viscoelasticity can be found in Franc-
fort and Suquet [28], and a detailed discussion of the overall behavior including
memory in Brenner and Suquet [13]. A broader discussion of homogenization
and memory effects can be found in Tartar [11]. It is now understood that

homogenization of various constitutive models gives rise to memory.

As noted above, according to homogenization theory, the macroscopic behavior
depends on the solution of a boundary value problem at the microscale. Eval-
uating the macroscopic behavior by the solution of a boundary value problem
computationally leads to what has been called computational micromechan-
ics [15]. These often involve periodic boundary conditions, and fast Fourier
transform-based methods are widely used since Moulinec and Suquet [10] (see
[17, 18] for recent summaries). While these enable us to compute the macro-
scopic response for a particular deformation history, one needs to repeat the

calculation for all possible deformation histories.

Therefore, recent work in the mechanics literature addresses the issue of learn-

? ? ]

or experimental data [51]. This learning problem requires determination of

ing homogenized constitutive models from computational data [19,

maps that take as inputs functions describing microstructural properties and
leads in to the topic of operator learning. Operator learning is a branch of
machine learning designed to approximate maps between infinite dimensional
function spaces [52]. In the case of constitutive models, the data come in the

form of pairs of input functions: the time trajectories of average strain and the
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time trajectories of average stress. Causal architectures have been developed
for finite-dimensional maps, namely, recurrent neural networks (RNNs) with
LSTM units and GRU networks, both of which have been used for constitu-
tive models [53, 19]. Here we present a causal neural operator architecture,
the RNO. The RNO architecture is modeled after internal variable theories of
history-dependent materials |17, 30]. These theories maintain that the effect
of history may be summarized by a fixed number of state variables that are
updated at each point in time. Accordingly, the RNO assumes a Markovian
model by maintaining a fixed number of hidden variables that also change over
time. Furthermore, unlike the finite-dimensional architectures, the RNO is
time-discretization invariant; when the correct model hypothesis is assumed,
the RNO maintains accuracy when the input time discretization is altered.

This idea is explored in numerical experiments in this work.

Use of the data-driven RNO model has two aims. First, we may gain insight
into the internal variables and facilitate model discovery. Indeed, we show
empirically that hypothesizing the correct model form in the RNO inputs leads
to greater time-discretization invariance. Second, the learned model may be
used to accelerate computations of macroscale behavior as a surrogate model.
Recalling the separation of scales, the RNO serves to resolve the microscale
dynamics efficiently so that the resulting averaged dynamics may be used
in computations on the macroscale. In this chapter we use an RNO as a
surrogate model for the constitutive relation on the microscale. Our RNO
architecture takes the form of two feed-forward neural networks: one which
computes the time derivative of hidden variables, and one which outputs the
stress pointwise in space and time. In this manner, the history dependence is
contained entirely in the hidden variables rather than directly in the neural
network. This leads to an interpretable model. The RNO can then be used to
evaluate the forward dynamic response on the microscale cells, whose results
are combined with traditional numerical approximation methods to yield the
macroscale response. Furthermore, the RNO that we train at a particular time
discretization is also accurate when used at other time discretizations if the

correct model form is proposed.

Without additional modification, the RNO may only be used on a partic-
ular material microstructure, and data-driven constitutive models must be

retrained for new microstructures. In an extension paper [18], we develop a
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method to consider material microstructure as a model input. Some alternate
architectures have been proposed that take in summary statistics of the ma-
terial to sidestep this issue [54, 19, 55]. Our extended method recognizes that
the material microstructure takes the form of a function input on a domain.
This approach has been taken in [50] using the Fourier Neural Operator (FNO)
architecture on an elastic material to map the material microstructure to the
solution of the cell problem PDE. However, in the case of elasticity, there is no
history dependence. Here, we encode the material as a function as input to the
neural networks in our RNO architecture, thereby addressing both material
and history dependence simultaneously. This extension is summarized in this
chapter and a numerical experiment with material dependence is presented as

well.

Our Contributions and Chapter Overview

Our contributions are as follows:

1. We propose a data-driven Markovian model to learn homogenized con-
stitutive laws in viscoelasticity and plasticity in the form of the RNO.
We provide theoretical underpinnings for this model in the case of one-

dimensional viscoelasticity.

2. We prove that in the one-dimensional Kelvin-Voigt (KV) setting, any
solution of the multiscale problem can be approximated by the solu-
tion of a homogenized problem with Markovian structure and that the
constitutive model for this Markovian homogenized system can be ap-
proximated by the RNO learned from data generated by solving the

appropriate cell problem.

3. We provide simulations which numerically demonstrate the accuracy of
the learned Markovian model in several application materials, including

elasto-viscoplasticity.

4. We extend the methodology to the case of material dependence as well,
introducing the RNO-FNM architecture which models history depen-

dence and material dependence simultaneously.

In Section 2.2, we formulate the KV viscoelastic problem and its homogenized

solution. In Section 2.3, we present our main theoretical results, addressing
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contributions 1 and 2; these are in the setting of one-dimensional KV viscoelas-
ticity. We prove that the solution of the multiscale problem can be approxi-
mated by solution of a homogenized Markovian memory-dependent model that
does not depend on small scales, and we prove that an RNO can approximate
the constitutive law for this homogenized problem. Section 2.4 summarizes the
extension to material dependence, addressing contribution 3. Finally, Sections

2.5 and 2.6 contains numerical experiments which make contribution 4.

Notation

Let D C R? be a bounded open set and 7 = (0,7) to be the bounded time
domain of interest. We denote by T¢ the d-dimensional torus [0,1]¢. Let (-,-)
and | - || denote the standard inner product and induced norm operations on
the Hilbert space L*(D;R). Additionally, let ||-||o, denote the L>°(D;R) norm.
The space W*P(T;R?) denotes the Sobolev space of functions defined on T
with weak derivatives up to order k which are all in LP(T;R%), 1 < p < cc.

It is convenient to define the £ —dependent quadratic form

Ou(z) dw(x)
Jr  Ox

Ge (u, w) 12/735(1’) d (2.1.1)

for arbitrary £ € L™ (D; (0, oo)), furthermore we define

&M i=esssupé(r) < oo (2.1.2)
z€D
and
£ = esseilglff(x) > 0. (2.1.3)

In this chapter we always work with & such that £~ > 0. Under these as-
sumptions ge(-,-) defines an inner product, and we can define the following

norm
el ¢ = ge(us,w)

from it; note also that we may define a norm on H}(D;R) by

el = (),

where 1(-) is the function in L>(D;(0,00)) taking value 1 in D a.e.. The
resulting norms are all equivalent on the space H} (D;R); this is a consequence

of the following lemma:
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Lemma 2.1.1. For any &,& € L™®(D;(0,00)) satisfying properties (2.1.2)

and (2.1.3), the norms ||ul| g1 ¢, and [Ju| gz ¢, are equivalent in the sense that

Sl e, < el e, < 2 ull,
1+ H()iEl - H07£2 - 5; H()vgl'
O
Proof. For1=1,2:
1 2 1 2 1 2
ou ou ou
- —| dx < J(x)|=—]| dax <E&F —| dx.
& [ 5| @< [ |5 ar<e [ e
The result follows. O

As a consequence of the preceding lemma, we may use ¢¢(u,w) as the inner
product on the space H}(D;R) for any & satisfying (2.1.2) and (2.1.3). We

also define
Z = L¥(T; L*(D;R™)), 2, = L*(T;L*(D;R™))
with norms

T 3
Irllz = esssuplr O, il = ([ 0l @)
teT 0

We note that Z is continuously embedded into Z,.

For any time-dependent function g we denote by {g(t) };e7 the set that includes
pointwise evaluation of g(t) and its time-derivative for all ¢ € 7. When it is
clear in the appropriate context, we write g as shorthand for {g(t)}er. We
use ¢ to indicate a time derivative of the trajectory ¢. In particular € is a time
derivative of €. Note however that, in the context of elasto-viscoplasticity, we
use the commonly adopted convention that €,, denotes the rate constant; in

particular it is not the derivative of a time-dependent function.

We denote the variation of a function u € L (D) by

d

0P, -

V(u, D) = sup { Z/p 5 dz: ® € C°(D;RY), ||®]| oo (piray < 1}
i=1 ¢

and the set of functions of bounded variation on T¢ as

BV = {u e L}(T% : V(u,T%) < oo}.
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For further information on BV, we refer to [57].

Denote by MP . the set of functions f € BV(D) satisfying

|f‘BV < B? €SS sup f(y> < frnaX7 €ss lnff(y) > fmin (214>
yeD yeD

for some 0 < fiin < fmax < 00 and B > 0.

Setting

Consider the problem of material response on an arbitrary spatial domain
D C R? where the material properties vary rapidly within the domain. We
denote by u. € R? the displacement, where € : 0 < ¢ < 1 denotes the scale
of the material fluctuations. We consider multiscale continuum models which

satisfy dynamical equations of the form

pOiu (z,t) =V, - o.(z,t) + f(x,1), reDteT, (2.1.5a)
o.(z,t) = U ({V,uc(z, s)Yeer; M, z)(t), reDteT, (2.1.5b)
us(z,0) = dpuc(x,0) =0, x €D, (2.1.5¢)
us(x,t) =0, redD,teT. (2.1.5d)

From these equations we seek the displacement u. : D x T +— R Equation
(2.1.5a) is the balance equation with inertia term pd?u. for known parameter
p € RY, resultant stress term V - (0.) where 0. € R¥? is the internal stress
tensor, and known external forcing f € R? equations (2.1.5¢,2.1.5d) specify
the initial and boundary data for the displacement. M represents the depen-
dence on the parameters describing the material. Equation (2.1.5b) is the
constitutive law relating properties of the the strain V,u, to the stress o, via
map Vi. The dependence on {V, u.(z,s)}se7 indicates that ¥l may depend
on the entire strain history up to time ¢ as well as the time derivatives of the
strain up to that point. Additionally ! depends on x to allow for material
properties which depend on the rapidly varying %; it is also possible to al-
low for material properties which exhibit additional dependence on the slowly
varying x, but this case is beyond the scope of our work. In this chapter we
will consider this model with inertia (p > 0) and without inertia (p = 0). The
form of the multiscale constitutive model in 2.1.5 includes a variety of plastic,

viscoelastic, and viscoplastic materials.

The goal of homogenization is to find constitutive models which eliminate the

small-scale dependence on ¢ and obtain a homogenized constitutive law ¥,
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and homogenized displacement ug that satisfy equations

pdiug(x,t) =V, - ao(z,t) + f(x, 1), reDteT, (2.1.6a)
oo(z,t) = Ui ({Vuo(x, 8) }ser; M)(1), reDteT, (2.1.6b)
up(x,0) = dyup(x,0) =0, z €D, (2.1.6¢)
up(z,t) =0, redD,teT. (2.1.6d)

Throughout this work, we denote by € the homogenized strain that appears
in equations (2.1.6); €(z,t) == V,up(x,t) for all z € D and t € T. The key
property of this homogenized model is that parameter € no longer appears.
Furthermore, since we assumed that the multiscale model material properties
depend only on the rapidly varying scale x/e and not on x, we have that
\I/(T] does not depend explicitly on z; it does, however, still have spatial de-
pendence through the local values of strain, strain rate, and strain history.
Furthermore, for appropriate \IJ(T), for small enough ¢, this model has the prop-
erty that (ug,09) =~ (ue,0.). If the homogenized model is identified correctly,
then dynamics under the multiscale model W1, i.e. u., can be approximated by
dynamics under the homogenized model \Ifg, i.e. ug. This potentially facilitates
cheaper computations since length-scales of size € need not be resolved. Often,
an explicit expression for \1/3) is unattainable, and \Ifg is instead approximated
numerically. In this chapter we first examine a case where we can express
\II(T) exactly, namely, the case of one-dimensional KV viscoelasticity where the
underlying material is piecewise constant. In this case, we may do a complete

analysis.

We observe, however, that for KV viscoelasticity, the homogenized model con-
tains non-Markovian history dependence (memory) even though the multiscale
model does not. Markovian history dependence is desirable for two reasons:
first, Markovian models encode conceptual understanding, representing the
history dependence in a compact, interpretable form; second, Markovian ex-
pression reduces computational cost from O(|7]?) in the general memory case
to O(|T]) in the Markovian case. In the general media setting, for a multitude
of models in viscoelasticity, viscoplasticity, and plasticity, the homogenized
model will depend on the memory in a non-Markovian manner. However, it is
interesting to determine situations in which accurate Markovian approxima-
tions can be found. In fact, the one-dimensional piecewise-constant KV case

delivers a Markovian form for the history dependence. The analysis of this
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case supports the use of a data-driven Markovian model for approximating \IJB

and forms the basis of the theory developed in this chapter.
We now define the RNO model used to create the Markovian approximation

to \II(T).

Definition 2.1.2 (RNO Architecture). Define URNO . C1(T; R¥*4) — C(T; R¥*4),
{e(®)}ier = {@(t) }ie7 through

a(t) = F(e(t),e(t), &(t), teT, (2.1.7a)
E(t) = Ge(1), £(1)), teT, (2.1.7b)
£(0) =0, (2.1.7¢)
where F and G are feed-forward neural networks, and ¢ € R” for some L €
ZJ’_- <>

In the above definition, £ is a vector of hidden variables, closely related to
the internal variables used in the mechanics literature. The hidden variables
vector £ carries the history dependence on € through its Markovian evolution.
In dimension d > 1 there are further symmetries that should be built into
the model, but as the concrete analysis in this chapter is in dimension d = 1
we do not detail these symmetries here [58]. Since the RNO only applies
to a single material microstructure, we have dropped the explicit parametric
dependence on the material M, as any dependence on the material itself will be
encoded in the trainable parameters of F and G. Dependence on the material

is reintroduced in Section 2.4.

In general such a Markovian model can only approximate the true model, and
the nature of the physics leading to a good approximation will depend on the
specific continuum mechanics problem. To determine F and G in practice
we parameterize them as neural networks, which enables us to use general
purpose optimization software to determine suitable values of the parameters.
Within computational implementations of the learned homogenized models,
the neural networks F and G act pointwise in time to generate the stress and
time derivatives of the hidden variables at each time step. In doing so we
identify an operator class Wy(- ;) and parameter space © such that, for some
judiciously chosen * € ©, Wy(- ;0%) ~ U},

In this chapter we concentrate on justifying a Markovian homogenized ap-

proximation in the context of one-dimensional KV viscoelasticity. Our justi-
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fication uses theory that is specific to one-dimensional linear viscoelasticity,
and we demonstrate that the approach also works for the general SLS, which
includes the KV model as a particular limit. We also include results from
one-dimensional elasto-viscoplasticity. Furthermore, the paper [1(] contains
evidence that the ideas we develop apply beyond one dimension and into non-

linear plasticity in higher spatial dimensions.

The specific property of one-dimensional viscoelasticity that we exploit to un-
derpin our analysis is that, for piecewise-constant media, the homogenized
model has a memory term which can be represented in a Markovian way.
Therefore, to justify our strategy of approximating by Markovian models we:
first, approximate the rapidly varying medium by a piecewise-constant rapidly
varying medium; second, homogenize this model to find a Markovian descrip-
tion; and finally, demonstrate how the Markovian description can be learned
from data at the level of the unit cell problem. For more general problems we
anticipate a similar justification holding, but with different specifics leading
to the existence of good approximate Markovian homogenized models. The
benefit of the one-dimensional viscoelastic setting is that, through theory, we
obtain underpinning insight into the conceptual approach more generally. This

theory underpins the numerical experiments which follow.

2.2 One-Dimensional Kelvin-Voigt Viscoelasticity
The theory of this chapter is focused on one-dimensional KV viscoelasticity
because the model is amenable to rigorous analysis. The resulting analysis

sheds light on the learning of constitutive models more generally.

Governing Equations and Weak Form

The one-dimensional KV model for viscoelasticity postulates that stress is
affine in the strain and strain rate, with affine transformation dependent on
the spatially varying material properties. For a multiscale material varying
with respect to z/e we thus have the following definition of ¥! from (2.1.5),

in the one-dimensional KV model:
o. = E.0,u. + ugaﬁtu57

where E.(z) = E(f) and v.(x) = y(f) are rapidly varying material elasticity
and viscosity, respectively. Both E and v are assumed to be 1-periodic. Then

equations (2.1.5) without inertia (p = 0) on spatial domain D = [0, D] become
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=0, (Be(2)0puc(z, ) + ve(2)Pyue(z, 1)) = f(x,t), xzeD,teT, (221a)
us(x,0) = Opu.(z,0) = 0, zr €D, (2.2.1b)
u:(0,t) = u.(D,t) =0, teT. (2.2.1c)

Any classical solution to equations (2.2.1) will also solve the corresponding
weak form: find u. € C*(T; Hy(D;R)) such that

qu. (atua ()0) + dEe. (u87 @) = <f7 90> (222>

for all test functions ¢ € H}(T; Hi(D;R)).

Homogenization

In the inertia-free setting p = 0 we perform homogenization to eliminate the
dependence on the small scale ¢ in (2.2.1). First, we take the Laplace transform
of (2.2.1), which gives, for Laplace parameter s and with the hat symbol

denoting Laplace transform,

~0,((B-(x) + v:(2)3)0, 0. (, 8)) = f(,5), z €D,
0.(0,s) = 0.(D,s) =0

The initial condition is applied upon Laplace inversion. Since € < 1, we may
apply standard techniques from multiscale analysis |20, 27] and seek a solution
in the form

~ ~ ~ 2~
Us = Uy + EU +EUS + ... .

Let FE.(z) = F(%) and v.(v) = v(%) for E,v: T — R. For convenience, define
a(y,s) = E(y) + v(y)s. Note that a(:, s) is 1-periodic. The leading order term
in our approximation, g, solves the following uniformly elliptic PDE with

Dirichlet boundary conditions:

—0,(do(5)0xUp(x, 5)) =
ib\o( 5 ) = iL\O(DﬂS)

(z,s) xr €D, (2.2.3a)
(2.2.3b)

o
V)
I
S

Here the coefficient ag is given by

Go(s) = / @y, 5) + @y, 5)9,x(y)) dy
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and x(y) : Q@ — R for Q = [0, 1] satisfies the cell problem
—0y(aly, s)0yx(y)) = dya(y, s), y € Q, (2.2.4a)

1
/ x(y)dy =0, x is l-periodic. (2.2.4Db)
0

Using this, the coefficient @y can be computed explicitly as the harmonic av-

erage of the original coefficient @ [27]:

auls) = (ates) ) = ( | ﬁ) (229

where (-) denotes spatial averaging over the unit cell 2.

Equations (2.2.3a) indicate that the homogenized map ¥} appearing in (2.1.6)

is, for one-dimensional linear viscoelasticity, defined from

Wl ({00 (2, 7)},0p) (£) = £ (a()(s)axao) (1); (2.2.6)

here £~! denotes the inverse Laplace transform. Note that (2.2.5) shows that
ag grows linearly in s — oo and computing the constant term in a regular

power series expansion at s = oo shows that we may write
ap(s) =v's+ E' +R(s),
where %(s) decays to 0 as s — oo. Here

=) = ar )/ ()

Details are presented in Appendix A.2. Laplace inversion of ag(s)d,u then

yields the conclusion that

t
\I/(T)({E(x, T)}TeT) (t) = B'e(x,t) + V'e(x, t) — / k(t —71)e(z,7) dr, (2.2.7)
0
where we define € = J,u( to indicate the homogenized strain.

Remark 2.2.1. When p = 0, the homogenized solution provably approxi-
mates u. in the € — 0 limit; see Theorem 2.3.7. However, although we derived
it with inertia set to zero, the homogenized solution given by equation (2.2.8)
is also valid when the inertia term pd?u. generates contributions which are
O(1) with respect to e. O
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The homogenized PDE for one-dimensional viscoelasticity follows by combin-

ing equations (2.1.6) with equation (2.2.7) to give
p83u0($7t) = Vx : 00($7t) + f($7t)7 aIUO(:B?t) = E(ZIZ’,t), T e D7t € T>
(2.2.8a)

¢
oo(w,t) = E'e(x,t) + Ve(x, t) — / k(t —T1)é(x,7)dr, €D, teT,
0

(2.2.8b)
up(z,0) = rup(z,0) =0, r €D, (2.28c)

The price paid for homogenization is dependence on the strain history. We
show in the next section, however, that we can approximate the general ho-
mogenized map with one in which the history dependence is expressed in a

Markovian manner.

2.3 Main Theorems: Statement and Interpretation

In this section we present results of three types. First, we show that the so-
lution u. to equation (2.2.1) is Lipschitz when viewed as a map from the unit
cell material properties E(-),v(-) in L* into Z; hence, an O(§) approxima-
tion of E, v by piecewise-constant functions leads to an O(§) approximation of
u.. Second, we demonstrate that the homogenized model based on piecewise-
constant material properties can be represented in a Markovian fashion by
introducing hidden variables; hence, combining with the first point, we have
a mechanism to approximate u. by solving a Markovian homogenized model.
Third, we show the existence of neural networks which provide arbitrarily good
approximation of the constitutive law arising in the Markovian homogenized
model; this suggests a model class within which to learn homogenized, Marko-
vian constitutive models from data. We then establish our framework for the
optimization methods used to learn such constitutive models; this framework

is employed in the subsequent Section 2.6.

Assumption 2.3.1. We make the following assumptions on F, v, and f

throughout:

1. f € L*(D;R) for all t € T; thus || f|lz < oo;
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2. Bt vt <oo,and E-,v” > 0.

O

Note that E* = EX and v = v, so we drop the ¢ subscript in this notation.

Approximation by Piecewise Constant Material

Consider (2.2.1) with continuous material properties F and v. We show in
Theorem 2.3.4 that we can approximate the solution u. to this system by
a solution uF'C which solves (2.2.1) with suitable piecewise-constant material
properties EFC and vFC, in such a way that u. and uZ are close. To this end

we make precise the definition of piecewise-constant material properties.

Definition 2.3.2 (Piecewise Constant). A material is piecewise constant on
the unit cell with L pieces if the elasticity function E(y) and the viscosity func-
tion v(y) both take constant values on L intervals [0, a4), [a1,a2), ..., [ar—1,1].
In particular, E(y) and v(y) have discontinuities only at the same L —1 points
in the unit cell. We use the terminology L—piecewise constant to specify the

number of pieces. O

Remark 2.3.3. The situation in which F(y) and v(y) have discontinuities at
different values of y € (0,1) can be reduced to the case in Definition 2.3.2 by

increasing the value of L. O

Theorem 2.3.4 (Piecewise-Constant Approximation). Let £ and v be piecewise-
continuous functions, with a finite number of discontinuities, satisfying As-
sumptions 2.3.1; let u. be the corresponding solution to (2.2.1). Then, for any
§ > 0, there exist piecewise-constant E¥C and vPC such that solution uf® of

equations (2.2.1) with these material properties satisfies

PC

lus™ — uel|z < 6.

O

Note that Theorem 2.3.4 is stated in the setting of no inertia. The proof
depends on the following lemma; proof of both the theorem and the lemma
may be found in Appendix A.1. We observe that, since the Lipschitz result is

in the L*°—norm with respect to the material properties, it holds with constant
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C independent of ¢, in the case of interest where the material properties vary
rapidly on scale ¢.

Lemma 2.3.5 (Lipschitz Solution). Let u; be the solution to

— 0, (Ei(2)0pui(, t) + v3(2) 0% ui (2, 1)) = f(z,t), reDteT, (23.1)

ui(x,0) = dyu,(x,0) =0, r €D, (2.3.2)

associated with material properties F;, v;, for i € {1,2}, and forcing f, all

satisfying the Assumptions 2.3.1. Then
[ur — uzllz < C([lr1 — 12lloo + [| E1 — Ea|[0)

and L and inde-
pendent of ¢. O

for some constant C' € RT dependent on f, E;", E v, v,

A S R

Homogenization for Piecewise Constant Material

We show in Theorem 2.3.6 that for piecewise-constant material properties F(-)
and v(-), the homogenized map U{ given in (2.2.7) can be written explicitly
with a finite number of parameters, and in particular the memory is expressible
in a Markovian form. This Markovian form implicitly defines a finite number

of hidden variables.

Theorem 2.3.6 (Existence of Exact Parametrization). Let \I/(T) be the map
from strain history to stress in the homogenized model, as defined by equation
(2.2.7), in a piecewise-constant material with L + 1 pieces. Define ¥§° :
R*x CHT;R) x T x© = R by

WEC(E(t), €(t), {e(7) brer £;0) = E'€(t) + Ve(t) = > &(t), (2.3.4a)
&e(t) = Bee(t) — aule(t), §(0) =0, L€ {l,...,L}. (2.3.4b)

Then, under Assumptions 2.3.1, there exists a choice of parameters 6* =
(E', V', «, 5, L) such that

Wh(E(L), €(t), {E(7)} e t) = WG (€(), E(t), {E(r) }rer, £:67)

for all up € C*(D x T;R) and t € T. O
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The proof of the above theorem may be found in Appendix A.1. The pa-
rameters E’, v/, «a, and 3 are determined via an appropriate decomposition
of @y in equation (2.2.5); details are in the proof. In particular, £’ and v/
are homogenized elasticity and viscosity coefficients, respectively, a are decay
rates for the hidden variables &, and (3 are coefficients for each decay term.
Note that the model in equations (2.3.4) is Markovian. Furthermore, although
the model in (2.3.4) requires an input of ¢ for evaluation, the spatial variable
x only enters implicitly through the local values of € and € the model acts
pointwise in space. In what follows it is useful to define uf® to be the solution
to the following system defined with constitutive model ¥} from Theorem
2.3.6.

p@fuopc(x, t) — 0oz, t) = f(x,t), 8mu0PC(x, t) = EPC(x, t), reD,teT,

(2.3.5a)
oo(w,t) = Ui° (Epc(x, t),épc(x, t), {Epc(x,T)}TET, t), reD,teT,
(2.3.5b)
ug ©(x,0) = dyug C(x,0) = 0, z €D,
(2.3.5¢)
ug ©(0,t) = ugC(D,t) = 0, teT.
(2.3.5d)

Using a homogenization theorem, together with approximation by piecewise-
constant material properties, we now show that u. can be approximated by

ufC; this will follow from the inequality
lue = ug Nz, < lue — 1Nz, + Jus® = ug | ..

The first term on the right-hand side may be controlled using Theorem 2.3.4.
The fact that dynamics under constitutive law Wi converge to those under ¥}
as € — 0 may be used to control the second term; this fact is a consequence

of the following theorem:

Theorem 2.3.7. Under Assumptions 2.3.1, the solution u. to equations (2.2.1)
converges weakly to wg, the solution to equations (2.2.8) with p = 0, in
WLY2(T; H}(D;R)). Thus, for any n > 0 there exists e > 0 such that
for all € € (0, it),

lue — uollz, <. (2.3.6)

O
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Proof. Since f € Z, continuous embedding gives f € Z,. Applying Theorem
3.1[28] (noting that the work in that paper is set in dimension d = 3, but is
readily extended to dimension d = 1) establishes weak convergence of u. to
ug in WH2(T, Hj(D;R)). Hence strong convergence in Z, follows, by compact
embedding of W'2(T; H}(D;R)) into Zs. O

The following corollary is a consequence of Theorem 2.3.7.

Corollary 2.3.8. Under Assumptions 2.3.1 and assuming F, v are piecewise
constant, the solution uf® to equations (2.2.1) converges weakly to uf®, the
solution to equations (2.3.5) with p = 0, in W4(T; V). Thus, for any n > 0
there exists €5 > 0 such that for all € € (0, eqit ),

luf = ug©llz <. (2.3.7)

O

Combining this result with that of Theorem 2.3.4, noting continuous embed-

ding of Z into Z,, allows us to approximate u. by uf®:

Corollary 2.3.9. Let E and v be piecewise-continuous functions, with a finite
number of discontinuities satisfying, along with f, Assumptions 2.3.1; let u.
be the corresponding solution to (2.2.1). Then for any n > 0, there exists
Ly and e.4 with the property that for all L > L there are L—piecewise-
constant E¥C and vFC such that for all € € (0,&q4), the solution to uf® to
(2.3.5) with p = 0 satisfies

|lue — uOPCHg2 <. (2.3.8)

O

Neural Network Approximation of the Constitutive Model

For the specific KV model in one dimension we know the postulated form of
W'Y and can in principle use this directly as a constitutive model. However,
in more complex problems we do not know the constitutive model analyti-
cally, and it is then desirable to learn it from data from within an expressive
model class. To this end we demonstrate that ¥FC can be approximated
by an operator WENO which has a similar form to that defined by equations

(2.3.4) but in which the right-hand sides of those equations are represented
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by neural networks, leading to a recurrent neural network structure. With
this structure, the neural network outputs the stress at a single point in space
and time; in practice, repeated evaluation generates output stress trajectories
from the spatio-temporal dynamics. As such, the architecture is not the same
as standard LSTM RNN models. Instead, the feed-forward neural network
G produces time derivatives of the hidden variables &, which are used in a
forward Euler step to generate the updated hidden variable value. In this
manner, the model acts pointwise but incorporates memory through a hidden
variable. The feed-forward networks F and G are the same at every time step,

justifying the “recurrent” terminology.

Let 6* = (E',V',«, 3, L), be those chosen in Theorem 2.3.6 to achieve the

equivalence

Uh(E),e(t), {e(7) }rer t) = WO (E(L), (L), {&(7) }rer £ 07).
We first define the linear functions F*¢ : Rx RxRF — R and GF¢ : REXR —
R by
FPCb,e,r) = E'b+Ve—(1,r) (2.3.9a)
G¥C(r,b) = —Ar + jb, (2.3.9b)

where A = diag(a) € RE*L. 3 € RE, and 1 is the all-ones vector of length L.
We then have

W5 (e(t ) ( ) A&(T)}rer 1:07) = FPO(e(t), €(1). £(1)), (2.3.10a)
E(t) =G (€(1),e(1),  £(0) =0, (2.3.10b)

as in Theorem 2.3.6.

We seek to approximate this map by WENO defined by replacing the linear
functions FFC and GFc by neural networks FRNO - R xR x RE — R and
GRNO - RL « R — R to obtain

UENO(e(t), €(t), {&(T) }rer 1) = FINO(€(t), €(t), (1)), (2.3.11a)
£(t) = G™NOE(t), (1), &(0)=0.  (2.3.11b)

Let R > 0 and define the bounded set Zp = {w : Rt — R | sup,cs|w(t)] <
R}.
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Theorem 2.3.10 (RNO Approximation). Consider ¥FC as defined by equa-

tions (2.3.9), (2.3.10). Assume that there exist ay > 0 and 0 < B < oo such

that ag < ming|ay| and max, |G| < B. Then, under Assumptions 2.3.1, for
every 1 > 0 there exists WENO of the form (2.3.11) such that

sup !@gc (b(t),c(t), {b(T)}TeT,t;G*) — pRNO (b(t),c(t), {0(7)}ers t)‘ <.

teT ,b,cELR

O

The proof of Theorem 2.3.10 can be found in Appendix A.1.

Note that UENO both avoids dependence on the fine-scale ¢ and is Markovian.
The non-homogenized map ! is local in time while the homogenized map

WENO s nonlocal in time and depends on the strain history. Let uSf~N© be the

solution to the following system with constitutive model WENO:

pOPulNO (2, t) — Opo0(2,t) = f(2,t), OpuiO(z,t) =Nz, t), x€D,teT,
(2.3.12a)

oo, 1) = WENO (€0, ), & (w,0), {FNO 2, 7)) 1), reDteT,
(2.3.12h)

ugNO(x,0) = QuiNO(x,0) =0, r €D,
(2.3.12¢)

ugN(0,t) = ubNO(D, t) = 0, teT.
(2.3.12d)

Ideally we would like an approximation result bounding ||u. — ufNO||z,, the
difference between solution of the multiscale problem (2.2.1) and the Marko-

vian RNO model (2.3.12), in the case p = 0. Using Corollary 2.3.9 shows that

this would follow from a bound on [|uf® — ufN9||z, where ub solves (2.3.5),

in the case p = 0. We note, however, that although Theorem 2.3.10 gives us

WENO proving that uf© and ufNO

are close requires developing new theory for the fully nonlinear PDE for ufN:

an approximation result between WFC and

developing such a theory is beyond the scope of this work. Developing such

a theory is difficult for two primary reasons: (i) the monotonicity property of

WRNO with respect to strain rate is hard to establish globally, for a trained

model; (ii) the functions FENO GRNO may not be differentiable. As a result,

RNO
0

existence and uniqueness of u remain unproven; however, numerical ex-
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periments in Section 2.6 indicate that in practice, ufN© does approximate .

well.

Remark 2.3.11. Monotonicity of WENO with respect to strain rate is a par-
ticular issue when p = 0 (no inertia) as in this case it is needed to define an
(implicit) equation for dyuy to determine the dynamics. It is for this reason
that our experiments will all be conducted with p > 0, obviating the need for
the determination of an (implicit) equation for d;up. However this leads to
the issue that the homogenized equation is only valid for a subset of initial

conditions, in the inertial setting p > 0; see Remark 2.2.1. O

2.4 Learning material dependence

Up to this point, our model architecture and supporting theory have assumed
a single material microstructure. In this subsection, we describe an architec-
ture that allows the model to take varying material microstructures as input.
Material dependence is the main contribution of our work in [15|, and more
details and analysis may be found in that work. To include the material mi-
crostructure as an input to the model, we modify FRNO and GRNC of equations
2.3.11 to be neural operators themselves rather than finite-dimensional neural
networks. In particular, FRNO© and GRNO take a form similar to the FNO in
definition 1.3.1 where the function inputs are the material properties £ and
v defined on T¢. However, the architecture is modified to also allow the finite
vector inputs of (x,t),€(z, ), and &(t) and finite vector outputs of &(t) and
& (t), which are not functions over T?. The modified architecture is called a
Fourier Neural Mapping and is developed in Chapter 5. We present a diagram
below and include the detailed definition in Appendix A.5. In combination, the
architecture used to model material and history dependence simultaneously is
referred to as an RNO-FNM.

Function

Input

Function
M \]j‘ifting Fourier Layers
S B2 R I

Vector Vector / ! r Vector Vector
Input Lifting / \ Projection Output

Vin Sv 9 {4 Qy Vout

Vector to Function to

Function Vector
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This modified architecture inherits the universal approximation property of

Theorem 2.3.10 with varying material inputs over compact sets in M2

min 7Emax

and Mfmimumax, respectively. We do not include the formal statement or proof
in this thesis, but it may be found in [18]. A material-dependent experiment

is included in Section 2.6 to demonstrate success of this extension.

2.5 Numerical experiments: data and optimization

In this section, we present numerical results using a trained RNO as a surrogate
model: an efficient approximation of the complex microscale dynamics. First,
we discuss the problem of finding such an RNO. To learn the RNO operator

approximation, we are given data

{&n en, (Uo)n}f:[:l, (2.5.1)

where the suffix n denotes the n'® strain, strain rate, and stress trajectories
over the entire time interval 7. Each strain trajectory €, is drawn i.i.d. from

a measure p on C(T;R).

The data for the homogenized constitutive model is given by

oo(t) = Wh(e(t), &(t), {&(r)} er 1),

defined via solution of the cell-problem (2.2.4); but it may also be obtained as
the solution to a forced boundary problem on the microscale, as stated in the

following lemma.

Lemma 2.5.1. Let Q@ = (0,1), and let o be determined by the following

equations, where E, v, and b are given:

Oyo(y,t) =0, yeQteT, (2.5.2a)
o(y.t) = E(y)o,u(y.t) + v(y)0suly,t), yeQteT, (2.5.2b)
u(0,t) =0, wu(l,t)=>b(t), teT, (2.5.2¢)
u(y,0) =0, y €. (2.5.2d)

Then
{o(t)her = WH(0(1), 0b(), {b(t) }eer 1),
where W] is the map defined in (2.2.6). O

The proof can be found in Appendix A.2 and justifies the application of data

resulting from this problem to the homogenized model. In the following, we
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denote by (Gy), and £, the output of FENO and GRNO on data point n over

teT:
Bo)alt) = FNO (70(t), 20t). &u(1))
£, =00 (a,0.6(1), &(0)=0.

To train the RNO, we use the following relative L? loss function, which should
be viewed as a function of the parameters defining the neural networks FENO

and GRNO,

Accessible Loss Function:

N ~
. 1 1(00)n — (Go)nllz2(Tim)
Loss({oo}_,, {50} ,) = — —. 2.5.3
({ 0} =1 { 0} _1) N; ||(0-0>n||L2(T;R) ( )

Remark 2.5.2. To test robustness of our conclusions, we also employed rel-
ative and absolute L? squared loss functions. In doing so we did not observe

significant differences in the predictive accuracy of the resulting models. ¢

In the case of a material that is 2-piecewise constant on the microscale, we
can explicitly write down the analytic form of the solution, and thus can also
know the values of the hidden variable {&,}N_, and its derivative {&,}_,,
for each data trajectory as expressed in equation (2.3.10). It is intuitive that
training an RNO on an extended data set which includes the hidden variable
should be easier than using the original data set (2.5.1). In order to deepen our
understanding of the training process we will include training on a 2-piecewise-
constant material which uses this hidden data, motivating the following loss
function. Since, in general, the hidden variable is inaccessible in the data, we

refer to the resulting loss as the inaccessible relative loss function.

Inaccessible Loss Function:

Loss({(o0)n}21, {(@o)a 12, {61, LE10)

N A . -~
1 3 1(00)n = (Go)nllz2miry | 160 — Enll2rmy
N (COR PR 1&nllz2(Tm)

2.6 Numerical Results

The numerical results make the following contributions:
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Machine-Learned Constitutive Models. We can find RNOs that

yield low-error simulations when used as a surrogate model in the
macroscopic system (2.1.6) to approximate the multiscale system (2.1.5),
in the one-dimensional KV setting with inertia. We also discuss how in
some material parameter settings, inertial effects lead to higher error

in the homogenized approximation.

Effect of Non-Convex Optimization. When the inaccessible loss
function is used for training, the trained RNO exhibits desirable prop-
erties of (approximate) linearity in its arguments in the domain of in-
terest, as is proved for the homogenized constitutive model (2.3.9) for
piecewise-constant materials. When using the accessible loss function,
the trained RNO may perform well as a surrogate model without ex-
hibiting linearity in the equation for evolution of the hidden variables.
This is attributable to the existence of local minimizers of the loss func-

tion and highlights the need for caution in training constitutive models.

Elasto-viscoplasticity. We demonstrate success of the RNO model in
approximating the homogenized constitutive law for a one-dimensional
elasto-viscoplastic material as well. The discretization invariance figure
for this example is taken from our work in [16], where the method is
tested in two-dimensional elasto-viscoplastic materials and two- and

three-dimensional elasto-viscoplastic polycrystalline materials.

Model Choice. The correct choice of architecture for the RNO leads
to discretization robustness in time: a model learned with one choice
of time discretization dt performs well when tested on another dt; this
is not true for poor model choices. Discretization robustness can thus
be used as a guide to model choice. This observation holds for both
the one-dimensional viscoelasticity example and the one-dimensional

elasto-viscoplasticity example.

Material dependence. We include an experiment from [18] that
shows accuracy of the RNO-FNM method in modeling the effects of
both history dependence and material dependence simultaneously. We
also include the result of a macroscale simulation with material depen-

dence.
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In the remainder of the section, we demonstrate that in appropriate settings
the solution ufNO obtained under the dynamics of a trained RNO approximates
the true solution u. well when used in the macroscopic setting; furthermore,
this RNO is shown to exhibit linearity in its arguments in the domain of
interest. We also discuss the error arising from inertial effects. We then
discuss the performance of an RNO learned using the accessible loss function,
the discretization-robustness property of the RNO, and the choice of data
sampling distribution . We also perform experiments on media with more
piecewise-constant pieces and analyze the number of hidden variables required
to capture the behavior. We then apply the methodology to the case of elasto-
viscoplasticity. Finally, we include a material-dependent experiment using the

modified RNO-FNM model architecture.

RNO as a Surrogate Model

In this subsection we discuss two RNOs: RNO A trained using only the inac-
cessible loss function in equation (2.5) and RNO B trained with the standard
loss function in equation (2.5.3), but initialized at parameters obtained via
training with the inaccessible loss function. Descriptions of these RNOs, and
others we introduce in subsequent subsections, may be found in Table 2.1. A
visualization of typical input and output trajectories from the data used for
training and testing may be found in Figure 2.1. For details on RNO training,

see Appendix A.3.

In the first surrogate model experiment, we subject the material to sinusoidal
boundary forcing of b(t) = 0.1sin(27t) starting from 0 initial displacement
and velocity. As a ground-truth comparison, we use a traditional finite ele-

ment solver with periodic domain of width 0.04, spatial resolution of h = 0.005,

Table 2.1: RNO Descriptions

RNO Description
A Trained on 2-piecewise-constant media only with inaccessible loss
function (2.5)

B Trained on 2-piecewise-constant media; initialized at solution found
with inaccessible loss function then trained with accessible loss func-
tion (2.5.3)

C Trained on 2-piecewise-constant media only with accessible loss
function

D Trained on continuous media with accessible loss function
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and time discretization dt = 0.1h%; we refer to this solution as u. and name
it FEM. In contrast, the RNO-based macroscale computation employs spa-
tial resolution of h.; = 0.04, with a time discretization of dt = O.4hge”; for
economy of notation; this solution is denoted ufN° and named RNO. We also
compare the results to the displacement obtained using as macroscale consti-
tutive model the analytic solution to the cell problem. To make comparisons

we use the relative error given by

_ ue(®) — ug™ )l 2

RNO u) (1) = 2.6.1
G(UO , U )( ) ||U€(t)||L2(Q;R) +0.01 ( )

The relative error plots for RNOs A and B are shown in Figures 2.2a and
2.2b. In a second experiment, we subject the material to integrated Brownian
motion forcing starting from null initial conditions. The FEM solver uses the

same discretizations as in the sinusoidal forcing experiment, and the RNO

2
cell*

The results for RNOs A and B are shown in the Appendix in Figures A.3a
and A.3b.

spatial discretization was h..; = 0.05 with time discretization of dt = 0.4h

Both sets of experiments show that the RNO-based macroscopic models ac-
curately reproduce the microscale FEM simulation at far lower computational
cost. The RNO-based results have some errors in comparison with the mi-
croscale simulation, but the errors are of the same order of magnitude as the
errors arising when the exact homogenized constitutive model is used. The
initial error between the analytic solution and the FEM solution is due to
inertial effects discussed in Remark 2.2.1. The inertial errors become more

significant with the ratio between E and v varies more across the interval.

Input Strain Sample 1 Sample 2 Sample 3

34
0.0 2 o4
2
c 0.1 H o
© 1 @ -2
& o] -
—0.2 W
—— Sample 1 1 y _a ]
Sample 2
031 Sample 3 -11 .y

T T T T T T T T T T T T T T T T T T T T
0 1 2 3 4 0 1 2 3 4 0 1 2 3 4 0 1 2 3 4
Time Time Time Time

—— True Solution
=== RNN Approx

Stress
Stress

Figure 2.1: Representative data: input strain trajectories and output stress
trajectories for three randomly chosen test data samples. The RNO approxi-
mation shown was generated with RNO C.
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Figure 2.2: Analytic cell and RNO relative error versus FEM solution using
sinusoidal forcing; this supports Numerical Experiments, conclusion I.

RNO Trained with Standard Loss

We also train a third RNO, denoted RNO C, using only the accessible loss
function. Details of training may be found in Appendix A.3. While this RNO
performs well as a surrogate model, indeed is comparable in errors to those
of RNOs A and B, it does not exhibit a close linear match to the known
analytic expression for G. A figure illustrating this behavior may be found in
the appendix as Figure A.2. All three RNOs approximate the linear structure
of F well; the difficulty is in obtaining the correct linear dependence in the
hidden variable rate, £. Interestingly, by changing the material parameter vy
from 0.2 to 2, training via the method of RNO C with only the accessible loss
function yields an RNO that matches the true linear dependence in G very well.
However, in this parameter regime, inertial effects perturb the simulations on
the macroscale to an unacceptable degree, meaning that the homogenization
theory that we use as benchmark is not valid, and so we avoid this regime. The
inability of RNO C to capture the exact linear dependence in G is unsurprising;
indeed, had we guaranteed convergence to the optimal function for any choice
of material parameters, we would have entirely sidestepped the problem of

high-dimensional optimization inherent to machine learning.

In the case of continuous material properties, we do not have a known analytic
solution to the microscale problem and thus do not have access to the hidden
variable £ in the train and test data; in this case, we may only use the accessible
loss function. We RNO type D on continuous media with different numbers
of hidden variables and use the trained RNOs as surrogate models in the
macroscale system subjected to boundary forcing. Training details may be
found in Appendix A.3. The relative error of RNO D for the sinusoidal and

Brownian motion forcing experiments described previously is shown in Figure
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2.3. In this figure, the ground truth is obtained via an FEM simulation; details
are in Appendix A.3. We note that similar error is found with all dimensions of
the hidden variable, suggesting that 1 hidden variable suffices in this case; the
fact that the error does not decrease suggests that the error we see is primarily
from the effects of homogenization in the macroscale simulation rather than
piecewise-constant approximation. This conclusion agrees with the result of
Figure 2.2 that the RNO surrogate model error is the same magnitude as that

of the exact homogenized solution.

Time Discretization and RNO Training

Discretization-robustness is a desirable feature of an RNO surrogate model.
To test robustness to changes in time discretization we work in the piecewise-
constant media setting. We evaluate the test error when using RNOs A, B,
and C using values of time step dt different from those used in the training.
Additionally, to demonstrate the value of postulating the correct model form,
we train three additional RNOs via the same methods as described earlier
in this section but without giving them strain rate as an input, leading to an
incorrect model form. Figure 2.4 shows that all three RNOs trained with strain
rate as an input parameter were more robust to changes in time discretization
than their non-strain-rate counterparts, supporting the conclusion that this

approach can aid model discovery.

To generate the training strain, we sampled trajectories as follows: first, we

randomly partitioned the time interval T into 10 pieces; second, at each point

le—-1 1.4 le—-2
1.0 Hidden variables
— 1 1.2
0.8 2 1.0
— 5
0.6 — 10 0.8

15 0.6 Hidden variables
0.4 1
0.4
' 2
0.2 0.2 — 5
0.0 0.0 — 10
00 05 10 15 20 25 30 00 05 10 15 20 25 30
Time Time
(a) Sinusoidal forcing (b) Integrated Brownian motion forcing

Figure 2.3: Relative error of continuous-material RNOs D with different num-
bers of hidden variables when used as a surrogate model in the macroscale
system; this supports Numerical Experiments, conclusion I.



42

102 T 1 T 102 T
—— RNN without strain rate —— RNN without strain rate —— RNN without strain rate

Euler RNN with strain rate Euler RNN with strain rate Euler RNN with strain rate
101, - Training resolution 101 === Training resolution 1] ---- Training resolution

,_.
)

=
o

Test Error
t

"
1)
-
1)

=
o
-
o
o
5]

1074 1073 1072 1071 1074 1072 102 107t 104 1073 102 1071
dt dt dt

(a) RNO A (b) RNO B () RNO C
Figure 2.4: Time discretization error for RNOs A, B, and C.

between these time intervals, we generated a value of strain via a balanced
random walk from the previous value scaled by the length of the time interval,
third, we used a piecewise cubic Hermite interpolating polynomial (pchips)
function to interpolate between these values of strain. This choice of dis-
tribution has the desirable property that it generates data with a variety of
strain/strain-rate pairings evenly dispersed throughout the domain of interest

rather than introducing large correlations between the two.

Additional Piecewise-Constant Experiments

We claim that to approximate an N-piecewise-constant material, the RNO
ought to have at least NV — 1 hidden variables to achieve the best accuracy.
Therefore, we train RNOs with different numbers of hidden variables on data
from piecewise-constant materials with 3, 5, and 10 pieces. The results are

shown in Figure 2.5.

For the 3 and 5-piecewise-constant cases, the error flattens out after 2 and
4 hidden variables, respectively, as expected. For the 10-piecewise constant
case, the error plateaus first at 4 hidden variables and then again at 9 hidden
variables, and this can be explained by examining the analytic solution. For
the choices of E and v used, the constitutive law takes the approximate form

of

t
oo(t) = E'dyug(t) + v/ 0,0,uo(t) — / Dy (T) (0.0951-83(“) +0.16e~292(t=7)
0
4 0.02674.44@77) 4 0.20675'13()&77-) T 0.12678.18(t7T) + 0.08679.29(1‘,77‘)

+0.39¢130-7) 40,67 15300-7) o.ocse—l&““‘”) dr.

Note that the exponential decay terms each correspond to one of the nine

hidden variables &, and they are written in order of decreasing exponential
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Figure 2.5: Absolute L? error of RNOs trained with different numbers of
hidden variables on different piecewise-constant materials.

term —ay. From this we can see that terms with higher magnitudes of |ay| will
be negligible compared to the terms with smaller magnitude. The experimental
results align with these values; there is a large jump from the fourth exponent
(—5.13) to the fifth exponent (—8.18), so the behavior is well-captured with
only four hidden variables. However, with nine hidden variables, the model can
completely capture the decay terms. This result further justifies the practical

use of the piecewise-constant approximation for smooth materials.

Elasto-viscoplasticity

The purpose of this example is to demonstrate that the ideas developed in
this work have implications beyond linear viscoelasticity. The same RNO
architecture is able to learn elastic-viscoplastic dynamics. We present the
results of a simple experiment with isotropic rate hardening in one spatial

dimension.

Consider the following equations:

0,0:(x,t) =0, o.(z,t) = E.(2)(0puc(x,t) — €p(x,t), (2,t) €D XT,

(2.6.2a)
ép(x, 1) = épo sign(o:(x,1)) (W) (z,t) e D x T,

(2.6.2b)
u:(0,t) = 0,u(1,t) = b(2), teT, (2.6.2c)
u(2,0) = 0,€,(z,0) =0 reD, (2.6.2d)

where u, is the displacement, ¢, is the plastic strain, o, is the stress, and €,
on, and n are constants. We seek to learn the map from average strain to
average stress ((9pue(t)));cr — ((0:(t)));c7, Where we recall that (-) indicates

spatial averaging over the cell. In this setting, the homogenized constitutive
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map does not depend on the strain rate. Development of the homogenization

theory for these equations can be found in [10].

Sample 1 Sample 2 Sample 3 —— True Solution
0.0 ---RNN Approx

Stress

Stress

—0.6

_0.8 ~0.8

—1.04

T T T T T T T T T T —1.04 T T T T T

—0.25 -0.20 -0.15 —0.10 —0.05 0.00 0.0 0.1 0.2 0.3 —0.25 -0.20 -0.15 —0.10 —0.05 0.00
Strain Strain Strain

Figure 2.6: RNO trained on elasto-viscoplastic data; a comparison between the
true solution and the RNO-predicted solution for three random test samples.
Top row: stress trajectories in time. Bottom row: stress-strain trajectories for
the same samples.

We train an RNO with one hidden variable and the same architecture as
prescribed for the viscoelastic case but without strain rate dependence, and we
use data generated via a numerical solution of equations (2.6.2). As shown in
Figure 2.6, the RNO is able to learn plastic behavior. Specifically, the strain-
stress trajectories exhibit plastic transition. The mean relative L? error is
~ 7%, which is reasonable for plasticity experiments. When a discretization-
robustness test is done on this example, greater discretization-invariance is
again seen with the correct model hypothesis. In Figure 2.7, the “VE” model
includes strain rate as an input variable, while the “E-VP” model does not.
The “E-VP” is the correct model form in this setting, and it exhibits greater

robustness to changes in test discretization.

Material dependence

As a final discussion, we include an experiment from [18] to show that the
material-dependent extension described in Section 2.4 is effective in practice.
First, a dataset of piecewise-constant material properties (E,v) are randomly
generated in the following manner. A number of constant pieces L are selected
uniformly at random from 5—20. Locations of the discontinuities are randomly

selected from the set {0.02k}2, with replacement. Finally, the values of E
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Figure 2.7: Discretiztion-invariance experiment for one-dimensional elasto-
viscoplasticity. In the “VE” model, strain rate is given as an input, while
it is not given in the “E-VP” model.

and v on each segment are sampled from U([0.1, 1]). Piecewise-cubic Hermite
interpolating polynomials are again used to generate random averaged strain
trajectories. Figure 2.8 shows the relative L? error of the RNO-FNM model
for different choices of hidden variable count. The error varies between 0.7% —
1.2%, indicating accuracy of the model despite the variation in material input.
A discretization-robustness test is also shown in Figure 2.8, and the model
exhibits discretization-invariance in both the space and the time discretization.

We refer to [18] for additional material-dependent experiments.

Mean relative L? testing error
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Figure 2.8: The distributions of the relative L? error on 2,500 testing samples
from the PC dataset (left). We visualize the errors in FNM-RNOs predictions
where the trained FNM-RNOs have a varying number of internal variables.
We also visualize the distribution of error given by the linear stress response
without memory effects, where the response function is obtained using (2.2.7)
with k = 0. The mean relative L? error for the same dataset is on the right
for different testing resolutions with five internal variables.
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2.7 Conclusions

In this chapter, we develop theory to support learning Markovian models for
history-dependent constitutive laws. The theory presented applies to the one-
dimensional KV case, but the underlying ideas extend to more complex sys-
tems, as demonstrated with an experiment with elasto-viscoplasticity. Further-
more, an extension of the method to include material dependence is shown to
be empirically accurate in the one-dimensional viscoelastic setting. In [10],
numerical experiments suggest that the methodology can be useful in higher
dimensions as well. Conclusions drawn from our numerical experiments, un-
derpinned by the theory of this chapter, provide useful guidance for these more

complex nonlinear models in higher spatial dimensions.
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Chapter 3

LEARNING HOMOGENIZATION FOR ELLIPTIC
OPERATORS

This chapter is adapted from the following publication:

[1] Kaushik Bhattacharya, Nikola B. Kovachki, Aakila Rajan, Andrew M.
Stuart, and Margaret Trautner. “Learning homogenization for ellip-
tic operators”. In: SIAM Journal on Numerical Analysis 62.4 (2024),
pp. 1844-1873. DOTI:

Multiscale partial differential equations (PDESs) arise in various applications,
and several schemes have been developed to solve them efficiently. Homoge-
nization theory is a powerful methodology that eliminates the small-scale de-
pendence, resulting in simplified equations that are computationally tractable
while accurately predicting the macroscopic response. In the field of con-
tinuum mechanics, homogenization is crucial for deriving constitutive laws
that incorporate microscale physics in order to formulate balance laws for the
macroscopic quantities of interest. However, obtaining homogenized consti-
tutive laws is often challenging as they do not in general have an analytic
form and can exhibit phenomena not present on the microscale. In response,
data-driven learning of the constitutive law has been proposed as appropriate
for this task. However, a major challenge in data-driven learning approaches
for this problem has remained unexplored: the impact of discontinuities and
corner interfaces in the underlying material. These discontinuities in the co-
efficients affect the smoothness of the solutions of the underlying equations.
Given the prevalence of discontinuous materials in continuum mechanics ap-
plications, it is important to address the challenge of learning in this context;
in particular, to develop underpinning theory that establishes the reliability
of data-driven methods in this scientific domain. The chapter addresses this
unexplored challenge by investigating the learnability of homogenized consti-
tutive laws for elliptic operators in the presence of such complexities. Approx-
imation theory is presented, and numerical experiments are performed which
validate the theory in the context of learning the solution operator defined by

the cell problem arising in homogenization for elliptic PDEs.
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3.1 Introduction

Homogenization theory is a well-established methodology that aims to elimi-
nate fast-scale dependence in partial differential equations (PDEs) to obtain
homogenized PDEs which produce a good approximate solution of the problem
with small scales while being more computationally tractable. In continuum
mechanics, this methodology is of great practical importance as the constitu-
tive laws derived from physical principles are governed by material behavior at
small scales, but the quantities of interest are often relevant on larger scales.
These homogenized constitutive laws often do not have a closed analytic form
and may have new features not present in the microscale laws. Consequently,
there has been a recent surge of interest in employing data-driven methods to

learn homogenized constitutive laws.

The goal of this chapter is to study the learnability of homogenized constitutive
laws in the context of one of the canonical model problems of homogenization:
the divergence form elliptic PDE. One significant challenge in applications
of homogenization in material science arises from the presence of discontinu-
ities and corner interfaces in the underlying material. This leads to a lack
of smoothness in the coefficients and solutions of the associated equations, a
phenomenon extensively studied in numerical methods for PDEs. Addressing
this challenge in the context of learning remains largely unexplored and is the
focus of our work. We develop underlying theory and provide accompanying

numerical studies to address learnability in this context.

Problem Formulation

Consider the following linear multiscale elliptic equation on a bounded domain
Q C R%

—V. (AV,u)=f zeQ, (3.1.1a)
W=0 xed. (3.1.1b)

Here A°(z) = A(%) for A(-) which is 1-periodic and positive definite: A : T¢ —

Rg;n?7>0, a condition which holds throughout this work. Assume further that

f € L*(;R) and has no microscale variation with respect to z/e.

Our focus is on linking this multiscale problem to the homogenized form of
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equation (3.1.1), which is

-~V - (vau) =f xe, (3.1.2a)
u=0 z€0df, (3.1.2b)
where A is given by
A= [ () + AW Vx@)") b (313
T

and y : T¢ — R? solves the cell problem
-V - (VxA4)=V- A, xis l-periodic. (3.1.4)

All of the preceding PDEs are to be interpreted as holding in the weak sense.
For 0 < € < 1, the solution u¢ of (3.1.1) is approximated by the solution u of

(3.1.2), and the error converges to zero as € — 0 in various topologies |26, 59,
).
We assume that

| Al| o := sup |A(y)|r < o0,
y€Td

where | - |p is the Frobenius norm. Hence A € L*®(T%R%) and A° €
L (€; R™) . Similarly, for A € L*(T4 R%?), we define

A = [ 1AW d

Also, for given 5 > a > 0, we define the following subset of 1-periodic, positive-
definite, symmetric matrix fields in L*° (']I‘d; RdXd) by

PDas = {A € L¥(T4R™) : V(y,&) € T x RY, af¢* < (¢, A(y)¢) < B}

For open set 2 C R%, we denote the variation of a function u € Li () by

loc

d
0%, N
Vi, Q) :sup{Z/Q iudr: B e CEORY, 0] o < 1
i=1 v

and the set of functions of bounded variation on T¢ as

BV = {u e L}(T% : V(u, T%) < oo}.
For further information on BV, we refer to [57]. Finally, we often work in the
Sobolev space H' restricted to spatially mean-zero periodic functions, denoted

H' = {v € WH(T? | v is l—periodic,/

Td

v dyzO};
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the norm on this space is defined by

19112 == Vgl 2 (3.1.5)

Numerically solving (3.1.1) is far more computationally expensive than solving
the homogenized equation (3.1.2), motivating the wish to find the homogenized
coefficient A defining equation (3.1.2). The difficult part of obtaining the
equation (3.1.2) is solving the cell problem (3.1.4). Although explicit solutions
exist in the one-dimensional setting for piecewise constant A [56] and in the
two-dimensional setting where A is a layered material [27], in general a closed
form solution is not available and the cell problem must be solved numerically.
Note that in general the action of the divergence V- on terms involving A in
the cell problem necessitates the use of weak solutions for A ¢ C1(T? R%*%);
this is a commonly occurring situation in applications such as those arising
from porous medium flow, or to vector-valued generalizations of the setting
here to elasticity, rendering the numerical solution non-trivial. For this reason,

it is potentially valuable to approximate the solution map
G: Ay, (3.1.6)

defined by the cell problem, using a map defined by a neural operator. More
generally it is foundational to the broader program of learning homogenized
constitutive models from data to thoroughly study this issue for the divergence
form elliptic equation as the insights gained will be important for understand-
ing the learning of more complex parameterized homogenized models, such as

those arising in nonlinear elasticity, viscoelasticity, and plasticity.

The full map from A to the homogenized tensor A is expressed by A
(x, A) — A, and one could instead learn the map

F:Aw— A (3.1.7)

Since the map (x,A) + A is is defined by a quadrature, we focus on the
approximation of A — y and state equivalent results for the map A — A that
emerge as consequences of the approximation of y. Direct learning of A is

addressed in Chapter 5. In this work we make the following contributions:

1. We state and prove universal approximation theorems for the map G
defined by (3.1.4) and (3.1.6), and map F' defined by (3.1.3), (3.1.4),
and (3.1.7).
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2. We provide explicit examples of microstructures which satisfy the hy-
potheses of our theorems; these include microstructures generated by

probability measures which generate discontinuous functions in BV.

3. We provide numerical experiments to demonstrate the ability of neural
operators to approximate the solution map on four different classes of

material parameters A, all covered by our theoretical setting.

We provide an overview of the literature followed by a discussion of stability
estimates for (3.1.4), with respect to variations in A; these are at the heart
of the analysis of universal approximation. The main body of the text then
commences with Section 3.2, which characterizes the microstructures of inter-
est to us in the context of continuum mechanics. Section 3.3 states universal
approximation theorems for G(-) and F'(-), using the Fourier neural operator.
In Section 3.4 we give numerical experiments illustrating the approximation
of the map G defined by (3.1.6) on microstructures of interest in continuum
mechanics. Details of the stability estimates, the proofs of universal approx-
imation theorems, properties of the microstructures, and details of numerical

experiments are given in Appendices B.1, B.2, B.3, and B.4 respectively.

Literature Review
Homogenization aims to derive macroscopic equations that describe the effec-
tive properties and behavior of solutions to problems at larger scales given a
system that exhibits behavior at one or more smaller scales. Although it is de-
veloped for the various cases of random, statistically stationary, and periodic
small-scale structures, we work here entirely in the periodic setting. The un-
derlying assumption of periodic homogenization theory is that the coefficient
is periodic in the small-scale variable, and that the scale separation is large
compared to the macroscopic scales of interest. Convergence of the solution
of the multiscale problem to the homogenized solution is well studied; see |11,
|. We refer to the texts [20, 59, 27| for more comprehensive citations to
the literature. Homogenization has found extensive application in the setting
of continuum mechanics [60] where, for many multiscale materials, the scale-
separation assumption is natural. In this work, we are motivated in part by
learning constitutive models for solid materials, where crystalline microstruc-
ture renders the material parameters discontinuous and may include corner

interfaces. This difficulty has been explored extensively in the context of nu-
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merical methods for PDEs, particularly with adaptive finite element methods
[ Y ) ) ]'

There is a significant body of work on the approximation theory associated
with parametrically dependent solutions of PDEs, including viewing these so-
lution as a map between the function space of the parameter and the function
space of the solution, especially for problems possessing holomorphic regularity
[65, 66, 67]. This work could potentially be used to study the cell problem for
homogenization that is our focus here. However, there has been recent interest
in taking a data-driven approach to solving PDEs via machine learning because
of its flexibility and ease of implementation. A particular approach to learn-
ing solutions to PDEs is operator learning, a machine learning methodology
where the map to be learned is viewed as an operator acting between infinite-
dimensional function spaces rather than between finite-dimensional spaces [0,

, 23,69, 52]. Determining whether, and then when, operator learning models
have advantages over classical numerical methods in solving PDEs remains an
active area of research [70]. The paper [71] makes a contribution to this area,
in the context of the divergence form elliptic PDE and the map from coefficient
to solution when the coefficient is analytic over its domain; the authors prove
that e error is achievable for a DeepONet [23] of size only polylogarithmic
in €, leveraging the exponential convergence of spectral collocation methods
for boundary value problems with analytic solutions. However, in the setting
of learning homogenized constitutive laws in material science, discontinuous
coefficients form a natural focus and indeed form the focus of this work. A
few characteristics make operator learning a promising option in this context.
First, machine learning has been groundbreaking in application settings with
no clear underlying equations, such as computer vision and language models
[72, 73]. In constitutive modeling, though the microscale constitutive laws are
known, the homogenized equations are generally unknown and can incorporate
dependencies that are not present on the microscale, such as history depen-
dence, anisotropy, and slip-stick behavior [38, 74]. Thus, constitutive models
lie in a partially equation-free setting where data-driven methods could be
useful. Second, machine learned models as surrogates for expensive computa-
tion can be valuable when the cost of producing data and training the model
can be amortized over many forward uses of the trained model. Since the
same materials are often used for fabrication over long time periods, this can

be a setting where the upfront cost of data production and model training is
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justified.

Other work has already begun to explore the use of data-driven methods for
constitutive modeling; a general review of the problem and its challenges, in
the context of constitutive modeling of composite materials, may be found in
[75]. Several works use the popular framework of physics-informed machine
learning to approach the problem [76, 77, 78, 79]. In [51], physical constraints
are enforced on the network architecture while learning nonlinear elastic con-
stitutive laws. In [30], the model is given access to additional problem-specific
physical knowledge. Similarly, the work of [21]| predicts the Cholesky factor
of the tangent stiffness matrix from which the stress may be calculated; this
method enforces certain physical criteria. The paper [$2] studies approxima-
tion error and uncertainty quantification for this learning problem. In [33],
a derivative-free approach is taken to learning homogenized solutions where
regularity of the material coefficient is assumed. The work of [29] illustrates
the potential of operator learning methodology to model constitutive laws
with history dependence, such as those that arise in crystal plasticity. Finally,
a number of further works demonstrate empirically the potential of learning

constitutive models, including [19, 84, 85, 86].

However, the underlying theory behind operator learning for constitutive mod-
els lags behind its empirical application. In [56], approximation theories are
developed to justify the use of a recurrent Markovian architecture that per-
forms well in application settings with history dependence. This architecture
is further explored in [16] with more complex microstructures. Universal ap-
proximation results are a first step in developing theory for learning because
they guarantee that there exists an e-approximate operator within the operator
approximation class, which is consistent with an assumed true model under-
lying the data |1, 87, 52, 20]. In addition to universal approximation, further

insight may be gained by seeking to quantify the data or model size required

to obtain a given level of accuracy; the papers [37, 20, 85| also contain work in
this direction, as do the papers [39, 90|, which build on the analysis developed
in |65, 66, (7] referred to above. In our work we leverage an existing univer-

sal approximation theorem for Fourier neural operators (FNOs), a particular
practically useful architecture from within the neural operator (NO) class [20].
We take two different approaches to proving approximation theorems based

on separate PDE solution stability results in pursuit of a more robust under-
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standing of the learning problem. Since the state of the field is in its infancy,
it is valuable to have different approaches to these analysis problems. Finally,
we perform numerical experiments on various microstructures to understand
the practical effects of non-smooth PDE coefficients in learning solutions. We
highlight the fact that in this chapter we do not tackle issues related to the
non-convex optimization problem at the heart of training neural networks; we
simply use state of the art stochastic gradient descent for training, noting that

theory explaining its excellent empirical behaviour is lacking.

Throughout this chapter we focus on equation (3.1.1), which describes a con-
ductivity equation in a heterogeneous medium; a natural generalization of
interest is to the constitutive law of linear elasticity, in which the solution
is vector-valued and the coefficient is a fourth order tensor. Though it is a
linear elliptic equation, we echo the sentiment of Blanc and Le Bris [59] with
their warning “do not underestimate the difficulty of equation (3.1.1).” There
are many effects to be understood in this setting, and resolving learning chal-
lenges is a key step towards understanding similar questions for the learning of
parametric dependence in more complex homogenized constitutive laws where

machine learning may prove particularly useful.

Stability Estimates

At the heart of universal approximation theorems is stability of the solution
map (3.1.6); in particular continuity of the map for certain classes of A. In this
subsection, we present three key stability results that are used to prove the
approximation theorems in Section 3.3. The proofs of the following stability

estimates may all be found in Appendix B.1.

A first strike at the stability of the solution map (3.1.6) is a modification of
the classic L>®/H?' Lipschitz continuity result for dependence of the solution
of elliptic PDEs on the coefficient; here generalization is necessary because the

coefficient also appears on the right-hand side of the equation defining G(-).

Proposition 3.1.1. Consider the cell problem defined by equation (3.1.4).
The following hold:

1. If A € PD, s, then (3.1.4) has a unique solution y € H*(T% R%) and

Vg

HXHHl(Td;Rd) <
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2. For " and x® solutions to the cell problem in equation (3.1.4) asso-
ciated with coefficients A1, A € PD,, 4, respectively, it follows that

Vd

2) e
o

x® — X(l)HHl(Td;Rd) < (1 + g) ||A(1) - A(Q)HLoo(Td;Rdxd). (3.1.8)

O

However, this perturbation result is insufficient for approximation theory be-
cause the space L is not separable and it is not natural to develop approx-
imation theory in such spaces [91, Chapter 9]. While it is possible to define
the problem on a separable subspace of L™ (see Lemma B.1.1) such spaces
are not particularly useful in applications to micromechanics. Many natural
models for realistic microstructures work with classes of discontinuous func-
tions in which the boundary of material discontinuity can occur anywhere in
the domain. Such functions cannot be contained in any separable subspace
of L*>°; see Lemma B.1.2. To deal with this issue it is desirable to establish
continuity from L? to H! for some q € [2,00). To this end, we provide two
additional stability results. The first stability result gives continuity, but not
Lipschitz continuity, from L2 to H'. The second stability result gives Lipschitz

continuity from L9 to H', some ¢ € (2, 00).

Proposition 3.1.2. Endow PD, g with the L?(T%; R%*?) induced topology and
let K C PD, 4 be a closed set. Define the mapping G : K — H'(T% R%) by
A+ x as given by (3.1.4). Then there exists a bounded continuous mapping

g e C(LZ(Td, RdXd);Hl(Td;Rd))
such that G(A) = G(A) for any A € K. O

The preceding L? continuity proposition is used to prove the approximation
results for the FNO in Theorems 3.3.2 and 3.3.3. While not necessary for the
approximation theory proofs, the following proposition on Lipschitz continuity
from LY to H* establishes a more concrete bound on the approximation error,
which allows for additional analysis such as providing rough bounds on grid

error as discussed in Section 3.4.

Proposition 3.1.3. There exists ¢y € (2,00) such that, for all ¢ satisfying
q € (qo, 0], the following holds. Endow PD,, s with the LI(T% R?%*¢) topology
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and let K C PD, g be a closed set. Define the mapping G : K — Hl(Td; R?) by
A — x as given by (3.1.4). Then there exists a bounded Lipschitz-continuous
mapping

G: LY(T%R™) — HY(T%RY)
such that G(A) = G(A) for any A € K. O

Remark 3.1.4. Explicit upper bounds for ¢g in Proposition 3.1.3 exist and
are discussed in Remark B.1.14. O

3.2 Microstructures
The main application area of this work is constitutive modeling. In this sec-
tion we describe various classes of microstructures that our theory covers. In

particular, we describe four classes of microstructures in two dimensions:

1. Smooth microstructures generated via truncated, rescaled log-normal

random fields.

2. Discontinuous microstructures with smooth interfaces generated by Lip-

schitz star-shaped inclusions.
3. Discontinuous microstructures with square inclusions.

4. Voronoi crystal microstructures.

Visualizations of examples of these microstructures may be found in Figure
3.1. We emphasize that all four examples lead to functions in BV, a fact that
we exploit in Section 3.4 when showing that our abstract analysis from Section

3.3 applies to them all.

Star Square Voronoi

Figure 3.1: Microstructure Examples

Smooth

Smooth Microstructures The smooth microstructures are generated by
exponentiating a rescaled Gaussian random field. A is symmetric and coercive

everywhere in the domain with a bounded eigenvalue ratio. Furthermore, the
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smooth function A and its derivatives are Lipschitz. Our theory is developed
specifically to analyze non-smooth microstructures, so this example is used

mainly as a point of comparison.

Star Inclusions For the star inclusion microstructure, A is taken to be
constant inside and outside the star-shaped boundary. The boundary function
is smooth and Lipschitz in each of its derivatives. A is positive and coercive in
both regions with a bounded eigenvalue ratio. This microstructure introduces

discontinuities, but the boundary remains smooth.

Square Inclusions For the square inclusion microstructure, A is taken to be
constant inside and outside the square boundary. Since we assume periodicity,
without loss of generality the square inclusion is centered. The size of the
square inclusion within the cell is varied between samples as are the constant
values of A. This microstructure builds on the complexity of the star inclusion

microstructure by adding corners to the inclusion boundary.

Voronoi Interfaces The Voronoi crystal microstructures are generated by
assuming a random Voronoi tessellation and letting A be piecewise constant
taking a single value on each Voronoi cell. The values of A on the cells and
locations of the cell centers may be varied. This is the most complex mi-
crostructure among our examples and is a primary motivation for this work as

Voronoi tessellations are a common model for crystal structure in materials.

3.3 Universal Approximation Results

In this section we state the two approximation theorems for learning solution
operators to the cell problem. Theorem 3.3.2 concerns learning the map A — x
in equation (3.1.4), and Theorem 3.3.3 concerns learning the map A — A
described by the combination of equations (3.1.4) and (3.1.3). Theorems 3.3.2
and 3.3.3 are specific to learning a Fourier neural operator (FNO), which is
a subclass of the general neural operator. The proofs of the theorems in this

section may be found in Appendix B.2.

Definitions of Neural Operators
First, we define a general neural operator (NO). The definition of the NO and

the FNO are largely taken from [52], and we refer to this work for a more in-
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depth understanding of these operators. In this work, we restrict the domain

to the torus.

Definition 3.3.1 (General Neural Operator). Let A and U be two Banach
spaces of real vector-valued functions over domain T?. Assume input functions
a € A are R%-valued while the output functions u € U are R%*-valued. The

neural operator architecture Gy : A — U is

Gop=Qoly_10---0lyoP,
Ut+1 = LtUt:Ut<WtUt+ICtUt+bt)7 t:(),l,,T—l

with vy = P(a), u = Q(vr), and Gyp(a) = u. Here, P : R¥ — R0 is a
local lifting map, Q : R%r — R% is a local projection map and the o, are
fixed nonlinear activation functions acting locally as maps R%u+1 — R%+1 in
each layer (with all of P, Q, and the o, viewed as operators acting pointwise,
or pointwise almost everywhere, over the domain T¢), W, € R%+1*%: are
matrices, K, : {v; : T4 — R%} — {v,1 : T¢ — R™1} are integral kernel
operators and b, : T¢ — R%w1 are bias functions. For any m € Ny, the
activation functions o; are restricted to the set of continuous R — R maps
which make real-valued, feed-forward neural networks dense in C™(R?) on
compact sets for any fixed network depth.! The integral kernel operators K,

are defined as

(Ke)(e) = [ mleyuto) dy

with standard multi-layered perceptrons (MLP) s, : T¢ x T¢ — R%ve+a X
We denote by 6 the collection of parameters that specify Gy, which include
the weights W;, biases b;, parameters of the kernels x;, and the parameters

describing the lifting and projection maps P and Q (usually also MLPs). ¢

The FNO is a subclass of the NO. Recall its definition in the introduction of
this thesis in 1.3.1.

From the definition of the FNO, we note that parameterizing the kernels in
the Fourier domain allows for efficient computation using the FFT. We refer
to [52, 19] for additional details.

Finally we observe that in numerous applications, an example being learning
of the map A — A (3.1.3), (3.1.4), it is desirable to modify the FNO so

'We note that all globally Lipschitz, non-polynomial, C"(R) functions belong to this
class.
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that the output space is simply a Euclidean space, and not a function space;
this generalization is explored in [21]. An alternative approach, exemplified
by Theorem 3.3.3 in the next subsection, is to allow the FNO output to be
a function that may be evaluated at any point in the domain to yield an

approximation of the point in Euclidean space.

Main Theorems

These two theorems guarantee the existence of an FNO approximating the
maps A — y and A — A and are based on the stability estimate for continuity
from L? — H' obtained in Proposition 3.1.2. Both theorems are proved in
Appendix B.2.

Theorem 3.3.2. Let K C PD,, 3 and define the mapping G : K — H*(T% R%)
by A +— x as given by (3.1.4). Assume in addition that K is compact in
L2(T% R*?). Then, for any € > 0, there exists an FNO ¥ : K — H'(T¢; R9)
such that

sup [|G/(A) — W(A) g < c.
AeK

O

Theorem 3.3.3. Let K C PD, s and define the mapping F : K — R%*¢ by
A+ A as given by (3.1.3), (3.1.4). Assume in addition that K is compact in
L*(T4; R¥?). Then, for any € > 0, there exists an FNO ® : K — L>°(T¢; R?)
such that

sup sup |F'(A) — ®(A)(z)|r < e

AeK zeTd

O

The above approximation results can also be formulated to hold, on average,
over any probability measure with a finite second moment that is supported
on PD, . In particular, if we let i be such a probability measure then there

exists an FNO or a neural operator ¥ such that
Eauul|G(A) — U(A)| 1 < e (3.3.1)

This follows by applying Theorem 18 from [20] in the respective proofs instead
of Theorem 5 from the same work. We do not carry out the full details here.
While this allows approximation over the non-compact set PD, g, the error can

only be controlled on average instead of uniformly. In Section 3.4, inputs are
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generated via probability measures supported on compact subsets of L?; thus
both the approximation Theorem 3.3.2, and its analog in the form (3.3.1), are

relevant.

3.4 Numerical Experiments

In this section, we show that it is possible to find good operator approximations
of the homogenization map (3.1.6), defined by (3.1.4), in practice. We focus
on use of the FNO and note that, while Theorems 3.3.2 and 3.3.3 assert the
existence of desirable operator approximations, they are not constructive and
do not come equipped with error estimates. We find approximations using
standard empirical loss minimization techniques and, by means of numerical
experiments, quantify the complexity with respect to volume of data and with

respect to size of parametric approximation.

We work with the microstructures from Section 3.2. In this context we note
that Theorems 3.3.2 and 3.3.3 apply. To demonstrate this it is necessary to
establish that the subsets of coefficient functions employed are compact in L.
We achieve this by noting that all our sets of coefficient functions are con-
tained in PD, s N BV. Then we use Lemma B.3.1 to establish compactness
of these subsets of coefficient functions in L?2. The smooth microstructure
example serves as a comparison case for examining the impact of discontin-
uous coefficients on the learning accuracy. The remaining three examples
present different approximation theoretic challenges including curved bound-
aries (star inclusions), corners (square inclusions), and junctions of several

domains (Voronoi).

The experiments are all conducted using an FNO with a fixed number T' = 4
of hidden layers. The two remaining parameters to vary are the channel width
d, and the number of Fourier modes k,,,,. For implementation details, see
Appendix B.4. We make the following observations based on the numerical

experiments.

1. The effective A tensors computed from the model predicted solutions
exhibit relative error under 1% for all examples; the effective A is com-

puted from the learned cell problem solution x using equation (3.1.3).

2. The error in the learned y is significantly higher along discontinuous

material boundaries and corner interfaces, as expected. However, the
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FNO operator approximation is able to approximate the solution with
reasonable relative error even for the most complex case; this most
complex case concerns the set of input functions with varying Voronoi

geometry and varying microstructural properties within the domain.

3. In comparison with the smooth microstructure case, learning the map
for the Voronoi microstructure requires substantially more data to avoid

training a model which plateaus at a poor level of accuracy.

4. When compared with the smooth microstructure case, the error for the
Voronoi microstructure decreases more slowly with respect to increasing
model width, but shows more favourable response with respect to in-

creasing the number of Fourier modes.

5. Models trained at one discretization may be evaluated at different dis-
cretizations for both the smooth and Voronoi microstructures as is char-
acteristic of the FNO. The Voronoi microstructure exhibits, empirically,

greater robustness to changes in discretization.

We first describe implementation details of each of the microstructures, and

then we show and discuss results of numerical experiments.

Microstructure Implementation

baFor each microstructure, two positive eigenvalues and three components of
the two eigenvectors are randomly generated, and the final eigenvector com-
ponent is chosen to enforce symmetry. All eigenvalue ratios are at most e? by
construction. In this manner, A is symmetric and coercive and has a bounded

eigenvalue ratio.

Smooth Microstructures The smooth microstructures are generated by
exponentiating a rescaled approximation of a Gaussian random field. The
random field used to generate the eigenvalues and three eigenvector compo-

nents of A(z) is as follows:

o~

4
Ai(z) = Z f,g),@ sin(2mky 1) cos(2mkaxs) + f,g),@ cos(2mkyxy) sin(2mkaxs),
k1 k=1

Ai(z) = exp )\i(m)A K
maXgeo,1)2 |)\1(37 )|
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where £ ,(jl )kQ are i.i.d. normal Gaussian random variables.

Star-Shaped Inclusions The star-shaped inclusions are generated by defin-

ing a random Lipschitz polar boundary function as

5
r(0) =a+by_ &sin(ko),
k=1

where &, are i.i.d. uniform random variables U[—1, 1], and a and b are con-
stants that guarantee 0 < € < r < 0.5 — € for some fixed € > 0. Then A(z)
is constant inside and outside the boundary. We randomly sample eigenval-
ues for A on each domain via \; ~ Ule™!,¢]. The three components of the

eigenvectors are i.i.d. normal random variables.

Square Inclusions The radius of the square is randomly generated via
r =a+ b(,

where ( is a uniform random variable on [0, 1] and a and b are positive constants
that guarantee 0 < ¢ < r < 0.5 — € for some fixed € > 0. The values of A
on each of the constant domains are chosen in the same manner as in the

star-shaped inclusion case.

Voronoi Interfaces The Voronoi crystal microstructure has constant A on
each Voronoi cell and is chosen uniformly at random in the same manner as
for the star inclusions. Voronoi tessellations are a common model for crystal
structure in materials. In one Voronoi example, we fix the geometry for all
data, and in a second Voronoi example we vary the geometry by randomly

sampling five cell centers from a uniform distribution on the unit square.

Results
Each FNO model is trained using the empirical estimate of the mean squared
H' norm:
XN
Loss(0) = + > (IN") = RO + [VX™ = VRO ), (34)
n=1

where n is the sample index, y is the true solution, and ¥ is the FNO approxi-

mation of the solution parameterized by 6. In the analysis, we examine several
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different measures of error, including the following relative H' and relative

W10 errors:

N —~ . 1
1 (n) _ o(n)|2 vy — yym|2.\ 2
Relative H' Error (RHE) —Z(“X X ( |)|L; +[Vx o X ||L2)
N~ X2 + [[VX™ |7,
(3 4.2a)
N a1
1 ”) \V4 (n) 10
Relative W Error (RWE) = — Z(HX (nHLm +[|[Vx HL10> .
N~ ™50 + (V™ HLm
(3.4.2b)

The WY norm gives a sense of the higher errors that occur at interfaces,

corners, and functions. We could have used W? for any p large enough.

Finally, we also look at error in A, which we scale by the difference between
the arithmetic and harmonic mean of A. Any effective A should have a norm
in this range; these are known in mechanics as Voigt-Reuss bounds and have
a physical interpretation as bounds obtained via energy principles by ignoring
equilibrium for the upper bound (arithmetic mean) and ignoring compatibility
for the lower bound (harmonic mean) [92]. The resulting error measure is given
by R

1A~ Al

Ay — Qp ’

Relative A Error (RAE) = (3.4.3)

where the arithmetic mean a,, and harmonic mean a; are given by

/TQA(:U) dr|

o |([awa)

Ay =

F

We note that using a,, — aj rather than ||A||r as a scaling factor in equation
(3.4.3) leads to a larger error value, so achieving low error in this measure of

distance is harder.

We train models on five different datasets. Visualizations of the median-error
test samples for each example may be viewed in Figure 3.2, and the numerical
errors are shown in Figure 3.3. Each of these models is trained on 9500 data
samples generated using an FE solver on a triangular mesh with the solution
interpolated to a 128 x 128 grid. Additional model details may be found in
Appendix B.4.
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Figure 3.2: Visualization of the trained models evaluated on test samples that
gave median relative H' error for each microstructure. The microstructure
inputs of each row correspond to those of Figure 3.1. The first shows the true
X1, the second shows the FNO predicted y1, and the third shows the absolute
value of the error between the true and predicted x;. The fourth column shows
the 2-norm of the gradient of the true xi, and the fifth shows the 2-norm of
the gradient of the predicted x;. The last column shows the 2-norm of the
difference between the two gradients.

We perform an experiment to test the discretization robustness of the FNO
model, results of which are shown in Figure 3.4. The models are trained with
data from the resolution 128 x 128 and evaluated on test data with different
resolution. We emphasize that evaluating the FNO on different resolutions is

trivial in implementation by design.

We also investigate the effects of the number of training data and the model
size on the error for the smooth and Voronoi microstructures; similar experi-
ments, for different operator learning problems, are presented in [93]. A plot
of error versus training data may be found in Figure 3.5, and plots of error
versus the number of Fourier modes for fixed total model size, as measured by
(model width) x (number Fourier modes), may be found in Figure 3.6. Fig-
ure 3.6 addresses the question of how to optimally distribute computational
budget through different parameterizations to achieve minimum error at given
cost as measured by number of parameters; it should be compared to similar

experiments in [94].
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L= . Smooth and Voronoi data
RAE (Relative A Error) may be found in equa- ¢ 198 x 198 erid .
tions (3.4.2) and (3.4.3). The errors are evaluated ?, >1< ; dgrtl d,lgso u;
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Figure 3.5: A com- Figure 3.6: Relative H! error versus model size
parison of test error for the smooth and Voronoi examples with varying
for different amounts of geometry. The number of Fourier modes in each
training data for models direction and the model width were varied. Each
trained on Voronoi and line indicates a constant product of modesxwidth.
Smooth data. Five sam- Training data size was fixed at 9500 samples, and
ple models are used for five samples were used for each data point.

each data point.

Discussion

As can be seen from the data in Figure 3.3, the microstructures exhibiting dis-
continuities lead to higher model error than the smooth microstructure, and
the introduction of corner interfaces leads to further increase in error. The
visualizations of the median-error test samples in Figure 3.2 give some intu-
ition; error is an order of magnitude higher along discontinuous boundaries;
this is most apparent in the gradient. The true solution gradient often takes
its most extreme values along the discontinuities, and the RWE gives an indi-
cation of how well the model captures the most extreme values in the solution.

Unsurprisingly, this error is much higher than the RHE, but we note that it
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is confined to a small area of the domain along discontinuous boundaries and

corner interfaces.

In the discretization-robustness experiment described in Figure 3.4, we observe
that the Voronoi model exhibits greater robustness to changes in discretization.
We hypothesize that, in the direction of decreasing resolution, the smaller error
increase for the Voronoi model, in comparison with the smooth model, could be
due to the piecewise-constant nature of the Voronoi microstructure on faces;
improved resolution here does not help. On the other hand, for larger grid
sizes, increased resolution on corners and discontinuities can help, which could
explain the decrease in error from grid edge size of 128 to 256 for the Voronoi
model while the smooth model increases in error. One could fine-tune the
trained models with small amounts of data from different resolutions, but we

leave this transfer learning exploration to future work.

We also examine the effect of the number of training data samples and the
FNO size on model accuracy for the smooth and Voronoi microstructures. For
data size dependence, we observe in Figure 3.5 that for these two microstruc-
tures, the test error scales ~ N~%% and ~ N~%2° respectively, where N is
the number of training data. In theory, we do not expect to beat the Monte
Carlo error decay of \/LN [95]. We note that this is comparable to the behavior
during training over 400 epochs; the test error for the smooth microstructure
continues to decrease over the entire training periodic, but the test error for the
Voronoi microstructure plateaus by around 100 epochs. The model size also
presents a qualitatively different effect on error for the smooth and Voronoi
microstructures. In Figure 3.6, we see the tradeoff between the number of
Fourier modes and the model width for approximately constant model size,
measured as the product of the width and number of modes. The Voronoi
example benefits from additional Fourier modes, whereas the smooth exam-
ple worsens. On the other hand, the smooth model benefits more from an
increase in model width. We refer to [93, 94| for in-depth numerical studies of
errors, choice of hyperparameters, and parameter distributions for FNO; here
we highlight only the qualitative differences between the model behavior for

different microstructures.

We also note that a significant portion of the model error may be attributed to
grid ambiguity; with a 128 x 128 grid, the FNO does not know where between
gridpoints a discontinuity may fall. This may be quantified empirically in the
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case of the square microstructure. We perform an experiment in which we
create data of square microstructure inclusions whose boundary falls exactly
on the gridpoints. One dataset treats the boundary as open, and the other
treats the boundary as closed; the input grid points that fall on the boundary
differ between the two datasets. We quantify grid ambiguity error by the
difference in the outputs of a model given both the open square data and
the closed square data. We find that the absolute H' norm of the difference
between these two outputs is 0.041, which is slightly under twice the absolute
H' norm of the output compared to the true solution, which has a value of
0.025. We hypothesize that the model learns to assume the boundary falls
near the middle of the grid square, which explains why the output difference
between the two datasets is roughly twice the true error. From a theory
standpoint, one could bound the Lipschitz constant of the FNO and compare
it to the Lipschitz constant of the true map described by Proposition 3.1.3.

However, we leave the theoretical estimates of error rates to future work.

Finally, we compare the error in the effective A defined in (3.1.3). This error
is scaled by a difference between the Frobenius norms of the arithmetic and
harmonic means of the true A because the Frobenius norm of the true A should
fall within that range. For this reason, in the case where the arithmetic and
harmonic means are very close, as is frequently the case for the square and
star inclusions, it is not valuable to learn the true A. On the other hand, the
varying-geometry Voronoi microstructure example on average has about 100
times greater difference between the arithmetic and harmonic means, in com-
parison with the star and square microstructure examples. This characteristic
of the Voronoi microstructure further underscores the value of learning in this

setting.

3.5 Conclusions

In this work, we establish approximation theory for learning the solution op-
erator arising from the elliptic homogenization cell problem (3.1.4), viewed
as a mapping from the coefficient to the solution; the theory allows for dis-
continuous coefficients. We also perform numerical experiments that validate
the theory, explore qualitative differences between various microstructures,
and quantify error/cost trade-offs in the approximation. We provide two dif-
ferent stability results for the underlying solutions that build understanding

of the underlying map. These stability results, when combined with existing
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universal approximation results for neural operators, result in rigorous approx-
imation theory for learning in this problem setting. On the empirical side we
provide, and then study numerically, examples of various microstructures that
satisfy the conditions of the approximation theory. We observe that model
error is dominated by error along discontinuous and corner interfaces, and
that discontinuous microstructures give rise to qualitatively different learning
behavior. Finally, we remark that the learned effective properties are highly
accurate, especially in the case of the Voronoi microstructure that we regard
as the most complex. Since discontinuous microstructures arise naturally in
solid mechanics, understanding learning behavior in this context is an impor-
tant prerequisite for using machine learning for applications. In this area and
others, numerous questions remain which address the rigor necessary for use

of machine learning in scientific applications.

We have confined our studies to one of the canonical model problems of homog-
enization theory, the divergence form elliptic setting with periodic microstruc-
ture, to obtain deeper understanding of the learning constitutive laws. One
interesting potential extension of this work is the setting in which the mate-
rial coefficient A is not periodic but random with respect to the microstruc-
ture. Another is where it is only locally periodic and has dependence on the
macroscale variable as well; thus A° = A(z, ). In this case, the form of the
cell problem (3.1.4) and homogenized coefficient (3.1.3) remain the same, but
A and x both have parametric dependence on x. The approximation theory
and the empirical learning problem would grow in complexity in comparison
to what is developed here, but the resulting methodology could be useful and
foundational for understanding more complex constitutive models in which the
force balance equation couples to other variables. Indeed, the need for efficient
learning of constitutive models is particularly pressing in complex settings such
as crystal plasticity. We anticipate that the potential use of machine learning
to determine parametric dependence of constitutive models defined by homog-
enization will be for these more complex problems. The work described in this
chapter provides an underpinning conceptual approach, foundational analysis,

and set of numerical experiments that serve to underpin more applied work in

this field.
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Chapter /

DISCRETIZATION ERROR OF FOURIER NEURAL
OPERATORS

This chapter is adapted from the following preprint:

[1] Samuel Lanthaler, Andrew M. Stuart, and Margaret Trautner. Dis-
cretization error of Fourier neural operators. 2024. arXiv:

Operator learning is a variant of machine learning that is designed to approx-
imate maps between function spaces from data. The Fourier Neural Operator
(FNO) is one of the main model architectures used for operator learning. The
FNO combines linear and nonlinear operations in physical space with linear
operations in Fourier space, leading to a parameterized map acting between
function spaces. Although in definition, FNOs are objects in continuous space
and perform convolutions on a continuum, their implementation is a discretized
object performing computations on a grid, allowing efficient implementation
via the FFT. Thus, there is a discretization error between the continuum FNO
definition and the discretized object used in practice that is separate from
other previously analyzed sources of model error. We examine this discretiza-
tion error here and obtain algebraic rates of convergence in terms of the grid
resolution as a function of the input regularity. Numerical experiments that
validate the theory and describe model stability are performed. In addition,
an algorithm is presented that leverages the discretization error and model

error decomposition to optimize computational training time.

4.1 Introduction

Overview

While most learning architectures are designed to approximate maps between
finite-dimensional spaces, operator learning is a method that approximates
maps between infinite-dimensional function spaces. These maps appear com-
monly in scientific machine learning applications such as surrogate modeling
of partial differential equations (PDEs) or model discovery from data. Fourier

Neural Operators (FNOs) [19] are a type of operator learning architecture
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that parameterize the model directly in function space, naturally generalizing
deep neural networks (DNNs). In particular, each hidden layer of an FNO
assigns a trainable integral kernel that acts on the hidden states by convolu-
tion in addition to the usual affine weights and biases of a DNN. Taking ad-
vantage of the duality between convolution and multiplication under Fourier
transforms, these convolutional kernels are represented by Fourier multiplier
matrices, whose components are optimized during training alongside the reg-
ular weights and biases acting in physical space. FNOs have proven to be
an effective and popular operator learning method in several PDE application
areas including weather forecasting [96], biomedical shape optimization [97],
and constitutive modeling [56]. It is thus of interest to study their theoretical

properties.

Although FNOs approximate maps between function spaces, in practice, these
functions must be discretized. In particular, kernel integral operators, includ-
ing the FNO, perform convolution via an integration that must be computed
numerically. The error arising from this difference is called aliasing error, and
during a forward pass of the FNO, the aliasing error propagates through the
subsequent model layers and may be amplified by nonlinearities. Thus, the
continuum FNO object differs from the implemented model due to discretiza-

tion error. This may be summarized by the following decomposition:

F_gN o [yt — N
U —WUEno = [¥' = Upno| + [Trvo — Uino] - (4.1.1)
model d?srcrepancy discretizsgon error

Here, U is the true map to be approximated by a data-driven model, ¥pno
is the continuum FNO map, and Wiy is the discretized version of the FNO.
In previous analyses of the universal approximation properties of the FNO
[20, 52], the discretization error component is ignored completely; only the
continuum definition of the FNO is used. While this approach to universal
approximation is mathematically sound, it leaves the discretization compo-
nents of the error unquantified in practice. Understanding and controlling
this discretization error is as important for this model as bounding the model
discrepancy error arising from sources such as limited data, optimization, and
model capacity. In this chapter, we analyze the discretization error both in

theory and experimentally.

Aliasing error depends on the regularity, or smoothness, of the input function

in the Sobolev sense; this is well known in Fourier analysis. Thus, to bound the
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error for an entire FNO implementation, regularity must be maintained as the
state passes through the layers of the network, including the nonlinear activa-
tion function. In particular, regularity-preserving properties of compositions
of nonlinear functions are required. Bounds of this type are given by Moser
[98] and form a key component of the proofs in this work. Because the smooth
GeLU (Gaussian Error Linear Unit) [99] activation preserve regularity, while
the non-differentiable ReLLU activations do not, the analysis in this chapter is

confined to the former and extends to other smooth activation functions.

Contributions

In this chapter, we make the following contributions.

(C1) We bound the discretization error that results from implementing the

continuum FNO on a grid.

(C2) We validate this theory concerning the discretization error of the FNO

with numerical experiments.

(C3) We propose an adaptive subsampling algorithm for faster operator

learning training.

In Section 4.2 we set up the framework for our theoretical results. Section
4.3 studies the discretization error of the FNO in theory, making contribution
(C1). In Section 4.4 we present numerical experiments that illustrate the the-
ory and propose an algorithm for adaptively refining the discretization during
training, making contributions (C2, C3). We conclude in Section 4.5. The
appendices include a self-contained background on aliasing error as well as

additional proofs and technical details.

Related Work

Neural networks have been very successful in approximating solutions of partial
differential equations using data. Several approaches are used for such models,
including physics-informed neural networks (PINNs), constructive networks,
and operator learning models. In the case of PINNs, a standard feed-forward
machine learning architecture is trained with a loss function involving a con-
straint of satisfying the underlying PDE [9]. Another approach to applying
machine learning to PDEs is to construct approximating networks from clas-

sical PDE-solver methods. For example, in [100, , , |, ReLU neural
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networks are shown to replicate polynomial approximations and continuous,
piecewise-linear elements used in finite element methods exactly. Both of these
two approaches to approximating PDE solution maps require a choice of dis-

cretization within the model to approximate an infinite-dimensional operator.

Operator learning is a branch of machine learning that aims to approximate
maps between function spaces, which include solution maps defined by partial
differential equations (PDEs) [52]|. Several operator learning architectures ex-
ist, including DeepONet [23], Fourier Neural Operators (FNO) [19], PCA-Net
[68], and random features models [(69]. Our work focuses on FNOs, which di-
rectly parameterize the model in Fourier space through an integral kernel and
allow for changes in discretization in both the input and the output functions,
potentially allowing for non-uniform grids [104]. In addition, FNO takes ad-
vantage of the computational speedup of the FFT to gain additional model
capacity with less evaluation time. A key advantage of the FNO is that it
is a discretization-invartant operator in the sense that its definition involves
no discretization and its implementation can be trivially used on various dis-

cretizations with no change of parameter values.

Error analysis for operator learning begins with establishing universal approx-
imation: results which guarantee that, for a class of possible maps, a partic-
ular choice of model architecture, and a desired maximum error, there exists
a parameterization of the model that gives at most that error. Universal
approximation results are established for a variety of architectures including
ReLU neural networks in [1], DeepONet in [37], FNO in [20], and a general
class of neural operators in [52]. Following universal approximation, model
size bounds give a worst-case bound on the model parameter sizes required to
achieve a certain error threshold for particular classes of problems. These have
been established for FNO [20, 105], but the analysis uses only the continuum
definition of the FNO and ignores the fact that in practice the FNO imple-
mentation must work with a discretized version. In this work, we close the
error gap by quantifying and bounding the error that results from discretizing
the continuum FNO.

Perhaps the most conceptually similar work to ours is [106], which addresses
the fact that discretizations of neural operators deviate from their continuum
counterparts. The authors of [100] introduce an “alias-free” neural operator

that bypasses inconsistencies resulting from discretization. In practice, this
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research direction has led to operator learning frameworks such as Convolu-
tional Neural Operators (CNO) [107], which are not strictly alias-free, but
reduce aliasing errors via spatial upsampling. These prior works have empiri-
cally shown the benefits and importance of carefully controlling discretization
errors in operator learning. Prior work has also examined the effects of chang-
ing the number of spectral modes in the implemented FNO and an algorithm
to optimize training with variable modes [105]. In this work, we also propose
an adaptive subsampling algorithm that varies the resolution of the data used

in training in a manner designed to minimize training time.

FNOs remain a widespread neural operator architecture, and an analysis of
errors resulting from numerical discretization have so far been missing from
the literature. To fill this gap, in this work we bound the discretization error of
FNOs and perform experiments that provide greater insight into the behavior

of this error.

4.2 Notation

Fix integer m. Let |- | denote the Euclidean norm on R™, || -|| the L?(T<¢,R™)
norm, and || - || the L®(T9) = L*°(T? R™) norm. Here, T? denotes the
d-dimensional torus, which we identify with [0,1]¢ with periodic boundary
conditions; we simply write L?(T?) when no confusion will arise. Let || - ||2 be
the induced matrix 2-norm and || - || be the Frobenius norm. For a shallow
neural network ¢(u) = Aso(Aju + b) with matrices A; and A, and vector b,
we denote by ||o]|ix = ||A1ll% + ||A2]|% + ||b]|%. For nonnegative integer s,
define the Sobolev space H*(T¢) = H*(T¢,R™) as

H*(T%) = {f T4 — R™ ‘ >+ k)| F(k)]? < oo}, (4.2.1)

where fdenotes the Fourier transform of f. Define the semi-norm

]2 ::/ v(—=A)*v dz
Td

for functions v : T — R™. It is useful to consider the following equivalent

definition of the space H*(T?) for integer s > d/2 in terms of this seminorm:

H*(TY) = {f : T* > R™ [ ||f]
/]

Hs<OO}

we = (@) |2+ 111
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We say an element f € H*™ if f € H* ¢ for any € > 0. Further, let X
denote the d-dimensional grid +[N]¢ where

[N|*:={n€Z%|ni<N,ie{l,...,d}}

Here, n; is the ith entry of vector n. We assume N > 1 throughout this
work. We also introduce the following symmetric index set for the Fourier
coefficients: [[N]]? = [[N]] x --- x [[N]], where

{-K,...,K}, (N =2K +1is odd),
{-K,...,K -1}, (N =2K is even).

V] =

Irrespective of whether N is odd or even, [[N]]¢ contains N¢ elements. For
functions u : T¢ — R™, we abuse notation slightly and use |2l 2 (nefnyay to

indicate the quantity,

1/2
lulleemyn = (D0 Tu(@)2)

ne[N]d

This is a norm for the vector found by evaluating u at grid points. Note that
for z, = &n where n € [N]% it holds that z, € T% and if u € L*(T?) is

Riemann integrable,
. 1
Jim = llulle ey = Nz cra). (4.2.2)

Finally, we define the FNO. We remark that this constitutes the standard
definition of the FNO with the exception that we ask for smooth activation
functions. At a high level, the FNO is a composition of layers, where the first
and final layers are lifting and projection maps, and the internal layers are
an activation function acting on the sum of an affine term, a nonlocal integral
term, and a bias term. We emphasize that this FNO definition does not involve
a discretization; it is a map between function spaces on a continuum. Recall
the definition of the FNO in the introduction of this thesis in 1.3.1.

In the error analysis in the following section, we are interested in the discrep-
ancy between taking the inner product in equation (1.3.1) on a grid instead
of on a continuum — the errors due to aliasing. The above continuum defi-
nition is assumed in learning theory analysis of the FNO, but in practice, a
discretized approximation is used. We consider the other parameters, includ-
ing the mode count K, to be fixed and intrinsic to the FNO model considered,

irrespective of which grid it is approximated on.
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4.3 Main Results

Let A and U be the input and output Banach spaces in the FNO definition
1.3.1, and let the FNO model hyperparameters be fixed. Given a setting of
the trainable FNO parameters 6, let Ygno @ A +— U be the FNO obtained
using the definition. This definition does not involve a discretization. Thus,
any implementation of the FNO with the same hyperparameters and trainable
0 must be some other map, denoted WXy, : A +— U that evaluates the L2
inner product in equation (1.3.1) numerically on some grid points X V) rather

than at every point z € T as Wpno does. In particular, UX , exchanges the
operator K; defined in (1.3.1) for KV such that

(Ko (@) = ZP(k DFT(u])(k)e?mithen) ¢ RE+1 (4.3.1)

ke[[K])d 7=1

where DFT is the discrete Fourier transform; see Appendix C.1 for background.
We refer to the output of each internal layer L as a state value. Starting from
the same input a € A, ¥pno(a) and Uiy (a) will have different state values,
denoted v; and v}, respectively, as outputs of internal layer L; ; for ¢t > 0
despite having the exact same model parameters. This difference is important
because in proofs concerning the FNO, only Wgno is considered, but Weno
is an unimplementable object in practice. If UT is the map of interest to be
approximated using an FNO model, the overall approximation error of the
implemented W, can be split into a contribution due to the numerical dis-
cretization and another contribution due to model discrepancy, as shown in
(4.1.1). Theorem 4.3.2 bounds the discretization error component. The result
takes into account both the initial errors that occur with each approximated
inner product and their magnified effects as they propagate through the layers
of the model. Despite this nonlinear propagation, we show that the approxi-
mate L? norm of the error after any number of layers decreases like N, where

s describes the Sobolev regularity of the input.

To prove Theorem 4.3.2, we assume the following.

Assumption 4.3.1. For a fixed FNO with T layers:

(A1) There exists some B > 1 such that o, 0,, and o, possess continuous

derivatives up to order s which are bounded by B.

(A2) Input set A C H*(T?).
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(A3) 1<K <
d
(A4> S > 3
(A5) There exists some M > 1 such that FNO parameters P,, W;, and b,
are each bounded above by M in the following norms: ||P||r < M,

|Wille < M, and |b;] < M for all t € [0,...,T — 1]. Furthermore, P
and Q are bounded and smooth with ||P|jxy < M, and || Q||xy < M.

|2

O

The main result is the following theorem concerning the behavior of the er-
ror with respect to the size of the discretization. To interpret the theorem

statement in terms of norm-scaling on the left-hand side, recall (4.2.2).

Theorem 4.3.2. Let Assumptions 4.3.1 hold. Let A, be a compact set in
A. Let vy(a) = LyoLi_qy---0oLyoP(a) with P and each L as defined in
Definition 1.3.1. Similarly, let v} (a) == L)Y o LY, - - - oL} o P(a) where LY v =

o;(WuY + KNv; 4 b;) for K defined in (4.3.1) for each 0 < j < t. Then

1 N -5
sup WH%(G) — vy (@)l 2 (nepey £ CNT7, (4.3.2)
where the constant C depends on B, M, d, s,t, and A.. O

The proof and exact form of the constant C' in the above theorem are detailed

in Appendix C.5.

We can also state the following variant of Theorem 4.3.2, which shows that
the same convergence rate is obtained at the continuous level, when v} (z,,) is

replaced by a trigonometric polynomial interpolant:

Theorem 4.3.3. Let pY(z) = 3 cqvye DFT(0]Y) (k)e™*) denote the inter-
polating trigonometric polynomial of {v}¥ (#n) bnernye- Let the assumptions of
Theorem 4.3.2 hold. Then,

sup [|u(a) — i (a)|| g2y < C'NT°. (4.3.3)
acAc
Here, C' depends on B, M,d, s,t, and A. O

Remark 4.3.4. A consequence of Theorem 4.3.3 is that sup,c 4 ||Wrno(a) —
Uo(a)] r2(rey also has a convergence rate of N~* since Q is Lipschitz under
Assumptions 4.3.1. O
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The exact form of the constant C’ may be found in the proof in Appendix
C.6. A key element in the proof of Theorem 4.3.2 is to provide a bound
on the Sobolev norm of the ground truth state ||v| g at each layer. The
following lemma accomplishes this for a single layer. The proof may be found

in Appendix C.4. Under Assumptions 4.3.1, the following bounds hold:

o vl < 00+ BM(L+ [[vrlloc + KV2||ve z2(ra))

o [vii1]s < BeMK®/2(1 + ||vg|loo)*(1 + |vels)

for some constant ¢ dependent on d and s, where oy := max{maxo<;<r 0+(0), 1}.

The result of Theorem 4.3.2 guarantees that the discretization error converges
as grid resolution increases. The algebraic decay rate in a discrete L? norm is
determined by the regularity of the input; this in turn builds on Lemma 4.3
which ensures that the regularity of the state is preserved through each layer
of the FNO.

4.4 Numerical Experiments

In this section we present and discuss results from numerical experiments that
empirically validate the results of Theorem 4.3.2. The L? error at each layer
decreases like N =% where s governs the input regularity and NV is the discretiza-
tion used to perform convolutions in the FNO implementation. For each FNO
model in this section, we use a computation of a discrete FNO on a high
resolution grid as the “ground truth;” this is standard practice in numerical
analysis when the true solution is unobtainable. We compare states at each
layer resulting from inputs of lower resolution with the state resulting from
the ground truth. To obtain evaluations of v, at higher discretizations than
N, the inverse Fourier transform operation is interpolated to additional grid
points using trigonometric polynomial interpolation; Theorem 4.3.3 justifies

this practice.

We perform experiments for inputs of varying regularity by generating Gaus-
sian random field (GRF) inputs with prescribed smoothness H*~ for s €
{0.5,1,1.5,2}. The GRF inputs are discretized for values of

N € {32,64,128,256,512,1024, 2048} and d = 2. Grid size 2048 is used as the

ground truth, and the relative error at layer ¢ for v, compared with the truth
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v;r is computed with

||Ug - W||£2(ne[2048]d)

Relative Error =
va ||e2(ne[2048]d)

Finally, in FNO training, it is common practice to append positional informa-
tion about the domain at each evaluation point in the form of Euclidean grid
points; i.e. (z1,79) € [0,1]? for two dimensions. However, this grid informa-
tion is not periodic, and an alternative is to append periodic grid information;
i.e.(sin(xq), cos(z1), sin(xz), cos(xq)) for two dimensions. In these experiments,
we also compare the error of models with these two different positional encod-

ings.

We first discuss experiments on FNOs with random weights, and then dis-
cuss experiments on trained FNOs. In the random weights experiments, we
present a few interesting experimental findings, namely, using ReLLU activa-
tions or non-periodic position encodings negatively affects the discretization
error decay as the theory predicts. In the trained network experiments, we
explore the example of learning a gradient map to show that the model cannot
learn a map with less regularity than the model allows. Finally, we propose
an application of discretization subsampling to speed up operator learning

training by leveraging adaptive grid sizes.

Experiments with random weights

In this subsection, we consider FNOs with random weights and study their
discretization error and model stability with respect to perturbations of the
inputs. All models are defined in spatial dimension d = 2, with K = 12 modes

in each dimension, a width of 64, and 5 layers.

The default model has randomly initialized iid U (_\/_1(17’ \/Ldit) weights (uni-
formly distributed) for the affine and bias terms, where d; is the layer width,
and iid U(0, %) spectral weights. Initializing the weights this way is the stan-
dard default for FNO. This model uses the GeLU activation function standard
in FNO. Next we examine the use of ReLLU activation instead of GeLU. Finally,

we investigate non-periodic positional encoding.

Discretization error for random weights models The relative error of
the state at each layer versus the discretization for inputs of varying regularity

may be seen for the default model, the ReLLU model, and the non-periodic
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Figure 4.1: Relative error versus N and s for an FNO with default weight
initialization.

position encoding model in Figures 4.1,4.2, and 4.3 respectively. In these
figures, from left to right, s € {0.5,1,1.5,2} where vy € H*~. The uncertainty

shading indicates two standard deviations from the mean over five inputs to

the FNO.

As can be seen in Figure 4.1 for the model with the default weight initialization,
the empirical behavior of the error matches the behavior expected from Theo-
rem 4.3.2. One question that arises from Figure 4.1 is why the error decreases
as the number of layers increases; this is an effect of the magnitude of the
weights. When the model weights are multiplied by 10, then the error begins
to increase with the number of layers. A figure illustrating this phenomenon
may be found in Appendix C.7, where additional weight initializations are

explored as well.
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Figure 4.2: Relative error versus N and s for a default FNO with a ReLLU
activation.

The results shown in Figure 4.2 justify the use of the GeL.U activation func-
tion, which belongs to C*°, over the ReLLU activation function, which is only
Lipschitz. The figure shows that the benefit of having sufficiently smooth in-
puts is negated by the ReLU activation: the error decay is limited. Note that
this effect does not occur for the first layer since at that point ReLLU has been
applied once, and the Fourier transform is not applied to the output of an
activation function until the second layer. Additionally, we do not observe the

effect of ReLLU until the input has regularity greater than s = 1.5 since the
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ReLU activation function has regularity of s = 1.5

A similar effect to the ReLU model occurs when non-periodic positional en-
coding information is appended to the input, as is standard in practical FNO
usage; see Figure 4.3. Since this grid data has a jump discontinuity across the
boundary of [0,1]%, it has regularity of s = 0.5, so the convergence rate never
achieves N~!. These results suggest caution when using positional encoding
information with smooth input data; periodic positional encodings may be
preferred.
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Figure 4.3: Relative error versus N and s for a default FNO with non-periodic
position encoding appended to the input.

Experiments with trained networks

In this subsection, we consider two different maps and train FNOs on data
from each map. The first map is a PDE solution map in two dimensions
whose solution is at least as regular as the input function. The second map
is a simple gradient, but in this setting the output data of the gradient is
naturally less regular by one Sobolev smoothness exponent than that of the
input function. In both experiments, periodic positional encoding information

is appended to the inputs.

Input Input Predicted Output

(a) Data for the PDE Solution FNO. (b) Data for the Gradient FNO.

Figure 4.4: Visualization of the input and output data for the trained model
examples.
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Figure 4.5: Error versus discretization for inputs of varving regularity for the
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Figure 4.6: Error versus discretization for inputs of varying regularity for the
FNO trained on data corresponding to a gradient map.

Example 1: PDE solution model In this example, we train an FNO to

approximate the solution map of the following PDE:
V- (VxA) =V A, yeT? (4.4.1)

X is 1 — periodic, /TFZ x dy = 0. (4.4.2)

Here, the input A : T? — R?*? is symmetric positive definite at every point in
the domain T? and is bounded and coercive. For the output data we take the
first component of y : T? — R2. In our experiments the model is trained to

< 5% relative L? test error. A visualization of the data is in Figure 4.4a.

The error versus discretization analysis can be seen in Figure 4.5. The error
decreases slightly faster than predicted by the theory; a potential explanation
is that the trained model itself has a smoothing effect that is not exploited in

our analysis.

Example 2: gradient map In the final example, we train an FNO to

approximate a simple gradient map u — Vu.

The training data consists of iid Gaussian random field inputs with regularity
s = 2. Since a gradient reduces regularity, we expect the model outputs
to approximate functions with regularity s = 1, which is at odds with the

smoothness-preserving properties of the FNO described by theory.
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The error versus discretization for inputs of various smoothness is shown in
Figure 4.6. The error decreases according the the smoothness of the input
despite the smoothness-decreasing properties of the data. Indeed, the model
does produce more regular predicted outputs than the true gradient, as can be
seen in Figure 4.4b where the predicted output is visibly smoother than the

true output.

Speeding Up Training via Adaptive Subsampling

The fact that the FNO architecture and its 017 — Original

Subsampling

. X X 0.150
parametrization are independent of the numer-
L0

ical discretization allows for increased flexibility. o100
£0.075

Specifically, it is possible to adaptively choose an

0.050

optimal discretization for a given objective. Fur- o0

0.000
thermore, the error decomposition (4.1.1) invites 0 e

an exploitation to optimize computational train- Figure 4.7: Adaptive grid

ing time. refinement leads to greater

The basic idea of the proposed approach is that, training efficiency.

during training, it is not necessary to compute

model outputs to a numerical accuracy that is substantially better than the
model discrepancy. This suggests an adaptive choice of the numerical dis-
cretization, where we employ a coarser grid during the early phase of training
and refine the grid in later stages. In practice, we realize this idea by introduc-
ing a subsampling scheduler. The subsampling scheduler tracks a validation
error on held out data and adaptively changes the numerical resolution via
suitable subsampling of the training data. Starting from a coarse resolution,

we iteratively double the grid size once the validation error plateaus.

We train FNO for the elliptic PDE (4.4.1) with and without the subsam-
pling scheduler; details are contained in Appendix C.9. Compared to training
without subsampling, training with a subsampling scheduler requires the same
number of forward and backward passes over the network for the training and
test set, plus an additional overhead due to the validation set. Since we are
mainly interested in the training time, our choice of adding validation sam-
ples, rather than performing a training/validation split of the original training
samples, ensures that computational timings are not skewed in favor of sub-

sampling. Over the course of training, we iterate through the following grid
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sizes: 32x32, 64x64, and 128x128. Our criterion for a plateau is that the vali-
dation error has not improved for 40 training epochs. The results of training
with and without subsampling scheduler for the PDE solution model (4.4.1)
are shown in Figure 4.7. We observe that training time can be substantially
reduced with subsampling. This points to the potential benefits of developing

adaptive numerical methods for model evaluation within operator learning.

4.5 Conclusions

In this chapter, we analyze the discretization error that results from imple-
mentation of Fourier Neural Operators (FNOs). We bound the L? norm of
the error in Theorem 4.3.2, proving an upper bound that decreases asymp-
totically as N™°, where N is the discretization in each dimension, and s is
the input regularity. We show empirically that FNOs with random weights
chosen as the default FNO weights for training behave almost exactly as the
theory predicts. Furthermore, our theory and experiments justify the use of
the GeLU activation function in FNO over ReLLU, as the former preserves reg-
ularity. Additional analyses on trained models show that the error behaves less
predictably in relation to our theory in the low-discretization regime. Finally,
we use the decomposition of model error and discretization error to propose
an adaptive subsampling algorithm for decreasing training time with operator
learning. As FNOs become a more common tool in scientific machine learning,
understanding the various sources of error is critical. By bounding FNO dis-
cretization error and demonstrating its behavior in numerical experiments, we
understand its effect on learning and the potential to minimize computational

costs by an adaptive choice of numerical resolution.
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Chapter &

AN OPERATOR LEARNING PERSPECTIVE ON
PARAMETER-TO-OBSERVABLE MAPS

This chapter is adapted from the following publication:

[1] Daniel Zhengyu Huang, Nicholas H. Nelsen, and Margaret Trautner.

)

“An operator learning perspective on parameter-to-observable maps”.
In: Foundations of Data Science 7.1 (2025), pp. 163-225. DOT:

Computationally efficient surrogates for parametrized physical models play
a crucial role in science and engineering. Operator learning provides data-
driven surrogates that map between function spaces. However, instead of
full-field measurements, often the available data are only finite-dimensional
parametrizations of model inputs or finite observables of model outputs. Build-
ing on Fourier Neural Operators, this chapter introduces the Fourier Neu-
ral Mappings (FNMs) framework that is able to accommodate such finite-
dimensional vector inputs or outputs. The chapter develops universal ap-
proximation theorems for the method. Moreover, in many applications the
underlying parameter-to-observable (PtO) map is defined implicitly through
an infinite-dimensional operator, such as the solution operator of a partial dif-
ferential equation. A natural question is whether it is more data-efficient to
learn the PtO map end-to-end or first learn the solution operator and subse-
quently compute the observable from the full-field solution. We explore this
question numerically using the FNM framework via three nonlinear PtO maps
and demonstrate the benefits of the operator learning perspective that this

chapter adopts.

5.1 Introduction

Operator learning has emerged as a methodology that enables the machine
learning of maps between spaces of functions. Many surrogate modeling tasks
in areas such as uncertainty quantification, inverse problems, and design opti-
mization involve a map between function spaces, such as the solution operator

of a partial differential equation (PDE). However, the primary quantities of
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Figure 5.1: Illustration of the factorization of an underlying PtO map into
a Qol and an operator between function spaces. Also shown are the four
variants of input and output representations considered in this work. Here, U
is an input function space and ) is an intermediate function space.

interest (Qol) in these tasks are usually just a finite number of design parame-
ters or output observables. This may be because full-field data, such as initial
conditions, boundary conditions, and solutions of PDEs, are not accessible
from measurements or are too expensive to acquire. The prevailing approach
then involves emulating the parameter-to-observable (PtO) map instead of the
underlying solution map between function spaces. Yet, it is natural to wonder
if the success of operator learning in the function-to-function setting can be
brought to bear in this more realistic setting where inputs or outputs may nec-
essarily be finite-dimensional vectors. To this end, the present chapter intro-
duces Fourier Neural Mappings (FNMs) as a way to extend operator learning
architectures such as the Fourier Neural Operator (FNO) to finite-dimensional
input and output spaces in a manner compatible with the underlying opera-
tor between infinite-dimensional spaces. The admissible types of FNM models

considered in this work are visualized in Figure 5.1.

Nevertheless, it is possible to accommodate finite-dimensional inputs or out-
puts through other means. For instance, one could lift a finite-dimensional
input vector to a function by expanding in predetermined basis functions, ap-
ply traditional operator learning architectures to the full-field function space
data, and then directly compute a known finite-dimensional Qol from the out-
put function. In contrast, the end-to-end FNM approach in this work is fully
data-driven and operates directly on finite-dimensional vector data without the
need for pre- and postprocessing. A natural question is whether one of these
two approaches achieves better accuracy than the other when the goal is to

predict certain Qols. In this chapter, we address this important question from
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a numerical perspective. The theoretical perspective is addressed in [21], in
the simplified setting of Bayesian linear functionals. Indeed, it has been empir-
ically observed in various nonlinear problems ranging from electronic structure
calculations [109] to metamaterial design [110] that data-driven methods that
predict the full-field response of a system are superior to end-to-end approaches

for the same downstream tasks or Qols.

Throughout the chapter, we refer to learning a function-valued map as full-
field learning. Given such a learned map, various known Qols may be directly
computed from the output of the map. On the other hand, we refer to the
direct estimation of the map from an input to the observed Qol as end-to-end
learning. This terminology distinguishes between output spaces. When either
the input or output is a finite vector and the other is infinite-dimensional,
we label the learning approach as “vector-to-function” (V2F) or “function-to-
vector” (F2V), respectively, to avoid ambiguity. The abbreviations V2V and

F2F for “vector-to-vector” and “function-to-function” are analogous.

Contributions

In this chapter, we make the following contributions.

(C1) We introduce FNMs as a function space architecture that is able to

accommodate finite-dimensional vector inputs, outputs, or both.
(C2) We prove universal approximation theorems for FNMs.

(C3) We perform numerical experiments with FNMs in three different ex-
amples — an advection—diffusion equation, flow over an airfoil, and an
elliptic homogenization problem — that show empirical evidence that

the theoretical linear insight from [21] remain valid for nonlinear maps.

Related work

Several works have established neural operators as a viable tool for scientific
machine learning. The general neural operator formalism is described in [52]
and contains several subclasses including DeepONet [23], graph neural oper-
ator [111, 112], and FNO [19]. These architectures allow for function data
evaluated at different grid points or resolutions to all be used with the same
model. In particular, the FNO is primarily parametrized in Fourier space.

It exploits the fact that the Fourier basis spans L? and uses the efficient Fast
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Fourier Transform (FFT) algorithm for computations. The idea of parametriz-
ing operators in Fourier space is explored in earlier works as well [69, |.
The FNO has been shown to be applicable both to domains other than the

torus and to nonuniform meshes [114, 115]. These neural operators have been
used in various areas of application, including climate modeling [110], fracture
mechanics [117], and catheter design [97]. In several of these applications,

neural operators have been implemented with finite-dimensional vector inputs
or outputs by using constant functions as substitutes for finite vectors, which
is theoretically justified by statements of universal approximation [56], or by
using other hand-designed maps. However, learning a constant function as
a representation for a constant is unnatural and computationally wasteful; it
is desirable to substitute a more suitable architecture. The present chapter
develops FNMs that extend neural operators to this important setting while

retaining desirable universal approximation properties.

The theory of scientific machine learning falls broadly into three tiers. In
the first tier, universal approximation results [118, 1, , | use classical
approximation theory to guarantee that the architecture is capable of repre-
senting maps from within a class of interest to any desired accuracy. Some
of the proofs of these results contain constructive arguments, but the corre-
sponding architectures are usually not as empirically effective as those that
solely come with existence results. Examples of constructive arguments for
operator approximation are contained in [100], which constructs ReLU neural
networks, and [121], which uses randomized numerical linear algebra to sketch
Green’s functions for linear elliptic PDEs. Each of these works also comes
equipped with convergence rates with respect to model size and data size, re-
spectively; these rates form the second tier of operator learning theory. Many
papers in this tier prove bounds on the required model size, i.e., parameter
complexity [122, 89, 20, , , , , |. Some are able to obtain
sample complexity bounds, although most results are restricted to linear or
kernelized settings 128, , , , , , , , 136]. The third tier
of theory describes the likelihood of actually obtaining an accurate approxi-
mation through optimization. While some results along these lines exist for
linear models, linear maps, and constructive operators 131, , |, they are
absent for the class of neural operators optimized through variants of stochas-
tic gradient descent (SGD). This is the class that has proven empirically most

effective in applications thus far and is the class used in this work.
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Recent work proposes and analyzes a kernelized deep learning method for non-
linear functionals [139]. The idea of such neural functionals, a subclass of the
FNMs proposed in this work, is not new. One appearance is in the context of
a function space discriminator for generative adversarial networks [110]. How-
ever, that work uses only a single bounded linear functional that is appended
to the output of a FNO and is parametrized by a standard neural network.
This is a special case of our FNMs for F2V maps. Another paper that shares
similar ideas to ours is [I11]. There, the authors also formulate a V2V neural
network approach that maps through a latent 1D function space. However,
their encoder and decoder maps are prescribed by hand-picked basis functions,

while for FNMs the encoder and decoder maps are learned from data.

In this work, three potential applications are highlighted. The first applica-
tion is an advection—diffusion model where the input is a velocity field and
the output is the state at a fixed future time. This problem is considered a
benchmark for scientific machine learning [112]. Some theoretical approxima-
tion rates for it have been developed for DeepONet in the F2F setting [122].
The second application centers on the compressible flow over an airfoil, i.e., a
wing cross section. This experiment is explored for FNO in [114] and used as a
shape optimization example in the F2F setting for DeepONet in [113] and for
reduced basis networks in [111]. Several other related works devise V2V-based
neural network approaches and novel training strategies for this aerodynamics
problem [115, , , |. The third application involves learning the ho-
mogenized elasticity coefficient for a multiscale elliptic PDE. This example is
explored in detail for FNO in [56] and for other constitutive laws in [29]. For
the Darcy flow — or scalar coefficient — setting of this equation, other work
adopts the F2F setting to efficiently compute Qols [119]. For each of these
applications, we compare the generalization error performance of all four F2F,
F2V, V2F, and V2V variants of FNMs as well as standard fully-connected

neural networks.

Outline

The remainder of this chapter is organized as follows. We define the archi-
tecture of FNMs as a slight adjustment of FNOs in Section 5.2 (Contribu-
tion (C1)) and confirm that FNMs retain desirable properties of FNOs such
as universal approximation in Section 5.3 (Contribution (C2)). Section 5.5

provides numerical experiments that compare end-to-end and full-field learn-
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ing with FNMs with both finite- and infinite-dimensional input space rep-
resentations for predicting Qols in several nonlinear PDE problems (Contri-
bution (C3)). Concluding remarks are given in Section 5.6. All proofs are

provided in Appendix D.1.

5.2 Neural mappings for finite-dimensional vector data
In this section, we recall the FNO architecture (Subsection 5.2) and describe
modifications of it to form FNMs (Subsection 5.2).

A review of neural operators

Let U = U(D;R%) and Y = Y(D;R%) be Banach function spaces over Eu-
clidean domain D C R?. Finite-dimensional fully-connected neural networks
are repeated compositions of affine mappings alternating with pointwise non-
linearities. To extend this framework to the infinite-dimensional function space

setting, depth T neural operators from U to ) take the form
NO(y) = (Qo Lro Ly o0 L oS)(u) forall ueld, (52.1)

where S is a pointwise-defined local lifting operator, Q is a pointwise-defined
local projection operator, and for each t € [T, the layer %;: B,y — B, is a
nonlinear map between appropriate Banach function spaces B;_1(D;R%-1) C
L*(D;R%-1) and B;(D;R%) C L*(D;R¥). The map .% is the composition of
a local (and usually nonlinear) operator with a nonlocal affine kernel integral

operator [52].

The FNO is a specific instance of the class of neural operators (5.2.1). Let D =
T?. Then for FNO, the form of the layer .%;: B;_;(T% R%-1) — B,(T?% R¥) is
given by v — % (v), where for any = € T%, it holds that

(Z(v)(2) = o (Wyw(z) + (Kw)(z) + bi(2)) . (5.2.2)

In (5.2.2), W, € R#*d-1 ig a weight matrix, b;: T¢ — R% is a bias function,
and K, is a convolution operator given, for v: T¢ — R%-! and any x € T¢, by

the expression

(Kw)(x) = {Z (2(Pt(k))4j(¢kaUj>L2<Td;<C>)¢k(fﬁ)} eR™. (523)

kezd \j=1 0€(dy]

2mi(k, - )

In the preceding display, the ¢, = e rd are the complex Fourier basis

elements of L?(T¢; C) and Pt(k) € C¥>di=1 are the learnable parameters of the
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integral operator K; for each k € Z?. The functions o;: R — R are nonlinear
activations that act pointwise when applied to vectors. Additional details of
more general versions and computational implementations of the FNO may be

found in [20, 52, 114].

Though the internal FNO layers {.%,} in (5.2.2) and (5.2.3) are defined on the
periodic domain T¢, it is possible to apply the FNO to other d-dimensional
domains D # T? Define Banach spaces Bi,(D;R%) and B,y (D;RT) and
introduce an operator £: By, — By. Then, replace S in (5.2.1) with £ o S.
Similarly, let R: By — Bgy be an operator that maps back to functions on the
desired domain D and replace Q in (5.2.1) with Q@ o R. These modifications
to the lifting and projecting components yield the final FNO architecture

VINO) — Qo Ro Lo Py 100 L o0E0S. (5.2.4)

In practice, the map & is usually represented by zero padding the input domain

and R by restricting to the output domain of interest.

The neural mappings framework

The neural operator architecture described in Section 5.2 only accepts inputs,
outputs, and intermediate states that are elements of function spaces. Finite-
dimensional vector inputs, outputs, and states are not directly compatible
with neural operators. We propose neural mappings, which lift this restriction
through two fundamental building blocks. The first, linear functional layers,
map from function space to finite dimensions. The second, linear decoder
layers, map from finite dimensions to function space. We combine these two
building blocks with standard iterative neural operator layers to form several

classes of nonlinear and function space consistent architectures.

Instating the neural operator notation from Section 5.2, we define a linear
functional layer 94 : Br_; — R and a linear decoder layer 2: R% — B, to

be maps of the form

hw— 9h = / k(z)h(z)dr, where r:D — R¥T>4T-1 " and
D (5.2.5)

2> P2 =k(-)z, where k:D — RU*d

respectively. The linear functional layer ¢4 takes a vector-valued function h
and integrates it against a fixed matrix-valued function x to produce a finite

vector output. In duality to ¢, the linear decoder layer & takes as input a
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finite vector z and multiplies it by a fixed matrix-valued function x to produce
an output function. The functions k are the sole learnable parameters of these

two layers.

Although ¢ and 2 may be incorporated into general neural operators (5.2.1),
we will specialize our method to the FNO. In anticipation of this periodic
setting, we view ¢ as a Fourier linear functional layer by replacing D in (5.2.5)

by the torus T¢ and using Fourier series to expand ¢ as

dr_1
hs Gh = {Z (Z P (., hj>L2(Td;Q> } e R, (5.2.6)
EE[dT}

kezd \ j=1

where we recall that {1} is the Fourier basis of L?(T¢;C). In (5.2.6), the
entries of the matrices { P*)} € Cdr*4r-1 correspond to the Fourier coefficients
of the function x in (5.2.5). The calculation leading to the convergent series
formula (5.2.6) uses Parseval’s theorem to equate the L? (5.2.5) and ¢? (5.2.6)
inner products. Similar calculations show that, on the torus T¢, the map &

takes the form

kezd

2 Pz = {Z (P(k)z)jd)k} . where PW® ¢ Cdrxdo (5.2.7)
Jj€ldi]

Just like for the FNO kernel integral layers (5.2.3), the expressions (5.2.6) and

(5.2.7) are efficiently implemented and learned in Fourier space.

We are now in a position to define the general FNMs architecture.
Definition 5.2.1 (Fourier Neural Mappings). Let Q: R — R% and S: R%™ —

R% be finite-dimensional maps. For {4} defined as in (5.2.4) and 4 and 2
defined as in (5.2.6) and (5.2.7), let

YENM) - — QoG o Py 100 %o0PDoS (5.2.8)

be the base level map. The Fourier Neural Mappings architecture is composed

of the following four main models that are obtained by modifying the base map:
(M-V2V) vector-to-vector (V2V): WFNM) i (5.2.8) as written, thus mapping fi-
nite vector inputs to finite vector outputs;

(M-V2F) vector-to-function (V2F): WFNM) with operator ¢ in (5.2.8) replaced by
R o Zr, where R and Zr are as in (5.2.4) and (5.2.2), respectively,
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and @ in (5.2.8) now viewed as a pointwise-defined operator acting

on vector-valued functions;

(M-F2V) function-to-vector (F2V): WINM) with operator 2 in (5.2.8) replaced
by 21 o0&, where £ and £ are as in (5.2.2) and (5.2.4), respectively,
and S in (5.2.8) now viewed as a pointwise-defined operator acting

on vector-valued functions;

(M-F2F) function-to-function (F2F): WFNM) with modifications (M-V2F) and
(M-F2V), thus the resulting architecture is the standard FNO
YENO) (5.2.4) .1

O

When the (M-F2V) FNM is of primary interest, we sometimes call this archi-
tecture Fourier Neural Functionals. Similarly, we may also call the (M-V2F)
FNM a Fourier Neural Decoder.

5.3 Universal approximation theory for Fourier Neural Mappings

In this section, we establish universal approximation theorems for FNMs; this
is a confirmation that the architectures maintain this desirable property of
neural operators. The results are stated for the cases of the F2V and V2F
architectures; the case of V2V trivially follows. Similar results also hold for
general neural mappings by invoking the appropriate universal approximation
theorems for general neural operators from [20, Section 9.3] and for the topol-
ogy induced by Lebesgue—Bochner norms, i.e., average error with respect to a
probability measure supported on the input space. For more details regarding
these extensions, see |52, Theorems 11-14, Section 9.3, pp. 55-57| and |20, pp.
12-14 and Theorem 18|. Our proofs, which are collected in Appendix D.1, use
arguments based on constant functions that are similar to those used to prove

universal approximation theorems at the level of operators.

The approximation theory in this section relies on the following assumption.

Assumption 5.3.1 (activation function). All nonlinear layers {<%}1, from

(5.2.2) have the same non-polynomial and globally Lipschitz activation func-
tion o € C*(R; R). O

'Notice that yet another function-to-function FNM architecture is possible by exchang-
ing the roles of 4 and 2 in (5.2.8); this is a nonlinear Fourier neural autoencoder.
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We note that in practice, the final Fourier layer activation function is often
set to be the identity. Moreover, the bias functions b; in .Z; are typically
chosen to be constant functions. The universal approximation theory does not
distinguish these differences. Additionally, to align with the existing theory

developed in [20], our existence proofs rely on a reduction to the setting that

(i) the channel dimension d; is constant across all layers, say d; = d, € N
for all ¢t € [T, and

(7) the maps S and @ in (5.2.8) are linear and act pointwise on functions.

These conditions are certainly special cases of nonconstant channel dimension
and nonlinear lifting and projection maps, respectively. Hence, the forthcom-
ing universality properties still hold for more sophisticated architectures that
deviate from conditions (i) and (4i), such as those used in Section 5.5 in this

work.

Our first result delivers a universal approximation result for Fourier Neural

Functionals, i.e., the F2V setting. Appendix D.1 contains the proof.

Theorem 5.3.2 (universal approximation: function-to-vector mappings). Let
s > 0, D C R? be an open Lipschitz domain such that D C (0,1)%, and
U = H(D;R¥*). Let U': Yf — R% be a continuous mapping. Let K C U
be compact in &/. Under Assumption 5.3.1, for any ¢ > 0, there exist Fourier
Neural Functionals U: ¢ — R% of the form (5.2.8) with modification (M-F2V)
such that

sup || W' (u) — ¥(u)||ga, <. (5.3.1)

ueK

O

The approximation theorem for the Fourier Neural Decoder, i.e., the V2F case,

is analogous.

Theorem 5.3.3 (universal approximation: vector-to-function mappings). Let
t > 0, D C R? be an open Lipschitz domain such that D c (0,1)%, and
Y = HY(D;R%). Let UT: R% — ) be a continuous mapping. Let Z C R

be compact. Under Assumption 5.3.1, for any € > 0, there exists a Fourier
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Neural Decoder W: R% — Y of the form (5.2.8) with modification (M-V2F)
such that

SupH\I/T(z) — \I/(Z)Hy <e. (5.3.2)
z€Z
O

The proof may also be found in Appendix D.1. While perhaps not surpris-
ing, the results in Theorems 5.3.2 and 5.3.3 nonetheless show that the pro-
posed FNM architectures are sensible for the tasks of approximating continu-

ous function-to-vector or vector-to-function mappings.

5.4 Summary of Linear Functional Regression Theory

In this section, we give an informal summmary of the theoretical findings of the
paper this chapter is based on ([21]) on data efficiency of learning parameter-
to-observable maps in the setting of Bayesian nonparametric linear functional
regression. In the analysis, the input space is always infinite dimensional, and
the comparison is done between learning a function-valued output (full-field
learning) and learning a finite vector-valued output (end-to-end learning). Let
H be an infinite-dimensional real separable Hilbert space and consider the
linear functional map fI = ¢' o LT : H — R for linear functional fT, the
quantity of interest (Qol) map and self-adjoint linear operator LT, the forward
map. The theory compares error convergence rates in terms of the number of
data when obtaining a Bayesian posterior estimator of fT (end-to-end learning)
versus for LT (full-field learning). The question at hand is whether it is more
data efficient to learn an estimator of fT directly or to learn an estimator of

LT and then apply a known Qol map ¢.

The result in a simplified setting is visualized in Figure 5.2. The convergence
rate exponent describes how the upper bound on expected error behaves with
respect to the number of data samples N; for an exponent of —1, the upper
bound on the expected error of the estimator behaves like < N1, The smooth-
ness of the problem is governed by the eigenvalue decay of operator LT and
the covariance operator of the input data distribution. This figure shows that
for more regular Qol maps ¢f, full-field learning has a better convergence rate
exponent than end-to-end learning. The situation is reversed for less regular
Qol maps. The crossover point where both approaches have the same bound

on their convergence rates occurs for a Qol regularity exponent of r = —%;
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Figure 5.2: End-to-end vs. full-field convergence rate exponents as a function
of Qol regularity exponent r. Larger exponents imply faster convergence rates.
As the curves gets lighter, the smoothness of the problem increases. The
vertical dashed line corresponds to r = —1/2, which is the transition point
where end-to-end learning and full-field learning have the same rate.

this corresponds to the regularity of point evaluation. While these results give
some intuition, we note that they are developed for the linear setting and only
describe upper bounds on the expected error. We refer to [21] for the precise
statements and proofs, but we reference the intuition summarized here in the

following section containing numerical experiments.

5.5 Numerical experiments

We now perform numerical experiments with the proposed FNM architectures.
These experiments have two main purposes. The first is to numerically imple-
ment and compare the various FNM models on several PtO maps of practical
interest; the second is to qualitatively validate the theory described in 5.4 for
such maps. We focus on nontrivial nonlinear problems with finite-dimensional
observables that define the Qol maps. Although our linear theory from Sec-
tion 5.4 does not apply to such nonlinear problems, we still observe qualitative
validation of the main implications of the linear analysis. That is, for smooth
enough Qols, full-field learning is at least as data-efficient as end-to-end learn-
ing. Unlike the theory, however, our numerical results distinguish the two

approaches only by constant factors and not by the actual convergence rates.

The continuum FNM architectures from Section 5.2 are implemented numeri-
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cally by replacing all forward and inverse Fourier series calculations with their
Discrete Fourier Transform counterparts. This enables fast summation of the
series (5.2.3), (5.2.6), and (5.2.7) with the FFT. The inner products in these
formulas are also computed with the FFT. In particular, the FFT performs
Fourier space operations in the set {k € Z%: ||k|[s(qzy < K} rather than
over all k € Z%. 2 The error that is produced by this approximation is an-
alyzed in Chapter 4. In this case, we say that the FNM architecture has K
modes. This is analogous to the mode truncation used in standard FNO layers
(see, e.g., [19]). Additionally, since we work with real vector-valued functions,
conjugate symmetry of the Fourier coefficients may be exploited to write the
Fourier linear functional (5.2.6) and decoder (5.2.7) layers only in terms of the
real part of the coefficients appearing in the summands. We also make a minor
modification to the F2V and V2V FNMs. Since the discrete implementation
of 4 in (5.2.6) requires discarding the higher frequencies in the input function,
we define an auxiliary map # : h — [, NN(h(z))dz that makes use of all
frequencies. Here NN( - ) is a one hidden layer fully-connected neural network

(NN). Then we replace ¢ in Definition 5.2.1 by the concatenated operator
(G, 7)".

Given a dataset of input—output pairs {(u,, ¥,)}_;, we train a FNM U, tak-
ing one of the forms given in Definition 5.2.1 (with the modifications from
the preceding discussion) in a supervised manner by minimizing the average

relative error

n \Ij n

IIanI

or the average absolute squared error

~ leyn — Wy (u,)|? (5.5.2)

over the FNM’s tunable parameters 6 using mini-batch SGD with the ADAM
optimizer. The choice of the loss function is dependent on the underlying
problem. Moreover, the norm in the preceding displays are inferred from the
space that the 7y, takes values in (i.e., finite-dimensional vector or infinite-
dimensional function output spaces). To avoid numerical instability in our

actual computations, we add 107° to the denominator of the ratio in (5.5.1).

2In all numerical experiments to follow, d =1 or d = 2.
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Remark 5.5.1 (data discretization error). In addition to the discretization
error introduced by the discrete and implementable realizations of the contin-
uum FNM architectures [150], there is another source of discretization error
due to our choice of data generation procedure. Specifically, the training and
test data in this section are generated from numerical solvers that discretely
approximate an underlying continuum operator at a fixed resolution. The
weights of the resulting trained FNMs have a complicated dependence on this
discretization error. Although simpler operator learning architectures are sta-
ble to such errors [131, Example 3.9, pp. 5-6], no such results exist yet for
neural operators. Furthermore, in line with most of the literature, the empir-
ical convergence results that we numerically report in this section are for the
test error with respect to the discretized operator or PtO map. Thus, there is
an implicit assumption that this discretized operator is sufficiently resolved so
that the computable but discrete test error is an accurate surrogate for the true
but inaccessible test error with respect to the continuum operator. Alternative

data acquisition strategies may mitigate these effects to some extent [151]. ¢

The numerical experiments are organized as follows. In Subsection 5.5, we
extract the first four polynomial moments from the solution of a velocity-
parametrized 2D advection—diffusion equation. Next, Subsection 5.5 considers
the flow over an airfoil modeled by the steady compressible Euler equation.
The PtO map sends the shape of the airfoil to the resultant drag and lift force
vector. Last, we study an elliptic homogenization problem parametrized by
material microstructure in Subsection 5.5. Here, the Qol returns the effective

tensor of the material.

Moments of an advection—diffusion model

Our first model problem concerns a canonical advection—diffusion PDE in two
spatial dimensions. This equation often arises in the environmental sciences
and is useful for modeling the spread of passive tracers (e.g., contaminants,
pollutants, aerosols), especially when the driving velocity field is coupled to
another PDE such as the Navier-Stokes equation. Our setup is as follows. Let
D = (0,1)? be the spatial domain and n denote the unit inward normal vector

to D. For a prescribed time-independent velocity field v: D — R?, the state
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¢: D x R.y — R solves
00+ V- (vp) —0.06Ap=¢g in D xRy,
n-Vé=0 on 9D x Rey, (5.5.3)
»=0 on Dx{0}.

The time-independent source term ¢ is a smoothed impulse located at xy =
(0.2,0.5)" and is defined for z € D by

_ D |z — 2ol
o) = s gor )

We associate our input parameter with the velocity field v appearing in (5.5.3).

Our parametrization takes the form

dKL
v=(u,0)", where wu(zy, ) =23+ Z VTj%5€5(1) (5.5.4)
j=1

for all z = (x1,29) € D. Note that u is constant in the vertical x5 direction.
The eigenvalues {7;};en and eigenfunctions {e; },en correspond to the Mercer
decomposition of a kernel obtained by restricting a Matérn covariance function
over R to (0,1) C R. The covariance function has smoothness exponent 1.5
and lengthscale 0.25 [152]. We choose

z; '~ Uniform([—1,1]) for all j € [d].

Thus, up to normalization constants, the velocity field (5.5.4) is the (trun-
cated) KL expansion of a subgaussian stochastic process. We take the input
to either be the full zy-velocity field u: D — R or the i.i.d. realizations

2= (21,..., 24, )" of the random variables that affinely parametrize u.

Define the nonlinear Qol map ¢': L*(D;R) — R* as follows. First, for any
h € L*(D;R), let

mi(h) = /D h(z)dr and 3(h) = ( /D |h(x)—m(h)|2dx)l/2 (5.5.5)

denote the mean and variance of the push-forward of the uniform distribution
on D = (0,1)2 under h, respectively. Then ¢' = (¢, ¢, ¢d, ¢})T is given by
m(h)
5(h)
hi q'(h) = \ \ : (5.5.6)
5(h)72 [, (h(yc) — m(h)) dx

4

=3+ 5(h)~* [,|h(z) —m(h)|" dx
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Figure 5.3: Visualization of the velocity-to-state map for the advection—
diffusion model. Rows denote the dimension of the KL expansion of the ve-
locity profile and columns display representative input and output fields.

Hence, qI is the mean, q; the standard deviation, qg the skewness, and ql the
excess kurtosis. Our goal is to build FNM surrogates for the PtO map that
sends the input representation (either the full velocity field or its finite number
of i.i.d. coefficients) to the Qol values of the state ¢ at final time ¢ = 3/4 (see
Figure 5.3). Therefore, we train FNMs to approximate each of the following

ground truth maps:

\IJTF2F: U= ¢}t:3/4’
Wloy:urr g <¢‘t:3/4) )
\IJI,QF: Z = ¢}t:3/4, and

Wy 2 g <¢‘t:3/4) ‘

The training data is obtained by solving (5.5.3) with a second-order Lagrange
finite element method on a mesh of size 32 x 32 and Euler time step 0.01. For
each dgp, € {2,20,1000}, we generate 10* i.i.d. data pairs for training, 1500
pairs for computing the test error (which is (5.5.1) over the 1500 test pairs
instead of over the N training pairs), and 500 pairs for validation. All FNM
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Figure 5.4: Empirical sample complexity of FNM and NN architectures for the
advection—diffusion PtO map (note that Figure 5.4a has a different vertical
axis range). The shaded regions denote two standard deviations away from
the mean of the test error over five realizations of the random training dataset
indices, batch indices during SGD, and model parameter initializations.

models with 2D spatial input or output functions use 12 modes per dimension
and a channel width of 32. For the V2V-FNM, we use a 1D latent function
space with 12 modes and channel width of 96. We compare all FNM models
to a standard fully-connected NN with 3 layers and constant hidden width
2048. These architecture settings were selected based on a hyperparameter
search over the validation dataset for dky, = 1000 that mimics the parameter
complexity experiments in [56, 94]. The models are trained on the relative
loss (5.5.1) for 500 epochs in L? output space norm for functions and Euclidean
norm for vectors. The optimizer settings include a minibatch size of 20, weight
decay of 107*, and an initial learning rate of 10~ which is halved every 100
epochs. We train 5 i.i.d. realizations of the models for various values of N and

dky, and report the results in Figure 5.4.

Figure 5.4 reveals several interesting trends. In general, training models to em-
ulate the advection—diffusion PtO map with finite-dimensional vectors as input
is more difficult than adopting function space input variants of the problem.
The difficulty is further exacerbated as the dimension of the input vector (here,
dk1,) increases. We hypothesis that this gap in performance would reduce if
the vector input models received the weighted KL coefficients {,/7;z;} as in-
put instead of the 1.i.d. sequence {z;}. This way the model would have access
to decay information and hence an ordering of the coefficients. The standard
finite-dimensional NN performs poorly across all KL expansion dimensions.

The training of the NN is also quite erratic, as evidenced by the large green
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shaded regions indicating large variance over multiple training runs. The out-
put space seems to play less of a role than the input space. Indeed, the F2F and
F2V FNMs with function space inputs generally achieve the lowest test error
regardless of N and dkp,. The full-field F2F method slightly outperforms the
end-to-end F2V method by a small constant factor (except for when dy;, = 2).
Since ¢! is a smoothing Qol due to its integral definition, this observation
aligns with the theoretical insights from Section 5.4. The fast convergence of
some of the FNM models, especially for the low-dimensional cases dkr, = 2
and dkp, = 20, could potentially be explained by the lack of noise in the data,
the smoothness of the Qols, and the nonconvexity of the training procedure.
When dg;, = 1000, the problem is essentially infinite-dimensional. The func-
tion space input FNMs (F2F and F2V) exhibit a nonparametric decay of test

error as expected.

Aerodynamic force exerted on an airfoil
Consider the following steady compressible Euler equation applied to an airfoil

problem (see Figure 5.5), as introduced in |1 14]:

V- (pv) =0,
V- (pvv" +pldge) =0, (5.5.7)
V- ((E+pp)=0.

Here p is the fluid density, v is the velocity vector, p is the pressure, and F
is the total energy. Equation (5.5.7) is equipped with the following far-field
boundary conditions: ps = 1, pee = 1, My, = 0.8, and AoA = 0, where M,
is the Mach number and AoA is the angle of attack. This setup indicates that
the flow condition is in the transonic regime. Additionally, the no-penetration
condition v - n = 0 is imposed at the airfoil, where n represents the inward-

pointing normal vector to the airfoil. Additional mathematical details about
Y Y ]'

In this context, we are interested in solving the aforementioned 2D Euler

the setup may be found in [115,

equation to predict the drag and lift performance of different airfoil shapes.
Building fast yet accurate surrogates for this task facilities aerodynamic shape
optimization [111, 113] for various design goals, such as maximizing the lift to

drag ratio [114]. The drag and lift Qols, which only depend on the pressure



Figure 5.5: Flow over an airfoil. From left to right: visualization of the cubic
design element and different airfoil configurations, guided by the displacement
field of the control nodes; a close-up view of the C-grid surrounding the airfoil;
the physical domain discretized by the C-grid.

on the airfoil, are given by the force vector

(Drag, Lift)" = yf pnds € R?. (5.5.8)
A

Here A denotes the closed curve defined by the union of the upper and lower
surfaces of the airfoil. Different airfoil shapes are generated following the
design element approach [153] (Figure 5.5). The initial NACA-0012 shape is
embedded into a “cubic” design element featuring 8 control nodes, and the
initial shape is morphed into a different one following the displacement field of
the control nodes of the design element. The displacements of control nodes are
restricted to the vertical direction only. Consequently, the intrinsic dimension
of the input is 7, as displacing all nodes in the vertical direction by a constant

value does not change the shape of the airfoil.

To generate the training data, we used the traditional second-order finite vol-
ume method with the implicit backward Euler time integrator. The process
begins by generating a new airfoil shape. Subsequently, a C-grid mesh [154]
consisting of 221 x 51 quadrilateral elements is created around the airfoil with
adaptation near the airfoil. In total, we generated 2000 training data and 400
test data with the vertical displacements of each control node being sampled
from a uniform distribution Uniform([—0.05, 0.05]).

Next, we will define the operator learning problem (see Figure 5.6). In the 2D
setting, we aim to learn the entire pressure field. Let D, represent the irregular
physical domain parametrized by a, indicating the shape of the airfoil. The
domain D, is discretized by a structured C-grid [151]. We introduce a latent
space D = [0,1]? and the deformation map ¢,: & — x(£) between D and D,.

Here the deformation map has an analytical format and maps the uniform grid
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Figure 5.6: Flow over an airfoil. The 1D (bottom) and 2D (top) latent spaces
are illustrated at the center; the input functions ¢, encoding the irregular
physical domains, are shown on the left; and the output functions p o ¢,
representing the pressure field on the irregular physical domains, are depicted
on the right.

in D to the C-grid in D,. Subsequently, we formulate the operator learning

problem in the latent space as

Ulop: ¢a = PO . (5.5.9)

In this equation, the deformation map ¢, is a function defined in D, and po ¢,
represents the pressure function defined in D. As mentioned previously, both
lift and drag depend solely on the pressure distribution over the airfoil. Hence,
we can alternatively formulate the learning problem in the 1D setting by focus-
ing solely on learning the pressure distribution over the airfoil. We construct a
one-dimensional latent space D = [0, 1] and also denote the deformation map
as ¢q: & — x(§) mapping from D to the shape of the airfoil. The correspond-
ing operator learning problem in this 1D setting has the same form as (5.5.9).
The ground truth maps \11;2\,, \Ifi,QF, and \I!I,QV are defined similarly, mapping
either the deformation function ¢, or the 7-dimensional control node vector
input to the pressure function or the Qol (5.5.8) itself. We use all four variants
of the FNM architectures and a finite-dimensional NN to approximate these

maps from data.

For each sample size N, five i.i.d. realizations of the models are trained on the
relative loss (5.5.1) for 2000 epochs in L? output space norm for functions and
Euclidean norm for vectors. All FNM models use 4 hidden layers, 12 modes

per dimension, and a channel width of 128. We compare these models to a
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Figure 5.7: Flow over an airfoil. Comparative analysis of relative test error
versus data size for the FNM and NN approaches. The shaded regions denote
two standard deviations away from the mean of the test error over five real-
izations of the batch indices during SGD and model parameter initializations.

standard fully-connected NN with four layers and a hidden width of 128. In the
case of FNM models, we observe that learning in the 1D setting consistently
outperforms the 2D setting across all sizes of training data. Therefore, we
only present results for the 1D setting. Moreover, this set of architectural
hyperparameters with a large channel width of 128 in general outperforms

other hyperparameter settings.

Figure 5.7 contains the results and reveals several trends. As the data volume
N increases, all error curves decay at an algebraic rate that is slightly faster
than N~'/2. This may be due to the small sample sizes considered (under
2000 data pairs) or, especially since the training data is noise-free, could be
evidence of a data-driven “superconvergence” effect similar to that observed
for Qol computations in adjoint methods for PDEs [155]. Overall, emulating
PtO maps by training models with finite-dimensional vectors as both input
and output (V2V and NN) is more challenging for this problem than adopting
function space variants (F2F, F2V, V2F). The standard finite-dimensional NN
performs similarly to V2V.

Effective tensor for a multiscale elliptic equation
This example considers an equation that arises in elasticity in computational

solid mechanics and relates the material properties on small scales to the ef-
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Figure 5.8: Diagram showing the homogenization experiment ground truth
maps. The function A is parametrized by a finite vector z. The quantity
of interest A (3.1.3) is computed from both the material function A and the
solution X to the cell problem (3.1.4). Note that both A and X are functions
on the torus T2.

fective property on a larger scale. Formally, we consider the following linear

multiscale elliptic equation on a bounded domain D C R?:
-V -(AVu)=g in D,
u*=0 on 0D.

Here A€ is given by z — A%(x) = A(f) for some A: T? — RQXQH) which is

sym
1-periodic and positive definite. The source term is g. This equ;tion contains
fine-scale dependence through A€, which may be computationally expensive to
evaluate without taking advantage of periodicity. The method of homogeniza-
tion allows for elimination of the small scales in this manner and yields the

homogenized equation

—V-(XVu):g in D,
u=0 on JD,

where A is given by
A= [ (46) + A X)) dy
and X: T? — R? solves the cell problem
-V-((VX)A) =V-A in T?,
/11‘2 X(y)dy =0 and X is 1-periodic.
For 0 < € < 1, the solution u¢ of (3.1.1) is approximated by the solution u of
(3.1.2). The error between the solutions converges to zero as € — 0 |20, 27].

The bottleneck step in obtaining the effective tensor A, which is our Qol, is

solving the cell problem (3.1.4). Learning the solution map A — X in (3.1.4)
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corresponds to the F2F setting and is explored in detail in Chapter 3. Al-
ternately, one could learn the effective tensor A directly using the F2V-FNM
architecture to approximate A — A. Furthermore, though A is a function from
T? to ]ngxrﬁ#o, in certain cases it may have an exact finite vector parametriza-
tion. One example of this case is finite piecewise-constant Voronoi tessellations;
A takes constant values on a fixed number of cells, and the cell centers uniquely
determine the Voronoi geometry. Denoting these parameters as z € R% for
appropriate d, € N, one could also learn the V2F map z — X or the V2V map
2z — A. In this experiment, we compare the error in the Qol A using all four
methods. A visualization of the possible maps is shown in Figure 5.8. Since
our example is in two spatial dimensions, the five Voronoi cell centers have two
components each. The symmetry of A yields three degrees of freedom (DoF)
on each Voronoi cell. Altogether, this yields 25 parameters that comprise the

finite vector input.

For training, we use the absolute squared loss in (5.5.2) with the H' norm
for function output and Frobenius norm for vector output. Test error is also
evaluated using this metric. Data are generated with a finite element solver
using the method described in [50]; both A and X are interpolated to a 128 x 128
grid, and the Voronoi geometry is randomly generated for each sample. The
test set size is 500. Each map uses hyperparameters obtained via a grid search.
For F2F, F2V, V2F, and V2V, the number of modes are 18, 12, 12, and 18, and
the channel widths are 64, 96, 96, and 64, respectively. The fully-connected
NN used as a comparison has a channel width of 576 and 2 hidden layers.
As a consequence, all methods have a fixed model size of modes times width

equaling 1152.

The results for the homogenization experiment in Figure 5.9 reinforce the
theoretical intuition from Section 5.4 that learning with vector data results
in higher error than learning with function data. Both the F2F and the F2V
models approximately track the N—1/2
data. On the other hand, the V2V model and NN model fail to attain this rate

and saturate at the same level of roughly 10% error. The V2F map does achieve

rate, where NV is the number of training

a slightly faster error decay rate than the V2V architecture for large enough
sample sizes N, but it does not approach the N~1/2 rate obtained by the F2F
and F2V models. These rate differences occur when there is a difference in

input dimension. On the other hand, for a difference in output dimension,
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Figure 5.9: Elliptic homogenization problem. Absolute A error in the Frobe-
nius norm versus data size for the FNM and NN architectures. The shaded
regions denote two standard deviations away from the mean of the test error
over five realizations of batch indices during SGD and model parameter ini-
tializations.

while both the F2F and F2V models reach roughly the same convergence rate,
the F2V error remains an order of magnitude higher than the F2F error. We
note that when measuring performance with relative test error instead, the

qualitative behavior of Figure 5.9 remains the same.

5.6 Conclusion

This chapter proposes the Fourier Neural Mappings (FNMs) framework as an
operator learning method for approximating parameter-to-observable (PtO)
maps with finite-dimensional vector inputs or outputs, or both. Universal ap-
proximation theorems demonstrate that FNMs are well-suited for this task. Of
central interest is the setting in which the PtO map factorizes into a vector-
valued quantity of interest (Qol) map composed with a forward operator map-
ping between two function spaces. For this setting, the work introduces the
end-to-end and full-field learning approaches. The end-to-end approach di-
rectly estimates the PtO map from its own input—output pairs, while the full-
field approach estimates the forward map first and then plugs this estimator
into the Qol. The chapter implements the FNM architectures for three nonlin-
ear problems arising from environmental science, aerodynamics, and materials

modeling. The numerical results support the linear theory and extend beyond
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it by revealing the supremacy of function space representations of the input

space over analogous finite-dimensional vector parametrizations.
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Chapter 6

THEORY-TO-PRACTICE GAP IN OPERATOR LEARNING

This chapter is adapted from the following preprint:

[1] Philipp Grohs, Samuel Lanthaler, and Margaret Trautner. Theory to
Practice Gap for Neural Networks and Neural Operators. 2025. arXiv:

This work studies the sampling complexity of learning with ReLLU neural net-
works and neural operators. For mappings belonging to relevant approxima-
tion spaces, we derive upper bounds on the best-possible convergence rate
of any learning algorithm, with respect to the number of samples. In the
finite-dimensional case, these bounds imply a gap between the parametric and
sampling complexities of learning, known as the theory-to-practice gap. In
this work, a unified treatment of the theory-to-practice gap is achieved in a
general LP-setting, while at the same time improving available bounds in the
literature. Furthermore, based on these results the theory-to-practice gap is
extended to the infinite-dimensional setting of operator learning. Our results
apply to Deep Operator Networks and integral kernel-based neural operators,
including the Fourier neural operator. We show that the best-possible conver-

gence rate in a Bochner LP-norm is bounded by Monte-Carlo rates of order
1/p.

6.1 Introduction

Deep learning has had remarkable success in a wide range of tasks such as
speech recognition, computer vision, or natural language processing [156]. In-
creasingly this methodology is also used in the scientific domain, with appli-
cations to protein folding [157], plasma physics, [158] and numerical weather
prediction [1106, , 160]. However, the theoretical underpinnings of this field
remain incomplete, and significant advances are still required to understand
the empirical success of neural networks in these diverse applications. In many
of these tasks, the goal is to approximate an unknown mapping based on a

dataset consisting of input- and output-pairs, so-called supervised learning.
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This has motivated a surge of theoretical work aimed at deepening our under-

standing of supervised learning with neural networks.

Theoretical error estimates for supervised learning are usually obtained by
splitting the overall error into two contributions [IG1]: the approximation
error and the generalization error. The approximation error measures the
best-possible error that can be achieved by a given architecture. The gen-
eralization error bounds the difference between this best-possible error and
the error achieved by empirical risk minimization, i.e. optimization based on a
finite number of empirical data samples. This decomposition captures a trade-
off between model expressivity (or parametric complexity), and generalization

from a finite amount of data, i.e. the sampling complezity.

The study of the expressivity of neural networks dates back several decades to
foundational work such as that of Cybenko [!] and Hornik, Stinchcombe and
White |162], which focused on qualitative universality theorems. Motivated by
the need to better explain the empirical efficiency of deep neural networks in
applications, there has recently been increased interest in deriving quantita-
tive approximation guarantees. These relate achievable approximation errors
to key factors, such as the depth, width or choice of activation function [163,

, , , 22]. What is striking about these results is that the derived
approximation rates are generally far superior to the rates that are achievable
by classical numerical representations. This fact makes deep learning meth-
ods potentially appealing for applications in numerical analysis where a high

convergence rate is often desired.

The Theory-to-Practice Gap. Despite these encouraging results, any
actual numerical approximation algorithm must operate with limited informa-
tion on the function to be approximated — typically in the form of a finite
number of samples of the function itself, or samples of a local (differential)
operator applied to the function. It is therefore a key question whether the
theoretically established approximation rates can be retained under such lim-

ited information.

For this reason, the sampling complexity of deep learning has also been of
recent focus. Of particular relevance to the present work are the articles [22,

) |. An informal summary of their results is as follows. First, define
by U*([0,1]%) the set of functions on [0, 1]¢ which, for any n € N, can be
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approximated by a neural network ,, with at most n non-zero weights, and

. We refer to the approximation

with approximation error ||f — t,||p~ < n~
rate a as the parametric convergence rate, since this rate holds with respect

to the number of neural network parameters n.

Second, to address the sampling complexity of computing such an approxima-
tion, [22]| considers (optimal) reconstruction methods aiming to reconstruct
f € U%([0,1]%) from point samples f(x1),..., f(zx), and examines limits on
the best possible guaranteed convergence rate — not in terms of the number

of parameters but in the number of samples N.

More formally, [22] asks for the optimal convergence rate 5, > 0 for which
there exists a reconstruction method A : f — Q(f(z1),..., f(zy)) defined in
terms of a reconstruction mapping @ : RN — LP([0,1]?), with a convergence
guarantee of the form sup;cpa ||f — A(f)||zr < CN~P+. Compared to the
parametric convergence rate o, which describes the optimal convergence rate in
terms of the number of parameters, the rate 3, is now in terms of the available
information — the N function samples. This is of practical relevance, since a
single function evaluation requires a certain minimal computational time, any
upper bound on f, yields a corresponding lower bound on the time to compute

an accurate approximation for f € U?.

A naive counting argument based on the number of degrees of freedom would
suggest that 8, = « coincides with the optimal parametric convergence rate
a. Indeed, it might be hoped that the determination of n parameters of the
approximating neural network 1, requires N = n point evaluations, implying
that for A(f) := vy, we have || f — A(f)||p~ < n™* = N~ Asis well-known,
this intuition is indeed correct for reconstruction by several popular methods,
including polynomials, trigonometric polynomials, and certain kernel methods
[169]. However, the results of [22] show that this intuition does not carry over
to the sampling complexity of neural network approximation spaces: in this
case, there is a gap between [, and «. In fact, even in the limit @ — oo,
the optimal sampling convergence rate [, remains uniformly bounded and, for
p = oo it even holds that £, < é which implies the existence of a curse of
dimension. The gap between a and 3, is termed the theory-to-practice gap as
it describes the discrepancy between the complexity of a theoretically possible
approximation and one that can actually be computed from the information
at hand.
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A first contribution of this work is Theorem 6.2.2 which further extends and
sharpens the bounds from [22] in the setting of finite-dimensional function
approximation. Roughly speaking, we show that in a general LP-setting, 3, <
% + é which means that for high input dimensions (i.e., large d), no actual
algorithm is capable of beating the standard Monte-Carlo rate % — irrespective
of the parametric convergence rate «. Compared to results in [22] which,
roughly speaking, established bounds of the form £, < zla + 1, this constitutes

a significant improvement if the input dimension d is large.

Operator Learning. In addition to the aforementioned works on neural
networks in finite-dimensions, there has also been increasing interest in oper-
ator learning [170]. The aim of operator learning is to approximate non-linear
operators G : X — ), mapping between infinite-dimensional function spaces X
and ). In applications, such operators often arise as solution operators associ-
ated with a partial differential equation, but more general classes of operators
can be considered. To approximate such G, operator learning frameworks gen-
eralize neural networks to this infinite-dimensional setting. Empirically, the
most successful approach is usually based on supervised learning from train-
ing data, and hence the same questions as discussed above also arise in this

context.

Early work on operator learning dates back to a foundational paper by Chen
and Chen [118]. Without any claim of completeness, we mention a number of
works studying the parametric complexity of operator learning which aim to
relate the model size to the achieved approximation accuracy, including both

upper bounds on the required number of parameters, e.g. [102, , , 173,

as well as lower bounds, e.g. [174, : , 177]. The data (or sampling)
complexity of operator learning has been studied in [178, , |. In con-
nection with the present work, we also highlight [180], where approximation

spaces for the Fourier neural operator are introduced, and upper bounds on
the sampling complexity of learning on these spaces are discussed. Closely
related spaces will be discussed in this work. These spaces, which are an
infinite-dimensional generalization of the approximation spaces U® introduced
in [22] (and described above), represent classes of Deep Operator Networks
and kernel-integral based neural operators with a parametric approximation

rate a. They will be introduced and studied in Sections 6.3 and 6.3.
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In the context we are able to generalize the theory-to-practice gap to the
infinite-dimensional setting: assuming access to an optimal algorithm for the
reconstruction of the underlying mapping from N samples, we show that the
best achievable convergence rate N5 on the relevant approximation spaces
is upper bounded by 1/p, if the reconstruction error is measured in a Bochner
LP-norm. These results are provided in Theorems 6.3.12 and 6.3.14 (Deep Op-
erator Networks) and Theorems 6.3.20 and 6.3.22 (kernel-integral based neural
operators) and they uncover fundamental limits on the convergence guaran-
tees that are possible in the context of operator learning: one cannot improve
on the standard Monte-Carlo rate, irrespective of how high the parametric

convergence rate may be.

In summary, this work makes the following contributions:

e We give a unified treatment of the theory-to-practice gap in a general
LP-setting, valid for arbitrary p € [1, o], sharpening available bounds

in the literature.

e We extend the theory-to-practice gap to the infinite-dimensional setting
of operator learning. Our results apply to Deep Operator Networks
and integral kernel-based neural operators, including the Fourier neural

operator.

e For these architectures, we show that the optimal convergence rate in

a Bochner LP-norm is bounded by £, < 1/p, for any p € [1, 00).

e We furthermore show that 8, = 0 for uniform approximation over a
compact set of input functions, i.e. no algebraic convergence rates are

possible.

Overview

In Section 6.2 we first review neural network approximation spaces and rele-
vant notions from sampling complexity theory. In Section 6.2, we then state
and prove our main result in the finite dimensional setting (Theorem 6.2.2.) In
Section 6.3, we extend the finite-dimensional result to operator learning. After
a brief review of relevant concepts, we discuss the approximation-theoretic set-
ting in Section 6.3. In Section 6.3 we state an abstract result, Proposition 6.3.6,
which establishes a connection between the finite- and infinite-dimensional set-

tings. Finally, based on this abstract result, we derive an infinite-dimensional
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theory-to-practice gap for approximation in LP- and sup-norms. Section 6.3
discusses Deep Operator Networks, resulting in Theorems 6.3.12 and 6.3.14,
respectively. Section 6.3 discusses kernel-integral based neural operators, re-
sulting in Theorems 6.3.20 and 6.3.22. We end with conclusions and further

discussion in Section 6.4.

Notation

For a vector v € R?, we indicate by |v| the Euclidean norm, and for a matrix
A € R™“ we denote by ||A| = supy,, |Av| its operator norm. Given a
domain D C R? we denote by W'*°(D;R™) the set of measurable functions
u : D — R™ with uniformly bounded values and uniformly bounded weak
derivatives (Lebesgue almost everywhere). The corresponding norm is defined

as
|ul[wioo(pmmy = [[U]| Lo (Dirm) + |10 (Dirmy,

where |u|y1.00(p;rm) = €ssSUp,cq [|Du(x)|| denotes the W seminorm. Given
a topological space X, we will denote by P(X') the set of all probability mea-
sures on X under the Borel o-algebra. For two measures ;1 and v, on a measure
space (€2, X)), we will write i > v to indicate that u(B) > v(B) for any element
BeX.

6.2 A generalized gap in finite dimension

The goal of this section is to derive new lower bounds on the sampling com-
plexity of ReLLU neural network approximation spaces, in a finite-dimensional
setting. To describe the mathematical setting, we recall relevant notions from
[22, Sect. 2.1 and 2.2|, below.

ReLU neural networks

Following [22], a neural network is defined as a tuple ) = ((A41,b1), ..., (A, br)),
consisting of matrices A; € R%*%-1 and bias vectors b; € R%. The number

of layers L(v)) := L is the depth of ¢, and W (¢)) := Z?ZI(HAJ-HW + 1Bl e0)

is used to denote the number of (nonzero) weights of ¢). Here, the nota-
tion ||Al|p refers to the number of nonzero entries of a matrix (or vector) A.
Finally, we write d;,(¢) := dy and doy(¢) := dy, for the input and output
dimension of v, and we set ||¢||nn = max;j—;, . max{||4;|lc, [|0j]| }, Where

[ Alloo := max; ;| Ay 5]
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The function R, computed by 1, is defined via an activation function o. In
this work, we restrict attention to ReLU networks, corresponding to ¢ : R —
R, x +— max{0,z}, and acting componentwise on vectors. The realization
R, : R% — R is then given by

RE-1 — R%
Ryp:=Tpo(coTy1)o---0(coTy) where Tj: )
r = A+
With slight abuse of notation, we usually do not distinguish notationally
between ¢ and its ReLU-realization R,1. Thus, we simply say that ¢ :
R% — RI is a (ReLU) neural network, when referring to the realization

associated with a specific setting of the weights matrices and biases ¥ =

(A, by), s (Ar,br)).

Neural network approximation spaces

We next summarize the relevant approximation spaces A;"*(D) for a domain
D C RY they depend on a generalized ‘smoothness’ parameter o > 0 and
a depth-growth function ¢ = ¢(n). In short, A}"*°(D) contains all functions
f D — R that can be uniformly approximated at rate n=%, by ReLU neural
networks with at most n non-zero weights and biases, depth at most ¢(n), and

weight magnitude at most 1.

More precisely, given an input dimension d € N and a non-decreasing depth-
growth function ¢ : N — N U {oco}, we define

¥ NN with din(¢) = d, dou (1)) = 1, }
W) <n, L) < ln), [¢]w <1 |

Then, given a measurable subset D C R, p € [1, 00|, and a € (0, o0), for each

Sl = {w:Rd—ﬂR

measurable f : D — R, we define

DP(f) = maX{HfHLp(D), Slelg [na ~dyp (f, Zflm)}} € [0, o0,

where d, p(f,X) ;= infyex || f — QHLP(D)'

As pointed out in [22], T®? is not a (quasi-)norm. However, one can define a

neural network approximation space quasi-norm || - [| o> by
|l = inf{8 > 0: T*#(f/6) < 1} € [0, 0],
giving rise to the approximation space

AP = AOP(D) = {f € IP(D) : || flagw < oo}.
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We denote by U,"*(D) C A,"(D) the unit ball,

Ug? = UpP(D) = {f € I(D) : || agr < 1.

As shown in [22], U;"?(D) consists precisely of those f for which d,, p(f,25,,) <

n~“ for all n € N. We will focus on the special case p = oo, in the following.

The following quantity is crucial in characterizing the sampling complexity of
neural network approximation spaces [22]:
0* :=supl(n) € NU{oo}. (6.2.1)
neN

It describes the maximal depth that is allowed for a neural network approxi-

mant of a given function.

Remark 6.2.1. We will later extend the definition of the approximation
spaces A;"™ to the infinite-dimensional operator learning setting. Specifically,
in Section 6.3 we define AZSOON for a class of DeepONets and in Section 6.3,

we define Ay, for (integral-kernel based) Neural Operators. O

Sampling complexity
By definition, the approximation of a function f € Ay"°°(D) by neural net-

@ in terms of the required number of

works can be achieved at a rate n~
neural network parameters. This rate is fast, when o« > 1, thus allowing for
efficient approximation in principle. Despite this fact, it has been shown in
[22] that such high rates, in terms of the parameter count n, do not imply
correspondingly high convergence rates when considering the required number
of samples to train such neural networks. This phenomenon is referred to as

the theory-to-practice gap.

Below, we recall mathematical notions from [22], which quantify the sampling
complexity of a set of continuous functions U C C(D), where D C R? is a
subdomain. We are mostly interested in the setting where U = U;"*(D) is

the unit ball in the relevant neural network approximation space.

The Deterministic Setting

Given U C C(D), we now consider the approximation of f € U with respect
to the LP(D)-norm.
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A map A: U — LP(D) is called a deterministic method using N € N point
measurements, if there exists x = (xy,...,2y) € DY and a map Q : RY —
LP(D) such that

A(f) = Q(f(x1),..., flan)) V[feU.

The set of all deterministic methods using N point measurements will be
denoted by Algy (U, LP(D)).

We define the error of A for approximation in L? as

(A, U, (D)) := sup | f = A() o

The optimal error for (deterministic) approximation in L? using N point

samples is then

det (17 [P(D)) := inf A U, LP(D)).
UMDY = it e(AU (D))

Finally, the optimal order of convergence for (deterministic) approxima-

tion in L? using N point samples is

B4 (U, L7(D)) = sup{ﬁ >, 208t N ER, } (6.22)

e (U, L(D)) < C - N

The Randomized Setting

Generalizing the deterministic setting above, we consider randomized algo-
rithms. A randomized method using N € N point measurements (in ex-
pectation) is a tuple (A,N) consisting of a family A = (A, )weq of maps
A, : U — LP(D) indexed by a probability space (2, F,P) and a measurable
function N : 2 — N with the following properties:

1. for each f € U, the map Q — LP(D),w — A,(f) is measurable with

respect to the Borel o-algebra on D,
2. for each w € Q, we have A, € Algy,) (U, LP(D)),

3. E,[N(w)] < N.
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We say that (A, N) is strongly measurable if the map Q x U — LP(D), (w, f) —
A, (f) is measurable, where U C C(D) is equipped with the Borel o-algebra

induced by the uniform norm. We denote the set of all strongly measurable
(A, N) satisfying the above properties by Algy (U, LP(D)).

The expected error of a randomized algorithm (A, N) for approximation in
L? is defined as

(A N,U (D) = B [If = A Dlso]- (6:23)

The optimal randomized error for approximation in LP using N point
samples (in expectation) is
ex (U, LP(D)) := inf e((A,N), U, LP(D)). 6.2.4
RULID) = it ((AN). UL (D)) (6:2.4)
Finally, the optimal randomized order for approximation in L using point

samples is

(6.2.5)

dC >0st. VN € N
B(U, LM(D)) i=supd B> 0~ ~ 050 T ER
e (U, LP(D)) < C' - N—#

We point out that a deterministic method is a special case of a randomized

method, and hence
BL(U, LP(D)) < B.(U, LP(D)). (6.2.6)

Since our aim is to derive upper bounds on these convergence rates, we may
restrict attention to [,(U, LP(D)), implying corresponding bounds also for
gt (U, L (D).

In the following, we in particular derive upper bounds for the exponents
B.(U>, LP), where U™ = U;**(]0,1]%) and LP = L*([0,1]¢) with 1 < p <

Q.

Theory-to-practice gap

It was shown in [22, Theorem 1.1 and 1.2|, that the best possible conver-
gence rate of any reconstruction method on U;"* := U;**°([0, 1]%) based on
point samples is upper bounded as follows. When the reconstruction error is

measured with respect to the L>([0, 1]¢) norm, the rate is upper bounded by

a0 Tooy o« L o
BulUg™™, L%) = 5 ERTICTR (6.2.7)
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When measuring the reconstruction error with respect to the L2([0, 1]¢) norm,
the bound becomes
o
a+ [04/2]

These are the tightest known upper bounds on the convergence rates for the

1
B.(U L?) < 5+ (6.2.8)

most relevant range o > max(2, [¢*/2]); for smaller values of « refined esti-
mates are given in [22, Theorems 5.1 and 7.1]. Astonishingly, even in the limit
a — 00, the best possible reconstruction rates are upper bounded by 1/d and

3/2, respectively.

Our first goal in the next subsection is to extend and sharpen the bounds in
(6.2.7) and (6.2.8) for arbitrary d € N and p € [1, 00|, with a unified proof.

Main result in finite dimension We prove the following theorem:

Theorem 6.2.2. Let p € [1,00]. Let £ : N — NU{oo} be non-decreasing with
¢* > 3. Given d € N and « € (0,00), consider

U= U RY|pe := {flpae | f € UFF (R},
such that U C C([0,1]%). Then

B.(U, L7([0, 1]%)) < °

L1 6.2.9
Sptadarieny (629

O

Since the restriction U = U;"*(R%)][p 13 is a subset of U;"*([0,1]%), Theorem
6.2.2 implies the following corollary:

Corollary 6.2.3. Denote U;”* = U;"*([0,1]¢). Under the assumptions of
Theorem 6.2.2, we have
1 1 Q
JUSC LP(0, 1)) < -+ = —————
O

Remark 6.2.4. The upper bound (6.2.9) implies in particular, that the best
possible convergence rate of any randomized or deterministic reconstruction
method is upper bounded by § < %—i— %{' In high-dimensional applications, this
upper bound is approximately %, implying that algorithms cannot be expected

to converge at substantially faster than Monte-Carlo rates. O



120
Proof of Theorem 6.2.2

Our proof of Theorem 6.2.2 is based on several technical lemmas and ideas from
[22]. The main novelty here is a different approach to combining these ingredi-
ents: while the derivation in [22] relies on a linear combination of (many) hat
functions and combinatorial arguments, our proof will be instead be based on

a random placement of a single hat function, and a probabilistic argument.

Outline Before detailing the proof of Theorem 6.2.2, we first outline the
general idea on the domain [0, 1]%. Our first observation is that, for any choice
of evaluation points x1, ..., zx € [0,1]%, there exists a void with inner diameter

of order N=Y¢; more precisely, we show that, independently of the choice of

T1,..., oy, for a randomly drawn y ~ Unif([0, 1]9), we have
min |y — z;| > Ly (6.2.10)
j=1,..N | ’ o

with probability at least 1/2.

Given the inevitable presence of such a void, we are then tempted to place a
function ¢g with support inside this void. If we assume that ||g||p~ < 1, or
indeed that ¢ is the characteristic function of a cube in this void, then such ¢
can have an LP-norm as large as ||g||z» ~ N~Y/P. Given only point values at
x1,...,xN, such g will be indistinguishable from the zero-function. Thus, if A
is a reconstruction method relying only on the point values at z1, ..., x5, then
A(g) = A(0). Tt follows that ||g||» < |lg—A(g)||zr+1]|0—A(0)||z» and hence at
least one of ||g— A(g)||z» or [[0—A(0)|| .» must be on the order of magnitude of
9/l e 0,10y ~ N ~1/P_ As a consequence, the achievable convergence rate 3 of
a reconstruction method on characteristic functions is fundamentally limited
to B < ]13

To link the above observation with reconstruction methods on neural network
approximation spaces, we will recall (cp. Lemma 6.2.6, below) that ReLLU
neural networks can efficiently approximate certain localized functions ¥z,,.
These functions are locally supported inside a cube of side-length r := 1/M
with center y € [0,1]%. In our proof, the ¥, with M ~ N will act as a
replacement of the characteristic function g of the outline, above. The main
difference with the characteristic function is that the gradient of 9,,, cannot
be arbitrarily large, if we constrain it to belong to the unit ball U;** in the

approximation space. This limit on the gradient introduces an additional
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correction in our upper bound, which finally will take the form 8, < i +

hS]

(correction depending on «, /).

Details We now proceed with the detailed proof of Theorem 6.2.2. For any
placement of evaluation points z1,...,zy € [0, 1]¢, we first show that a point
€ [0,1]¢ picked uniformly at random has a positive chance of sitting in a

“yoid” with interior diameter ~ N~/4,

Lemma 6.2.5 (Existence of a void). Let d, N € N. Let zy,...,zy € [0,1]?

be given. Consider y ~ Unif([0, 1]%) drawn uniformly at random. Then
Prob [ mmN Yy — 2|0 > —Nl/d] > (6.2.11)
O

Proof. Let us fix > 0 for the moment. Applying a union bound, we note
that

< ZVol(xj + [-r,r]%) = N(2r)".

It thus follows that, if 7 := AN=4 < 1(2N)~1/4 then

1
4

DN | —

.....

Nly—xj| >r] > %, as claimed. ]

.....

We now state the following fundamental result, which follows from [22, Lemma
3.4]. The main insight of this lemma is that ReLU neural networks can effi-
ciently approximate a localized function 9y, : R? — [0, 1], which is supported
in a cube of side-length 2/M around y, and which “fills in” a significant fraction
of this cube.

Lemma 6.2.6 (Localized networks). Given d € N, M > 1 and y € [0,1]¢,

there exists a function ¥y, : R? — [0, 1] with the following properties:

e Uy, (x) depends continuously on x and y; in fact, we have that ¥y, (x) =

Yy (z — y) is a shift of a neural network ;.
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e Uy y(x) =0 whenever |z — y| > 1/M.

e For any p € [1, o0], there exists C' = C(d, p) > 0 satisfying,

197yl e 0,174y = CM~P,

e There exists a constant k = k(7y, o, d, ¢, c) > 0, such that

Gury = RMO/@HE LD, g o (RY),

%
Proof. The existence of ¥, and the other properties are shown in [22], see in
particular [22, Lemma 3.4]. O
We also state the following result, which is a minor variant of [22, Lemma 2.3|.

Lemma 6.2.7. Let D C R% and ) # U C C(D) be bounded, and let 1 < p <
00. Assume that there exists A € [0,00), k > 0, such that for every N € N,
there exists a probability space (Z,P) and a random variable ¢ : = — U,
§ — ¢, such that

Ee[llve — A(e) oy = kN7, VA € Algi' (U, LP(D)).

Then 3,.(U, LP(D)) < . O
Proof. This follows by the same reasoning as [22, Lemma 2.3|. O

Our main interest in this result is when U = U;**(R%)|y¢. Combining the
results from Lemmas 6.2.5, 6.2.6, and 6.2.7, we now come to the proof of
Theorem 6.2.2.

Proof of Theorem 6.2.2. Let d, N € Nbe given. Recall that U := U;"> (R%)| g 1ja.
Our goal is to apply Lemma 6.2.7 to deterministic reconstruction methods

based on N point-values,
A€ Algy"(U, L¥([0,1]%)).

To construct a suitable probability space (=, P) and random function = — U,

we first define a probability space as = := [0,1]¢ x {—1,+1} endowed with
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the Borel o-algebra and define P := Unif([0, 1]¢) ® Unif({—1,+1}). We will

denote elements of = as £ = (y,0). This defines our probability space.

We next fix
M := 4N, (6.2.12)

With this choice of M, we then define ¢ := 9, ») = 0gr,y € U, where gy,
is the function of Lemma 6.2.6. Thus, 1)¢ = 1, is a random function, given
by a random shift of a localized neural network 9, by y ~ Unif([0, 1]¢) and a

random choice of sign o ~ Unif({—1,+1}). This defines our random variable
biE U (6.2.13)
Invoking Lemma 6.2.7, it will suffice to prove the following claim, formulated

as a lemma for later reference:

Lemma 6.2.8. Let ¢ : = — U, £ — )¢ be the random variable defined above
(6.2.13), where U := U;"*(R%)|jg 1. There exists a constant r, independent
of N, such that

Ee [[lve — A(We) o (o,ye)] = &N, (6.2.14)

det d 1 1 o
for all A € Alg®(U, L*([0,1]%)) and where A := & + 5 - T O

The claim of Theorem 6.2.2 is then immediate from Lemma 6.2.7 and 6.2.8.

Proof of Lemma 6.2.8. Let A € Alg®* (U™ (R?), L*([0,1]%)) be given. Let
Q : RY — L2([0,1]%) be the reconstruction mapping associated with A and
let x1,...,2x € R? denote the associated evaluation points, such that A(f) =
Q(f(z1),..., f(xn)). We first observe that, whatever the choice of xy, ..., zy,
we have, by Lemma 6.2.5 and our choice of M = 4N'/? in (6.2.12),

1
) . > 1
Prob, j:r{unN]y x| >1/M| > 5
Now consider the random event
E = {(yaa) € | w(y,a)(xl) == w(y,a)(xN) = O}

={(y,0) € Eloguy(r1) = --- = oguy(en) = 0},
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where the randomness is introduced by y ~ Unif([0, 1]¢) and o ~ Unif{—1, +1}.
Since gar,, is supported in the shifted cube (y + [—~1/M,1/M]?) (cp. Lemma
6.2.6), it follows that

1
Prob, ,[E] > Prob,| min |y —z;| > 1/M| > —.
’ j=1,..,N 2

We can now finish the proof. To this end, we first observe that

Ee [[|ve — A(We)l 1o (0,1 ]
> B [[|the — A(the) | po(po,110) | E] Probe[E]

1
= §E€[||¢£ — AWe) oo,y | E]
1
= gEé[W& — AQ0)[ Lo (0,179 | E] (6.2.15)

We next note that the random variable ¥¢ = ogar,, conditioned on £, has the
same distribution as —¢¢ = —ognr, conditioned on E; this follows from the
fact that F and P are invariant under replacement ¢ — —o. Furthermore, it
follows from Lemma 6.2.6 that there exists a constant C' = C(a, d,p, ) > 0,
such that

HWHLP({OJW) = HgM,yHLP([O,l]d) > CMfd/pfa/(aJrLz*/zJ)’ (6.2.16)

for all M > 1 and y € [0,1]%. Hence, it follows with

N\ 1 N 1 o
T p o d oa+ [6+)2)
that
20 M~ < 2B [||vbell 1o (o) | E] (by (6.2.16))

= Ee[[[te — (=)l Loy | E]
< Be [l — AO)l| o (o.y0) | ]

+Ee [l — v — A0) | zr 0,174y | E] (triangle ineq.)
= 2B [||voe — A(0) || 2o (o,179) | E] (invar. o — —0)
< 4l “Wf - A(¢£)HLP([0,1W)}- (by (6.2.15))

Thus, we have shown that

c.-
Ef[“d}E o A(wE)HLP([O’l]d)] > EM d)\.
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This implies a bound of the desired form (6.2.14), since

%M‘C“ - %(4N1/d)dA = kN,

=_-1_1, __a
where we recall A = —2 — 5 P ITYIR

a, d, p, ¢, but is independent of N. This is (6.2.14) and concludes our proof. [J

and where the constant x depends on

6.3 Extension to operator Learning

We now consider the extension of the theory-to-practice gap to operator learn-
ing, i.e. the data-driven approximation of operators mapping between infinite-
dimensional function spaces. The finite-dimensional upper bound (6.2.9) sug-
gests that in the infinite-dimensional limit, d — oo, the best convergence rate
in L? should be upper bounded by %, independently of a and | (*/2].

Our goal in this second half of the chapter is to rigorously state and prove
such a theory-to-practice gap for two prototypical classes of neural opera-
tors: deep operator networks, as discussed in [23, 87|, and a class of integral-
kernel based neural operators [52, 181]. Before stating our main results in the
operator-learning setting, we will first summarize the overall objective of op-
erator learning, and discuss suitable infinite-dimensional replacements of the
spaces LP([0,1]), for 1 < p < oo in this context. This is followed by a def-
inition of the aforementioned prototypical neural operator frameworks, their
associated operator approximation spaces, and the statement of our main re-

sults, establishing a theory-to-practice gap in infinite dimensions.

Operator Learning

In the following, we will be interested in the sampling complexity of operator
learning. To simplify our discussion, we will only consider the special case ) =
R, i.e. we consider the data-driven approximation of non-linear functionals G :
X — R. Since our analysis concerns lower bounds on the sampling complexity
(or upper bounds on the optimal convergence rates), the results continue to
hold if the output space is replaced by a more general ) (finite-dimensional
or infinite-dimensional). Thus, this reduction can be made without loss of
generality. For our analysis, only the fact that the input space X is infinite-

dimensional will be relevant.



126

Sampling complexity of Operator Learning

With this operator learning setting in mind, we first point out that the dis-
cussion of the sampling complexity of Section 6.2 carries over with only minor

changes. For convenience, we repeat the main elements here.

We now consider a set of continuous operators U C C(X) = C(X;R) on a
separable Banach space X'. We fix a Banach space of operators V, equipped
with a norm ||-||yv. In analogy with the finite-dimensional setting, a map
A : U — V will be called a deterministic method using N € N point measure-
ments, if there exists u = (uy,...,uy) € XV, and a map Q : RY — V| such
that

AG) = Q(G(u1),...,G(uy)), VGeU.

We recall that each G € U is a continuous operator G : X — R, and hence the
above expression is well-defined. Consistent with our earlier discussion, the
set of all deterministic methods using N point measurements will be denoted
by Algy (U, V). It will be assumed that U C V with a canonical embedding.

The approximation error of A in V is defined as
e(A, U, V) =sup || AG) — G|lv,
Geu

and the optimal error is e%*(U,V) = inf 4 prptetu vy €(A, U, V). The opti-
mal order of convergence for deterministic approximation in V using N point

samples is defined as in (6.2.2).

Randomized methods for operator learning, as well as the corresponding errors
and the optimal randomized order (6.2.5) are similarly defined, in analogy
with Section 6.2; we here only recall that a randomized method using N point
measurement (in expectation) is a tuple (A4, N) consisting of a family A =
(Ay),w € Q of maps A, : U — V indexed by a probability space (Q2, F,P)
and a measurable function N : 2 — N with the same properties as described
there, and with A, € Algy(,(U, V). We continue to denote by Algy (U, V)
the set of all strongly measurable randomized methods with E,[N(w)] < N

expected point evaluations.

In the following, we will derive upper bounds on (5,(U, V), where U is the
unit ball in an operator learning approximation space, and V is a space of
operators with distance measured by either an LP-norm with 1 < p < o0, or

by a sup-norm. We describe the relevant setting in the next section.
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Input functions in infinite dimensions

In the finite-dimensional case, the domain [0, 1]¢ is widely considered as a
canonical prototype, and results obtained for [0,1]¢ usually extend to more
general bounded domains D C R? under mild assumptions. In the infinite-
dimensional setting, there is no longer such a canonical choice. Therefore, we
preface our discussion of the infinite-dimensional theory-to-practice gap with
the introduction of suitable alternatives to the spaces L?([0,1]¢) and C([0, 1]¢)
(the latter corresponding to the limit case p = o0) to be considered in this

work.

Approximation in V = L”() When the approximation error is measured
in an LP-norm for 1 < p < oo, we consider the following prototypical setting:
We are given a probability measure i on the input function space X'. We then
consider the Banach space of p-integrable (real-valued) operators V. = LP(u),

with the following LP-norm:
1G 110 = EumnIG ()]

Thus, in the infinite-dimensional setting, the probability measure pu replaces
the Lebesgue measure on [0, 1]¢. To ensure that x is “truly infinite-dimensional”,

we will make the following assumption.

Assumption 6.3.1. There exist bi-orthogonal sequences {e;};en C & and
{ef}jen C X*, such that ej(ey) = dj for all j,k € N, and such that the
probability measure p € P(X') can be written as the law of

w="> Zje;, with (Z\,Zs,...) ~TI}2, pj(z) dz, (6.3.1)
j=1
Here, the components Z; are independent, real-valued random variables, and
the law of Z; has probability density p; € L'(R;[0,00)). For each j € N, we as-
sume that there exists a non-empty interval /; C R such that essinf, ¢, p;(z;) >
0. We assume that the series (6.3.1) converges with probability 1, i.e. that the
essential supports of the p; decay suitably fast. O

A decomposition of y  Let € P(X) be a probability measure satisfying
Assumption 6.3.1. In the following, it will be useful to consider u ~ u as being

parametrized by the coefficients in the expansion (6.3.1). Let d € N be fixed
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for the following discussion. With a slight abuse of notation, we will then

write, for y = (y1,...,v4) € R? and & = > jsabiej € X,

d
u(y; ) =€+ ey, (YR £€Q), (6.3.2)
j=1

where we have introduced
Qui= {6 € X|ej(€) =+ = i) = 0} C X. (6.3.3)

Associated with y, £ are the following probability measures yy € P(R?) and
py € P(Qq), respectively: first, pg is defined by

d
g = Hpj(zj) dz;. (6.3.4)
j=1

Second, y is defined as the law of the random variable,
§=> &ej, where (a1, 8ava, o) ~ [ [ pi(z) 2. (6.3.5)
j>d j>d
By assumption on g, the random variable (6.3.1) is equal in law to (6.3.2),
when y ~ pg and £ ~ pi are sampled independently. We can thus think of
p as essentially equivalent to the product measure g ® pg for any d € N.

This structure will be convenient for our derivation of the infinite-dimensional

theory-to-practice gap.

Technically, our analysis only requires that the following d-dependent assump-
tion holds for any d € N.

Assumption 6.3.1(9. There exist linearly independent {ei,...,e;} C X
with bi-orthogonal {ef, ..., e5} C X*, such that p € P(X) is the law of

d
U:§+Zyj€ja (Y1:- -2 Ya) ~ pas & ~ pg,
j=1

where for py; € P(R?) and py € P(Qq):

(a) thelaw of (y1,...yq) is of the form py = H;l:l pj(z;) dz;, for p; € LY(R),

(b) there exist intervals I; C R such that essinf, c;, pj(2;) > 0 for j =
1,....,d,
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(c) & satisfies ej(§) = - -+ = e5(&) = 0 almost surely.

O

Defining ¢ by (6.3.5), one readily observes that Assumption 6.3.1( is implied

by Assumption 6.3.1. For later reference, we also note the following lemma.

Lemma 6.3.2. Let d € N be given. Let p € P(X) satisfy Assumption 6.3.1
or Assumption 6.3.1(Y. There exists B > 0, such that uJ (|[¢]|x < B) > 0. ¢

Proof. Note that if v ~ p, then £ = u— Z?Zl ej(u)e; is a well-defined random
variable, with law u+ € P(Qq) (by definition). In particular, we have ||£[|x <
oo almost surely. Since 7 (||€|lx < 00) = limp_,o0 pg (||€]|x < B), the claim is

immediate. O
This concludes our discussion of the LP(j)-setting considered in this work.

Approximation in V = C(K) When the goal is to approximate G € U
uniformly, i.e. with respect to the L>-norm, we restrict attention to a compact
set IC C X. In this case, we consider the Banach space of continuous operators
V = C(K), endowed with the sup-norm:

Gl ey == sup |G (u)].
uek

Thus, in the infinite-dimensional setting, the compact set K replaces the unit
cube [0,1]%. To ensure that K is truly infinite-dimensional, and we make the

following assumption.

Assumption 6.3.3. We assume that the set K is (i) conver and (ii) there

does not exist a finite-dimensional subspace Xy C X containing K. O

We can relate this uniform setting to the LP(u)-setting described above:

Proposition 6.3.4. Let K satisfy Assumption 6.3.3. Then for any d € N,
there exists a probability measure p € P(X), with supp(p) C K, satisfying
Assumption 6.3.1@; more specifically, p is the law of

d d
u:eo+2yjej, (yl,...,yd)NHUnif([O, 1]).
j=1 j=1
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Here eq,...,e4 € X are linearly independent elements for which there exist
bi-orthogonal elements e, . .., e} € X*, and ey € K is such that ej(eg) = -+ =
el(eo) = 0. O

Proof. Let d € N be given. Our aim is to construct u € P(X') as in the claim

of Proposition 6.3.4. By assumption, K is infinite-dimensional. It follows

that there exist vg,...,vy € K which are linearly independent. Given such a
choice, we set ey := v, and e; := é(vj—vo) for j =1,...,d. Since vy, ...,vq are
linearly independent, it follows that also ey, ..., e are linearly independent.

Furthermore, for any finite set of linearly independent vectors, we can find
bi-orthogonal elements eg, ..., e; € X*, such that €j(ex) = dj, j,k =0,...,d.
In particular, for this choice we then have ej(eg) = --- = €}(eg) = 0.

We now define p € P(X) as the law of u := ¢y + Z;l:l yje;, with yi, ..., yq £

Unif ([0, 1]). This y trivially satisfies Assumption 6.3.14. To prove Proposition
6.3.4, it thus only remains to show that supp(u) C K. To see this, we observe
that

d d
1
u:eo+§ yjej:vo%—gg yj(v; — vo)
j=1 j=1

d d d
= (1 — %Zw)vo—l—Z%vj =: Z)\jvj,
j=1 j=1 =0

where \g :=1 — éijl Yi, Aj 1= éyj for j =1,...,d. The last sum identifies
u as a convex combination of vy, ...,vy € K: Indeed, since y; € [0,1], for
j =1,...,d, it follows that Ag,..., Ay > 0 and we also have Zj:o A =1
by definition of A\g. It now follows from the convexity of K that u € K for
any choice of y1,...,yq € [0, 1], and hence supp(u) C K. This concludes the
proof. O

A consequence of Proposition 6.3.4 is that approximation of a continuous op-
erator G : K — ) with respect to the C'(K)-norm is at least as difficult
as approximation with respect to the LP(u)-norm, for any p € [1,00), and
where y satisfies Assumption 6.3.1(Y. Indeed, for any reconstruction method
A:U — C(K), we have

1G = AGzry < NG = A(G) |z < N1G = AlG)llcw),
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where the last inequality follows from supp(u) C K. This implies that the
optimal convergence rate with respect to C'(K) can be at most as large as the

optimal convergence rate with respect to LP(pu):

Lemma 6.3.5. Let K C X be compact. If u € P(X) is a probability measure
such that supp(u) C K, then

p.(U, C(K)) < B.(U, L7 (). (6.3.6)
O

This simple observation will allow us to deduce results about the uniform
setting from corresponding results in the LP(u) setting, and derive estimates
on 5,(U,C(K)) by passing to the limit p — oo.

From Finite to Infinite Dimensions

Neural operators ¥ : X — R, approximating G : X — R, can often be
interpreted as a composition of two mappings, ¥(u) = ¢ o E(u). Here, & :
X — R?is an encoder, which maps the infinite-dimensional input into a
finite-dimensional latent space, and 1 : R¢ — R is the realization of a finite-
dimensional neural network. The latent dimension d € N is a hyperparameter

of the architecture.

The general idea behind our proof of the infinite-dimensional theory-to-practice
gap is the following: If the relevant approximation space U C C'(X) contains
compositions of the form fo& : X — R where f € U;"™ belongs to the

d-dimensional neural network approximation space, then the mapping
U™ = U, [~ fo€,

defines an embedding of U,”™ into U. Thus, the sampling complexity of
U should be at least as large as that of U;"™. As a consequence, any d-
dimensional upper bound on convergence rate implies a corresponding bound
in the infinite-dimensional case. This general intuition is confirmed and made

precise by the following proposition:

Proposition 6.3.6 (L setting). Let X be a separable Banach space, let u €
P(X) be a probability measure on X', and let U C C(X) be a set of continuous

operators. Assume that there is an encoder £ : X — R and a constant ¢ > 0,
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such that

Eyp > c- Unif ([0, 1]%). (6.3.7)

If for some o > 0 and ¢ : N — N, we have

{fol: X 5> R|feU ™R} CU, (6.3.8)
then
(U D) < - 42— (6.3.9)
A “p d a+|0/2] s
0O

Our proof of Proposition 6.3.6 will be based on the following two lemmas.
The first lemma shows that, under the assumptions of Proposition 6.3.6 any
deterministic reconstruction method A € Alg®*(U, LP(p)) in infinite dimen-

sions induces an associated finite-dimensional reconstruction method A €&

Alg® (U, L7([0,1])).

Lemma 6.3.7. With the notation and under assumptions (6.3.7) and (6.3.8)
of Proposition 6.3.6, the following holds: For any A € Alg®* (U, LP(u1)), there
exists A € Alg® (U, L(]0,1]%)), such that

1f 0 & = A(f 0 O)llzogy = ellf = Aoy, VFEUS®.  (6.3.10)

Here ¢ > 0 is the constant of (6.3.7). O

Proof Sketch. The detailed proof of Lemma 6.3.7 is included in Appendix E.2.
The basic idea of the proof is the following: By definition, A is of the form
A(G) = Q(G(uq),...,G(uy)) for some sampling points uq,...,uy € X and
Q : RN — LP(u). We want to construct A : U — LP([0,1]?), of the form
A(f) = Q(f(z1),..., f(zy)), where Q : RY — LP([0,1]¢). The canonical
choice of the sampling points zi,...,zy € R? is via composition with the
encoder, z; := &(u;). The main remaining question is then how to construct
the mapping @ : RY — LP([0,1]%) from Q : RN — LP(u). A first idea is that

this reconstruction could satisfy

Qys, ..., yn)(EW)) == Qyr,...,yn)(u), Yu€ X, V(ys,...,yn) € RV,

However, this is not well-defined, since different u will generally map to the

same z = &(u). The improved guess is the following: Fix z € R? and consider
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a random variable u ~ y. We now condition on the event that £(u) = x. This
gives a conditional distribution on the input function space. We then average
the reconstruction Q(yy, ..., yn)(u) in u over this conditional distribution, i.e.
define

Q(yh <o 7yN)<'r) = EUNH[Q(yb cee ,yN)(U) |g(u) = x]

This is well-defined, and due to Jensen’s inequality the conditional averag-
ing on the right-hand side turns out to reduce the reconstruction error of A

compared to A. The detailed calculations are provided in Appendix E.2. [

The last lemma is in anticipation of our next result, Lemma 6.3.8. The final

result Proposition 6.3.6 will then be an immediate consequence.

Lemma 6.3.8. With the notation and under assumptions (6.3.7) and (6.3.8)
of Proposition 6.3.6, the following holds. There exists £ > 0, such that for

every N € N, there exists a probability space (Z,P) and a random variable
V:=—= U, W, such that

Ee[||Ue — A(Ye) |l 1o(n] > kN, VA€ Alg™(U, LP(n),  (6.3.11)

1 1 «
Where/\:5+3~a+w/2J. O

Proof. By Lemma 6.2.8, there exists a constant £ > 0, such that for any N &€
N, there exists a probability space (£,P) and random variable ¢ : £ — U,
§ = )¢, such that

E¢ [l — A(We) [ ooaey] = kN7, VA€ Alg* (U™, L*([0,1]9)),

and where \ := 117 + Cll . m We use )¢ to define a new random variable

U:=Z— U, ¥, =1 0&. We claim that (6.3.11) holds for this V.

To see this, let A € Alg®* (U, LP(11)) be given. By Lemma 6.3.7, there exists
A € Alg® (U, L7(]0,1]%)), such that

[tbe © & = AW 0 E)[ oy 2 cllvbe = AWl oy, VEEE.

Here ¢ > 0 is the constant appearing in (6.3.7) (and is independent of N).

Taking expectations over &, it follows that

Ee[[|Pe — A(Te) || o] > Be [l0e — Ale) | ooy -
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By construction of 1, the right hand side is lower bounded by ck N, with

x > 0 independent of N and A = 110 + é . m Thus it follows that

Ee[lWe — A(W) o] > eeN72,

where ¢,k > 0 are independent of N. Replacing ck by &, the claimed bound
(6.3.11) follows. O

The proof of Proposition 6.3.6 is now immediate.

Proof of Proposition 6.5.6. Proposition 6.3.6 follows from Lemma 6.3.8 and
Lemma 6.2.8. O

Deep Operator Networks (DeepONet)

In this section, we state and prove a theory-to-practice gap for a general family
of “DeepONet” architectures. We recall that we are interested in the approxi-
mation of operators G : X — R. In this setting, we define these DeepONet ar-
chitectures to be of the form ¥ = 1oL, combining a linear encoder £ : X — R?
with a feedforward neural network v : R? — R. The next three paragraphs
provide a precise description of the considered architecture, define relevant ap-
proximation spaces, and prove an infinite-dimensional theory-to-practice gap

for these architectures.

Architecture Fix a sequence of continuous linear functionals ¢y, /05, :
X — R. For dy € N, we denote by L, the linear encoder Ly, : X — R%,
Ly, (u) :== (b1(u), ..., ¢4 (u)). The encoder-net ¥ : X — R associated with a
neural network 1 : R% — R is a mapping of the form W(u) = 1) o L4, (u).

To ensure universality of the resulting operator learning architecture, we will

make the (minimal) assumption that
span{/; : X — R|j € N} C X" is dense, (6.3.12)

where we recall that X'* denotes the continuous dual of X. Throughout the
following discussion, we will consider the sequence (¢;)jey C X* fixed, and it
will be assumed that (6.3.12) holds without further mention.
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DeepONet Approximation Space We can now define spaces A} 5qy for

DeepONets. To this end, we introduce

] 'Lb NN Wlth dln(w) == dO; dout(¢) = 17 }

Zé = \I] = (@] ,C .
n,DON { o La, max{W (¢),do} < n, L() < 4(n), ||¢¥|nw < 1

Then, given a € (0, 00), for each continuous (non-linear) operator G : X — R,
we define

res (G) = max{sup 1G], sup[n® - due (G, =" po)] } € [0,00],

ueX neN

where do (G, X) = infyex sup,cy [|G(u) — ¥(u)||. We can define a DeepONet

approximation space quasi-norm || - ||A§5°<6N by

1G]l ag e, == inf{d > 0: TpoN(G/6) < 1} € [0, 00),

giving rise to the DeepONet approximation space

¢,DON

Afpon = {9 € CX) : 1G]azg, < o0}

Encoder Construction The following is a useful technical lemma, which
will be applied to construct suitable encoders £ : X — R?. It shows that if a
finite-dimensional map F : V C R? — R? is sufficiently close to the identity,
then the image of V must “fill out” a non-empty open set V, C R%

Lemma 6.3.9. Let V C R? be a non-empty domain. There exist constants
€0, o > 0 and a non-empty open subset V; C V with the following property:
For any Lipschitz-continuous function F : V — R, satisfying

| F" = id||wree vy < €0,

where id : V' — R? id(y) = y denotes the identity mapping, it follows that
F(V) > Vg, and
F,Unif(V') > ¢oUnif (V).

O

The result of Lemma 6.3.9 follows as a consequence of the contraction mapping
theorem; we provide a detailed proof in Appendix E.2. Our goal in this section
is to construct encoders £ : X — R? which “fill out” the set [0,1]¢. The
link with the finite-dimensional setting of Lemma 6.3.9 is made by identifying
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X ~ R4 x Qy, as in the decomposition of x4 in (6.3.2), and by considering the
second factor as a parameter. This leads us to study parametrized mappings,
F:VxQq— RY (y,8) = Fe(y) = F(y;£), with the parameter £ € Q; a
random variable. The following result derives a similar result as Lemma 6.3.9

in this parametrized setting:

Lemma 6.3.10. Let V C R be a non-empty domain, and let €y, ¢y > 0 and
Vo C V denote the constants and set of Lemma 6.3.9, respectively. Let (2, P)
be a probability space, and assume that F : V x Q — R% (y,€) — F(y;€)
is measurable. Assume furthermore, that there exists K C 2, such that the
mapping Fy : V — R4, y— Fe(y) := F(y; &) is Lipschitz for each £ € K, and

HFg - idHWl,oo(V) <e€, VEEK. (6313)

Then the push-forward under F of the product measure Unif (V) @P on V' x Q
satisfies
Fu(Unif(V) @ P) > ¢oP(K) Unif(15).

O

A detailed proof of Lemma 6.3.10 is given in Appendix E.2. Let now {{;} C X*
be a set of encoding functionals, such that span{/;} C X* is dense. Our
first goal is to use the {{} to construct an encoder £ : X — R? such that
Eyp > cUnif([0, 1]9).

To this end, let us momentarily fix 6 > 0. Then by density, there exists dy € N
and coefficients ¢, for j € [d], k € [dp], such that

<6 Vi=1,....d (6.3.14)

X*

Since e}(u(y;§)) = yj;, (6.3.14) allows us to approximate a “projection” onto
y;. Motivated by this, we now define the encoder £ : X — R% E(u) :=
(El(u)a s 75d(u))7 via

do
Ei(u) = b+ ajli(u), (6.3.15)
k=1

for coefficients a;;, and bias b;, for j € [d] and k € [dy], to be determined.
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Proposition 6.3.11. Assume that y € P(X) satisfies Assumption 6.3.1(V for
d € N. Then there exists an encoder £ : X — R? of the form (6.3.15) and

constant ¢ > 0, such that
Eyp > cUnif ([0, 1]4). (6.3.16)

O

The proof of Proposition 6.3.11 is a straight-forward, albeit somewhat tedious,
consequence of Lemma 6.3.10 and the fact that encoders of the form (6.3.15)
are dense in the space of all affine encoders with d-dimensional range. The
proof relies on the assumption that the linear functionals {/y}ren are dense in

X*. We include the detailed argument in Appendix E.2.

Theory-to-Practice Gap We can now state a theory-to-practice gap for

the unit ball U}y in the DeepONet approximation space A, 5oy

Theorem 6.3.12 (DeepONet theory-to-practice gap). Let p € [1,00]. Let
¢ : N — NU {co} be non-decreasing with ¢* > 4. Assume that u € P(X)

satisfies Assumption 6.3.1. Then for any o > 0, we have

B (Ug o, L () < — (6.3.17)

1
p
0

We recall that the typical Monte-Carlo (MC) approximation rate in the LP-
norm is Sy ¢ = 1/p, reducing to the well-known 1/2-rate with respect to the
L?norm. Theorem 6.3.12 shows that, independently of o > 0 and the depth
0* > 4, it is not possible to achieve better-than-MC rates by any approximation

method on the relevant approximation spaces A} 5o

Proof. Fix d € N, and let £ : N — NU {oco} be a non-decreasing function with
¢* > 4. We denote £ := {—3, so that > 3, as in the assumptions of the finite
dimensional theory-to-practice gap, Theorem 6.2.2. Let £ : X — R? be the
encoder of Proposition 6.3.11, such that €4 > ¢ Unif([0, 1]%). Let vq4- Uy 5oy
denote re-scaling of Uy by a constant scaling factor v4. By Lemma 6.3.13,
which we state below after the proof, there exists a constant 74 > 1, such that

we have

{ro¢ ‘ f € UP™(RY } € - Uson: (6.3.18)
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Assuming (6.3.18), the claim of Theorem 6.3.12 then follows immediately from
Proposition 6.3.6. Indeed, defining U := v, - Uy, that proposition implies

that
1 a

Td s [Ty

However, it follows from the definition that S, is invariant under re-scaling,

a,00 1
Bi(va - Uypon: (1) < »

5*(7d ' UZiZo)OON> Lp(:u)) = ﬁ*(UZgOONa Lp(:u))'
Thus, recalling also 0 =0 — 1, we have

1 o
d a+[(-=1)/2]

oL,00 1
B.(Uypon, L (1) < » + (6.3.19)

Since d € N was arbitrary and the left-hand side is independent of d, we can

take the infimum over all d € N on the right to conclude that

B(Ugpon, L (1) <

e~

This is (6.3.17).

]

Lemma 6.3.13. Let D C R ¢ : N — N U {co} non-decreasing and f €
U,>(D). Then for every e € N, C' € R¥¢ and b € R? there is R € (0,00)
with f(C'-+b) € R- U, (E), where E:={z € R°: Cx+be D} CR*. ¢

The detailed proof of Lemma 6.3.13 is given in Appendix E.2. We also state

the following theory-to-practice gap for uniform approximation over compact

K:

Theorem 6.3.14 (DeepONet; uniform theory-to-practice gap). Let £ : N —
N U {oc0} be non-decreasing with ¢* > 4. Assume that  C X is a compact
set satisfying Assumption 6.3.3. Then for any a > 0, we have

B(Ugpon: C(K)) = 0.
O

Proof. By Proposition 6.3.4, for any d € N, there exists a probability mea-
sure ;1 € P(X), with supp(u) C K, and p satisfies Assumption 6.3.1(). By
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Proposition 6.3.11, there exists a DeepONet encoder £ : X — R? and constant
¢ > 0, such that
Exp > ¢ Unif([0,1]%).

Following the steps in the proof of Theorem 6.3.12, leading up to (6.3.19), it

follows that for any p € [1, c0], we have

(67

ot [(F -2

B.(Ugpon: L (1)) < - +

S

1
p
We now recall that

5*(UZ%N’ c(K)) < ﬁ*(UZgOON> LP(p)).

This inequality is (6.3.6) and follows from the fact that uniform approximation
over K is a more stringent criterion than LP(u) approximation with respect to

i, owing to the fact that supp(u) C K. Thus, we have

1 Q

d a+|[(t-=1)/2]

a,00 1
B.(Uypon, C(K)) < » +

This holds for any d € Nand p € [1,00). The convergence rate 3, (U, 5o, C(K))
on the left depends on « and /¢, but is independent of p and d. Thus, upon
letting d, p — oo, the claim follows. n

Integral-kernel Neural Operators

In this section, we state and prove a theory-to-practice gap for a general family
of integral-kernel neural operator (NO) architectures [52, 19]. Again, we are
interested in the approximation of operators G : X — R. In this setting, we de-
fine integral-kernel NO architectures to be of the form ¥ = Qo L;o0...L;0R,
combining a lifting layer R, hidden layers £;,...,£; and an output layer
Q. The next three paragraphs provide a precise description of the consid-
ered architecture, define relevant approximation spaces, and prove an infinite-

dimensional theory-to-practice gap.

Architecture The following is a minimal architecture shared by all/most
variants of integral kernel-based neural operators [1&81]. For notational sim-
plicity, we focus on real-valued input and output functions. All results extend

readily to the more general vector-valued case.
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Definition 6.3.15 (Averaging Neural Operator). Let X'(D;R), Y(D;R), and
V(D;R%) be spaces of functions on Lipschitz domain D C R . An averaging
neural operator (ANO) U : X (D;R) — Y(D;R) of depth L takes the form

U(u)=QoLyo...L;oR(u), (6.3.20)

where u € X(D;R) and z € R% In addition, the pointwise lifting operators
R and Q are obtained by composition with shallow ReLU neural networks;
i.e. there exist neural networks R : R x R — R% and Q : R% — R, of depth
L(R) = L(Q) = 2, such that

R(u)(z) = R(u(z),z),  Qv)(z) = Qv(x)). (6.3.21)

Finally, the hidden layers £; : V(D;R%) — V(D;R%) take the form

Li()(z) = J(VVjv(a:) +b; + ][ v(y) dy), (6.3.22)
D
where W; € Ré%*% is a matrix and b; € R% a bias. O

Generalizing our definitions of quantities of interest from Section 6.2, we will
denote by L(V) := L the depth (number of hidden layers) of an ANO, and we
denote by W(¥) = W(R) + Z§:1(||Wj||go + [|b;le0) + W(Q) the total number
of non-zero parameters of the architecture. Furthermore, we define ||¥||yy :=

max{||Wjl|co, [|0j]|c0s || RlINn, [|@]|nn} as the maximal weight magnitude.

Remark 6.3.16. The ANO introduced above is a special case of a more gen-
eral family of kernel-based neural operators introduced in [52]. Its theoretical
significance is that most instantiations of such neural operators contain the
ANO as a special case, with a specific tuning of the weights. For example,
the FNO defined in 1.3.1 uses the same general structure, but employs hidden

layers of the form

L(v)(x) = J(Wv(x) +b+ //{(m —y)v(y) dy),

where the integral kernel x is convolutional, and

is parametrized by the coefficients %), € C4*% in its (truncated) Fourier ex-
pansion. Thus, the ANO can be obtained from the FNO upon setting k, = 0
for k # 0 and Ko = 14, xq./vol(D). O
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NO Approximation Space We now define the relevant approximation
spaces A‘Zﬁ% for (averaging) neural operators. Assume we are given func-
tion spaces X(D) = X(D;R) and Y(D) = Y(D;R). In our discussion, we will
assume that X'(D) C L*°(D) is an infinite-dimensional Banach space on Lip-
schitz domain D C R and we will assume that V(D) contains all constant

functions. We now introduce

¥ is an ANO with W(¥) < n,
ZfL,NO::{\I/:X%y: (¥) < }

L(W) < £(n), [|¥[n <1

Remark 6.3.17. Part of the definition of Zfz,No is that for any ¥ € EﬁvNo,
we must have U(X) C ). Non-trivial ¥ exist, since we can readily construct
averaging neural operators W of the form (6.3.20), for which the output ¥ (u)
is a constant-valued function, for any input v € X'. Since ) contains constant
functions by assumption, this implies that such ¥ defines a map ¥ : X — ).
In our proofs, we will only ever consider ¥ of this form, thus our results hold
even when YV = R. O

Given a € (0,00), for each continuous (non-linear) operator G : X — Y, we
define
135(0) i= max{sup 1G] supln® - (6, Zixo) } € 0,501
ue ne

where d (G, X) := infyex sup,ey [|G(u) — ¥(u)||y. We define a NO approxi-

mation space quasi-norm || - ||Ag§§) by

1G] azge, == inf{6 > 0 : TN (G/6) < 1} € [0, 00,
giving rise to the NO approximation space

A = {0 € CA: D)+ [Glasg:, < oo}

£,NO

We again denote by U\, the unit ball in Ayyy).

Remark 6.3.18. As pointed out in Remark 6.3.16, the ANO can be obtained
by a special setting of the weights in the FNO. As a consequence, it can be
shown that Ay, C Ajfxo, Where Ajy, denotes the relevant approximation
space for FNO, which can be defined in analogy to AZ’{%. Based on this

relationship, it could be shown that

B:(Uiknos L (1) < Bu(Ugxo, L (1)),
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and hence any upper bound on S, (UZ’{%, LP(u)) implies a corresponding upper
bound for the FNO. O

Encoder Construction Let y € P(X) be a probability measure on X'. We
recall that L'(D) is a subset of the dual of L>(D) under the natural pairing,

(u,e*) = /Du(x)e*(:c) dz, Vue€ L>*(D), e* € LY(D).

The following proposition constructs an encoder &€ : X — R?, whose existence

will imply a theory-to-practice gap for the averaging neural operator.

Proposition 6.3.19. Let pu satisfy Assumption 6.3.1@ for d € N, with bi-
orthogonal elements €} € L'(D). Then there exists an encoder € : X (D) —
RY,

E(u) = ]iR(u(x),x) dz, (6.3.23)

with R : R x R — R? a shallow ReLU neural network, and constant ¢ > 0

dependent on d, such that
Eyp > c- Unif([0,1]%). (6.3.24)

O

Proof. It will suffice to show that there exists a neural network R : R x R —
R? and encoder of the form (6.3.23), such that for some non-empty open set

Vo € R? and constant ¢ > 0, we have
Exp > ¢ Unif (V). (6.3.25)

Indeed, given such Vj, there exists a scaling factor v > 0 and shift b € R¢, such
that [0,1]¢ C v - Vi + b. Replacing the neural network R(n, z) by R(n, ) =
v - R(T}, x)+b, it is then immediate that the encoder £ : X(D) — R? defined
by € (u fD ) dz satisfies a lower bound of the form (6.3.24).

To prove the existence of an encoder & satisfying (6.3.25), we recall that, by
Assumption 6.3.1Y u ~ P(X) is of the form

u(x;y,§) = +Zy]6]
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where ey, ..., e4 are linearly independent with bi-orthogonal elements e], .. ., e,
and the coefficients y; ~ p;(y) dy are independent. Furthermore, £ ~ g is
a random function such that ej(§) = --- = €5(¢) = 0. In the following we
consider £ a random “parameter” and denote the law of £ by P := pui. By

assumption the dual elements €} are represented by a function in L.

Under our assumptions, there exist non-empty intervals I; C R and constant
¢, > 0, such that essinf;, p;j(2) > ¢, for all j = 1,...,d. We may assume
without loss of generality that I; is a bounded interval, and fix a constant
cy > 0 such that I; C [—cy,cy] forall j =1,...,d. Let V = szl I; C R4
We now choose B > 0, such that Prob(||¢||z~ < B) > 0. This is possible
because of the assumed inclusion X C L*> and Lemma 6.3.2. For this choice

of B > 0, we define the random event
K :={l¢llz~ < B},

so that P(C) > 0. Note that this bound on B implies that for all y € V' and
¢ € K, we have

.....

For fixed ¢ € K, define the maps F}|, F; : R — R?, as follows:

Fl(y) = {]iuu;y,ﬁ) e, () dﬂf}zl =Y (6.3.26)

Fely) == ]i Ru(x:y.€), @) d,

where R is a ReLU neural network mapping R x R to R?. Let R' be defined
by Ri(n,z) = {ne;(z)}{_,. Then by Corollary E.1.2, for any ¢ > 0, there

exists a ReLU neural network R such that
][ HR(,.%) — RT('ax)HWLOO([fB’,B’};Rd) dx S €. (6327)
D

Identify R with a ReLLU neural network achieving this bound. Note that
F g = id is exactly the identity on R¢ for all £ € K. Given the constant ¢, > 0
of Lemma 6.3.10, We seek to show that for sufficiently small € > 0 in (6.3.27),

we can ensure that

1Fe = Fillwreeqvy = [|1Fe — id|lwrsery < €0, VEE K. (6.3.28)
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By Lemma 6.3.10, this entails that there exist V, C V and ¢y > 0, such that
Fu(Unif(Y) ® P) > ¢oP(K) Unif(V}),

where [P denotes the law of £ and F'(y, &) = F¢(y). The claim then follows by

observing that
Epp = Fy(pa ®P) > ¢4 Fyu(Unif(Y) @ P) > cleoP(K) Unif(Vp).

Since P(K) > 0 by construction, the claim then follows with constant ¢ :=
clcoP(K). It therefore remains to show that (6.3.27) for sufficiently small
€ > 0 implies (6.3.28).

In the remainder of this proof, we show that this holds for ¢ := ¢,/2d. By
(6.3.27), we have ||9,(R — R") (-, z)||p=(-p By < €, where n refers to the first
argument of R and R'. Then for £ € K and y,y’ € V, we have

Ju(- 5y, ), Nul-:y,8) ) < B,

and hence
||F§ — FQHLO"(V) S fD ||R( : ,IL‘) - RT( : ’x)”LOO([—B’,B’]) dz S € = 60/2d.

To estimate ||DFy — DFET || oo vy, we recall that, due to the convexity of the
d-dimensional cube V, the W1*°(V') seminorm is equal to the Lipschitz semi-

norm:

Fely) — Fe(y/
|DFellq = sup (LW = EWD]
y,y' eV |y_y|

We now bound, for y,y’ € V:
|(Fe — FD)(y) — (Fe = FD(y)

]i (R~ RY)(u(z;9,€),2) — (R— R (u(z:y/,€), z) da

gﬁﬂR—wanyﬂw%ﬂR—waﬁwﬂwﬂM

< ]{)W(I;y,f) —u(z; Y, O|0,(R — R (-, )| oo (-5, da

:]id

> (w5 = v))es(@)|[104(R = B (-, 2) | pe (- 5y de
d
= ][DZ ly; — ;1104 (R — RN, )| oo (- pr, ) d
j=1

J=1

< Vdly —y/|e.
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With our choice of € = €/2d, this implies that

F, —FJr —(F, _FT /
|DF; — DF{ sy = sup |(Fe = F)(y) — (Fe — F)(Y)]

- Se\/ageo/z
y,y' eV |y_y|

Combining both estimates, we have shown that
FIRC2) = R s0) o do <
D

for € = €y/2d, implies

| Fe — FgTHWLOO(V) < €o.

This is what we set out to show, and concludes our proof of Proposition 6.3.19.
m

Theory-to-Practice Gap We can now state a theory-to-practice gap for

the unit ball U}y in the NO approximation space A)yg:

Theorem 6.3.20 (NO theory-to-practice gap). Let p € [1,00]. Let £ : N —
NU{oc} be non-decreasing with £* > 4. Let X (D) C L*°(D) be a Banach space
on Lipschitz domain D C R, Assume that u € P(X) satisfies Assumption
6.3.1 with bi-orthogonal elements {e}};en C L*(D). Then for any o > 0, we

have

B.(Uyxo, L (1)) < (6.3.29)

SHE

O

The proof of Theorem 6.3.20 relies on the following lemma:

Lemma 6.3.21. Let X' (D) C L*(D) be a Banach space on Lipschitz domain
D C R, and let 4 € P(X) be a probability measure on X. Assume that
V(D) contains all constant functions and y satisfies Assumption 6.3.1(Y for
d € N, with bi-orthogonal elements e, ..., e € LY(D). Let £ : X(D) — R?
be the encoder of Proposition 6.3.19. Fix a (finite) constant ¢y < ¢*+2. There
exists a constant v = vy(d, &, a, £y) > 0, such that

{fol|feUpr™R)} Cv U (6.3.30)

O
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A proof of this lemma is given in Appendix E.2. We now come to the proof

of Theorem 6.3.20.

Proof of Theorem 6.3.20. Fix d € N, and let { : N — N U {co} be a non-
decreasing function. Clearly, we have ¢* > 1. We define ¢, := 3, so that the
finite dimensional theory-to-practice gap, Theorem 6.2.2 applies to Uy, (RY).
Let £ : X — R? be an encoder as in Proposition 6.3.19, with E4p > ¢ Unif([0, 1]¢).
By (6.3.30), there exists a constant v > 0, such that

{fo&|feUr™R)} Cv- UL

The claim of Theorem 6.3.20 then follows again from Proposition 6.3.6, as
in the proof of Theorem 6.3.12. Indeed, Proposition 6.3.6, and the fact that

By - Upko, LP (1) = B(Uyxo, LP (1)), imply that

«

1
+E‘a+wo/2j.

a,00 ]'
B(Upno, L () < p
Since the left-hand side is independent of d, we let d — 00, to obtain (6.3.29).

]

We also state the following theory-to-practice gap for uniform approximation

over compact /C.

Theorem 6.3.22 (NO; uniform theory-to-practice gap). Let £ : N — NU{oo}
be non-decreasing with ¢* > 4. Let X' (D) C L*(D) be a Banach space on
Lipschitz domain D C R . Assume that K C X is a compact set satisfying
Assumption 6.3.3. Then for any a > 0, we have

B.(UyRo: C(K)) = 0.

Proof. The proof is analogous to the argument for the uniform theory-to-
practice gap for DeepONet, except that the DeepONet encoder construction,
Proposition 6.3.11, is replaced by the NO encoder construction in 6.3.19, and

the relevant inclusion is the one identified in Lemma 6.3.21. ]
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6.4 Conclusion

In conclusion, this work has rigorously examined the theory-to-practice gap in
both finite-dimensional and infinite-dimensional settings, resulting in rigorous
bounds on achievable convergence rates for general reconstruction methods
based on point-values. By deriving upper bounds on the optimal rate f,, we
have uncovered the inherent constraints of learning on relevant neural network
and neural operator approximation spaces. In the finite-dimensional case, our
contributions include a unified treatment of the theory-to-practice gap for
approximation errors measured in general LP-spaces for arbitrary p € [1, 00]
and dimension d € N. Furthermore, we extend the theory-to-practice gap
to infinite-dimensional operator learning frameworks, and derive results for
prominent architectures such as Deep Operator Networks and integral kernel-
based neural operators, such as the Fourier neural operator (FNO). Notably,
for operator learning we establish that the optimal convergence rate in a
Bochner LP-norm satisfies 5, < 1/p, while no algebraic convergence is possi-
ble (B, = 0) for uniform approximation on infinite-dimensional compact input
sets. These findings highlight some intrinsic limitations of these data-driven
methodologies and provide a clearer understanding of the theoretical bounds

shaping practical applications.

There are several interesting avenues for future work, two of which we briefly
mention in closing. One open problem is to study the theory-to-practice gap
under additional constraints, e.g. on spaces of the form AJ"* N Lip. We
expect that the theory-to-practice gap will persist essentially unchanged even
when introducing additional regularity constraints. Another open problem is
to extend this gap beyond ReLU activations. This is specifically relevant for
operator learning, where popular implementations of e.g. FNO usually use a
smooth variant of ReLU, such as GeLLU. To date, even in finite dimensions, no
theory-to-practice gap is known for such smooth activation functions. Since
our proofs rely on the homogeneity of ReLLU, the path to such an extension is

not immediately obvious.
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Appendixz A
APPENDIX TO CHAPTER 2

Links code used to produce the numerical results and figures in this chapter

are available at

except for the material-dependence experiment, which is produced from code

written by Lianghao Cao at

A.1 Proofs
Proof of Theorem 2.3.4
The proof of Lemma 2.3.5, which underlies the proof of Theorem 2.3.4, uses

the following two propositions

Proposition A.1.1. Under Assumptions 2.3.1, for all solutions u of equation
(2.2.2) the following bounds hold for some constant Cf:

2
+
Losuper ullyy , < lulcollyy , + (55) = CRIIZ

2 E4 2 vt 2 Et 2 2
2. supyer llul%y 5 < Ellulimoly, + (55) ERCEIFIE

3. [0l < Glilz | f—fHuHHéE, forall t € T.

Proof. To show the first bound, let ¢ = w in equation (2.2.2). We have

¢, (Ou, u) + qe(u,u) = (f, u)

so that
1d

S5 ulli + el o < 1F =l

2dt
< Cullflllfull g
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for some constant 'y, by compact embedding. Then, using Lemma 2.1.1,

1d E~
g+ Tty < S+ 2 iy,

for any § > 0 by Young’s Inequality. Letting 6% = 1’ , we have

d Civt
EHUH% HUHHlV_ = —[I.f11%-

Finally, Gronwall’s inequality ylelds

+\ 212
2 2 v Ci 2
sup ol < el + (5= ) 2P
The second bound follows from Lemma 2.1.1. For the third bound, let ¢ = d,u
in equation (2.2.2). Then
v (Oru, Opu) + qr(u, Opu) = (f, Q)

so that, again using Lemma 2.1.1, and using the Poincaré inequality,

1 E*
10yull , < IOl g o+ =Nl g | Ol o
and
B+
[0l a0 < —Hsz +——lullm e

]

Additionally, we need to bound the difference between two solutions u; and
uo of the PDE in Lemma 2.3.5 with different material properties. Notice that

uy and uo satisfy
0 0 0?
o (El <a_x“1> T (0t8a:u1>) ==/

0 0 0? 0 0 0?
(62 o)) -5+ 2 B0 -

Subtracting yields

0, [Er0sy +1027] = =0, [(AE)Dyuz + (Av)32,u),

where v = u; — us, AE = E; — Ey, and Av = v; — 5. We can rewrite this as

an equation for v in weak form: for all test functions p € V := H}

@, (00, @) + ae, (7, ) = (9, 0:0),  Y|i=0 =0, (A.1.1)

where g = AEO,uy + Avd?uy. For the following discussion of bounds in-
cluding both u; and us, let ET = max{F", By }, vT = max{v;,vs}, B~ =

min{ £, Fy }, and v~ = min{v; , v, }.



Proposition A.1.2. Under Assumptions 2.3.1, for all solutions v of equation

(A.1.1), the following bounds hold:

2
+
Loswpier 713, < (5) ol

2 vt 2 ET 2
2. swprer Il 5 < (5) Erllol

3. SupteTHat’YHHg,m < Hi =

Proof. To show the first bound, let ¢ = 7 in equation (A.1.1). We have

@ (0ry,7) +ae(v,7) =

so that
1d
5 I3+ Nl
Then
1,
9t g

for any § > 0 by Young’s Inequality. Letting 42

d, .,  E-
Sl + =

in equation (A.1.1). Then

@ (0, 0ry) + qu (7, Ory)

so that, again using Lemma 2.1.1

1011243 . ||9||||3ﬂ||H1

and

E+

107130 < —||g||z + =l e

+
= %“7‘|H&E

B 1
+ iy, < @ngn? e

+
+ ||7||§{37u = E-u- HgHZ
Finally, since v(0) = 0, Gronwall’s inequality yields

+\?% 1
2 < ’/_ Zlall2.

The second bound follows from Lemma 2.1.1. For the third bound, let ¢ = 0,7y

= <g7 a:%tfﬁ

Bt
VTHW’HH&,EH@’Y”H&,V
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To prove the Lipschitz property of the solution in Theorem 2.3.4, we will need

the following lemma.
Lemma 2.3.5 (Lipschitz Solution). Let u; be the solution to

— 0, (Ei(2)0pui(, t) + v3(2) 0% ui (2, 1)) = f(z,t), reDteT, (23.1)

ui(x,0) = dyu,(x,0) =0, r €D, (2.3.2)

associated with material properties F;, v;, for i € {1,2}, and forcing f, all

satisfying the Assumptions 2.3.1. Then
[ur — uzllz < C([lr1 — 12lloo + [| E1 — Ea|[0)

and L and inde-
pendent of ¢. O

for some constant C' € RT dependent on f, E;", E v, v,

A S R

Proof. Let v and g be as defined before and after equation A.1.1. Then, by
the result of Proposition A.1.2,

sl < sl < (=22 ol
teflﬁ Ma = - t€712 M = E-1- 9liz-
To bound the RHS:
9]z = [(AE)d,uz + (Av)02,us] 2
< [(AE)susll + [(Ar)3us |2

< [AE|lc[l0zuallz + | A0 ool 02z 2

< sup [[ug g | AE oo + sup [|Orus| 3 [ AV oo
teT teT

< —— (sup el s |AE o + 51p [l g 0, 1 A )
teT teT

1
()}

To bound ||0,us||z and ||02,us||, note that any solution uy will satisfy equation
(2.2.2) for (u, E,v) — (ug, B9, v5). The analysis of Proposition A.1.1 yields

< 14 Cl
sup ol < ol + ( 5= ) ooyl s
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and

01||f||z

sup Hatu2HH3,u2 S — Hu2||H1
teT v

C i\ 3/2 E+H)3/2 +
e+ () Muboollg + 25 =Gl

By the Poincaré¢ inequality, ||v||z < Cpsup,er ||/l g for some constant C), and

vt C
> max{”u|t=0HH01,u + (E_) ( )11/2HfHZ7

E—i— 3/2 E 3/2 , +
Stz () Mubeallgo + o5 =il

setting
_l’_

=0 l/—3

E-(v7)2

gives the result.

»

Now we can prove the piecewise constant approximation theorem.

Theorem 2.3.4 (Piecewise-Constant Approximation). Let F and v be piecewise-
continuous functions, with a finite number of discontinuities, satisfying As-
sumptions 2.3.1; let u. be the corresponding solution to (2.2.1). Then, for any
§ > 0, there exist piecewise-constant EFC and vF€ such that solution uf® of

equations (2.2.1) with these material properties satisfies

PC

luz™ —uel|z < 4.

O

Proof. Let Ap and A, be the finite sets of discontinuities of E, and v, re-
spectively, and let A = Ag U A, with elements aq,as,...,ax. Partition the
interval € into intervals Dy = (ag,a1), Dy = [a1,a2),... Dg = [ag_1,ak) such
that ;_, Dr = Q and (,_; Dy = 0. Let Bys = {0f,0F, ..., b5} be a uni-

form partition of Dy such that b¥ — b% | = §. Furthermore, define EF¢ and
PC
v

€

via

PC ahpeid 1 k 1 k
EACED 9) SR C SR

k=1 n=1

K N
1 1
=33 L l,bk]v(gn +3t)

k=1 n=1
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for € Q, noting that EF and v/FC are piecewise constant with K N(J) pieces.

E. and v, are continuous on each interval Dy, so for each ¢’ > 0, there exists
a mesh width ¢ such that with partitions { By s},

1 1
sup || E. (562_1 + 51)2) — E(x)]| < ¢
k]

ze(bk_, bk

1 1
sup  ||ve (5621 + Ebﬁ) — v (x)]| < ¢
IG(bﬁqvbiﬂ

foralln € {1,...,N(6)}. Thus, [|[E*C - E||» < § and |[7° —v|| < §'. Since
Cil where (' is as in Lemma 2.3.5, and the
theorem follows by use of the same lemma. m

0" was arbitrary, we can pick ¢ <

Proof of Theorem 2.3.6

We will need the following lemma:

Lemma A.1.3 (Existence of Exact Parametrization). For a piecewise con-
stant material with L'+ 1 pieces and under Assumptions 2.3.1, ag in equation

(2.2.5) can be written exactly as

/ _—
ao(s) =FE +V's ZS—FO[[
where E', v/, 3, € R and ay, € R, for all £ € [L']. O

Proof. Let E(y) and v(y) have L' + 1 constant pieces of lengths {d,}Zt! each
associated to values {E,}2 4" and {1, }X+! of F and v. Then equation (2 2.5),

rewritten here for convenience

becomes

-1

L'+1 d
~ o ¢
ao(s) ; ot s (A.1.2)
L +1
T SN RRL) (A.1.3)
Z Hj#(Ej +v;8)
_ Pls) (A.1.4)

~Qs)
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where P(s) is a polynomial of degree L' + 1 and )(s) a polynomial of degree

L'. Therefore, there exists a decomposition

P(s) o, Cls)
=LE +vs— A.1l5
Q) Q) S
for some constants E’ and v/ and polynomial C(s) of degree L' — 1.
Let —ay,...,—ap be the roots of Q(s). Then C(S Ze L 8+a for some

constants 3, € C by partial fraction decomposmon. We wish to show that
Re(ay) > 0 for all roots —ay of Q(s) so that we can take the inverse Laplace
transform. Furthermore, we wish to show that, in fact, —a, € R for all roots
—ay so that B, € R as well. Since E; and v; are positive for all j € [L' + 1],
it is clear that if a root —ay is real, then it cannot be positive since Q(s) =

L/H de [ [;2(Ej + vjs) has all positive coefficients. We now show that all
roots of Q(s) are real. Suppose a + bi is a root of Q(s). Then

L'+1
Qla+bi)=>_ d[[(E;+ vjla+bi)
=1 j#e
[L'+1 T L'+1 d
— E. 4. N | - ¢
3111( i+ vilatbi)) ;Eg+yg(a+bi)

L'+1 1 L'+1
. dg(Eg + Vga) dg(V@b)
— E. A ) _
]11( J—l-l/](a—l—bl)) ;((Eg—l—wa)z-l-(wb)z (Eg—l-l/ga)Q

The term HL (B + v;(a+bi)) is a nonzero constant for b # 0 since Fj, v; €
R, . Therefore, for Q(a + bi) = 0, both the real and imaginary components of
the sum on the right must total 0. However, since dy, 14, and the denominator
term (Ey + vpa)? + (vb)? are all positive as well, b must equal 0 to make
Im[Q(a + bi)] = 0. Therefore, all roots of Q(s) are in R_. Returning to the

decomposition, we now have

E' — A.1.6
o(s) = B+ /s Z s (AL6)
where 5, € R and ay € R, for all £ € [L/]. O

Now we may prove the theorem.

Theorem 2.3.6 (Existence of Exact Parametrization). Let \IJ(T) be the map

from strain history to stress in the homogenized model, as defined by equation

+ ()2 Z) '
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(2.2.7), in a piecewise-constant material with L + 1 pieces. Define W5 :

R? x CYT;R) x T x © = R by

\IIOPC (E(t)vé(t)v {E(T)}TETa t; 0) = E,E(t) + V/é(t) — Z &(t), (2.3.4&)
=1
8t§g(t) = ng(t) — Oéggg(t), €g<0) =0, (e {1, .. ,L} (234b)

Then, under Assumptions 2.3.1, there exists a choice of parameters #* =
(E',V,«, 8, L) such that

\Ijg)(at)? é(ﬂ? {E(T)}T€T7 t) = ‘ch(at)? é(t% {E(T)}T€T> t; ‘9*)

for all ug € C*(D x T;R) and t € T. O

Proof. By Lemma A.1.3, we have that

~ ~

0= CLAO(S)azUo

L/
Be _
o / /
= (E +v's — g I 01y,

(=1

where 5, € R and oy € R, for all ¢ € [L]. Taking an inverse Laplace transform,

we get
L t

oo(t) :E'axuo(t)—l—l/at@xuo(t)—z ﬁg/ Opuo(T) exp|—ay(t—7)] dr. (A.1.7)
=1 0

The above may be reexpressed as equations (2.3.4) with a choice of parameters
0= (FE, vV, L, «afB), auxiliary variable &, and € := 0, uy. O

RNO Approximation Theorem 2.3.10 Proof

In this subsection we use |- |, || - || to denote modulus and Euclidean norm,
respectively, and (-,-) to denote Euclidean inner product. This overlap with
the notation from the main body of the work should not lead to any confusion

as it is confined to this subsection.

To prove Theorem 2.3.10 we first study the simple case where FF¢ GF¢ are
uniformly approximated across all inputs; subsequently we will use this to
establish Theorem 2.3.10 as stated.
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Assumption 1.1.4. For any § > 0, there exist FRN© and G®NO such that

sup }]—"Pc(z) - FRNO(z)| <90

z€R2+L

sup HgPC gRNO H
ze€RIHL

O

Proposition A.1.5. Under Assumptions 1.1.4, if {a,} in equations (2.3.9)
are bounded such that 0 < ag < «y for some aq for all £ € [L], then for any
n > 0, there exists a map WENO defined as in equations (2.3.11) such that for
UP'C defined in equations (2.3.10), for any ¢t € R* and functions b, c : R* — R,

W5 (b(t), c(t), {b(7) e, 1:07) — WgNO(b(1), (), {b(T) } e )] < 1.
O

Proof. Note that the main difficulty in this proof results from the fact that

FRNO and FPC act on different hidden variables ¢, which we will denote ¢#NO

and £7¢, and whose first order time derivatives are given by GENO and GF¢

respectively. We write
(WG (b(2), c(t), {0(T) } e, 15 07) — WO (0(t), e(t), {b(7) } e 1)
= |F C(b(t)m(t) PC()) — FRO(b(t), c(t), €O (1))
PEM(), c(t), €O (1) — FIEO(b(2), e(t), €O (1))
b(t), (1), £7(1)) — FrO(b(t), e(t), €O (1))
“(0(t), c(t), €7 (1)) — FTO(b(t), e(t), €O(1)))]

by Assumptions 1.1.4 since F*C and FRNO share arguments in the first term.

P T

,C

To bound the second term,
[FEEO), et), £7C(1)) = FTOWb(E), eft), E7O())] = [(1,€7°(1) — €0 (1))] < VL7 (1) — €¥O(8)|
using the known form of F¥C where || - || is the Euclidean norm in R%.

Let eg(t) = £PC(t) — ERNO(2). Note that £PC(0) = ERNO(0) = 0, so e¢(0) = 0.
We wish to bound ||eg(t)||. To do so, we first bound ||é¢()||, where é¢(t) =
%eg(t)i

) = GPUENO1), b(t) — GFNO(ENO(E), b(1)) + GTU(ETNO(L), b(1))
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where we have defined q(t) = GFC(ERNO(¢),b(t)) — GRNO(ERNO(4),b(t)) and
lg(t)|| < 0 by Assumptions 1.1.4. Now note that é¢(t) = —Ae(t) + q(t) by

the form of GF¢, so we can bound

NP = {eelt) éce)) = ~(eclt), Acclt) + (af0) ()
< —Qminl€¢ () [|* + <1/261 Iln/ieé(t)>
< oI + a1 + 2 ()
L ee®I < ~amllecOIP + -

by Young’s inequality. Then by Gronwall’s inequality

52 o
lec(t)]* < —— (1 —e7") (A.1.8)

min

so |leg(t)| < f—o for all time. Returning to the main proof narrative,

[WECb(L), c(t), {b(T)} e £50%) — WENO(b(2), (t), {b(T) } o 1)
< 5+ VIE(r) — €01 < f‘;

Since by Assumptions 1.1.4, ¢ is arbitrarily small, the theorem result is shown.

]

Although we did not need to restrict the inputs ¢, b, and ¢ in Proposition A.1.5
to compact sets in order to prove it, we will argue that the statement holds
under weaker assumptions if the inputs are also bounded. The following weaker

assumptions follow from the Universal Approximation Theorem for RNNs|[1].

Assumption 1.1.6. If D; € R**L and D, € R'"” are compact sets, then for
any d > 0, there exist FENO and GRNO such that

sup !]-"Pc(z) — fRNO(z)| <4

z€D1q

sup HgPC gRNO(z)” S 5.
2€D>

O

Theorem 2.3.10 (RNO Approximation). Consider WEC as defined by equa-
tions (2.3.9), (2.3.10). Assume that there exist ay > 0 and 0 < B < oo such
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that ap < miny |ay| and max, |, < B. Then, under Assumptions 2.3.1, for
every 1 > 0 there exists WENO of the form (2.3.11) such that

sup |\IIOPC (b(t), c(t), {b(T)}, s t:0%) — UENO(b(2), c(t), {b(T)}, 1’ )| <.

teT,b,CGZR

O

Proof. Notice first that Assumptions 1.1.6 are a weaker version of Assumptions
1.1.4. We will prove the theorem by showing that, for inputs bounded via
t € T and b,c € Zp, we never need the stronger assumption in the proof
of Proposition A.1.5 because the function arguments of FF¢, FRNO GPC and
GRNO never leave a compact set. First we show that sup,. [|€P€()|| < R3 for

some R3 > 0. For any ¢ € {1,..., L}, we have
7O(t) = Beb(t) — &l (1)

€7 (1) < e By (SUP lb(t)|) / e
0

teT

1
<e B, (sup \b(t)l) — e

teT Qy

sup &7 ()] < —R,

teT

ERAsS

so that sup,c [|EFC(1) || < @. Let R3 = @{. Define R, = max{R3+%, R}
for 4 in Assumptions 1.1.6. We will show that sup,c7 [|[€"NO(¢)|| < Ry for £RNO
defined by ¢8NO in equations (2.3.11). Then the proof of Proposition A.1.5
will apply for bounded ¢, b and ¢ with the weaker assumptions since all inputs
to FPC FRNO GPC and GRNO: p(t), c(t), £FC(t), and E’NO(t), will remain in
a compact set for t € T.

Suppose for the sake of contradiction that there exists a time ¢’ € 7 at which
|EBNO(#)]] > R4. Then there exists a time T < # < T and € > 0 such that
for t € [0, 7], [[E’NC(t)|| < Ry, for t € (T, T" + ¢), [|ENO@)|| > R4, and
|ERNO(T)|| = R4 by continuity. In other words, T” is the time at which ¢&NO

first crosses the R, radius. Then

5
lee(T") ]| = 1€"Y(T") = €°(T")| = Ra — Rs > 5

by triangle inequality. Since [|"™N(2)|| < Ry for ¢t € [0,7"], the bound on
lee(t)]| in equation (A.1.8) in the proof of Proposition A.1.5 applies on the
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interval ¢ € [0,7"] under the weaker assumptions 1.1.6, and |les(T")]] < %.
This is a contradiction. Therefore, sup,.+ ||E®NO(¢)|| < Ry, and the proof of
Proposition A.1.5 holds with the weaker Assumptions 1.1.6 for bounded inputs

teT and b,c € Zg. O

The bounds on « and S required in Theorem 2.3.10 are justified because
for known material properties E and v, a and f are determined and finite-

dimensional, so they have maximum and minimum values.

A.2 Special Case Solutions
Laplace Transform Limit
Here we derive the form of \I/Er) in equation (2.2.7) via a power series expansion

of the Laplace transform at s = co. Starting from the definition in equation
(2.2.6):

For s > 1, we have that
([ wote) ~([ o) —Go)

-1
Setting v/ = (%) , we now subtract out the linear dependence on s and let

= % We define

s=z~

to obtain

F(z)=do(z7") = vz

) (L)
o v(y)+2E(y) o v(y)

fo <V(y) W)dy

() (0 22)

_ fo o V(EngrzE(y)) dy

— —
Z2<f01/ +zE )(0?3))

E(y)
fo P y)(l/ N12E®) dy

(I ) ()
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Since infye 0,1y v(y) > 0,

1 JEg(y) d
lim F(z) = ~“W — —. g
z—0 1&
< 0 V(y))

From this same computation, we see that for ag(s) = sv/+ E'+k(s), the contri-
bution k(s) consists of lower order terms in s and is such that lim,_,, x(s) = 0.
Using the fact that the inverse Laplace transform of a product (if it exists) is

a convolution, we justify the form of the integral term in equation (2.2.7).

Forced Boundary Problem
Lemma 2.5.1. Let Q = (0,1), and let o be determined by the following

equations, where F, v, and b are given:

Oyo(y,t) =0, yeQteT, (2.5.2a)
oy, t) = E(y)0,u(y,t) + v(y)0u(y,t), yeteT, (2.5.2b)
u(0,t) =0, wu(l,t)=>b(t), teT, (2.5.2¢)
u(y,0) =0, y €. (2.5.2d)

Then
{o(t)hier = TH(B(L), Dib(t), {b(t) heeT 1),
where ¥} is the map defined in (2.2.6). O

Proof. Taking the Laplace transform of (2.5.2) yields

a(s) = (E(y) +v(y)s)d,uly, s)-

Spatially averaging and noting that b(t) = (J,u(y,t)), we have

b(s) = l—dy a(s
b(s)—/o E+ ) (s). (A.2.1)

71/\ ~
Then o(s) = (fol (Ei%) b(s), which is equivalent to o(s) = ag(s)b(s)
using equation (2.2.5). The definition of ¥} in equation (2.2.6) completes the

proof.

O

Lemma 2.5.1 justifies the use of data arising from the system (2.5.2) to train

the map W,.
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A.3 Surrogate Model Experiments in Viscoelasticity
RNO Training and Testing: Piecewise-Constant Case
We trained three RNOs using the same dataset for the setting of a 2-piecewise
constant material with material parameters £y = 1, Fy = 3, 11 = 0.1, and
vy = 0.2. The data was generated using a forward Euler method with time

discretization dt = 0.001 up to time 7" = 4 on the known analytic solution for

N
n=1

the 2-piecewise-constant cell problem. Denote the data by {(0,uo)n, (00)n

as discussed in Section 2.5. We repeat the two loss functions here.

Accessible Loss Function:

— (@0)nll
(70)a

Li({oo}n 1. {00 }h_1) —%Z Uo :

Inaccessible Loss Function:

La(fool Yy, (B} (61 (B 1Y) = %Z("(“’fﬁ B ”)

70)n|| 1(§)n ||L2(QR

For each of the following RNOs, the architecture for Frno and Gryo consists
of three internal layers of SeLU units of 100 nodes separated by linear layers,
all followed by a final linear layer. The SELU function is applied element-wise
as

SELU(z) = s(max(0, z) + min(0, a(exp(z) — 1)))

where a = 1.67326 and s = 1.05070'. We trained three different RNOs on the

same piecewise-constant dataset in the following manner:

e RNO A: Using only the inaccessible loss function Ly, we trained on
N = 400 data points with subsampled time discretization of dt = 0.004
up to T' = 4 for 1500 epochs with a batch size of 50.

e RNO B: first we used the inaccessible loss function Ly to train on N =
200 data points with subsampled time discretization of dt = 0.004 up to
T = 2 for 1500 epochs with a batch size of 40. Then we initialized a new
RNO at the parameters of this RNO and trained with the accessible
loss function L; for 1000 epochs on 200 data with batch size of 40.



https://pytorch.org/docs/stable/generated/torch.nn.SELU.html
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e RNO C: Using only the accessible loss function L;, we trained on
N = 500 data points with subsampled time discretization of dt = 0.004
up to T' = 4 for 3000 epochs with a batch size of 50.

The train and test errors are shown for the three RNOs in Figure A.1.

rrrrrrrrr

T

o b 102 k | &
ki f ‘u‘ " J"-"h

N L P =
M _

T e T (¢c) RNO C trained using
(a) RNO A trained using (b) RNO B initialized at only standard loss func-
inaccessible loss function inaccessible loss solution tion

Figure A.1: Train and test error for the three RNOs.

The piecewise constant data was generated by solving the cell problem using
a finite difference method with 300 spatial nodes and dt = 0.005 over a time
length of 7' = 10 for the trajectories. In the training, we sliced the data
trajectories by a slice of 2. For the 3-piecewise constant model, we trained
on 500 data points for 3000 epochs with the squared relative loss function.
For the 5 and 10-piecewise constant models, we trained on 600 data points for
4000 epochs with the squared relative loss function. The piecewise constant
values were: By =2, Fy =8, E3 =1, FE, =3, E5 =7, Fg =3, E; =5, E3 = 6,
Ey=9 Fypy=41=0115=09,v3 =07 vy =04, v5 =15, g = 1.2,
v = 0.5, 15 = 1.4, vy = 0.5, and v19 = 0.3. (first three for 3-piecewise, first

five for 5-piecewise constant, all ten for 10-piecewise constant).

RNO Training and Testing: Continuous Case

We trained several RNOs on data {(0,ug)n, (60)n -, for continuous material
parameters given by E(y) =2+ tanh(ya_g“r’) and v(y) = 0.54+0.1 tanh(ygg“r’).
Each of the four RNOs had 1, 2, 5, and 10 hidden variables (L, or the dimension
of &) respectively. The data was generated by solving the cell problem using
a finite difference method with 200 spatial nodes and dt = h? where h is the
spatial discretization. The RNO was trained for 3000 epochs on 500 data.

The macroscale simulations were performed with a spacial discretization of

heey = 0.05 and a time discretization of dt = 0.4h2 ;. They were compared to
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Figure A.2: RNO outputs versus the truth (dashed) for each of the three candi-
date RNOs. The columns correspond to RNOS A, B, and C respectively. The
first row shows the strain-stress dependence for five fixed strain rate inputs.
The second row shows the strain rate-stress dependence for five fixed strain
inputs. The third row shows the &, stress relationships for hidden variable £
for five fixed strain inputs. The fourth row shows the strain, ¢ relationship for
five different fixed values of €. Finally, the fifth row shows the &, ¢ relationship
for five fixed strain inputs.

an FEM solution computed with a spacial discretization of h = 0.004 with a

material period of 0.04 and time discretization of dt = 0.1h2.

Additional numerical experiments for viscoelasticity

In Figure A.2 we investigate whether the learned models exhibit linearity in
the inputs, as is the case for the true equations. The first two columns are
models trained with the inaccessible loss function, and the rightmost column
is a model trained only on the accessible loss function. All three models
exhibit linearity in FRNO_ but only the model trained on the inaccessible loss
function exhibits linearity in the learned model for GRNC. Despite this lack
of adherence to the true behavior, the third model achieves comparable test

error and performance as a surrogate model.

In Figure A.3 we display the result of using RNOs A, B, and C as surrogate
models with integrated Brownian motion forcing. Both the analytic homog-
enized equations and the RNO predicted stress are compared to the stress

computed via an FEM simulation as the ground truth. Once more, the mag-
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nitudes of the error are similar, implying that the main contributor of the error

is homogenization itself.

Finally, in Figure A.4 we train another RNO on piecewise-constant material
parameters exhibiting higher inertial effects and test them in macroscale sim-

ulations with the same sinusoidal and Brownian motion forcing as before.

3.0 le-2 3.0 le-2 3.0 le—-2
—— RNN vs FEM —— RNN vs FEM —— RNN vs FEM
2.5 Analytic Cell vs FEM 2.5 Analytic Cell vs FEM 25 Analytic Cell vs FEM
2.0 2.0 2.0
g 1 51 215 215 \
] i
1.0 1.0 \//\ 1.0 \/_“,\_/,_\
0.5- 0.5 0.5
|
00 00 05 10 15 20 25 30 0.0 00 05 10 15 20 25 30 00 00 05 10 15 20 25 30
Time Time Time
(a) RNO A (b) RNO B (¢) RNO C

Figure A.3: Analytic cell and RNO relative error versus FEM solution using
integrated Brownian motion forcing; this supports Numerical Experiments,
conclusion I.

le—-1 25 le-2
2.0 —— RNN vs FEM —— RNN vs FEM
Analytic Cell vs FEM 2.0 f Analytic Cell vs FEM
15 j
15
5 s || _
£1.0 £ s
& “ G101 |
05 \\ Va /\\//\\/f\ 05
VAR v
0.0 0.0
00 05 10 15 20 25 30 00 05 10 15 20 25 30
Time Time
(a) Sinusoidal forcing (b) Integrated Brownian motion forcing

Figure A.4: Relative error of RNO trained on material parameters with higher
inertial effects in response to sinusoidal and integrated Brownian motion forc-
ing; this demonstrates Numerical Experiments, conclusion I.

RINO Training and Testing: Elasto-viscoplasticity Experiments

The data for the elasto-viscoplasticity case was generated using a fixed-point
iteration scheme with dt = 0.0001, 100 spatial elements, and a termination
threshold of 0.001. The constant values used were n = 10, £} = 5, Fy = 1,
Es =3, By =2, E5 =4, B =6, by =1, Es = 3, By = 4, €1 = 0.05,
€po2 = 0.1, €03 = 0.15, épo4 = 0.07, €05 = 0.02, €po6 = 0.08, €07 = 0.04,
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€p0,0.125 €p0,0.03, and each og; = E;éy;. The RNO was trained without the
strain rate variable on 400 data trajectories with a time slice of 8. The model
trained for 3000 epochs with absolute error. The samples shown in Figure 2.6
were chosen using a random number generator. Figure A.5 shows the error for

the train and test data points for this elasto-viscoplastic experiment.

Elasto-viscoplastic Errors

107t

1072

1073

Error Value

104 M
e Absolute L2 T
e Squared Relative L2 = |
e Relative L2 ’

107>

0 100 200 300 400 500
Train Samples: 0-399. Test Samples: 400-499

Figure A.5: Error evaluations of all train and test data points for the elasto-
viscoplastic experiments. Solid lines indicate mean error values, which are
computed separately for the train and test sets.

A.4 One-Dimensional Standard Linear Solid

In this section we address the model of the one-dimensional Maxwell version of
the SLS, whose constitutive law depends only on the strain and strain history.
The analysis for the SLS model demonstrates that the ideas presented for the
KV model extend beyond that particular setting. In Section A.4, we present

the governing equations, and in Section A.4 we homogenize the system.

Governing Equations

In the setting without inertia, the displacement wu., strain €., and inelastic

strain €’ are related by

—0,0. = f, (A4d.1a)

€ = Oy, (A.4.1b)

0. = FEj 6. + By (€. — €), (A.4.1c)
Eae

Ol = %(eE —éb), (A.4.1d)

where f : Q@ x T — R is a known forcing, and we impose initial condition
u(x,0) = 0 and boundary conditions u(z,t) = 0 for x € 9. We seek a
solution u. : €2 x 7 +— R. Once more we have small scale dependence in
the material properties through e: we have E; (x) = El(f) for i = 1,2 and
ve(z) = w(2) for 0 <e < 1.
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Homogenization
First, we take the Laplace transform of equation (A.4.1) and combine the
transformed expressions of equations (A.4.1c) and (A.4.1d) to arrive at

-1
E“) . (A4.2)

Ve

(/T\E = El,g/e\g + E2’ES <8 -+

-1
Letting a(s) = Ey . + EZES(S + %) , the homogenization theory of Section
2.3 applies, and we can use the harmonic averaging expression in equation
(2.2.5) to write

Qo(s) = <(a(8))—1>—1 _ (/0 E +‘SE:)5+ o dy> : (A.4.3)

where the homogenized solution ug solves system 2.1.6 with \Ifg is defined as

Ul = £7do (), 0], (A.4.4)

analogous to the KV case. However, in the case of piecewise-constant F;, Ey

and v the inverse Laplace transform yields a different form in the SLS case:
L
UG (Daig, 1;0) = E'Opun(t) — Y &(1) (A.4.5a)

0i&i(t) = BeOyuo(t) — abe(t), Le{l,...,L} (A.4.5b)

for a material with L pieces. Note that this model does not have dependence
on the strain rate, but it has one more hidden variable than the piecewise-

constant case for the KV model. The value of E’ follows from taking the limit

1 1 -1
E = / —d> .
(0 (Ey + Es) Y
SLS Derivation

Here we show that the SLS model has one more hidden variable in the piecewise-

s — oo and is given by

constant case than the KV model does. This is the analog of Theorem 2.3.6
for the SLS model. Starting from equation (A.4.3) for Gy(s):

/1 s+ E2(y) y -1
Y
o (Er(y) + Ealy ))5 + Bl

L _'_E2z)dz -1
Z E EleQz

i=1 11+E213+

A
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for L-piecewise-constant Fy, F5, and v with pieces of length d;. Let ¢; = EV“,

ki = Ey; + Ey; and p; = % Continuing,

HiL=1<k7i3 + pi) _ P(s)
ZiL:I di(s + ;) Hj;éi(kjs +pj) Q(s)
Note that both P(s) and @Q(s) have degree L. There is a unique constant E’
such that

P(s) . Cls)
@<s> E+@<s>’

where C/(s) . Note

that this is one more pole than the decomposﬂzlon for the KV model in Theorem

2.3.6 has. We will now show that roots of ) are real and negative, which will
lead to the expression in equation (A.4.5). First notice that if the roots of
Q(s) are real, then they must be negative since k;, ¢;, d;, and p; are strictly
positive for all ¢ € [L]. Suppose for the sake of contradiction that Q(s) has a

root with a nonzero imaginary component: s = a + bi where b # 0. Then

L
Qa+bi) = di(a+bi+co) [[(k;(a+bi) + p))
=1 J7#t

H(k‘j(a + bi) + p;) Z dy(a + bz: + ¢)

j =1
L . .
. dea + docy + dobi kea + pg — kebi
— k. b .
H( ](a+ Z)+p]) ;( kza_’_pf_’_kébi ) <k’ga+pg—k'[bl.

= H(kj(a+bi)+pj) X

J

Z (kea + pec)lg + (keb)? [((a + co)(kea + pe) + keb®) + (=kebes + bpy)i].

If a + bi is a root of @), then we need 525:1 m( kece + pe) = 0.

2
Notice that —kecp, + pr = —Eyif, which is strictly negative, so for b # 0,
Im(Q(a + bi)) < 0, which is a contradiction. Therefore, b = 0, and all the
roots of () are real and negative. Inverting the Laplace transform, we arrive

at equation (A.4.5).
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A.5 Fourier Neural Mapping Definition
Here we include the definition of the FNM used in the extension RNO-FNM to
include material dependence in the model. This architecture is fully developed

and explored in Chapter 5.

Definition A.5.1 (Fourier Neural Mapping (FNM)). Let the function input
M € L*(T%R). Define the vector input vy, € R%: and vector output
Vout € R%ut. Let o € T¢. Now we define the following layers:

(Vector Lifting) S, : R%n — R

(Vector to Function) 2 : Réin — L2(T%; Réik)
2 Dz = kKy(+)z

2 Dz = {Zkezd (Pigk)2> ,%}

jeldt,
(Function Lifting) Sy : L*(Td; RAv+dil) 5 L2(Td; Rebo)

(Fourier) % : L?(T4; R%—1) — L?(T4R%), t € [T],
(L)) (@) = o (Weu(z) + (Ku)(2) + br),

(Function to Vector) ¢ : L*(T% R%) — R%ro;
h=%h= [p,ks(x)h(x)dz
b G = { Tenn (S0 Py (o i) ageecy ) }

fo v
(Vector Projection) @, : R%rei — R%ut,

The convolution operator is given, for u : T¢ — R%-1 and = € T, by

di—1
(Kw)(x) = {Z (Z(Pf%mwk,ujmm;m)wk(x)} SR (A51)
LE(di]

kezd \j=1

For given layer index ¢ and wave vector k € Z%, the matrix Pt(k) € Chxdi
comprises learnable parameters of the integral operator K;; furthermore, W, €
Rxdi-1 ig a weights matrix, b, € R™ is a bias vector, both learnable. And, for
given wave vector k € Z, P® e Cdit* i are the learnable parameters of the

41 are the learnable parameters of

. fo
vector to function map &, and P}k) € Coroi
the function to vector map ¢. The vector lifting and projection layers, S, and
()., are either shallow neural networks or linear maps, and hence also contain

learnable parameters. Finally the function lifting layer Sy is applied pointwise

Leld

fv ]
Proj
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in T—a.e. and is also defined by either a shallow neural network or a linear

map containing learnable parameters. O
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Appendix B

APPENDIX TO CHAPTER 3

Links to datasets and all code used to produce the numerical results and figures

in this chapter are available at

B.1 Proofs of Stability Estimates

In this section, we prove the stability estimates stated in Propositions 3.1.2
and 3.1.3. The following lemma is a modification of the standard estimate for
parametric dependence of elliptic equations on their coefficient. We include it

here for completeness.

Proposition 3.1.1. Consider the cell problem defined by equation (3.1.4).
The following hold:

1. If A € PD, s, then (3.1.4) has a unique solution y € H*(T% R%) and

)

HXHHl(’H‘d;Rd) =,
2. For " and x® solutions to the cell problem in equation (3.1.4) asso-
ciated with coefficients A1, A®?) ¢ PD, s, respectively, it follows that

Vd

2) ~-
o

||X _ X(l)HHl(Td;Rd) S (1 —+ g) ”A(l) — A(Q)HLOO(Td;RdXd)' (318)

O

Proof. For existence and uniqueness of the solution to the cell problem using
Lax-Milgram, we refer to the texts [59, 27]; we simply derive the bounds and

stability estimate. First, note that (3.1.4) decouples, in particular,

—V - (VxiA) =V - (Aey), y € T (B.1.1)


https://github.com/mtrautner/LearningHomogenization/
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for | = 1,...,d where e, is the (-th standard basis vector of R? and each

xe € H'(T% R). Multiplying by x, and integrating by parts shows
vl < [ {4V Vi) dy
T
= —/ <A€g,VXg> dy
Td
< [ 1ed|Vxl dy
Td
1 1
2 ? 2 :
< ([ pedan) ([ 1wt o)
Td Td
< [ Al o= [V xell 2
Therefore

2 2
dIAR- _ d8

_ b
o2 o?

d
IVxIIZe = Y 11V xell7 <
=1
which implies the first result.

To prove the second result, we denote the right hand side of B.1.1 by féi) =
V - A@e, in what follows. For any v € H'(T?;R), we have that

- V‘(A(l)Vxél))v dy:/ fé(l)v dy
Td

Td

— / vAOVNY T dy + / Vo - AVVY dy = / P dy.
oTd Td Td

Since v, AV and the solution XEI) are all periodic on T?, the first term is 0.

Combining with the equation for ng), we get

Vo (A — A(Q))VXEI) dy =

Td
= [0 = 120 Vo (42 = VfY)) .
T

Setting v = Xéz) — Xél), we have

=9 (040 =407 a0 [ ) (7 ) 0
Td Td

o [ (T - w) - (49 (7 9

a| VX = VxMV)2e < AV — AP e [ VXM 2 IV = V) e
1 2 2 1
F Y = PN IV = Vxi e,
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2 1 1 1 1 2
I =Xl < = (1A = AD o [9X 2 + 15D = £ o1 ). (B1.2)

Evaluating,
1Y = £20 s = IV - AVey = V- APy, (B.1.3)
= sup / V- (AD — A@)ese dy, (B.1.4)
€]l fr1=1JTd
< sup [[(AY = AP)ey| 12| VE] 2, (B.1.5)
lEl g1 =1
< JJAD = A5 < [ AD — A . (B.1.6)

since our domain is T¢. Combining this with (B.1.2) and the bound of || V|| 2 <

g obtained in the first part of this proposition, we have

1
I = Xl < = (1 - @) JAD — A®)|| . (B.1.7)
« o
Returning to d vector components yields the result. O

The following result shows that the mapping A — A is continuous on separable
subspaces of L>(T¢;R¥*%),

Lemma B.1.1. Let A C L*®(T¢ R%9) be a separable subspace and K C
A NPD,z a closed set in L. Define the mapping F : K — R4 by A A

as given by (3.1.3). Then there exists a continuous mapping F € C(A;R*9)
such that F(A) = F(A) for any A € K. O

Proof. Let AD A®) € K then, by Proposition 3.1.1,
[F(AY) = PAD)], = [ 14D = 42114+ 19OL)

+ [ AR VXY = VX P e dy
Td

< JAW = AP (14 (VXD 12) + AP 1o [ VXD = VX2

d min (|[AD||zee, || AP 1oo
S<1+§(HA<”HL@+||A<2>||Loo( AT, 1A

«

. ||A(1) — A(2)||L007

and hence F' € C(K;R%%). Applying the Tietze extension theorem [152] to
F implies the existence of F. m
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The following lemma shows that, unfortunately, separable subspaces of

L>(T?;, R 4) are not very useful. Indeed, in the desired area of application
of continuum mechanics, we ought to be able to place a boundary of material
discontinuity anywhere in the domain. The following result shows that doing

so is impossible for a subset of PD, g which lies only in a separable subspace

of L°(Td; Rxd),

Lemma B.1.2. For any t € [0, 1] define ¢ : [0,1] — R by

c(z) = o Vel
0, >t

Define £ = {¢; : t € [0,1]} C L*°([0,1]). There exists no separable subspace

A C L*=(]0,1]) such that £ C A. O
Proof. Suppose otherwise. Since (A, ||-||z~) is a separable metric space, (F, ||-
|| L) must be separable since E' C A; this is a contradiction since (F, || - ||z=)

is not separable. To see this, let {c;, }32; be an arbitrary countable susbset of
E. Then for any t ¢ {t;}32,, we have

L el 1

Hence no countable subset can be dense. O

Instead of working on a compact subset of a separable subspace of L>(T4; R4*4),
we may instead try to find a suitable probability measure which contains the
discontinous functions of interest. The following remarks makes clear why such

an approch would still be problematic for the purposes of approximation.

Remark B.1.3 (Gaussian Threshholding). Let u be a Gaussian measure on

L*([0,1]). Define

1, >0
T(x) = : Vaxel0,1]
0, <0
and consider the corresponding Nemytskii operator Nz : L([0, 1]) — L*(]0, 1]).

Then, working with the definitions in Lemma B.1.2, it is easy to see that

E C suppNz*u. Therefore there exists no separable subspace of L>(]0, 1])
which contains suppNz* p. O
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We therefore abandon L*° and instead show continuity and Lipschitz continu-
ity for some L? with ¢ < co to H'. The following lemma is a general result
for convergence of sequences in metric spaces which is used in a more specific

context in the next lemma.

Lemma B.1.4. Let (M,d) be a metric space and (a,) C M a sequence. If
every subsequence (an,) C (a,) contains a subsequence (ay, ) C (an,) such
that (an, ) — a € M then (a,) — a. O

Proof. Suppose otherwise. Then, there exists some € > 0 such that, for every
N € Z7, there exists some n = n(N) > N such that

d(an,a) > e.

Then we can construct a subsequence (a,,) C (a,) such that d(a,;,a) >
€ Vn;. Therefore a,; does not have a subsequence converging to a, which is a

contradiction. O

The following lemma proves existence of a limit in L?(D;R%) of a sequence of
outputs of operators in L>(D;R¥*4),

Lemma B.1.5. Let D C R? be an open set and (4,) C L®(D;R¥™%) a

sequence satisfying the following.

1. A, € PD,g for all n.

2. There exists A € L®(D;R¥4) such that (A4,) — A in L?(D;R¥*%),
Then, for any g € L?(D;R?), we have that (A,g) — Ag in L*(D;R?). O

Proof. We have
[AngllL> < Bligll 2,

and hence (A, g) C L*(D;R?) and, similarly, by finite-dimensional norm equiv-

alence, there is a constant C; > 0 such that

[Agllzz < Crl[All < llg][ 2,
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and hence Ag € L?*(D;R%). Again, by finite-dimensional norm equivalence,
we have that there exists a constant Cy > 0 such that, for j € {1,...,d} and

almost every y € D, we have

(An9);(¥)* < AP W)PlgW)I* < C2B2l9(y) P,

where AY (y) denotes the j-th row of AY (y). In particular,

(An9); ()] < V/CaBla(y).

Let (An,) C (A,) be an arbitrary subsequence. Since (A,) — A, we have that
(An,) — A in L*(D;R™?). Therefore, there exists a subsequence (A,, ) C
(An,) such that A,, (y) — A(y) for almost every y € D. Then A,, (y)g(y) —
A(y)g(y) for almost every y € D. Since |g| € L*(R?), we have, by the
dominated convergence theorem, that (Anklg)j — (Ag); in L*(D) for every
j €{1,...,d}. Therefore (4,, g) — Ag in L*(D;RY). Since the subsequence
(A,,) was arbitrary, Lemma B.1.4 implies the result. O

Finally, we may prove Proposition 3.1.2.

Proposition 3.1.2. Endow PD,, 3 with the L?(T% R%*¢) induced topology and
let K C PD4g be a closed set. Define the mapping G : K — H'(T%R?) by
A+ x as given by (3.1.4). Then there exists a bounded continuous mapping

G € C(L*(T% R™); HY(T%RY))
such that G(A) = G(A) for any A € K. O
Proof. Consider the PDE

-V - (AVu) =V - Ae, y e T, (B.1.8)

where e is some standard basis vector of R?. Let (A,) C K be a sequence
such that (A,) — A € K in L*(T%R%%). Denote by u, € H'(T9) the
solution to (B.1.8) corresponding to each A, and by u € H'(T¢%) the solution
corresponding to the limiting A. A similar calculation as in the proof of

Proposition 3.1.1 shows

allun — ull?, < /Td<(,4 — AN (Vu+ €), Va, — V) dy

< lun = ull g [ (A = A)(Vu + e)]| 2.
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Since Vu + e € L*(T%R?), by Lemma B.1.5, (A4,(Vu + ¢€)) — A(Vu + ¢)
in L?(T% RY) hence (u,) — u in H'(T%). In particular, the mapping A — u
defined by (B.1.8) is continuous. Since the problem (3.1.4) decouples as shown
by (B.1.1), we have that each component mapping Gy : K — H'(T%) defined
by A +— x; is continuous thus G is continuous. Applying the Tietze extension

theorem [182]| to G implies the existence of G. O

The following is a straightforward consequence of Proposition 3.1.2 that es-
tablishes continuity of the map A ~ A defined in (3.1.3) as well.

Lemma B.1.6. Endow PD, s with the L?*(T% R%?) induced topology and
let K C PD,gs be a closed set. Define the mapping F : K — R¥? by

A+ A as given by (3.1.3). Then there exists a bounded continuous mapping
F € C(L*(T% R*4); R™?) such that F(A) = F(A) for any A € K. O

Proof. Since V : H'(T% R?) — L?(T% R*) is a bounded operator, Lemma 3.1.2
implies that the mapping A — A+ AVy7 is continuous as compositions, sums,
and products of continuous functions are continuous. Now let A € PD, g then

A€ LY(T% R4 since A € L>=(T? R%*4). Thus

/ Ady
Td

by Holder’s inequality and the fact that [, dy = 1. Hence F € C(K;R™?)

as a composition of continuous maps. Again applying the Tietze extension

< [ 1lrdy < 4]
F Td

theorem [132]| to F' implies the existence of F. O

To prove Proposition 3.1.3, we need to establish Lipschitz continuity. We
first establish the following result, which is similar to the one proved in [(2]
in Theorem 2.1. We show it again here both for completeness and because
we specialize to the case of the cell problem (3.1.4) with periodic boundary

conditions rather than the system (3.1.1) with Dirichlet boundary conditions.

Lemma B.1.7. Let AW A® € PD, 5 and let x(!), x? be the corresponding
solutions to (3.1.4). Then

Vd

d
I = X < EE(1AR = A2+ [TXP) o[ A® — AD]|10)  (BL9)

forp22andq:z%. O
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Proof. As in the proof of Proposition 3.1.1, we denote f® = V . A® for
i € {1,2} for simplicity of notation and to be easily comparable to the proof
of Theorem 2.1 in [62]. Since both sides of the cell problem equation (3.1.4)

depend on A®, we introduce Y as the solution of
-V (V)A{A(Q)) =V-AY  Ye HY(T%RY (B.1.10)

as an intermediate function. We obtain bounds using X and apply the triangle
inequality to

I =) + (X = x®)ll

to obtain a bound on [[x(!) — x| 4. From the naive perturbation bound in
(B.1.2) we have

1% =Xl < 1A = £,
so we are left to bound ||Xé1) — Xell 1. We note that
V- (APVY,) =V (A(I)VX§1)>
ADVY, - Vv dy = / d AT Tudy o € HY(TER).
T

Td

Letting v = XEI) — X¢,

A0V (93 = V) dy = [ A0V (V- VR dy
A (V5= v - (i = V) ey
by .
T

oK = xlln < (A% = ADY (Vo) 2.
Applying Holder for L2, we get

1% XUl < IV 5]l 4O — A (B.1.11)
for ¢ = ]% where p € [2,00]. Putting the two parts together, we have that

1 1
I = xE i < IV A® e = 7 - Ayl s+~ [V || AP — AV

1 1
<A@ — AW a||VX,§1>||L,,||A<2> — AW,

Q

Combining bounds for all d dimensions yields the result. O
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Remark B.1.8. Since L9(Q) — L?(Q) for bounded Q@ C R? and ¢ > 2, we

could also write the bound of Lemma B.1.7 as
1
I =" s < — (€ + 19X ) A2 = AV

for some C' dependent only on ¢ and (2. O

The result of Lemma B.1.7 is unhelpful if [|[Vx|/zr is unbounded. In this
setting, it is not possible for Lemma B.1.7 to result in Lipschitz continuity as
a map from L? to H'. Instead, we seek to bound ||V x||» for some p satisfying

2 <p<oo.

Before continuing, we establish a bound on the gradient of the solution to
the Poisson equation on the torus. This follows the strategy of [62] for the
Dirichlet problem. In order to avoid extra factors of 27 in all formulae, we
work on the rescaled torus denoted Y¢ = [0, 27| with opposite faces identified
for the following result of Lemma B.1.9. As we work on the torus, it is useful

to first set up notation for the function spaces of interest. Let
D(Y') = C(Y!) = C(Y)

be the space of test functions where the last equality follows from compactness
of the torus. Functions can be either R or C valued hence we do not explicitly
specify the range. We equip D(Y?) with a locally convex topology generated
by an appropriate family of semi-norms, see, for example, [183, Section 3.2.1].

Any function g € D(Y?) can be represented by its Fourier series

g(@) =Y glk)e™,

kezd
where g denotes the Fourier transform of g and convergence of the right-hand
side sum is with respect to the topology of D(Y?), and i denotes the imagi-
nary unit. It holds that g € S(Z%), the Schwartz space of rapidly decreasing

functions on the integer lattice, so we have
[9(k)| <cn(l+1|E)™, m=0,1,...

for some constants c¢,,. We may then define the topological (continuous) dual
space of D(Y?), the space of distributions, denoted D’(Y%), which can be
described as follows: the condition that f € D'(Y?) is characterized by the

property

~

If(K)] < bp(1+ k)™, m=0,1,...
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for some constants b,,. We take the weak-* topology on D'(Y?) and generally
use the prime notation for any such dual space. For any —oo < s < 0o, we

define the fractional Laplacian as

(Ayf= 3 IR, (B.1.12)

kezd\ {0}

where the right-hand side sum converges in the topology of D’(Y9). It is
easy to see that (—A)* : D'(YY) — D'(Y?) is continuous. Furthermore, for
any j € {1,...,d}, we define the family of operators ﬁj : D'(Y?) — D'(YY),

defining periodic Riesz transforms, by

Rif =Y ==L f(k)e™e, (B.1.13)

where we identify %|k:0 = limyg)—0 % = 0. Again, we stress that convergence
of the right-hand side sum is in the topology of D'(Y?). Lastly, we denote by
S(R?) and &’'(R?) the Schwartz space and the space of tempered distributions

on R? respectively; see, for example, [154, Chapter 1] for the precise definitions.

The following lemma establishes boundedness of the periodic Riesz transform
on LP(Y?). It is essential in proving boundedness of the gradient to the solution
of the Poisson equation on the torus. The result is essentially proven in [184].
We include it here, in our specific torus setting, giving the full argument for

completeness.

Lemma B.1.9. There exists a constant ¢ = ¢(d,p) > 0 such that, for any
j€{l,...,d} and any f € LP(Y?) for some 2 < p < oo, we have

R flleevay < el fllze(vay-

O

Proof. Let g € L?*(R%) N LP(R?) for some 1 < p < oo. For any j € {1,...,d},
define the family of operators R; by

(Rjg)(z) = lim gle =) K;(t) dt,

§—1e—0t 5>t >e

where
I'((d+1)/2)t
i(t) = @+ D)/2]¢|d+1
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and T" denotes the Euler-Gamma function. By [184, Chapter 4, Theorem 4.5],

K; € 8'(R%) and its Fourier transform satisfies
o~ it
Ri(t) =24,

Therefore, for any ¢ € S(R?), we have

- it ~
(K *¢) (t) = —ﬁ (1),
where * denotes convolution, see, for example, [181, Chapter 1, Theorem 3.18|.
Since g € L*(R%), we therefore find that, by [184, Chapter 6, Theorem 2.6,
-~ Z.Ij/\
(Rjg) (z) = —mg(w) (B.1.14)
for Lebesgue almost every z € R%. The result |13, Chapter 6, Theorem 2.6]

further shows that there exists a constant ¢ = ¢(d, p) > 0 such that

”RngLP(]Rd) < CHgHLP(]Rd)-

We note from (B.1.14) and the definition (B.1.13) that R, may be viewed as
R; with the restriction of the Fourier multiplier —% to the lattice Z?. We can
therefore use the transference theory of [181] to establish boundedness of fij

from the boundedness of R;. In particular, note that the mapping x — i

||

is continuous at all x € R? except x = 0. However, by symmetry, we have
that, for all € > 0

Therefore we can apply [184, Chapter 7, Theorem 3.8, Corollary 3.16] to con-
clude that, since R; is bounded from LP(R%) to LP(R?), R; is bounded from
LP(Y?) to LP(Y?) with

| Bl o (vay—s o vey < (| B ]] o ay— Lo ()

This implies the desired result. [

We define the Bessel potential spaces by

LP(Y) = {u e D'(Y) | |lul

Lsp(Y4) = ||<I — A)s/zuan(Yd) < OO}
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for any —oo < s < oo and 1 < p < oco. We also define the homogeneous

version of these spaces, sometimes called the Riesz potential spaces, by

L*(Y?) = {u € D'(Y) | |lul

s (Yd) = ||(—A)5/2u||Lp(Yd) < 00, /Yd u dy = O}

It is clear that L5P(Y?) C L*?(Y?) is closed subspace. We then have the

following result for the Poisson equation.

Lemma B.1.10. For each f € L¥P(Y?), for —oo < s < co and 2 < p < oo,

the solution u of the equation

—Au = f, wu l-periodic, / udy =0 (B.1.15)
Yda
satisfies
IVu Le+to(yd) S K| f Lew(Yd) (B.1.16)
for some finite K > 0 depending only on p and d. O

Proof. From the definitions (B.1.12) and (B.1.13), it is easy to see that the

Riesz transform can be written as

Rj = —0,,(-A)?

in the sense of distributions. Consider now equation (B.1.15) with f € L¥P(Y?)
for 2 < p < co. We have that

10:u]

fe+o(yd) = ||8xj(—A)—1f\ Le+La(yd)
— 100y (=) V2= A) 2 | o
= 1Ry (-2 fll vz
It is clear that
(=) fllogvay = || f

and hence (—A)*2f € LP(Y?). We can thus apply Lemma B.1.9 to find a
constant ¢ = ¢(d, p) > 0 such that

LSJ’(Yd) < oo,

19z, u|

Ls+1p(yd) < C|‘<_A)s/2fHLP(Yd) = CHf‘ Lsp(Yd)-

The result follows by finite-dimensional norm equivalence.
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Next we define the homogeneous Sobolev spaces on the torus as
WhP(T?) = {u € W*P(TY) | u is 1-periodic, / udy = 0} (B.1.17)
Td

for kK = 0,1,..., and 1 < p < oo with the standard norm on W*?, see, for

example [185].

Remark B.1.11. By [183, Section 3.5.4|, we have that, for any k = 0,1, ...
and 1 < p < o0,

LF2(T) = whe(T?),  LP(TY) = Wh2(T).
Furthermore, by [183, Section 3.5.6],

WA (1) = (WAR(D)' = (LR = Lo (1),
WR (T = (Wh?(T?)) = (LF#(T%)) = L7+
where p’ is the Holder conjugate of pie. 1/p+1/p' = 1. O

In the following, we use the notation
[Ko, Kilo,g (B.1.18)

to denote the real interpolation between two Banach spaces continuously em-
bedded in the same Hausdorff topological space, as described in [185]. We also
need Lemma Al from [186], which we have copied below as Lemma B.1.12 to
ease readability. Although this lemma was written only for ¢ = 2, the result

still holds for our ¢ > 2 with a very similar proof.

Lemma B.1.12. Let Fy C Ej be two Banach spaces with E; continuously
embedded in Ey. Let T': E; — E; be a bounded operator with closed range
and assume that T is a projection, j € {0,1}. Denote by Ky and K; the
ranges of T'|g, and T'|g, respectively. Then the following two spaces coincide

with equivalent norms:
(Ko, Kiloq = [Eo, Erlo, N Ky VO € (0,1).
O

We now state the result for the bound on ||Vx||z» with a proof largely devel-
oped in [62].
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Lemma B.1.13. Let x solve (3.1.4) for A € PD, 3. Then

Kn(®)
IVxllr < (B.1.19)
1 — Kn( (1 — 2)
B
for 2 <p< p*(%) where
pr(t) =max{p| K" >1—¢ 2<p<Q} (B.1.20)

for n(p) = f//;:f//gand K = K(d,Q) is the constant in Lemma B.1.10, for any
choice of @ > p. O

Proof. The operator T = —A is invertible from H~! to H', and the inverse T
is bounded with norm 1 since the Poisson equation with periodic boundary
conditions has a unique solution in H' for f € H~' with bound |lul|; <
| fllzz-1. From Lemma B.1.10 it is also bounded with norm K = K(d, Q) from
W@ to W for any Q > 2. By the real method of interpolation [185], for
2 < p < @ we have that

Lp _ [l L@
whe = [H W] (B.1.21)
using the notation of [185] where n(p) = %. From the duality theorem
(Theorem 3.7.1. of [187]), we have that
/
(HwQ] = ([HI,WLQ’] ) . (B.1.22)
n(p).p n(p)p’

From real interpolation, the right hand side equals (W) = W~'? in our
notation. Therefore, we have the necessary dual statement that parallels
(B.1.21):

W = [H W (B.1.23)

n(p).p’
Next we restrict these spaces to functions with periodic boundary conditions.
Using the projection onto the space of continuous, periodic functions on T¢
and noticing that W@ — H' we apply Lemma B.1.12 with K, = H' and
have

Whe = [HY, W9, 0 - (B.1.24)

Using the exact interpolation theorem, Theorem 7.23 of [185], T7! is also a
bounded map from W% to W? with norm K7®):

1T fllyiro < K" Fllw-1e- (B.1.25)
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The remainder of the proof is identical to that of the proof of Proposition
1 in [62], but we state it here in our notation for completeness. Define S:
WP — W~1P as the operator Su = —V- (%AVu). Let V be the perturbation
operator V :=T — S. Since A € PD, 3, S and V' are bounded operators from
WP to W=7, with the operator norms ||S|| < 1 and ||V < 1— 5- Therefore,

1TVl < W7 hwsomsis IV i < K70 (13 ),

B
(B.1.26)

where the input and output spaces defining the operator norms are included
for clarity. Since T is invertible, S = T(I — T~'V) is invertible provided
Knw) <1 — %) < 1. Moreover, for S~! as a mapping from W= to Whe,

_ IR B K@)
IS~ < I =T V) it 1T lw-ro sy <
1 — Kn) <1 — %
(B.1.27)
Therefore,
L, K@)
IVXllze = lIxhire < B“S V- Al < (B.1.28)

1— Kn(p)<1 — %)

provided K"®) (1 — %) < 1. The bound and specified range of p follow. n

Finally, we may prove Proposition 3.1.3

Proposition 3.1.3. There exists gy € (2,00) such that, for all ¢ satisfying
q € (go, 2], the following holds. Endow PD,, s with the L4(T% R%*¢) topology
and let K C PD, s be a closed set. Define the mapping G : K — H*(T% R%) by
A+ x as given by (3.1.4). Then there exists a bounded Lipschitz-continuous
mapping

G: LYT%R™) — HY(T4R?)

such that G(A) = G(A) for any A € K. O

Proof. Lemma B.1.13 guarantees a py > 2 such that |[Vx®| ., in Lemma
B.1.7 is bounded above by a constant for 2 < p < pg. Then Lemma B.1.7
gives Lipschitz continuity of the solution map from L4(T%) — H'(T9) for ¢
satisfying gy < ¢ < oo for some gy > 2. O
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Remark B.1.14. From the results of Lemma B.1.13 and Lemma B.1.7, we

have that we can take ¢y = 1% where
po=max{p| K7"P >1—-¢t 2<p<Q}

Therefore, bounds on py may be inherited from bounds on K that appears in
Lemma B.1.10. O

B.2 Proofs of Approximation Theorems

In this section we prove the approximation theorems stated in Section 3.3.

Theorem 3.3.2. Let K C PD,, 3 and define the mapping G : K — H'(T% R?)
by A — x as given by (3.1.4). Assume in addition that K is compact in
L2(T% R%¥>9). Then, for any e > 0, there exists an FNO ¥ : K — H'(T% R?)
such that

sup [|G(A) = U (A <e,

Proof. By Proposition 3.1.2, there exists a continuous map

G € C(L*(T%R™); HY(T R?)) such that G(A) = G(A) for any A € K. By
[20, Theorem 5|, there exists a FNO W : L?(T% R¥>4) — H'(T%; R?) such that

sup [|G(A) — U(A)|| ;1 <e.
AeK
Therefore
sup [Gi(A) = W(4) 1 = 5up [G(4) — ¥(A) g < ¢

AeK

as desired. O

Theorem 3.3.3. Let K C PD, s and define the mapping F : K — R%*¢ by
A+ A as given by (3.1.3), (3.1.4). Assume in addition that K is compact in
L?(T% R¥4). Then, for any € > 0, there exists an FNO ® : K — L>°(T4; R¥*9)
such that

sup sup |F'(A) — ®(A)(2)|r < e
A€eK zeTd

O

Proof. The result follows as in Theorem 3.3.2 by applying Lemma B.1.6 instead
of Proposition 3.1.2. O
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B.3 Proofs for Microstructure Examples

The following lemma establishes the compactness of subsets of PD,, g generated
by the probability measures from Section 3.4. As we are unaware of a proof in
the literature, we have provided one below. The proof uses the L!-Lipschitz

spaces, which are defined as
Lip, (LY ={u € L': IM(u) > 0: w(u,t); < Mt*},

where w(u,t); is the 1-modulus of continuity, defined via

w(u,t)y = sup |[[Tpu — ul[r1(7a).
0<|n|<t
Lemma B.3.1. BV(T?) N L>=(T?) is compactly embedded in L?(T4). O

Proof. Let u € B, where B is a bounded subset of BV(T4) N L>(T%) with >
norm and BV seminorm bounded by M, and let 75, f denote the translation of
f by h,ie 7,f(x) = f(x —h). Then

Imht — |2 < |mn — ul| Y2 | — w2 (B.3.1)

Since BV(T?) = Lip, (L(T%)), ||7au — ul|zr < |lullgv]h|. We have then
I = wllz < Jfullgy bl 2(20) 2.

By the Fréchet-Kolmogorov theorem [135], this equicontinuity result is suffi-

cient for compactness of B in L?(T?). O

Using the result of Lemma B.3.1, we see that any set of microstructure co-
efficients bounded in L>(T%) N BV (T?) satisfies the compactness assumption
of the Approximation Theorems in Section 3.3. It is clear that the method
of construction of the microstructure examples used in the main body of the

work leads to such sets.

B.4 Numerical Implementation Details

All FNO models are implemented in pytorch using python 3.9.7. Unless oth-
erwise specified, the models have 18 modes in each dimension, a width of 64,
and 4 hidden layers. The lifting layer is a linear transformation with trainable

parameters, and the projecting layer is a pointwise multilayer perceptron with
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trainable parameters. The batch size is 20, the learning rate is 0.001, and the
number of epochs is 400. These hyperparameters are chosen with a small grid
search, but we emphasize that the FNO does not drastically change in perfor-
mance unless these parameters are changed by an order of magnitude. For a
model trained on 9500 data using these hyperparameters and accelerated with
an Nvidia P100 GPU, the training time is approximately 7 hours. In Figures
3.4, 3.5, and 3.6, the error bars shown correspond to two standard deviations

in each direction over the five samples.
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Appendiz C

APPENDIX TO CHAPTER 4

Links to datasets and all code used to produce the numerical results and figures

in this chapter are available at

C.1 Trigonometric interpolation and aliasing

In this section, we present a self-contained analysis of aliasing errors for v €
H*(T?). These results are straightforward and well known in numerical anal-
ysis, but we give a clear exposition here as background as it is difficult to
find a succinct and widely-available reference. The primary goal is to state
and prove Proposition C.1.6, which controls the difference between a function
defined over T¢ and the trigonometric interpolation of a function defined on a
grid. In the following, N € Z-o. We recall that XV is a set of equidistant

grid points on the torus T¢,
XM = {x, € Tz =n/N, n € [N]}.

We note that the discrete Fourier transform gives rise to a natural correspon-

dence between grid values and Fourier modes,

{v(@n) bneva < {Ukbreana (C.1.1)
where .
O = 37 w(wn)e 2miEm) = DFT(v) (k). (C.1.2)
n€e[N|e

We begin with the following observation:

Lemma C.1.1. Let N be given. Then,

1 .
Na Z eritham=—an) — 5 ¥Ym,n € [N]?, (C.1.3)
kel[N)
1 o
~a > R = G VK € [[N]) (C.1.4)
ne[N]d


https://github.com/mtrautner/BoundFNO/
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Proof. This follows from an elementary calculation, which we briefly recall

here. For d = 1, the claim follows by noting that x,, = n/N, and using the

identity
N-1 V-1 1
S )T (¢ #1), (C.15)
/=0 7 (q = 1)7
with ¢ = e2™im=n)/N and g = 2mk=k)/N regpectively. Indeed, assuming d = 1

and denoting —K := min[[N]|, then the above identity implies, for example,

N-1

Z eZﬂ'ik(a}m—zn) _ Z [627r7,(m n/N Z q =g -K qf
ke[IN] RE[IN] =1 kE[IN] =0

If ¢ # 1, then ¢V = e?™(™=") = 1. By (C.1.5), this implies that the last sum is
0. On the other hand, if ¢ = 1, then the last sum is trivially = N. We finally
note that, for m,n € [N], we have ¢ = 1 if and only if m = n, implying that

N
q_K Z qﬁ = N(Smn
=0

Thus,

Z 2rikEm—mm) _ Ng§

kE[[N]]
and (C.1.3) follows. The argument for (C.1.4) is analogous. For d > 1, the
sum over [[N]]¢ = [[N]] x --- x [[IN]] is split into sums along each dimension,

and the same argument is applied for each of the d components, yielding the
claim also for d > 1. O]

A trigonometric polynomial p : T — R™ is a function of the form

Z ek (C.1.6)

ke[[N]]¢

with ¢; € C™ chosen to make p(z) R™-valued at each z € T¢. We note that the

discrete and continuous L?-norms are equivalent for trigonometric polynomials:

Lemma C.1.2. Let N be a positive integer. If p(z) is a trigonometric poly-

nomial, then

1
WHP“é?(ne[N]d) = ||p||L2('J1‘d)-
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Proof. We have

Pl = [ lo@)Pdo = > oo o [ A= 3
k,k'e

~ - ke[[N]?
=0y
and
1 2
WHpHﬂ(ne[N]d = Nd Z Ip(2)]|
ne[N]d
— Z Ckak’ - Z 2mi(k—k',zn)
k,k’e[[N]]4 €[N}
—5kk/
= D lal
ke[[N]}4
This proves the claim. m

Let v : T — R be a function with grid values {v(zy)}nenja- Let DFT(v)(k)
denote the coefficients of the discrete Fourier transform defined by (C.1.1).
Then

= ) DFT(v)(k)e*™ ), (C.1.7)

ke[[N]]¢
is the trigonometric polynomial associated to v. The next lemma shows that

p(z) interpolates v(x).

Lemma C.1.3. The trigonometric polynomial p(x) defined by (C.1.7) inter-
polates v(x) at the grid points, i.e., we have p(z,,) = v(z,) for all n € [N]%. ¢

Proof. Fix n € [N]. Then
b = S DFT(u)(k)ermthe

ke[[N])4
1 omi(kyzm) \ 2milk,zn)

- ST e o

ke[[N]]? me[N]4

1 27k, Ty, —Tm)

= Z v(Tm) Ni Z e2milk,

me[N]d ke[[N])4
= Z V(T ) Omn

me[N]4

U(Z’n)7
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where we have made use of (C.1.3) to pass to the fourth line. [

The following trigonometric polynomial interpolation estimate for functions in

Sobolev spaces H?*(T%) will be useful in stating our main proposition.

Lemma C.1.4. Let v € H*(T?) for s > d/2. Let p denote the interpolating
trigonometric polynomial given by (C.1.7). Then

v(z) — p(r) = Z o(k)emitke _ Z Z Bk + LN $e2mitha)

keZA\[[N]] ke[[N))4 | eez\{0}
(C.1.8)

Furthermore, there exists a constant ¢, 4 > 0, such that
v = pllL2(ray < csallvllgsrayN° (C.1.9)
%

Remark C.1.5. The first sum on the right-hand side of (C.1.8) is the L*-
orthogonal Fourier projection of v onto the complement of span{e?™*) | k €
[[N]]4}. The second sum in (C.1.8) is known as an “aliasing” error; it arises

because two Fourier modes are indistinguishable on the discrete grid whenever
k—Fk € NZ%, ie. e2mithon) = e2milken) for all n € [N]9. O

Proof. Since v € H*(T?) has Sobolev smoothness s for s > d/2, it can be
shown that the Fourier series of v is uniformly convergent. In particular, we

may write

v(a) = Y B(k)e

k'ezZd

for

(k") :/ v(x)e 2K gy
Td
First, substitution of v(z,) = 3", 0(k')e*™** @) into DFT (v)(k) yields

DFT d Z { Z 27r'L<k: xn>}627ri<k,:pn>

ne[N]d \k/ezd

_ Z ii\(kf/) ﬁ Z eQﬂ'i(k’—k,xn)

k'ezd ne[N]d
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We now note that

L Z 2K —k,mn) _ 0, (K#k modN),
N ne[N)d 1, (K =k modN),

as a consequence of the trigonometric identity (C.1.4). Letting &' = k + (N,

i.e. k' for which the sum inside the braces does not vanish, it follows that

DFT(v)(k) = > o(k + (N).

Lezd
Thus,
U(l’)—p(l‘) _ Z@\ o2 (k) Z DFT o2 (k,z)

kezd ke[[N]]4

_ Z 27rz k,x) + Z {U DFT(,U)(]{;)}G%rz(k,m)
kGZd\[[N]]d ke([NV])¢

_ Z @\(k)QQﬂ'i(k,x) _ Z Z i)\(k' + KN) e27ri<k:,x)‘
keZ\[[N]* ke[[N]]*  eeZ\{0}

We proceed to bound the last two terms. For the first term, we have by

Parseval’s theorem,

H Z 6(k)€2ﬂi<k’m>

2
= (k)2
= 2[R

kEZM\[[N]]¢ keZI\[[N]]
1
S e > (LK) [o(k)
- 2s
T+ 2% 2
< N0l H pays
where ||v||3,. (ray = ezl + |k|?$)[0(k)|?, and for the second term

Z { Z k; +£N } 2mi(k,z) 2
ke[[N]]¢  ezd\{0} L2(T)
- > [ ¥

ke[[N])¢ eeZ4\{0}
<> (Xa lMNPsrl)
ke[[N]]¢  ¢€zZd\{0}

x ( ST (L kNP Ok + EN)P).

cezd\ {0}




210

The final inequality is obtained via Cauchy-Schwarz. We note that for k& €
[[N]]¢, we have ||, < N/2, and hence, for any integer vector £ # 0, we obtain

N N N
’k+EN| Z |k+€N|oo Z |€|00N - |k|oo Z |£|OON - > _|€|oo fal _M
2 20/d
(C.1.10)

We can now bound
N —2s
> @t lk+eNPH)TI< Y <—) ()% (C.1.11a)
£eZ4\{0} £e7\{0} 2\/8
< g N7, (C.1.11b)

where cqs = (4d)" D70 (o) |(|7%* < oo is finite, since s > d/2 implies that
the last series converges. Substitution of this bound in the estimate above

implies

S { X Ak e fermite

ke[[N]]¢  ¢eza\{0}

2

L2(T4)

< N7 Y > (L4 [k + NP ok + N[
ke[[N]]¢ \Lez\{0}

< Cd,sN_gsHUl %{S(Td)'

Combining the above estimates, we conclude that
lv = pllz2 < cas|lvll gseray N7,

where we have re-defined cg, 1= 2° + (4d)*/? D ez [0} |0]=2. O

We can now state the main outcome of this section.

Proposition C.1.6. Let v € H*(T?) be given for s > d/2 and let {v™ () } e[
be any grid values. Let p™(x) = Y cnya DFT(0V)(k)e*™**) be the interpo-

lating trigonometric polynomial of v"V. Then,

HU - UN||42(ne[N]d) + Cd,s||v| Hs(Td)N_s

1
lv = p™|| 2y < N2

O

Proof. Let p(x) = 37, cinya DFT (0) (k)€™ (k) be the interpolating trigonomet-

ric polynomial given the point-values {v(z,)}neqnje. Then,

HU —PNHL2(Td) < HU —pHL2(1rd) + HP —pNHL2(Td)- (C‘1~12)
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By Lemma C.1.4, we have
HU - pHLQ(Td) < Cd,sHUHHs(Td)Nfs.

By Lemma C.1.2, and since p(z,,) = v(z,), p" (z,) = v™(z,) by Lemma C.1.3,

we have
P — pN||L2(1rd) = Nd/2 p(z,) — pN(an)Hz?(ne[N]d)
= allv(E) — ¥ @) ey
Substitution in (C.1.12) gives the claimed bound. O

C.2 Discretization error derivation
In this section, we derive the error breakdown within each FNO layer. This
error breakdown is used in the proofs of subsequent sections. Within a single
layer, we define the following quantities to track the error origin and propaga-
tion, noting that, for values of m; that will vary with layer ¢, 8t(j b X R™,
j=0,3and & : [K]]* —» C™, j=1,2.

0. £9x,) = vV (z) — vi(y), zH € XN,

1. Et(l)(k;) = ﬁ ZnE[N]d Ut(xn) —2m k zn de Ut 27rz k x) d.T, kf c
[[E)°.

2. £ (k) = 1 e £ (wa)e 2mitkan) € [[K])4.
(

3 fn) = Zk‘e[[Kﬂd f)t(k) (g(l)(k') + 8(2)(k?)>62m<k’x">, T, € X(N)

1. &N (wa) = o (Wovn(a) + Kevulwn) + by + WE (@) + £ ()
— o(Wwy(m) + Kevp(wn) 4 b)) = o)1 (20) — vpgr (@), @, € X,

Here, St(o is the initial error in the inputs to FNO layer ¢, £ is the aliasing
error, Et( is the initial error &, ) after the discrete Fourier transform, and &, ®)
is the error after the operatlon of the kernel ;. Finally, the initial error for the
next layer is given by S 1 in terms of the error quantities of the previous layer.
Intuitively, the quantity £1) is the source of the error within each layer since it
depends only on the ground truth v;. All other error quantities are propagation
of existing error from previous layers. We provide an exact derivation of these

quantities in the following.
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Let Et(o) be the error in the inputs to FNO layer ¢ such that
E0(@n) = o) (x0) — vi(n),  wn € XV,

Let F(ve)(k) = [avi(z)e ™ ® dz denote the Fourier transform and DFT as
in equation (C.1.2). Then for k € [[K]]%,

1 A 1 ‘
DFT(UiV)(]{) = W Z Ut(xn)e—2m<k,a?n>+m Z gt(O)(l.n)e—sz(k,xn)

ne[N]¢ ne[N]4

= Flu) (k) + D (k) + £ (k),

where St(l) is the error resulting from computing the Fourier transform of v

on a discrete grid rather than all of TY, i.e.

1 . :
5t(1)<k) :W Z ,Ut<$n>ef27m<k,xn> _/ Ut(x)ef%m(k,x) dr

d
n€[N]4 T

and 5t(2) is the error St(o) after the discrete Fourier transform, i.e.

Z 5 0) 727rz k xn)

ne[N]4

For z, € X™) the output of the discrete kernel integral operator acting on

vl is given by

KXo ) = > PO (Fon) (k) + £ () + (k) ) e2einr

ke[[K]]¢

= (Kwwi) (xa) + &7 (0n),

where
ke[[K])4

Finally, the output of layer ¢ is given by

o (1) = O'(Wt (o) + EO (@) + (KN 0N ) (20) + bt>

= U(tht(xn) + ICtUt(ZEn) + bt + tht((]) (l‘n) + gt(3) (Z‘n>> .
Therefore, the initial error for the next layer is given by

E @) = o (Whvi(an) + Kevnlan) + by + Wil (@) + €0 () )
- U(tht(l'n) + ICtUt(.flfn) —+ bt)
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C.3 Proofs of approximation theory lemmas
We bound the components described in Appendix C.2 in the following propo-

sition.

Proposition C.3.1. Under Assumptions 4.3.1, it holds that

1. ]\Sfl)ng(ke[[K]]d) < ag s N7°||ve|| s where a5 is independent of N, vy;
2 _ 0
2 162l egenmis = N 1€ lamem;
3 1 2
3. 162 Nememey < N2 IPe (IE0 leweimrs + 17 leweps )
4. 1€ < B(IWill: 1€ + 1) )
: t+111£2(ne[NJd) = tli21l¢t  [1e2(ne[N]4) t |1e2(ne[N]%) |-
O
Proof. Beginning with the definition of Et(l)(k), we have
12 _ i —2mi(k,xn) —2milk,x) 2
v = s 3 e [ oo

ne[N]d

N

Denote the terms in the above expression v;" (k) and v;(k), respectively. Since

d
8§ >3,

Ut(xn) _ Z @\t(k)e2m<k’z”>,

1 - I
E)\ZV(]{/) _ m (Z @\t(k)62m<k’m">> 6—2m<k Tn)

Therefore,

1 o~ —~
||5t( )H§2(ke[[m]d) = HUtN - UtH??(kE[[KHd)
2

= > | Y G(k+eN)

ke[[K])¢|¢eza\{0}

1 25| 2
< Z Z —|k;+€N|25 Z |k + (N[ [0y (k + €N))|

ke[[K])4 \ eezd\{0} £e7.\{0}
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by Cauchy-Schwarz. We bound each component separately. It is clear from
Definition 4.2.1 that

s (C.3.1)

SN Ik INPE[Gk+ON) < [fug

ke[lK¢ Lez\ {0}

To bound the first component independently of k, we note from K < & and

2
equation (C.1.10) that
N —2s
(sva")
2Vd

1
Zmﬁz

tez4\ {0} tez4\ {0}
< o3 N
by equation (C.1.11), where aj , = (4d)° > ez (0} |¢|7%* is finite since s > 4.
We express the final bound as
8(1) < N—S
1€ keqrne < as [[ve]| -
For St@)(k) we have the definition
2 1 0 —orilk,x
P (k) = i 37 &0 (w,)e itk
ne[N]4
By Parseval’s Theorem, we have
2 1 0
1621 ey = 7all € N emey (C.3.2)

For P, € R%us1*K “xdv. e define the tensor Frobenius norm
k
121 = e 12713

2

1E e = D | 3o PP (& (k) + &P (k) ) ermitheen

ne[N]4|ke[[K]]4
2

<N ST IRPEN (k) + €7 (k)
ke[[K]]?

<N ST IRPIE S 18V (k) + £ (k)P

ke[[K])¢ ke[[K])¢

1 2
= N PIZIED + €211 ey

3 1 2
1€ ey < NP2 Pl (1€ e + IEP N eepam )-
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Finally, we have

2
HgtHHp (ne[N]) Z ‘ (Wi + Koy + by + M/tg(o)<13n) + 5 (In)) — o(W + Koy + by)

ne[N]d
<y v
ne[N]4

0 3
1€ e < BUIWilIE lememe) + 1€ e )

2

WED () + EP (2,)

where || - ||2 is the matrix-2 norm. Recall B bounds derivatives of o in As-

sumptions 4.3.1.

]

The results of Proposition C.3.1 allow us to easily prove the following lemma.
Under Assumptions 4.3.1, the following bound holds:

H) (€33)

2 0 s
Nd/2 ||gt+1||f2 (ne[N]?) < BM(WH&&( )||£2(n€[N]d) + Oéd,sN |

where aq 5 is a constant dependent only on d and s.

Proof. From Proposition C.3.1, and shortening the notation 2(n € [N]?) to
2

1€ < B(IWillNE® e + N2 Pl (o Nl

e+ N2)E0) ) ).

Combining terms gives

1ED e < B{UWill2 + 1Pl 1€ e + s N2 Bl ol ) (C:3.4)

Replacing |[|[W;||2 and || P||r with M and rescaling gives

0 —s
Nd/2 Hgt(—i-)lHZ?(ne[N]d) < BM(Nd/2 HS HZZ(ne[N}d) + Oéd,sN H’UtHHs).

C.4 Proofs of regularity theory lemmas

The proof of Lemma 4.3 relies on another result for bounding the H® norm
of compositions of functions, which is largely taken from the lemma of Moser
[98, sec. 2, p. 273] without assuming an L* norm of v less than 1. We state

a proof here for completeness.
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Lemma C.4.1. Assume ¢ : T¢ — T? possesses continuous derivatives up to
order r which are bounded by B. Then

oo vly < Be(L+ [[olli ) lvlla-

provided v € H"(T?), where c is a constant dependent on r and d. O

Proof. By Faa di Bruno’s formula, we have

T

Di(pouv(x) =) Ca,r%(v($)) H(Div(:v))“j, (C.4.1)

where the sum is over all nonnegative integers aq, ..., a, such that a; 4+ 2as +

r!
alag!2!%2 | aplrlar )

-+ 4ra, =r, the constant C, , = and p:=a; +as+---+ay.
We seek a bound on square integrals of (C.4.1). Setting vy = ’jprU, vy = D,
1

29

r
Aoy

Holder’s inequality for multiple products that

2 r r 1/pa
/ dx S/ H |U>\|2m dz < H(/ |UA|2a)\pA d:)?>
T T 3=0 A=o N/ T4
r 1/px
=l IT( [ jprae)
A=1 /T

The first factor is bounded above by B? by assumption. By application of

ag = 1, pp = oo, and py = and noting that >\ _, % = %, we have by

dxzP

T (ol TTD2 )

Gagliardo-Nirenberg, the second factor may be bounded by

T

r Aoy /T
H(/ | DAo| /> d:c) < C [T vl 0= (Do + flolf?) >
A1 N/ T A

=1

< "ol ol

since ), Aay =7, and ), a, = p. Combining the bounds,

™
/T T loal™ do < B2CT |22 o]

d
A=0

If ||v]|o < 1, we have the bound
/ [T loa? do < B2C7 ol (C4.2)
T \=o
and otherwise since p < r,

[T 10al?* do < B2CT ol 2wl (C.4.3)

d
T¢ x=o
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Since these bounds hold for any term in the sum C.4.1, we obtain

oo vl < Be(1+ [[o]l5c") [vllzr (C.4.4)
for a different constant ¢ depending on r and d. m
Now we may prove Lemma 4.3. Under Assumptions 4.3.1, the following

bounds hold:

o [[vialloo < 00 + BM(L+ [|viloo + K42 |vrll 2(7a))

o |vg1]s < BeMPKS2(1 + ||vg]loe)* (1 + |ve]s)

for some constant ¢ dependent on d and s, where 0y := max{maxo<;<r 04(0), 1}.

Proof. First we bound [|Kyvt||oc. Recall Ty(k) := [1, vp(z)e 2™ dg.

H’Ctthoo = H Z Pt(k)@\t<k>€2m(k,x>uoo

ke[[K])4
k ~
< > IBPl[(k)|
ke[[K])4
1/2
k —~
< > 121 1olenem
ke[[K])?

< PN r K0l 2 reqiepey
< || P r K |v]| L2 ¢ray.

Then
IWovr + ICeor + bil|oo < [IWillallvelloo + (02 + 1 Poll 2 KK [[0]| 2 ey,
and by Lipschitzness of o we have
loenilloe < 0+ BM(L+ [[ulloe + K220l p2cray).

Next we bound |v;,1|s. Letting f; = Wy, + Kyvp + by, we see from Lemma
C.4.1 that bounding || f;|

s will give the result.

D;(ft) = Wi(Djve) + Ki(Djvy).

/ |D;<ft>|2dxs2(/ WD) dr+ [ |ict<D;vt>|2dx).
Td Td Td
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The first integral on the right may be bounded by [|[WW;||3|v;|?. To bound the

second integral,

]ICt(stt| dx—/ > PYg(k)er ) da,

ke[[K])

where g;(k) are the Fourier coefficients of DZv;. Continuing,

[ Dz do < [ 1P YD G do

ke[[K])4

< |PIEIDzvelIZ2,

giving a bound of
|ft|s S 2M|Ut‘s'

In the following, < denotes inequality up to a constant multiple that does not

~J

depend on any of the variables involved. Combining Lemma C.4.1 and the

above bounds, we have

o0 fils < Be(L+ [Ifells DI fella
< Be(l+ (M(1+ [furlloe + K2 [[vlloo))*™ ) (M (L + [[vrlloc + K2 [[velloo) + 2M i)
< BeMPE®P(1+ (1 + orlloe)* ) (L + oelloc + [vels)
< BeMPK®2(1+ orlloe)*™ (1 + [[oelloo) (1 + [ur]s)
< BeMPK®2(1+ [Jog]|oo)* (1 + [ui]s).

C.5 Proof of Theorem 4.3.2

Theorem 4.3.2. Let Assumptions 4.3.1 hold. Let A. be a compact set in
A. Let v(a) = LyoLi_1---0LyoP(a) with P and each L as defined in
Definition 1.3.1. Similarly, let v} (a) == L)Y oY, - - - oL}’ o P(a) where LY v} =
o (WivY + KNv; + b;) for KF defined in (4.3.1) for each 0 < j < ¢. Then

1 p—
S Nd/2HUt(a) v (@)l mepvyey < ONT° (4.3.2)

where the constant C depends on B, M, d, s,t, and A.. O
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Proof. Temporarily dropping the notational dependence of v; and vy on a,

from Lemma 4.3 we have for ¢t > 1,

t—1 t
loelloo S 0° Y (BMEY?Y 4% (BMEY?) + (BME"?)!|vg] oo

j=0 J=1
t t—1 t—1

[rls S <Z<BCMSKC‘S/2>J I+ ||vz||oo)8) + (BeM K ®2)! (H(l + ||W||oo)s>|vo|s-
j=1 l=t—j =0

Denote max{BM K%? BY*c'/* MK¥? 1} by Cy. Since o* > 1, the bound on

||v¢|| 0o simplifies to

t
loelloso S 0% D Cf + Cillvolloe

j=1
< 0" tC + Ctlvo ]| so-

Plugging in this bound to the product in the bound on |v;|s, we have

t—1 t—1

[T @+llvelw)® < T 1+ €05+ Cillvolloe)®

t=t—j t=t—j
< Co? (¥ (0" + [lvollo ).

Combining these two bounds, we attain the following bound on |v| for ¢ > 1.

t

ol < <Z<co>sfcé* (1)(0" + ||vouoo>sf> + (00" + ooloe)* )l
j=1

t ‘ ‘ A

< (Z CE (1) (0" + ||vo||oo>8f) + G35 (1)" (0" + ol o) w0l

7j=1
S (Cgt28t8t+1 + Cgt28t8t|1)0|5)(0'* + ||'UO||oo)St

and the following bound on ||vy|| g

e S (CEH  ug ) (0% + [|vollse)® + o tCE + CE|vo ] o (C.5.1)

[

Recall that vy = P(a), and P is a shallow neural network, which is a special
case of a Fourier layer where the coefficients Pt(k) are set to 0. Assumptions
4.3.1 include boundedness of the coefficients of P by M. Thus we may incre-
ment ¢ by 1 in the bound and write

sup ||ve(a)l| g (C.5.2a)
(ZEAC
25 * *
S sup (C2D (4 1) a] ) (07 + [[af| o) TV + 0% (t + 1)CEH + CEF |l o
aE C

(C.5.2b)



220

Since A is a compact set in H*, and s > £, both ||a||« and |a|s are bounded
uniformly over 4 by a constant dependmg on A since H® is continuously
embedded in L. Thus, we may denote this upper bound by C}, which does
not depend on N. Let St(fi)l(a) = v]¥(a) — v¢(a). Then from Lemma C.3, we

have

2
Sup Nd/2 ”gt-l—l( )HZZ (ne[N]?) ~> S BM(Nd/2 S:-}‘) ”5( ( )Hfz (ne[N]4) + Qy, sN Cl)

By the discrete Gronwall lemma,

sup Wus( (@) e

< BMozd’SN*SC'l

< S (1 - (2BM)) +

1
o S 67 @l (2B
Since we assume we begin with no error, ||5(§O)(a) |2(nenyey = 0, this simplifies
to

BMOQLSCl
Nd/QHg (@)l mepvity S m(

Sup 1— (2BM))N~*

Denoting the factor in front of N=* by C' and absorbing the effects of < into
C', we have the result that

sup

v(@) | (nepey < CNT°.
aE.Ac

1
WH%(G) -
O

Remark C.5.1. A trivial consequence of the above theorem is that under

Assumptions 4.3.1,

lim sup Hv,fv(a) - ’Ut<CL)HgZ(n€[N]d) =0.

Indeed, a stronger result holds that the discrete ¢*° norm converges at a rate

N—5%4/2 by a straightforward inverse inequality. O

C.6 Proof of Theorem 4.3.3
Theorem 4.3.3. Let pY(z) = 3 cqvye DFT(0]) (k)e™**) denote the inter-

polating trigonometric polynomial of {v¥ (#n) bnernye- Let the assumptions of
Theorem 4.3.2 hold. Then,

sup [|ve(a) — p; (@) p2ray < C'N % (4.3.3)

ac€A.

Here, C' depends on B, M,d, s,t, and A. O
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Proof. We temporarily drop the dependence of pY¥ and v}¥ on a. Let pN(x) be
the interpolating trigonometric polynomial associated with the data {v" () }nenya-

By Proposition C.1.6, we have

1 —s
Ve _inHLQ(’JTd) < W”Ut - UfVHe?(ne[N]d) + caq|v] ae(rey N .

By (C.5.2), we have sup,c 4.
Theorem 4.3.2, that

vy(a)||gs(rey < C1. Furthermore, it follows from

sup

L N2 vi(a) — o (a) |l neyey < CN 2.

We conclude that

sup [[ve(a) = pr’ (@)l 2(ray < (C'+ casCNT.

aEAc

Thus, the claimed bound holds with C' = C' 4 ¢4,,C}.

C.7 Additional numerical results

Figure C.1 addresses the question of error decreasing or increasing with layer
count. The figure shows that when the FNO weights are randomly initialized
with the default initialization and then multiplied by 10, the error increases
with the number of layers instead of decreases. Additionally, in this model,
the large weights mean that the GeLU activation acts like a ReLLU activation
for smaller discretizations. This phenomenon is apparent for inputs with reg-
ularity s = 2, where the first layer has the appropriate slope, but the other
layers only begin to approach that rate at higher discretizations. Earlier layers
achieve this rate first because of the smaller magnitude state norm in earlier

layers for this model.

As an alternative setting of the weights, Figure C.2 shows the discretization
error when all the weights are set to 1. In this case, the error is more erratic.
The error decreases faster than expected and with less consistency than the
Gaussian weight models, and the decay rate increases with each layer. In this
sense, the all-ones model has a smoothing effect on the state at each layer. We
note that this generally occurs with any initialization that sets the spectral
weights on the same order of magnitude as the affine weights; for instance, the

same super-convergence effect occurs when all weights are initialized U (0, 1).
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s =0.5, Average Slope =-0.60 s=1.0, Average Slope=-1.05 s=1.5, Average Slope =-1.53 s =2.0, Average Slope =-1.80
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Figure C.1: Relative error versus NV and s for an FNO with default x10 initial
weights.

s =0.5, Average Slope =-0.91 s=1.0, Average Slope=-1.32 s=1.5, Average Slope =-1.74 s =2.0, Average Slope =-2.07
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Figure C.2: Relative error versus N and s for an FNO with all weights equals
to 1.
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Figure C.3: State norm versus layer for various untrained model initializations.

We hypothesize that this is because when the spectral weights are of equal
magnitude to the affine weights, the function is progressively smoothed as it

passes through the model.

We can also observe the state norm as the state passes through the layers for
various settings of the weights. Indeed, for all choices of initialization that
we explored except the default setting, the state norm increases exponentially
through the layers, while for the default initialization the magnitude stays

roughly constant. This phenomenon is illustrated in Figure C.3.
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C.8 Additional implementation details for error analysis experi-
ments

All the trained models were trained on an Nvidia P100 GPU for approxi-

mately 6 hours. The evaluation scripts were run on a Mac laptop with an M2

processor.

C.9 Implementation details for adaptive subsampling

Our model has 4 hidden layers, channel width 64, and Fourier cut-off 12.
Our results are based on 9000 training samples and 500 test samples. For
training with a subsampling scheduler, we include an additional 500 samples
for validation. Models are trained for 300 epochs on an Nvidia P100 GPU.
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Appendix D

APPENDIX TO CHAPTER 5

Data and code availability
Links to datasets and all code used to produce the numerical results and figures

in this chapter are available at

D.1 Proofs for Section 5.3: Universal approximation theory for
Fourier Neural Mappings

This appendix begins with some universal approximation results for neural

operators before establishing similar universal approximation results for neural

mappings (i.e., neural functionals and decoders).

Supporting approximation results for neural operators

We need the following two lemmas that are simple generalizations of the uni-
versal approximation theorem for FNOs [20, Theorem 9, p. 9] to the setting
where only one of the input or output domain is the torus. These results may

be extracted from the proof of [20, Theorem 9, p. 9.

Lemma D.1.1 (universal approximation for FNO: periodic output domain).
Let Assumption 5.3.1 hold. Let s > 0 and s’ > 0, D C R be an open Lipschitz
domain such that D C (0,1)4, and U = H*(D;R™). Let Y = H* (T% R%) and
G: U — Y be a continuous operator. There exists a continuous linear extension
operator E: U — H*(T? R%) such that (Eu)|p = u for all u € U. Moreover,
let K C U be compact in U. For any € > 0, there exists a Fourier Neural
Operator ¥: H*(T4 R%™) — Y of the form (5.2.4) (with £ = Id, R = Id, and
items (7) and (i) both holding true) such that

sup||G(u) — V(Eu)|ly < €. (D.1.1)

ueK

O

The next lemma is analogous to the previous one and deals with periodic input

domains.


https://github.com/nickhnelsen/fourier-neural-mappings
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Lemma D.1.2 (universal approximation for FNO: periodic input domain).
Let Assumption 5.3.1 hold. Let s > 0 and s’ > 0, D C R be an open Lipschitz
domain such that D C (0,1)¢, and U = H*(T%R%). Let Y = H¥(D;R%)
and G: U — Y be a continuous operator. Denote by R € L(H* (T%R%);))
the restriction operator y — y|p. Let K C U be compact in Y. For any
e > 0, there exists a Fourier Neural Operator W: U — H* (T4 R%) of the
form (5.2.4) (with € = Id, R = Id, and items (i) and (i) both holding true)
such that

sup||G(u) — R¥(u)||y < €. (D.1.2)

ueK

O

Universal approximation proofs
The remainder of this appendix provides proofs of the main universal approx-
imation theorems found in Section 5.3 for the proposed FNM family of ar-

chitectures. We begin with the function-to-vector Fourier Neural Functionals
(FNF) architecture.

Theorem 5.3.2 (universal approximation: function-to-vector mappings). Let
s > 0, D C R? be an open Lipschitz domain such that D C (0,1)¢, and
U = H(D;R¥™). Let ¥': Yf — R% be a continuous mapping. Let K C U
be compact in &/. Under Assumption 5.3.1, for any ¢ > 0, there exist Fourier
Neural Functionals U: U — R% of the form (5.2.8) with modification (M-F2V)
such that

EEEH‘I/T(U) - \If(u)HRdy <e. (5.3.1)
O

Proof. Let Y := L?*(T% R%) and 1: x ~ 1 be the constant function on T
We first convert the function-to-vector mapping ¥' to the function-to-function
operator G': U — Y defined by u — ¥T(u)1. We then establish the existence
of a FNO that approximates G'. Finally, from this FNO we construct a FNF
that approximates W', To this end, fix ¢/ > 0. By the continuity of W', there



226

exists § > 0 such that ||u; —ug|jy < & implies [|[ U7 (uy) — U (uy)||ge, < &’. Then

16" (1) = G' (u2) I3, = /TdH‘PT(ul)l(év) = U (u2)1(2) |5, do
= T[0T (ur) — T (u2) e,

< (2.

We used the fact that |T?¢| = 1 for the identification T¢ = (0,1)%,. This

per*

shows the continuity of GT: &/ — Y. By the universal approximation theorem
for FNOs (Lemma D.1.1, applied with s = s, s = 0, d, = d,, and G =
G"), there exists a continuous linear operator E: U — H*(T%R%*) and a
FNO G: H*(T% R%) — Y of the form (5.2.4) (with R = Id, £ = Id, and
items (7) and (iz) both holding true) such that

sup||G' (u) — G(Bu)|ly <.
ueK

To complete the proof, we construct a FNF by appending a specific linear layer
to the output of Go E. To this end, let P: J) — R% be the averaging operator

u s Pu ::/ u(x) de .
Td
Clearly P is linear. It is continuous on ) because
Pullss < [ lu(@)llas 10 do < fuly

by the triangle and Cauchy-Schwarz inequalities. Now define ¥ := (P o G o
E): U — R%. This map has the representation

\P:ﬁoéoFogoE

for some local linear operators 9) (identified with @ € R%*d for channel
dimension d,) and S (identified with S € R%*d) and where F denotes the
repeated composition of all nonlinear FNO layers of the form %} as in (5.2.2).
We claim that ¥ belongs to the FNF class, i.e., (5.2.8) with modification (M-
F2V). To see this, choose Q = Ige, € R % and S = I, € R%>*% (which
we identify with Idy € L(U)). Let € == (So E): U — H*(T% R%). Define the
linear functional layer & = (P o Q): L2(T% R%) — R% which has the kernel

linear functional representation

u— Gu = / k(z)u(x)dr, where x— k(x):= 1($)C§ € Rdvxdv
Td
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as in (5.2.5). Thus,

W:FoéoFogoE
= Igs, 0 (PoQ)oFo(SoE)oldy
=QoYoFofo0fS

as claimed. Finally, using the fact that P(z1) = z for any z € R%, it holds
that

supl| ¥ (u) — ¥ (u)|lga, = SEEHFQT(U) — PG(Eu)|ga, < SEEIIQT(U) —G(Eu)lly.

The rightmost expression is less than ¢ and hence (5.3.1) holds. O

The universality proof for the vector-to-function Fourier Neural Decoder (FND)

architecture follows similar arguments.

Theorem 5.3.3 (universal approximation: vector-to-function mappings). Let
t > 0, D C R? be an open Lipschitz domain such that D C (0,1)%, and
Y = HY(D;R%). Let UT: R% — Y be a continuous mapping. Let Z C R
be compact. Under Assumption 5.3.1, for any € > 0, there exists a Fourier
Neural Decoder W: R% — Y of the form (5.2.8) with modification (M-V2F)
such that

supH\IlT(z) - \I!(z)Hy <e. (5.3.2)
2€Z
O

Proof. Let U == L*(T% R%) and 1: T — R be the constant function z ~ 1.
Define the map L: R% — U by z + z1. Clearly L is linear. To see that it is

continuous, we compute

ILzllg = /Wllzl(x)llédu dz = [T 2llga = ll2llga - (D.1.3)

Thus, L is injective with ||L||zgduzy = 1. Choose K == LZ = {Lz: z € 2} C
U, which is compact in U because continuous functions map compact sets to
compact sets. Define G': K — Y by Lz — \I/T(z) First, we show that Gt is
continuous. Fix &’ > 0. By the continuity of U, there exists § > 0 such that
if ||Lzy — Laollyy = ||21 — 22]|gen < 8, then |[¥T(21) — UT(2y)||y < &’. Thus for
any u; = Lz; € K and uy = L2y € K with ||Ju; — us||yy < §, we have

16" (w1) = G (ua)lly = 197 (21) — U (z2) Iy < €".
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It follows that G': K — Y is continuous. By the Dugundji extension theo-
rem |152], there exists a continuous operator G': 4 — Y such that G'(u) =
G'(u) for every u € K. By the universal approximation theorem for FNOs
(Lemma D.1.2, applied with s =0, ' =t¢, d, = d,, and G = GVT), there exists
a FNO G: U — HY(T%R%) of the form (5.2.4) (with R = Id, £ = Id, and
items (7) and (iz) both holding true) such that

sup|6'(u) ~ RG(1) |y = supl|g'(w) ~ RG(w)]y < e

ueK

In the preceding display, R € L(H!(T¢;R%);)) denotes the restriction oper-
ator y +— y|p. Now define the map ¥ := (RoGoL): R% — ). This map has

the representation
¥ =Ro é oFoSol

for some local linear operators Q (identified with Q € R%*% for channel
dimension d,) and S (identified with S € R%>) and where F' denotes the
repeated composition of all nonlinear FNO layers of the form %, as in (5.2.2).
We claim that ¥ is of the FND form, i.e., (5.2.8) with modification (M-V2F).
To see this, choose Q = Ize, € R%*% (which we identify with Idy € L£()))

and S = Iga, € R%*%, Let R := (RoQ): H' (T4 R%) — ). Define the linear
decoder layer 2 == (SolL): R™ — L2(T%R%) which has the kernel function

product representation
2> Pz =r(-)z, where x> k(z)=1(z)S € R%*%
as in (5.2.5). Thus,

szoéoFogoL
= Idyo(RoQ)o Fo(Sol)o Iy
=QoRoFo%oS

as claimed. Finally, by the injectivity of L implied by (D.1.3), any «’ € K has

the representation u' = L2’ for some unique 2’ € Z C R%. It follows that
supl|g' () — RG> 167 () = Ry = [91(2) = W)y

This implies the asserted result (5.3.2). O
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Appendixz FE
APPENDIX TO CHAPTER 6

E.1 A result on neural network approximation

We here derive a technical result, which shows that ReLU neural networks
can approximate C! functions in the W1*°-norm over compact subsets. This
result follows from well-known techniques, but we couldn’t find a reference.

We hence include a statement and proof (sketch), below.

Lemma E.1.1. Let o(x) = max(z,0) denote the ReLLU activation. Let D C
R? be a bounded Lipschitz domain. For any f € C'(D) and € > 0, there exists
a shallow ReLU-neural network v : R — R, of the form,

N
U(x) = Zaja(w]rx +b;), with a;,b; €R, w; € R for j=1,...,N,
j=1

(E.1.1)
such that || — f|lwieepy < € O

Proof. Step 1: Fix a compactly supported smooth function p : R — R, with
supp(p) C (—1,1), p > 0, and such that p is even, i.e. p(z) = p(—=z) for
all z € R. Let 0,(x) := (0 * p)(x) denote the convolution. We note that
o, € C*(R) is smooth and monotonically increasing and that o, is equal to
ReLU on R\ (—1,1), i.e.

z, (x>1).

We first note that for any € > 0, we can find N € N and coefficients o, 5;,w; €
R, for j =1,..., N, such that

To see this, we temporarily fix M € N, introduce an equidistant partition

T = —1+42m/M of [-1,1], for m = 0,..., M, denote c,, := 0} (vmm) —

< e.

o,p(x) = Yoo o (wiz + B;)

-
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0,(Tm-1) and note that

M ACIIE z € (—o0,—1),
o,(r) — Z Cmliz,, 00 (T)| = 0,(2) = 0, (Tme)|s T € [Tmgs Tmgs1)5
m=1

oy (z) — oy (xar)|, @ € [1,00).
(E.1.2)
Since o7,(r) = 0 for x < —1 and o),(v) = 1 for x > x), = 1, it follows that

M

o, (r) — Z ConL{@pm,00) (T)

m=1

=0, VzeR\[-1,1).

On the other hand, we also have
o) [e@®) = 10" % pll e @) < 0 |zoomy 101 L1y < 1101 L1 my

For any z € [-1,1), we can find my € {0,...,M — 1}, such that =z €

[Zmgs Tme+1), and from (E.1.2), we obtain

E Cm [Zm,00)

< op() = o, (@m, )|

< [o" || Lo |2 — @y
< 2010l 21 (m)
- M

Given € > 0, choose M sufficiently large so that 2|/p'[|11r)/M < €/2. Then,

noting that o'(x — x,) = 1z, 00)(®) pointwise a.e., it follows that

M

Zcma (x — ) <e€/2.
=1 L (R)

0= Zf\n/[ﬂ mo(x — xp,) for z < —1 and

o,(x) =2 =" ¢no(x — x,) for > 1, this in turn implies that

M
- Z Cmo (x
m=1

Since € was arbitrary, we have shown that o, belongs to the W' (R)-closure of

Taking into account that o,(x)

<

L>(R) Lo (R)

the set of shallow o-neural networks, in one spatial dimension. In turn, this im-
plies that any shallow o,-neural network in d dimensions can be approximated

by a shallow o-neural network to any desired accuracy in the W1°°(R¢)-norm.



231

Step 2: Given a compact domain D C R?, it follows from [189, Theorem 4.1]
and the fact that o, is smooth and non-polynomial, that the set of shallow
o,-neural networks is dense in C*(D). Thus, for any f € C'(D) and given

€ > 0, we can first find a shallow o,-neural network ,, such that
1f = Pollwre oy = If = bpllcrpy < €/2.
Second, as a result of Step 1 we can find a o-neural network 1, such that
[t — Pllwree(py < €/2.
By the triangle inequality, we conclude that, for this ¢, we have
If = Yllwreepy S Nf = Ypllwromy + 1, — Yllwrep) < e

O

In the following corollary, we weaken the C! requirements for Lemma E.1.1

for chosen inputs.

Corollary E.1.2. Let D; C R% and Dy C R% be compact domains. Let
f: Dy x Dy — R, (n,2) — f(n,r) be a measurable function such that f is C!

in n and integrable in x, such that

/ 1£(2)llerp,y) dz < oo
Do

The for any € > 0, there exists a shallow ReLU-neural network ¢ : R%+42 — R
of the form E.1.1 such that

/D lo(s2) — £ wreeon do < c. (£.13)
O

Proof. The assumption says that f belongs to L;(Ds; C}(Dy)). Clearly, we
have C*'(Dy x Dy) C Ly(Dy; Cp(Dy)). Upon mollifying f(n, ) in the second
variable, one checks that C'(Dy x D,) is in fact dense in Lj(Dy; Cp(Dy)).
Thus, there exists f. € C1(D; x Ds), such that

/D 1£(-2) = fu( - 2)ler o) da < €/2.
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From Lemma E.1.1, there exists a shallow ReLU-neural network v : Rf+42 —
R such that

[ — fellwroo (D xpy) < €/(2|D2l).

This in turn implies that

[ 1966,2) = 86w e < o2

Combining the above estimates, and using the triangle inequality, we conclude
that

/D |0(-,2) = f(-,2)||wieep) do < €/24+€/2 = €.

E.2 Proofs for Section 6.3
Proof of Lemma 6.3.9
Our proof of Lemma 6.3.9 will make use of the following version of the con-

traction mapping theorem.

Lemma E.2.1 (Lemma 6.6.6. of [190]). Let B(0,7) be a ball in R™ centered
at the origin and let g : B(0,7) — R" be a map such that g(0) = 0 and

1
l9(x) — g(y)| < §Ix —yl for all 2,y € B(0,r).

Then the function F': B(0,r) — R"™ defined by F(z) = x + g(z) is one-to-one,
and the image F'(B(0,r)) of this map contains the ball B(0, ). O

We now come to the proof of Lemma 6.3.9 in the main text.

Proof of Lemma 6.3.9. Since V C R? is open, we may pick r > 0 and yo € V
such that B(yo,r) C V. We will show that the claim holds with

€o = min(%7£)7 ‘/0 = B(y()ai)

Our proof relies on the contraction mapping theorem, formulated as Lemma
E.2.1. To this end, we first define F: B(0,r) — R% by

F(y) = F(y +yo) — F(vo)-

We have that F (0) = 0 and, by assumption, the spectral norm of the Jacobian
satisfies || DF (y) — Lyl|ls < ||F — id|[y1.00vy < € for all y € B(0,7). Defining
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g = F —id, this implies that ||[Dg(y)||2 < €y for all y € B(0,r). We assume
that 0 < ¢y < 1/2. Since,

9y) —gly) = /O %g(y’ +ty—y)) dt

- /0 Dg(y' +tly —y) dt - (y =),

this implies that,

1
90) ~ 9)| < [ 1Dty + tly — )l dtly o/
0
<5lv=vl
=35 y—y

for y,y’ € B(0,r) by our assumption on €. As a consequence of the contraction

mapping theorem (cp. Lemma E.2.1), f is injective on B(0,r), and B(0, ) C

F(B(0,r)). The next step is to return to B(yo,r). As

F(y+yo) = F(y) + F(yo),

and since F'(yo) is a constant shift, F is injective on B(yo,r), and B(F(yo), 5) C
F(B(yo,r)). The center of ball B(F(yo),5) clearly depends on the value of
F(yo). However, we argue that B(yo, ;) C B(F(yo), 5): this follows from the
fact that, by assumption on F', we have

[F'(yo) — yol < [[F —id[|wreevy < €0 <

Thus, B(F(yo), 5) contains a ball B(y, ro) of radius 7y = § —€y > 7. It follows
that

B(yo, 1) C B(F(y0),5) C F(B(yo,7)).
This shows that the image of F': V — R? contains Vg := B(yo, ;). We finally
verify that there exists a constant ¢y > 0 such that

F,Unif (V) > ¢o Unif(Vp).

To this end, we recall that Unif(V) = |V|7'1y(y) dy is just a rescaling of
the Lebesgue measure 1y (y) dy. Since F : F~1(Vy) — V, is bijective, the

push-forward of the Lebesgue measure under F' satisfies

Fu(Ly(y) dy) > Fu(Lp-104)(y) dy) = [det DF(F~(2))] "1y, (2) dz.
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The spectral norm bound |[DF(y) — Iy||> < o < %, which holds for almost all
y € V, now implies that

¢ d
(5) < |det(DF(F~(2)))| < (g) ,  dz-almost everywhere.

Thus,

FyUnif (V) = [V Fy(1v (y) dy)
> |V detDF(F~1(2))| *1y,(2) dz

9 d
>V (3) e

Vol (2\¢. . .
:%(g) Unif (V).

The claim thus follows with ¢ := %(%)d > 0.

Proof of Lemma 6.3.7
Proof of Lemma 6.53.7. Before discussing our construction of A, we recall that,
by definition, A : U — LP(u) is of the form

A(W) = Q(¥(u1), ..., ¥(un)),

where uy, ..., uy are fixed and Q : RY — LP(u) is a reconstruction from point-
values. Given ¢ € U;*™, we now define A(v)) € LP([0,1]%) by the conditional

expectation,
AW)(x) =By [A(W 0 E)(u) | E(u) = 2], V€ [0,1]".

This conditional expectation is well-defined for £4p almost every z. By as-
sumption (6.3.7), we have Exp > ¢ - Unif([0,1]?), and hence A(¢))(x) is well-
defined for (Lebesgue-) almost every x € [0, 1]%.

We also note that A(¢)(x) is of the form A(¢) = Q(¢(z1),...,¥(zx)): indeed,
by definition, we have A(¢ o &)(u) = QY (E(u1)), ..., (E(uy)))(u). Hence,
upon defining z; := €(u;) € RY, and

Q(yh <o 7yN)<‘T) = EUNH[Q(ylv cee ,yN)(U) |g(u) = .T],

we then have A(y) = Q¢ (1), ..., ¢(zy,)) for all ¢ € U ™.
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To simplify notation for the following calculations, we define ¥ 4 := A(V) with
V=1 o&. We can then write

A(W)(z) = Eu[Va(u) [ €(u) = 2].

Here E,[... | £(u) = 2] is the conditional expectation over a random variable

u ~ 1, with conditioning on £(u) = x.
For p € [1,00), we then have
[AW) (@) = [Eu[Ta(u) |E(w) = o] | S E[[Ta()l”|E(w) = 2],  (E.2.1)

by conditional Jensen’s inequality. It follows that

/[01 A ()P do < ¢ /\A )P Egpi(dz)
= ¢ Bt [JAW) ()]
<c¢ !t Eineyp |:Eu [|‘I’A(u) i

= ¢ By [T,

E(u) = :UH

The first inequality is by assumption Exp > ¢-Unif([0, 1]%), the second inequal-
ity on the third row is (E.2.1) above. The final equality follows from basic prop-
erties of the conditional expectation. Thus, recalling that W4 = A(WV) € LP(u),
it follows that

[, D@ < ADI,, <

This shows that A : U, — LP(]0,1]?) is well-defined.

It remains to show that A satisfies the claimed lower bound (6.3.10). To see

this, we once more apply conditional Jensen’s inequality, to obtain

1% = AW, = 1% = walf,
= By [0(E (1)) — Wa(w))’
= Byl [0 () = Wa(w)| |€(w) = ]
$(@) — B[V a(w)| Ew) = o] |
Eoneul[$(2) = AW) (@)
= 1Y = AWy

Lr(p)

) =
W(

> Exwg#,u
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Recalling (6.3.7), this implies that

W — A7) = €l = Ao po.170)

Since ¢ € U;"™ was arbitrary and U = 1) o &, the proof of (6.3.10) is complete.

O
Proof of Lemma 6.3.10
Proof of Lemma 6.3.10. By assumption on Fy = F(-;&), we have
[ Fe —id[[wrevy <€, VEE K.
By Lemma 6.3.9, there exists Vi C V' and a constant ¢y > 0, such that
(Fe)xUnif(V) > ¢o Unif(V5), Ve K. (E.2.2)

We want to show that the push-forward under F' of the product measure
Unif (V) @ P € P(V x Q) satisfies

Fu(Unif(V) @ P) > ¢oP(K) Unif(V5).
Given a non-negative, bounded measurable function ¢ : R — [0, 00), we have

B, ry Unit(v)oP) [0(2)] = Ey,e)~umitv)op[@(F (y; €))]
=Eep [EyNUnif(V) [¢(F§(?J))H

By (E.2.2), we have
]EyNUnif(V) [qb(Ff(y))] Z Co Esznif(Vo)[¢(2)]a v€ € K7

and hence

B py Unit(v)ep) [0(2)] = Eenp [1(6) Eynvmier) [@(Fe(y))]]
> coEeup [1K(§) Ez~Unif(Vo)[¢(Z>H
= coP(K) E.oumitvp) [0(2)]-

Since ¢ > 0 was arbitrary, the claim follows. m

Proof of Proposition 6.3.11

Proof of Proposition 6.3.11. Let I;,...,1; denote the open intervals in As-
sumption 6.3.1. Define V := I x --- x I; C R%. Instead of proving (6.3.16)
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directly, we will consider the simplified encoder £ : X — R?, with components

of the form
do

Ei(u) = ciuli(u), (E.2.3)

k=1
and where the coefficient ¢, are chosen to ensure (6.3.14) for a 6 > 0 to be
determined. Our goal is to show that there exists an open set Vy C V and

constant ¢ > 0, such that
Eup > ¢ Unif (V). (E.2.4)

The general claim (6.3.16) then follows by introducing a scaling factor v > 0
and bias b € R?, such that

[0,1]dC"y-‘/0—|—b,

and replacing the simple encoder £ (E.2.3) by

do
Ei(w) == b+ > ajli(u),
k=1

where aj; := 7y ¢;,. Thus, it only remains to show (E.2.4).

Fix 0 > 0 for the moment. We will determine conditions on ¢ which imply
that (E.2.4) holds for the encoder (E.2.3), where ¢j; are chosen according to
(6.3.14). With this specific choice of ¢, we can then write (6.3.14) in the form

Our goal is to apply Lemma 6.3.10. To this end, we recall the decomposition
u=u(y;§) = &+ ijl yje; of (6.3.2) and the probability measures pg €
P(RY), ur € P(y) of (6.3.4), (6.3.5). Given this decomposition, we let F :
V x Q4 — R? be defined by F(y; &) := E(u(y;€)), and denote F¢(y) := F(y; ).
We will apply Lemma 6.3.10 with this choice of F; and with PP := ug. As our

6;—8]"

<0 Vi=1,....d (E.2.5)

final ingredient, we recall from Lemma 6.3.2 that there exists a set B > 0,
such that P(K) > 0 for K := {£ € Q4] ||¢||lx < B}. Given these preparatory
remarks, our goal now is to show that (6.3.13) holds, provided that § > 0 in
(6.3.14) is sufficiently small.

To this end, we first note that (y,§) — F(y;¢) is linear, and hence y — F¢(y)
is affine for fixed &, and

Fe(y) = F(y; €) = F(y;0) + F(0,€) = Foly) + F¢(0).
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Thus, we can write

1Fe(y) — yllwrevy < [Fo(y) = yllwroew) + 1Fe(0)lwreq).  (E2.6)
We will bound both terms on the right, individually.
The last term is constant in y, and hence || F¢(0)||w1.0vy = |Fe(0)]. By (E.2.3),
the j-th component of F¢(0) = £(u(0;&)) = £(§) is given by

do

&(&) = Z ¢l (§)-

k=1
Since j < d, it follows that €7(£) = 0. From (E.2.5), we conclude that
1£;(8)] = [&;(8) — €5(€)]

< 1€ =€l - lIElx
<[l x-

X*

For £ € K = {¢| ||¢||x < B}, then it follows that
IFe(0)] < dmax|&(¢)] < dBo.
Jeld]
Thus, for § < €/(3dB), we obtain
[EeO)llwreevy = [Fe(0)] < €/3, VEe€ K. (E2.7)

This provides our estimate for the second term in (E.2.6). To bound the first
term, we note that Fy(y) = E(u(y;0)), and hence

[Fo(y); — yi| = 1€ (uly; 0)) — € (u(y;0))]
< 1€ — €}l x=[[uly; 0)||x-

X*

Since y € V is from a bounded set, we can assume without loss of generality
that B > 0 is chosen sufficiently large such that ||u(y;0)||x < B forally € V,

and hence, we obtain,

1E6(y) — yllL=v) < €0/3, (E.2.8)

whenever § < ¢y/(3dB). It remains to derive a similar bound on

1Dy Eo(y) = Dyyllre=vy = [1DyFo(y) — Izwv)-
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To this end, we recall that y — Fy(y) is linear, and hence is represented by a
matrix A € R4 ie. Fy(y) = Ay. It follows that

1Dy Fo(y) = Dyyllreey = A = I]s,

where || - ||2 is the operator norm. Retracing the argument above, it follows

that any y € R?, we have

Ay =yl < dmax |&;(u(y; 0)) = € (u(y:0))

< d|[€; — €|+ [luly; 0) || x
< dolu(y; 0)] x-
We can furthermore find a constant C' > 0, depending only on d and e, .. ., eq4,
such that
u(y; 0)]lx < Clyle, VyeR™
Thus,

Ay =yl < dC6 [yle,

which, upon taking the supremum over all |y|,z = 1, implies that
A = I[op < (dC) 0.
Hence, for 6 < min(ey/(3dC'), €0/(3dB)), we conclude that
1Dy Fo(y) — Dyyllre(vy < €0/3,

and by (E.2.8),

1 Fo(y) — yllwreoqy = | DyFo(y) — Dyylleoy + [ Fo(y) =yl
S 260/3.

Combining the last estimate, (E.2.7) and (E.2.6), we conclude that
| Fe(y) — yllwrooy < €, VEEK.

Thus, by Lemma 6.3.10, there exists Vo C V and ¢g > 0, such that

Eppt = Fy(pa @ P)
> ¢,Fu(Unif(V) ® P)
> c,coP(K) Unif(15).
—_——

=:C
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Proof of Lemma 6.3.13

Proof of Lemma 6.3.13. By the assumption that f € U;"°(D) it follows that
for each n € N there is ¢, € X with

||f - Ra(djn)HLm(D) <n % (E29)

Recall that, by definition, v, = ((A1,b1),..., (AL, b)) € Xlel(Rledl—l x R%)
with some (do,dy,...,d;) € N where dy = d, L < ¢(n), W(i,) < n and
[¥nllne < 1.

Consider the functions

R¢ — R,
hy, (E.2.10)
{ T+ Ry (¥n)(Cx +b),

which clearly satisfy that
hn = Ry(¢n), (E.2.11)

where

Pn = <<1Zl7gl>>lL:1 € (REXdl X ]Rdl) X <>L<(Rled’1 X Rdl)>,

=2

and
12{1:1410, 51:A1b+bl and Avl:Al,gl:bl forl:2,...,L.

This, and the fact that W (t,) < n and ||1,||nn < 1 readily yields that

W(pn) S W (@) - ([[Clleo + [|bllee) = n - (IC|e0 + [[b]] o) (E.2.12)
and
|WAMN§nwx<H}ULJ{ K&H}U{1+§:Mﬂ}>::T (E.2.13)

Note that T is independent of n. Now pick R > T to be determined later and

denote 1 1 1 1
Tn +— <(}_%A17 Eb1> ) (A27 }_%bQ) Yy (AL? EbL)) :

By the homogeinity of the ReLLU activation function o it holds that

1
Ro(1) = Shn. (E.2.14)
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Moreover, due to (E.2.13), the fact that R > max{1,7"} and (E.2.12) it holds
that
|7allnne <1 and W(r,) < n-(]|Cllo + ||b]e), (E.2.15)

which implies that

2é(-/(ncmwnb\uo)) 5

Tn n~(HC||[o+||b||£o) n'(”CHeU"‘”bHeO)’ (E216)

where the last inclusion follows from the fact that ¢ is non-decreasing.

Moreover, by (E.2.9), (E.2.10), (E.2.14) and the definition of F it holds that

<
Lo (E)

-n~ (E.2.17)

==

|27(€ )= Ra(m) )

for all n € N.

Let m € N be arbitrary and define pim, := Tjm/ (| 0+p],0))- Equations (E.2.16)
and (E.2.17) now readily yield that y,, € ¥, and

29 bl|0)”
< 2-Clle + )",

«

H}i% F(C - 4b) = Roljaa)()

L>(B)

By choosing R sufficiently large this implies that

1
dre=(p) (Ef((? - +), Efn> <m™ forall meN,

which implies that f(C - +b) € R-U;">(E), as claimed. O

Proof of Lemma 6.3.21

Proof. By construction, the encoder £ is of the form
&(w) = f R(u(o).a)ds,
D

where R : RxR? — R?is a shallow neural network. Let 1) = ((Ay,b1),..., (AL, br))

be a neural network with L < ¢, layers. We define a shallow neural network,

E(na ‘T) = A1R<n7‘r) + b17

and R(u)(z) := R(u(z),z). We next define the first hidden ANO layer as,

L1(v)(z) = 0<]€)v(x) dx),
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i.e. a hidden layer with weight matrix and bias W7 = 0, by = 0. For j =
2,...,L —2, we define

Li(v) = a((Aj — Dv(x) +b; + ]iv(:c) dx),

where I denotes the unit matrix and finally,
Q(’U) = ALO'<AL,1’U + bLfl) + bL.

Let 11(€) = 0(A1€ + b1) denote the first layer of ¢). Then we have

U (E(u)) = 0(A1 ][D R(u(z),z) dx + b1> = a(]i R(u(z), z) dx> = L1(R(u)).
Since the output v(z) := 1 (E(u)) = L£1(R(u)) is a constant function, it follows
that

Lo(v) = a((A2 — Do(z) + by + ]iv(x) d:zc) = o(Agv + by).

Thus, Lo(L1(R(u))) = o(Ax11(E(u)) + be) agrees with the output of the sec-

ond hidden layer of . Continuing recursively, it follows that
U(u):=QoLy g0--0LioR(u)=vo&(u), YueX(D).

Thus, o€ is equal to an ANO of depth L —2 < ¢y — 2, with input layer R and
output layer Q. Employing a rescaling argument similar to the proof of Lemma
6.3.13, relying on the homogeneity of ReLLU as well as the fact that the total
number of layers is bounded by ¢, < oo, it follows that for sufficiently large
~v > 0, depending only on &, £y and «, we have %Y\IJ € Ulno, le. ¥ €7-Ufyo.
Here we have also made use of the fact that ¢, — 2 < ¢*. O
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