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ABSTRACT

Electron spin relaxation is a fundamental process in paramagnetic molecules, and
successful development of molecular quantum bits (qubits) for quantum information
science hinges on suppressing the rate of spin relaxation. While the relaxation pro-
cess has been studied since the early 20th century, no consensus has been reached
regarding the physical relaxation mechanism in S = 1/2 transition metal molecules.
Practical guidelines for designing molecules with slow spin relaxation have likewise
remained obscure. This thesis describes the use of ligand field theory and physical
inorganic spectroscopy techniques to shed new light on molecular spin relaxation
mechanisms, connecting relaxation rates to chemical bonding and transition metal
electronic structure. Part 1 (Chapters 1-4) details the use of electron paramag-
netic resonance (EPR), magnetic circular dichroism (MCD), and resonance Raman
(rR) to interrogate the origins of spin relaxation. Experimental spectroscopic re-
sults are analyzed within the context of a model based on group theory, yielding
a paradigm referred to as ligand field spin dynamics. Part 2 (Chapters 5-7) de-
scribes the development of a new experimental observable, 𝑇1 anisotropy, as a novel
approach for distinguishing between competing theoretical spin relaxation models.
Part 3 (Chapters 8-10) shows how the insights of ligand field spin dynamics and
𝑇1 anisotropy have been leveraged to rationally design molecules with slow spin
relaxation and other desirable spin dynamics properties. This thesis establishes a
framework for controlling the physical process of spin relaxation through distinctly
chemical molecular design principles.
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C h a p t e r 1

INTRODUCTION: DECONVOLVING CONTRIBUTIONS TO
DECOHERENCE IN MOLECULAR ELECTRON SPIN
QUBITS—A DYNAMIC LIGAND FIELD APPROACH

• Adapted with permission from: Mirzoyan, R.; Kazmierczak, N. P.; Hadt, R.
G. Deconvolving Contributions to Decoherence in Molecular Electron Spin
Qubits: A Dynamic Ligand Field Approach. Chemistry – A European Jour-
nal 2021, 27, 9482–9494. DOI: https://doi.org/10.1002/chem.202100845.
© 2021 John Wiley & Sons, Inc.

1.1 Abstract
In the past decade, transition metal complexes have gained momentum as electron
spin-based quantum bit (qubit) candidates due to their synthetic tunability and long
achievable coherence times. The decoherence of magnetic quantum states imposes
a limit on the use of these qubits for quantum information technologies, such as
quantum computing, sensing, and communication. With rapid recent development
in the field of molecular quantum information science, a variety of chemical design
principles for prolonging coherence in molecular transition metal qubits have been
proposed. Here we delineate the spin-spin, motional, and spin-phonon regimes of
decoherence, outlining design principles for each. We show how dynamic ligand
field models can provide insights into the intramolecular vibrational contributions
in the spin-phonon decoherence regime. This minireview aims to inform the devel-
opment of molecular quantum technologies tailored for different environments and
conditions.
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1.2 Introduction
1.2.1 Motivation
Near the beginning of the 20th century, quantum mechanics developed new funda-
mental rules that describe the natural world, constituting the first quantum revolution.
The second quantum revolution now endeavors to control individual quantum sys-
tems, enabling powerful applications in computing, sensing, and communication.1,2

The fundamental unit of quantum information science is the quantum bit (qubit), a
two-level quantum system.3 Paramagnetic molecules can serve as qubit platforms
due to the Zeeman effect, wherein the 𝑀𝑆 sublevels of an unpaired electron in a
magnetic field generate an effective two-level system with an energy gap in the
microwave frequency range (Figure 1.1A). The quantum states of electron spins can
then be initialized, manipulated, and studied using microwave pulses in electron
paramagnetic resonance (EPR) spectrometers.4 Furthermore, paramagnetic transi-
tion metal complexes are synthetically tunable and can be attached to templated
substrates and surfaces,5 tethered to electrodes,6 and integrated with superconduct-
ing resonators7,8 to realize quantum technological devices tunable on the molecular
scale.9–15

1.2.2 Defining and Using Quantum Coherence
An essential feature of quantum systems is the property of phase coherence (here-
after simply “coherence”), in which qubits in an ensemble retain their relative phase
relations.16 Interactions between the qubits and their environment cause the ensem-
ble to lose coherence and collapse to a classically observable state, limiting the time
in which uniquely quantum behavior can be observed. This process is known as
decoherence.16 Successful electron spin qubits in both sensing and computing must
have long coherence times relative to their Larmor precession frequency, which gov-
erns the limiting timescale at which the electron spin qubit can change its quantum
state. Using X-band EPR (∼9.5 GHz), this timescale is on the order of 10 ns. To
maintain phase information adequate for fault-tolerant quantum computations, the
coherence time should be 104-105 times longer.17 Therefore, understanding the con-
tributions to coherence times is a critical factor for the development of technologies
that exploit quantum information.2

In the simplest model, decoherence of an S = ½ system can be described by two
mono-exponential processes, with time constants 𝑇1 and 𝑇2 based on the Bloch
equations.18 𝑇1 defines the time required for an ensemble of electron spins to relax
back to thermodynamic equilibrium, a criterion satisfied when the Zeeman-split
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magnetic sublevels are populated according to a Boltzmann distribution. For an
initial excess of excited spins, this requires dissipation of energy to a surround-
ing bath or lattice. 𝑇1 is therefore often called the “spin-lattice” relaxation time,
though the environment need not necessarily be a crystalline lattice. 𝑇2 defines
the time required for an ensemble of spins to lose their phase relations. This does
not necessitate dissipation of energy to the lattice and arises from the differential
couplings between qubit electron spins and spins in the bath. For this reason, 𝑇2

is often called the “spin-spin” relaxation time. Both processes can be visualized
by considering spin magnetization vectors projected onto a complex unit sphere
known as the Bloch sphere (Figure 1.1A). A pure (coherent) state is represented
by a vector extending towards a point on the surface of the sphere, while a mixed
(partially or fully decohered) state is representing by a vector extending towards a
point within the interior of the sphere.3 As can be seen geometrically, longitudinal
electron spin relaxation (𝑇1) necessarily destroys transverse magnetization (Figure
1.1B). Therefore, the upper limit to 𝑇2 (Figure 1.1C) is defined by 𝑇1, in which case
𝑇2 is said to be 𝑇1-limited. This regime is important to consider when seeking to
increase the temperature at which coherence can be maintained and used.

The characteristic decoherence time constants can be determined experimentally
using pulsed EPR spectroscopy. An initial state is prepared by a coherent pulse,
which both excites members of the spin ensemble and synchronizes their phases.
Experimental coherence times are defined herein by time constants 𝑇𝐷𝐷

2 , 𝑇𝑀 , and
𝑇∗

2 ; each pertains to a time decay following a well-defined pulse sequence (Figure
1.2A). It should be noted that naming convention can differ, and some authors refer
to 𝑇2 and 𝑇𝑀 interchangeably. 𝑇∗

2 corresponds to the free-induction decay following
a single 𝜋/2 pulse and is the simplest measurement of decoherence. 𝑇𝑀 corresponds
to the decay following a Hahn-echo pulse sequence, in which a 𝜋 pulse removes de-
phasing due to static inhomogeneities in the magnetic environment (Figure 1.2A).𝑇2

as defined by Bloch cannot usually be measured in EPR owing to spectral diffusion
(Figure 1.2B),19 a process arising from the narrow bandwidth of the microwave ra-
diation compared to the absorbance lineshape. In some cases, dynamic decoupling
methods can more closely measure𝑇2 by filtering out quantum noise at the frequency
corresponding to the interactions (typically hyperfine) that dominate spectral diffu-
sion. The commonly used Carr-Purcell-Meiboom-Gill (CPMG) pulse sequence uses
a train of “rephasing” 𝜋 pulses, which can substantially diminish spectral diffusion
effects in EPR dephasing.20–22 While dynamical decoupling methods are powerful,
the upper limit for coherence times are set by the molecular properties of the qubit.
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Figure 1.1: Principles of qubit measurements in EPR spectroscopy. (A) Generation
of a qubit by application of a magnetic field. A resonant microwave pulse applied
for length of time, 𝑡, predictably alters the polar angle, 𝜃, in the Bloch sphere
representation of the single qubit, allowing for microwave control of the quantum
state. (B)𝑇1 (longitudinal) relaxation, as depicted by the recovery of net longitudinal
magnetization 𝑀𝑧 in the rotating frame representation. (C)𝑇2 (transverse) relaxation,
as depicted by the decrease in the net transverse magnetization vector 𝑀𝑥/𝑦 (black
arrow) as the ensemble of spins (red arrows) interact with the environment and lose
their phase coherence. The 𝑇1 contribution to 𝑇2 is not shown.

Thus, this minireview focuses on establishing design principles for long quantum
coherence times through synthetically tunable chemical properties of the qubit and
its environment.

1.2.3 The Idea of Decoherence Regimes
To understand factors leading to decoherence, it is useful to consider the terms
of the spin Hamiltonian for the transition metal complex. A common model for
decoherence is based on a quantum bath approach, in which the qubit and the bath
are together considered as a closed quantum system.23 The Hamiltonian of the
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Figure 1.2: Experimental methods and considerations for spin coherence. (A) Over-
lay of FID (𝑇∗

2 *), Hahn-echo (𝑇𝑀), and dynamically decoupled echo (𝑇𝐷𝐷
2 ) decays,

together with the corresponding pulse sequences to measure these time constants.
(B) Schematic illustration of spectral diffusion, in which magnetic interactions mod-
ify the resonant frequency of excited spins after excitation.

system is defined as 𝑯 = 𝑯𝑠𝑝𝑖𝑛 + 𝑯𝑏𝑎𝑡ℎ + 𝑯𝑖𝑛𝑡 , where the spin Hamiltonian 𝑯𝑠𝑝𝑖𝑛

for a transition metal complex is given by:

𝑯𝑠𝑝𝑖𝑛 = 𝜇𝑒𝑩0𝒈̂𝑺 + ̂𝑺𝑨̂𝑰 + ̂𝑺𝑫̂𝑺. (1.1)

In order of appearance, Equation (1.1) contains the electronic Zeeman, hyperfine,
and zero-field splitting terms. Here the external magnetic field is 𝑩0 and the
electron and nuclear spin angular momenta are ̂𝑺 and ̂𝑰, with hyperfine tensor 𝑨 and
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electronic g-tensor 𝒈. The zero-field splitting tensor is given by 𝑫 and is considered
for systems in which the total electron spin is S > ½. The spin-bath interaction term
𝑯𝑖𝑛𝑡 determines the decoherence properties of any molecular electron spin qubit.

A variety of strategies for increasing coherence times have been pursued, lead-
ing to different design principles for different goals and conditions. To prolong
𝑇𝑀 , much emphasis has been placed on suppressing hyperfine interactions through
nuclear spin dilution,24–27 elimination,28 substitution with nuclei having smaller
magnetic moments,27,29,30 and, more recently, “patterning,”31 in which the neigh-
boring nuclei of a lattice or ligand framework have a mismatch in their magnetic
moments. These strategies suppress dipolar and hyperfine interaction terms in 𝑯𝑖𝑛𝑡 .
The current record for the longest 𝑇𝑀 in a transition metal complex is 0.7 ms at
10 K, which was observed for a six-coordinate V(IV) complex having a nuclear
spin-free ligand and solvent environment (CS2).28 Inspired from atomic physics,
another approach uses clock transitions, in which the Zeeman energy is centered at
an avoided level crossing to suppress magnetic noise.32–35 To prolong 𝑇1, several
studies have chosen structurally rigid ligand frameworks that suppress the effect
of molecular vibrations and their modulation of spin-orbit coupling, with specific
emphasis on building around the vanadyl (VO) moiety.36–38 A recent strategy has
targeted the minimization of ground state orbital angular momentum in a series of
3d and 4f metal complexes.39 Despite possessing concentrated nuclear spins and
a ligand framework that is structurally non-rigid, the isotropic ground state wave
function enabled these qubits to reach 𝜇s coherence times at room temperature. To
enable applications, molecular design is often inspired from a desired initialization
or readout mechanism of the quantum state. For instance, optically addressable S
= 1 molecular qubits, such as recently synthesized Cr(IV) complexes,40 feature a
spin-selective intersystem crossing in the excited state that enables a fluorescence-
based readout of the quantum state. Such readout mechanisms were inspired41 by
the famous optically addressable solid-state electron spin qubits, such as nitrogen
vacancy centers in diamond42,43 and the divacancies in the 4H polytype of silicon
carbide.44 Alternatively, single qubit control may be pursued through the spatial
resolution offered by metal organic frameworks (MOFs).45,46 In accordance with
the variety of experimental goals and design strategies, molecular qubit candidates
display substantial structural diversity (Figure 1.3). Care must be taken to determine
the dominant processes responsible for decoherence under a given set of conditions.
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Figure 1.3: Representative electronic spin-based qubits.24,28,36,38–40,42,44,45 Top
row: representative qubits exceeding 𝑇𝑀 = 1 𝜇s at room temperature. Abbre-
viations: (mnt) = maleonitriledithiolate; VOPc = vanadyl phthalocyanine; Cp’ =
(C5H4SiMe3); (cat) = catecholate. Atomic Color Scheme: Cu (purple), S (yellow),
C (charcoal gray), V (orange), Cr (pink), O (red), N (blue), Si (dark yellow), H
(cyan), Y (dark green).

The dominant decoherence processes of molecular qubits can be categorized into
three distinct regimes: the spin-spin (Figure 1.4A), motional (Figure 1.4B), and spin-
phonon limits (Figure 1.4C). In the spin-spin regime, the spin bath dominates 𝑇𝑀
through electronic and nuclear spin flip-flops. In the motional limit,𝑇𝑀 is dominated
by molecular tumbling (solution phase) or low amplitude librations (glassy solids),
which dynamically change the portion of the anisotropic Zeeman tensor aligned
with the external magnetic field. In the spin-phonon limit, 𝑇𝑀 is limited by 𝑇1,
which is dominated by intramolecular vibrations that modulate the orbital angular
momentum of the ground state. Each of the three regimes will be discussed in turn.

1.3 Spin-Spin and Motional Contributions to Decoherence
Electron spin qubits undergo decoherence in the presence of other electronic and
nuclear spins in the environment due to the coupling of spin angular momenta.
Electron and nuclear spins both on the qubit molecule and within the bath can
undergo thermal energy-conserving flip-flops, which perturb the magnetic dipolar
coupling of the electron spin qubit and induce decoherence.47 Direct and indirect
spin-spin interactions contributing to 𝑇𝑀 are represented in Figure 1.4A. Spin-spin
decoherence arises primarily through hyperfine coupling with nuclear spins in the
solvent,26,28 hyperfine coupling with nuclear spins on the ligands,48 and direct spin
flip-flops between electronic spin centers.45,46 To minimize the latter contribution,
dilution of the paramagnetic qubit in a matrix of a diamagnetic analog is a commonly
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Figure 1.4: Regimes of decoherence in molecular electron spin qubits. (A) Dipolar
flip-flops dominate the spin-spin decoherence regime, which occurs at low temper-
atures and in concentrated spin environments. Single solid black arrows represent
magnetic dipole vectors, while double-headed arrows represent dipolar coupling (𝜔).
Direct flip-flops occur when a pair of spins exchanges their spin angular momenta,
while indirect flip-flops arise from interaction with nearby spin pairs. (B) Tumbling
and librational dynamics characterize the motional decoherence regime, which oc-
curs in liquids and glassy solids containing molecules with anisotropic Zeeman or
hyperfine tensors. (C) Vibrationally-induced molecular distortions characterize the
spin-phonon decoherence regime, which dominates at high temperatures in the solid
phase.

employed strategy.49 The suppression of hyperfine coupling is attained through
nuclear-spin-free ligand scaffolds and spin-free solvents, such as carbon disulfide,
which have shown great success.28
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An additional key consideration is the spin-diffusion barrier,50,51 in which nuclear
spins that are within a 4-8 Å radius of the electron spin contribute only a small
degree to decoherence.52 Nuclei within the barrier couple strongly to the electron
spin, which detunes them to other nuclei in the bath, reducing their participation in
nuclear spin flip-flops. Experimental evidence for the spin-diffusion barrier has been
obtained from a series of vanadyl complexes using carbon/sulfur ligand scaffolds to
systematically vary the distance between the terminal hydrogens and the electron
spin center.53 Molecules containing hydrogen atoms only within 6 Å were found to
have a sharp increase in coherence time, owing to strengthened coupling between
the hydrogen-based nuclear spins and the vanadium-based unpaired electron. Some
models for fitting 𝑇2 data have incorporated the spin diffusion barrier radius.26,54–56

Additional decoherence mechanisms are possible whenever an electron spin qubit
exhibits rotational and translational degrees of freedom in solutions or glasses. An
ensemble of qubits with anisotropic 𝒈 or 𝑨 tensors can dephase through molecular
rotations with respect to the applied magnetic field (Figure 1.4B), which alters
the resonance frequency conditions and decreases 𝑇𝑀 .52 Due to the characteristic
anisotropy of 𝒈 and 𝑨 in transition metal complexes, the 𝑇𝑀 of transition-metal-
based qubits is often more sensitive to orientation than that of organic radicals.
Orientation-dependent 𝑇𝑀 values for paramagnetic transition metal complexes in
frozen solution have been attributed to small-angle librations (hindered rotations)
at temperatures well below the glass-transition temperature of the frozen glasses.
Such librations are not prevalent in crystals. Experimentally, strong 𝑇𝑀 orientation
dependence was observed for a Cr(V) tetratolyl-porphyin complex in the glassy state
but not in crystals.57 Orientation-dependent studies of 𝑇𝑀 can therefore provide a
selective diagnostic for librational decoherence processes. The role of the counterion
structure in glasses has also been investigated. Through analyses of the temperature
dependent𝑇𝑀 times, it was proposed that methyl rotors proximal to the electron spin
have a detrimental impact on 𝑇𝑀 .58 However, similar 𝑇𝑀 behavior has also been
observed in systems with no methyl groups present.49

The well-studied class of V(IV) qubits contain experimental examples in each of
the three decoherence regimes, providing for an instructive conceptual comparison.
The electron spin relaxation of vanadyl phthalocyanine (VOPc) has been studied in a
glassy frozen solution,59 a pure crystalline solid,38 and diamagnetically diluted crys-
talline dispersions in titanyl phthalocyanine (TiOPc) host at 1:10, 1:100, and 1:1000
concentrations.38,49 At 300 K in 1:10 dilution, VOPc exists in the spin-spin regime,
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where 𝑇𝑀 is significantly smaller than 𝑇1 owing to electronic dipolar contributions
to decoherence. However, the 1:1000 dilution displays 𝑇𝑀 ≈ 𝑇1 at 300 K, indicating
𝑇𝑀 is𝑇1 limited.38 The increased dilution suppresses dipolar interactions and causes
phonon contributions to dominate decoherence, moving VOPc from the spin-spin
regime to the spin-phonon regime through sample preparation. Finally, the V(IV)
qubit (n Bu3NH)2[V(C6H4O2)3] in a frozen glass has demonstrated 20% variation
in 𝑇𝑀 times as a function of field position, consistent with motional contributions
to decoherence.60 It is to be expected that other V(IV) qubits will demonstrate the
same behavior. These examples show how sample preparation and measurement
conditions can place a qubit into any one of the three decoherence regimes. Fur-
ther research is needed to ascertain how spin-phonon contributions to decoherence
change when a qubit moves from a crystalline to a motional environment, an effort
which may prove key for applications in quantum sensing.

Crystal packing effects can also play a significant role in magnetic decoherence prop-
erties. A study comparing two different crystal packing modes of lanthanide-based
nitroxide radicals showed that the structure with proximal intermolecular nitroxide
spins possessed the stronger spin-spin exchange coupling.61 Crystal packing thus
modulates the strength of the spin-spin decoherence regime for magnetically undi-
luted crystals. Further research is required to elucidate the effect of ligand spin
polarization on decoherence.

1.4 Phonon Contributions to Decoherence
In the crystalline solid phase, thermodynamic spin relaxation transfers energy to
lattice phonons. At high temperatures, this relaxation process causes 𝑇𝑀 to become
𝑇1-limited,62 defining the spin-phonon regime of decoherence. Two criteria must
hold for spin-phonon mediated relaxation processes.63,64 First, energy conservation
must be satisfied, implying that only lattice processes matching the spin-flip energy
can occur. This could arise through emission of a single phonon possessing the
correct spin-flip energy (direct mechanism16,65), inelastic scattering of two phonons
with the correct energy difference via a virtual state (Raman mechanism16,65), or two
phonon relaxation through a real electronic excited state (Orbach mechanism16,66),
as shown in Figure 1.5A. In dilute monometallic S = ½ qubits, contributions from
the Orbach mechanism are often negligible owing to the lack of thermally accessible
electronic excited states.67 Second, there must be a nonzero transition probability
for the energy to transfer from the spin to the lattice phonon, a criterion known as
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spin-phonon coupling. The theoretical underpinnings for spin-lattice relaxation in
solids were developed by Van Vleck,65,68 Pryce,69 Orbach,70 and others.71,72

1.4.1 Temperature Scaling
To diagnose the dominant phonon mechanism, early spin-phonon relaxation litera-
ture focused on deriving functional forms for how𝑇1 scales with temperature (T) and
magnetic field (B). For example, treatment for S = ½ systems resulted in 1/𝑇1 ∝ 𝐵4𝑇

for the direct process and 1/𝑇1 ∝ 𝑇9 and 1/𝑇1 ∝ 𝐵2𝑇7 for the Raman process.16 It is
crucial to note, however, that these derivations use the Debye model, which describes
crystal vibrations solely as acoustic phonons (i.e., displacement waves, Figure 1.5B)
carrying momentum and possessing a linear dispersion relation.73 Optical phonons
(Figure 1.5B), which include the intramolecular vibrations commonly analyzed in
molecular vibrational spectroscopy, are not considered in the Debye model. This
assumption has two key consequences for a spin-phonon coupling model:63,65,74

(1) relaxation takes place exclusively through scattering of acoustic phonons rather
than optical phonons, and (2) the spin-phonon coupling constants for each phonon
mode are equal or follow some predictable functional form, as no provision can be
made for unique spin-phonon coupling for distinct intramolecular vibrations.63 For
more details on spin-phonon implications of the Debye model, see the perspective
by Coronado, Gaita-Ariño and coworkers.75

The temperature scaling relationships derived from the Debye model often show
excellent agreement with experiment for homogeneous extended solids at low tem-
peratures, such as Tm2+ in alkaline earth fluorides.76 However, the Debye model
assumptions are no longer appropriate when localized molecular vibrations become
thermally activated with increasing temperature. In an extended solid, such lo-
cal modes may be attributed to defects in the crystal structure.77,78 In a molecular
solid, local modes correspond to optical phonons with large intramolecular vibra-
tional character (Figure 1.5B).73,79 Models for the temperature scaling of Raman
relaxation through local modes have produced several new functional forms,77,78

including 1/𝑇1 ∝ 𝑇3, 1/𝑇1 ∝ 𝑇5, and 1/𝑇1 ∝ exp(𝑇)/(exp(𝑇) − 1)2.

While useful as empirical tools for analyzing data, the proliferation of such func-
tional forms points to the theoretical inability of the Debye model to describe the
spin-phonon decoherence regime in molecular solids. In such materials, spin-
lattice relaxation involves Raman processes with optical phonons, and the density
of states for optical phonons is in general not homogeneous.80,81 Furthermore, the
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Figure 1.5: Phonon involvement in spin-lattice relaxation. (A) Mechanisms of
phonon-induced relaxation. Zig-zag arrows represent phonon scattering. (B)
Schematics of the two types of phonons involved in relaxation processes in molecu-
lar solids. Acoustic phonons are characterized by displacement waves, while optical
phonons additionally involve intramolecular vibrations.

spin-phonon coupling terms in molecular solids may vary by orders of magnitude
depending on the phonon mode under consideration.80,82 These effects are not cap-
tured in the Debye model temperature scaling predictions, rendering deviations from
experiment unsurprising.79,83 Distinctly molecular models of spin-lattice relaxation
are thus required to understand the spin-phonon regime and pinpoint the specific
vibrational modes that contribute to decoherence.

1.4.2 Coupling Mechanisms
A second issue relates to the source of the spin-phonon coupling, which is a distinct
consideration from the phonon mechanism (direct, Raman, Orbach). Coupling
arises when phonons modulate the spin Hamiltonian; that is, 𝜕𝑯𝑠𝑝𝑖𝑛/𝜕𝑄𝑖 is nonzero
for atomic displacements that take place along the vibrational coordinate𝑄𝑖 of mode
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𝑖.64,82 For an S = ½ qubit (Equation (1.1)), both the g-tensor (𝒈) and the hyperfine
tensor (𝑨) can have significant nonzero derivatives with respect to nuclear motion
along 𝑄𝑖. Assuming weak coupling, this yields two types of terms contributing to
the spin-phonon interaction:64,84

𝜕𝑯𝑠𝑝𝑖𝑛

𝜕𝑄𝑖

= 𝜇𝑒𝑩0 ·
𝜕𝒈

𝜕𝑄𝑖

· ̂𝑺 + ̂𝑺 · 𝜕𝑨
𝜕𝑄𝑖

· ̂𝑰. (1.2)

Equation (1.2) gives first-order spin-phonon coupling terms for the direct process.84

Mixed partial derivatives relate to the Raman process, but the magnitudes of the
mixed partial derivatives are expected to trend similarly to the first derivatives.80

Each phonon mode has unique spin-phonon coupling terms, which may be either
zero or non-zero. Owing to larger modulations of the first coordination sphere
of the spin bearing metal ion (Figure 1.5B), optical phonons exhibit much larger
spin-phonon coupling terms than acoustic phonons.64 Optical phonons therefore
dominate spin-lattice relaxation when the temperature is high enough for their ther-
mal population. Optical bands may be approximated by molecular vibrations at the
gamma point (zero phonon momentum), enabling description of the Raman process
solely through molecular quantities.80 An active area of research seeks to understand
the physical origins (i.e., molecular geometry and bonding) of the magnitudes of
spin-phonon coupling coefficients under different experimental conditions.64,82,85,86

For example, a recent study of the S = ½ organometallic [Cp(Ti)(cot)] complex found
that it possesses a surprisingly long 𝑇𝑀 , attributed to weak spin-phonon coupling
with the 𝑑𝑧2 ground state.87

1.4.3 New Models
Two recent complementary approaches that go beyond the Debye model have gained
new insights into relaxation in the spin-phonon regime. First, the ab initio spin
dynamics approach of Lunghi, Sanvito, Sessoli, and coworkers seeks to computa-
tionally predict 𝑇1 from the full phonon dispersion relation, calculating the unique
spin-phonon coupling contribution from each phonon mode across the entire Bril-
lioun zone. The predicted temperature scalings for 𝑇1 are a good match for available
experimental data.64,83,84 A key breakthrough in high temperature spin-lattice re-
laxation modeling was achieved by using machine learning to predict the 𝒈 and 𝑨

tensor values as a function of molecular geometry.83,84 This made second-order nu-
merical differentiation of the 𝒈 and 𝑨 tensors computationally tractable for the first
time, enabling ab initio prediction of the Raman relaxation processes dominating at
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high temperature.84 Additionally, four-dimensional inelastic neutron scattering was
recently used to map the phonon dispersion of a transition metal qubit, providing an
experimental calibration of the phonon states responsible for magnetic relaxation.88

The ab initio spin dynamics approach rigorously considers all spin-phonon coupling
coefficients, but places less emphasis on interpreting the electronic structure origins
of the 𝒈 and 𝑨 tensor derivatives.

A second approach uses ligand field theory and molecular vibrations to understand
the origins of the dynamic Hamiltonian tensor values.82,89 This method provides
a chemical explanation of the factors responsible for spin-phonon coupling, along
with a mode-by-mode description of which molecular vibrations contribute the most
to decoherence across different coordination geometries and electronic structures.
Such a description enables targeted molecular design focused on specific vibrational
modes rather than the unspecific “rigidity” descriptor of the Debye model.75 The
ligand field method is outlined in the following section.

1.5 Dynamic Ligand Fields in Electron Spin Qubits
The ground states of free transition metal ions have intrinsic in-state orbital angular
momentum, as the degenerate set of d orbitals can freely rotate into one another
with no energy barrier. The 𝑔 value in these cases can be predicted through the
Landé formula and in general deviates strongly from the free-electron 𝑔 value of
2.0023 (𝑔𝑒). For example, a free Cu2+ ion with a ground state of 2𝐷5/2 has a
predicted 𝑔 value of 1.2. In the ligand fields encountered for molecular qubits,
the ground state is orbitally nondegenerate, which quenches in-state orbital angular
momentum. However, spin-orbit coupling between ground and excited states can
reintroduce orbital angular momentum into the ground state (out-of-state orbital
angular momentum). The impact on the 𝑔 value from this orbital angular momentum
can be expressed through the general perturbative expression for the 𝑔 value of a
given d electron ground state:90

𝑔𝑖 = 𝑔𝑒 − 2𝜆
∑︁
𝑒≠𝑔

〈
Ψ𝑔

���̂𝑳 𝒊

���Ψ𝑒

〉 〈
Ψ𝑒

���̂𝑳 𝒊

���Ψ𝑔

〉
𝐸𝑒

. (1.3)

Here Ψ𝑔 and Ψ𝑒 represent ground and excited state wavefunctions, respectively, 𝐸𝑒

represents the energy of Ψ𝑒 relative to the ground state, ̂𝑳 𝒊 is an orbital angular
momentum operator, and 𝜆 is the many-electron spin-orbit coupling constant. Note
𝜆 = ±𝜁3𝑑/2𝑆, where S is the total electron spin, 𝜁3𝑑 is the one-electron spin-orbit
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coupling constant, and + and − are used for less than half filled and greater than half
filled 𝑑𝑛 shells, respectively. Taking 𝐷4ℎ [CuCl4]2– as an example, the 𝑔𝑧 (𝑔∥) value
is modified by spin-orbit coupling between the 2𝐵2𝑔 (𝑑𝑥𝑦) excited state and the 2𝐵1𝑔

(𝑑𝑥2−𝑦2) ground state. Table 1.1 gives the effect of ̂𝑳 𝒊 on real d orbitals and can be
used in conjunction with Equation (1.3) to derive a simple formula for 𝑔𝑧, where a
factor 𝜂 is used to account for the covalencies of the donor and acceptor orbitals of
the ground and excited states:91

𝑔𝑧 = 𝑔𝑒 − 2
𝜆𝜂

〈
𝑥2 − 𝑦2

���̂𝑳𝒛

��� 𝑥𝑦〉 〈
𝑥𝑦

���̂𝑳𝒛

��� 𝑥2 − 𝑦2
〉

𝐸𝐵2𝑔

= 𝑔𝑒 −
8𝜆𝜂
𝐸𝐵2𝑔

. (1.4)

̂𝑳𝒙 ̂𝑳𝒚 ̂𝑳𝒛

̂𝑳𝒙𝑑𝑥𝑧 = −𝑖𝑑𝑥𝑦 ̂𝑳𝒚𝑑𝑥𝑧 = 𝑖𝑑𝑥2−𝑦2 − 𝑖
√

3𝑑𝑧2 ̂𝑳𝒛𝑑𝑥𝑧 = 𝑖𝑑𝑦𝑧

̂𝑳𝒙𝑑𝑦𝑧 = 𝑖
√

3𝑑𝑧2 + 𝑖𝑑𝑥2−𝑦2 ̂𝑳𝒚𝑑𝑦𝑧 = 𝑖𝑑𝑥𝑦 ̂𝑳𝒛𝑑𝑦𝑧 = −𝑖𝑑𝑥𝑧
̂𝑳𝒙𝑑𝑥𝑦 = 𝑖𝑑𝑥𝑧 ̂𝑳𝒚𝑑𝑥𝑦 = −𝑖𝑑𝑦𝑧 ̂𝑳𝒛𝑑𝑥𝑦 = −2𝑖𝑑𝑥2−𝑦2

̂𝑳𝒙𝑑𝑥2−𝑦2 = −𝑖𝑑𝑦𝑧 ̂𝑳𝒚𝑑𝑥2−𝑦2 = −𝑖𝑑𝑥𝑧 ̂𝑳𝒛𝑑𝑥2−𝑦2 = 2𝑖𝑑𝑥𝑦
̂𝑳𝒙𝑑𝑧2 = −𝑖

√
3𝑑𝑦𝑧 ̂𝑳𝒚𝑑𝑧2 = 𝑖

√
3𝑑𝑥𝑧 ̂𝑳𝒛𝑑𝑧2 = 0

Table 1.1: Application of orbital angular momentum operators to the real d-orbitals.

It should be noted that the 𝜂 parameter can be derived from the spin densities of the
metal ion and ligating atoms: a lower spin density on the metal center indicates a
more covalent interaction, in which less spin on the metal is available to spin-orbit
couple with d-d excited states. This proxy for covalency therefore takes into account
the delocalization of spin density with the ligating environment. An important
assumption here is that 𝜆 for the metal ion is much greater than that of the ligands,
which justifies treating spin-orbit coupling only in the d-d manifold. The error
in this approximation increases when heavy ligand atoms are present. However,
contributions from ligand-based spin-orbit coupling may be incorporated into the
model.

To minimize spin-phonon coupling, 𝜕𝒈/𝜕𝑄 should be as small as possible (Equation
(1.2)). By differentiating Equation (1.4) with respect to the ith vibrational coordi-
nate, we obtain an analytical expression for the spin-phonon coupling coefficient for
𝑔𝑧:82
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𝜕𝑔𝑧

𝜕𝑄𝑖

= 8𝜆
𝜂

(
𝜕𝐸𝐵2𝑔
𝜕𝑄𝑖

)
− 𝐸𝐵2𝑔

(
𝜕𝜂

𝜕𝑄𝑖

)
(
𝐸𝐵2𝑔

)2 . (1.5)

The logic behind the ligand field model of decoherence is summarized in Figure
1.6. As was previously shown, the spin-phonon coupling coefficients for a wide
variety of molecular electron spin qubits qualitatively track with increased 𝑇𝑀 in
the spin-phonon decoherence regime.82 Crucially, Equation (1.5) expresses these
coefficients in terms of spectroscopically observable and computationally accessible
quantities: d-d ligand field transition energies 𝐸𝐵2𝑔 , ligand-metal covalencies (𝜂),
and the many-electron spin-orbit coupling constant of the metal ion (𝜆). The
energies of ligand field excited states of first-row transition metal complexes can
be quantified by a combination of electronic absorption91 and magnetic circular
dichroism (MCD) spectroscopies.92 However, highly covalent ligand-metal bonds,
which are often present in molecular qubit candidates, can lead to low-energy, high-
intensity charge transfer transitions. These, together with intra-ligand molecular
excited states with large dipole allowed intensities (e.g., Soret and Q-bands in
porphyrins and phthalocyanines), can obscure ligand field transitions even when
using low temperature MCD. X-ray spectroscopies provide powerful approaches
to overcome these limitations by gaining metal-centric electronic structure insights
in highly covalent systems. For example, the covalencies of ligand-metal bonds
can be quantified using metal L-edge93,94 and ligand K-edge95 X-ray absorption
spectroscopies. Additionally, 2p3d resonant inelastic X-ray scattering (RIXS) can
be utilized to directly measure spin-allowed and spin-forbidden ligand field excited
state energies.96,97 1s2p RIXS can also provide L-edge-like data using hard X-rays
through constant incident energy (CIE) cuts taken within the 1s-3d K pre-edge.98

Therefore, combining inorganic electronic spectroscopies with the dynamic ligand
field model can provide a quantitative experimental basis for understanding bonding
and electronic structure contributions to molecular qubit coherence times.

Equation (1.5) suggests two approaches for engineering long coherence times in
molecular electron spin qubits. First, the overall ground state orbital angular mo-
mentum can be minimized, as 𝜕𝒈/𝜕𝑄 is lessened when 𝑔 is small initially. This can
occur by (1) decreasing the spin-orbit coupling constant, (2) increasing the excited
state energy separation, (3) increasing the covalencies of ligand-metal bonds, or (4)
engineering a ground state wave function that cannot engage in excited state spin-
orbit coupling. Consideration of the d orbital rotations enables the latter strategy
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Figure 1.6: A general ligand field theory method for predicting decoherence in the
spin-phonon regime from equilibrium molecular parameters (example: 𝐷2𝑑 𝑑

9 ML4
complex). A molecular orbital diagram containing metal d-based orbitals can be
mapped to a state diagram, and spin-orbit coupling contributions can be evaluated
using the corresponding double group (shown in Bethe notation) to obtain molecular
𝑔 values. With the aid of Equation (1.5), minimization of 𝜕𝒈/𝜕𝑄 for the lowest-
energy bending mode can be achieved by obtaining a planar equilibrium geometry
(see also Figure 1.7).

through direct evaluation of orbital angular momentum matrix elements for S = ½
qubits. As shown in Table 1.1, the 𝑑𝑧2 orbital cannot rotate into any other d orbital
about the z-axis, so a molecule with a 𝑑𝑧2 ground state should exhibit small spin-
phonon coupling with the 𝑔𝑧 transition. Experimentally, a yttrium complex with a
partially covalent 4𝑑𝑧2/5s-based ground state demonstrated a 𝜇s 𝑇𝑀 at room temper-
ature, despite featuring ligands with nuclear spins, unoptimized magnetic dilution,
and a non-rigid ligand framework.39 This example establishes minimizing ground
state orbital angular momentum as a powerful design principle for engineering
molecular qubits within the spin-phonon decoherence regime.

Second, the magnitude of the vibrational derivatives can be directly decreased
by employing ligand frameworks with few vibrational modes that can undergo
spin-phonon coupling.48,82 This can be accomplished by either (1) reducing the
vibrational density of states at low energies,62 as thermal phonon occupation is
required for the Raman relaxation process, or (2) tailoring the coordination geometry
to reduce spin-phonon coupling by symmetry.48 Dynamic ligand field analysis of a
[CuCl4]2– model compound has illuminated how vibrational symmetry can engender
an optimal coordination geometry for S = ½ Cu(II) qubits.82 Depending on the
counterion, [CuCl4]2– can adopt a square planar (𝐷4ℎ) or distorted tetrahedral (𝐷2𝑑)
crystal geometry.99 These two structures are directly related by a low-energy bending
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mode (Figure 1.7A). Analyses of the ground and excited state potential energy
surfaces (PESs) along this coordinate provide insight into the electronic structure
origins of spin-phonon coupling over different structures. For example, at the 𝐷4ℎ

geometry, there is no excited state distortion and therefore no excited state linear
coupling term (Figure 1.7B, dashed blue line). The absence of linear excited state
coupling eliminates linear spin-phonon coupling in the ground state. For 𝐷2𝑑 ,
however, the excited state PES is shifted relative to the ground state (i.e., there is an
excited state distorting force), giving rise to a non-zero excited state linear coupling
term for the 𝐷2𝑑 structure. This provides a mechanism for the amount of orbital
angular momentum mixed into the 𝐷2𝑑 ground state to dynamically fluctuate along
𝑄𝑖 (Figure 1.7B-C). This analysis demonstrates that new vibrational modes can be
activated for spin-phonon coupling upon small modifications of the coordination
geometry.100–102

Density functional theory (DFT) calculations confirm that the 𝐷4ℎ [CuCl4]2– 𝑔𝑧

value exhibits linear spin-phonon coupling along only the totally symmetric stretch-
ing mode (i.e., breathing mode). However, upon distorting to the 𝐷2𝑑 geometry,
the bending distortion mode changes in symmetry from 𝑏2𝑢 (in 𝐷4ℎ) to 𝑎1 (in 𝐷2𝑑),
thus activating it for linear spin-phonon coupling (Figure 1.7F). The spin-phonon
coupling (arrow size) clearly increases as the distortion angle 𝛼 departs from 180°
and the slope of the 𝑔𝑧 surface (i.e., 𝜕𝑔𝑧/𝜕𝑄𝛼) increases. At 𝛼 = 180°, the surface
flattens as linear spin-phonon coupling in the bending mode is removed. Examina-
tion of the covalency (Figure 1.7D) and excited state energies (Figure 1.7E) shows
these quantities correlate strongly with the 𝑔𝑧 value, as expected on the basis of
Equations (1.4) and (1.5).82 This model explains why Cu(II) transition metal com-
plexes with the longest 𝑇1 times host a square planar geometry around the metal
center, while tetrahedrally distorted complexes exhibit shorter 𝑇1 times.79 While
vibrational symmetry effects have so far been investigated in the context of discrete
molecular qubits,48 such strategies will likely also prove important in designing
arrays of qubits in MOFs, where a large density of low-energy phonons leads to
enhanced spin-phonon coupling.45,46

Notably, the gas phase equilibrium geometries of four-coordinate Cu(II) complexes
are 𝐷2𝑑 . However, ligand field strain through crystal packing effects can enforce
geometries that would otherwise be out of equilibrium, similar to the concept of
the entatic state in bioinorganic chemistry.99,103 Cu complexes featuring symmetry-
and distortion-altering intramolecular steric interactions have also been developed.
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These interactions can strongly influence ground state redox potentials and reorga-
nization energies, as well as the lifetimes of metal-to-ligand charge transfer excited
states for Cu(I).101,102,104 Similar ligand design approaches will enable systematic
evaluation of how ligand field strain and secondary coordination sphere interactions
contribute to coherence times Cu(II) qubit candidates.
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Figure 1.7: Effect of geometric distortion on spin-phonon coupling terms. (A)
[CuCl4]2– bending distortion from a 𝐷4ℎ to 𝐷2𝑑 geometry, given by bond angle
𝛼. (B) Linear excited state coupling terms (dashed blue lines) give rise to ground
state linear spin-phonon coupling terms. The ground and excited state equilibrium
geometry mismatch at 𝐷2𝑑 leads to linear coupling for the bending mode, while no
such mismatch occurs in 𝐷4ℎ. (C) Linear versus quadratic spin-phonon coupling.
X-axis tick represents ground state equilibrium geometry. (D) Variation of metal
orbital contribution (1 - covalency) in [CuCl4]2– as a function of geometry. (E)
Variation of first excited state energy in [CuCl4]2– as a function of geometry. (F)
Variation of 𝑔𝑧 in [CuCl4]2– as a function of geometry. Arrows give the spin-phonon
coupling terms along the symmetric stretch (black) and bending (red) modes, which
correlate to the components of the 𝑔𝑧 gradient. Symmetry coordinate mixing in the
normal modes is less than 2%. Adapted from Ref.82.

The interplay between factors in the dynamic ligand field model can be illustrated
by recent studies comparing Cu(II) and V(IV) S = ½ qubit candidates.49,62 It was
experimentally shown that the 𝑇1 of vanadyl phthalocyanine (VOPc) is longer than
that of copper phthalocyanine (CuPc) at higher temperatures (>25 K) where the
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spin-phonon regime dominates,49 with VOPc exhibiting coherence up to room
temperature.38 These results can be rationalized and quantitatively understood using
the spin-phonon coupling factors found in Equation (1.5): (1) the energy of the ligand
field excited state that spin-orbit couples with the ground state, (2) the covalencies
of the ligand-metal bonds, and (3) the spin-orbit coupling constant. To the best of
our knowledge, the specific ligand field transition contributions to the 𝑔 values of
CuPc and VOPc are not known experimentally, likely due to the intense, dominant
intra-Pc contributions to the electronic absorption spectrum. For 𝑔𝑧, they were
calculated to be similar in energy (22,165 and 22,745 cm−1, respectively82), so
(1) is likely not the distinguishing factor between CuPc and VOPc. Ligand-metal
covalency in the ground state wave function is significantly larger in CuPc relative
to VOPc, but this would suggest a longer coherence time for CuPc, so (2) is not the
distinguishing factor. Thus, in the comparison between Cu(II) and V(IV)O in the
same equatorial ligand set, the significantly reduced spin-orbit coupling constant
of V(IV) in VOPc is of critical importance. Indeed, DFT calculations show that
spin-phonon coupling coefficients between comparable vibrational modes of CuPc
and VOPc differ primarily by the ratio of the spin-orbit coupling constants.82

In a comparison between four-coordinate [Cu(II)(bdt)2]2– (bdt=benzene-1,2-dithiolate)
and six-coordinate [V(IV)(bdt)3]2–, the observation of longer electron spin relax-
ation for the former was ascribed to increased covalency of the Cu(II)-S bonds.
Interestingly, this is opposite of the behavior observed for CuPc vs VOPc, where
longer coherence times were observed for the more ionic ground state. While
[Cu(bdt)2]2– is square planar, [V(bdt)3]2– adopts a pseudo-octahedral coordination
geometry and was calculated to have seventeen linear spin-phonon coupling active
vibrational modes below 400 cm−1 for 𝑔𝑧; square planar [Cu(bdt)2]2– has only one
for 𝑔𝑧.82 Additionally, lower energy excited states in the six-coordinate V(IV) com-
plexes, which increase ground state orbital angular momentum and thus sensitivity to
spin-phonon coupling, may also be of critical importance for determining relaxation
times. Thus, based on the ligand field theory model, the shorter coherence time in
the six-coordinate V(IV) complex arises from increased spin-phonon coupling rela-
tive to the Cu(II) complex due to the different coordination environment, despite the
lower spin-orbit coupling constant of the former. While substitution of sulfur with
selenium in the ligands (forming benzene-1,2-diselenate, bds) increases the ligand-
metal covalency, 𝑇1 values were experimentally observed to decrease for both Cu(II)
and V(IV). This likely arises because the heavy atom substitution decreases the fre-
quency of the spin-phonon coupling active vibrational modes, thereby increasing the
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thermal population and total spin-phonon coupling, even though the spin-phonon
coupling coefficient itself may decrease due to increased covalency.62,82 An addi-
tional factor to consider is the significantly increased spin-orbit coupling constant
of selenium relative to sulfur, which will also contribute to accelerated relaxation.
The considerations in this Section demonstrate the critical importance of evaluating
dynamic ligand field properties when comparing coherence times between different
molecular qubit candidates, especially if they feature different first coordination
spheres.

The ligand field model of spin-phonon coupling as described is general for under-
standing couplings in any S = ½ system. It has also been adapted for studying S
> ½ systems. Here, modulation of 𝑫 and 𝑬 in the zero-field splitting Hamilto-
nian along vibrational coordinates enables a description of excited state intersystem
crossing and single molecule magnet relaxation.105 Further extensions of the ligand
field model are possible to also account for hyperfine contributions64 (𝜕𝑨/𝜕𝑄) to
spin-lattice relaxation.

1.6 Summary and Outlook
The study of electron spin relaxation has a rich history and much is known. However,
further understanding decoherence mechanisms at the molecular level is a key step
towards the development of quantum technologies that can employ the versatility
and tunability of coordination complexes. Here we have leveraged the idea of co-
herence regimes to highlight specific molecular contributions to decoherence. It is
clear that the conditions (temperature, solid/solution phase) of the desired quantum
application (computing/sensing) will define the specific design principles. In the
spin-spin decoherence regime, decreasing spin-spin interactions through magnetic
dilution and decreasing the concentration or gyromagnetic ratios of nuclear spins has
the largest impact on prolonging 𝑇𝑀 . In the motional regime, molecular tumbling
and librational dynamics alter the resonance frequency conditions and decrease
𝑇𝑀 . At higher temperatures in the solid state, 𝑇𝑀 is limited by 𝑇1. We find this
spin-phonon regime particularly exciting, as it provides a means for fundamental
studies of how specific atomic motions are coupled to dynamic electronic structure
changes. These considerations are also crucial for understanding time-dependent
magnetization phenomena beyond quantum information science, including single-
molecule magnetism, spin crossover complexes, and the kinetics of photomagnetic
processes. From considering dynamic ligand fields, several strategies for minimiz-
ing spin-phonon coupling have been characterized and applied to experimental case



22

studies. It is important to note, however, that the specific molecular vibration(s) that
are responsible for decoherence in the spin-phonon regime have yet to be experi-
mentally assigned. In the future, we anticipate that the dynamic ligand field model
will provide an analytical link between molecular vibrations and temperature depen-
dent electron spin relaxation rates. This will facilitate experimental assignment of
the decoherence-inducing vibrations, allowing for a more tailored synthetic design
approach to prolonging 𝑇𝑀 .

Careful examination of the various decoherence mechanisms also provides insights
into applications beyond quantum computing. These considerations extend nicely
to the development of qubits as molecular quantum sensors (qusors), which pro-
vide several attractive features: (1) the ability to target local regions of space on a
molecular level, (2) novel coherence-based sensing mechanisms, and (3) a platform
for fundamental studies of coherence in chemical microenvironments formed on
electrode interfaces or in biological systems. In solution phases, including cases
where qusors are immobilized on surfaces or bound to larger macromolecular struc-
tures (e.g., proteins), the magnitude of motional contributions to decoherence will
be important to consider. By tailoring the ground state orbital angular momentum
anisotropy and the molecular vibrations, it will be possible to design qusors that
selectively sense rotational versus vibrational degrees of freedom and vice-versa,
providing new insight into molecular dynamics in chemical microenvironments.
Ligand sets with peripheral H-bond donors and acceptors may also provide a strat-
egy to “lock-in” a specific molecular orientation and limit motional contributions.
Additionally, it may be possible to sense the local electric fields in chemical microen-
vironments through their effects on 𝑇1 and 𝑇𝑀 , lending insight into the functional
role of the local electrostatic environment. Previous work by Mims has shown that
electron spin precession can be perturbed by an external electric field.106 Electric
field sensing has already been accomplished using solid state systems such as ni-
trogen vacancies in diamond,9,107 but solid state sensors have inherently limited
spatial resolution and tunability. An exciting molecular engineering challenge will
be to tune and enhance qusor electric field sensitivity through noncentrosymmetric
perturbations manifesting in odd parity ligand field components,106 while still mini-
mizing spin-phonon coupling. This level of detailed understanding will derive from
incorporating electric field effects into the dynamic ligand field model and learn-
ing to describe and control vibrational symmetry, which remains an outstanding
challenge in engineering molecular electron spin qubits.
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While many approaches to prolonging coherence times have sought to make qubit
frameworks more rigid, there are a variety of important geometric and electronic
structure factors that are not captured by this description. Detailed ligand field anal-
yses coupled to high-resolution inorganic spectroscopies are called for to understand
the role of molecular “rigidity” and symmetry by defining the precise vibrational
modes that contribute to spin-phonon coupling and tuning their frequencies through
synthetic design strategies. This level of new molecular insight will guide fun-
damental studies of spin-phonon coupling over a broad range of one-, two-, and
three-dimensional S = ½ systems, as well as the development of electron spin qubit
and qusor constructs for use in quantum technologies.
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C h a p t e r 2

THE IMPACT OF LIGAND FIELD SYMMETRY ON
MOLECULAR QUBIT COHERENCE

• Adapted with permission from: Kazmierczak, N. P.; Mirzoyan, R.; Hadt, R.
G. The Impact of Ligand Field Symmetry on Molecular Qubit Coherence.
Journal of the American Chemical Society 2021, 143, 17305–17315. DOI:
10.1021/jacs.1c04605. © 2021 American Chemical Society.

2.1 Abstract
Developing quantum bits (qubits) exhibiting room temperature electron spin coher-
ence is a key goal of molecular quantum information science. At high temperatures,
coherence is often limited by electron spin relaxation, measured by 𝑇1. Here we
develop a simple and powerful model for predicting relative 𝑇1 relaxation times
in transition metal complexes from dynamic ligand field principles. By consid-
ering the excited state origins of ground state spin-phonon coupling, we derive
group theory selection rules governing which vibrational symmetries can induce
decoherence. Thermal weighting of the coupling terms produces surprisingly good
predictions of experimental 𝑇1 trends as a function of temperature and explains
previously confounding features in spin-lattice relaxation data. We use this model
to evaluate experimental relaxation rates across S = ½ transition metal qubit can-
didates with diverse structures, gaining new insights into the interplay between
spin-phonon coupling and molecular symmetry. This methodology elucidates the
specific vibrational modes giving rise to decoherence, providing insight into the
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origin of room temperature coherence in transition metal complexes. We discuss
the outlook of symmetry-based modeling and design strategies for understanding
molecular coherence.

2.2 Introduction
The use of paramagnetic transition metal complexes as molecular electron spin
quantum bits (qubits) has generated considerable interest over the past decade (Figure
2.1A).1–6 When placed into a magnetic field, the Zeeman effect splits the energies
of the 𝑀𝑆 sublevels into a quantum two-level system that can be leveraged for
applications in computing, sensing, and communication (Figure 2.1B).2,7 Among
these, molecular quantum sensing constitutes a particularly exciting application,2 as
molecular electron spin qubits can be synthetically tuned and located in a targeted
fashion within chemical microenvironments and interfaces to read out properties
of relevance in areas such as catalysis and medicine. The microenvironments of
interest often exist under ambient conditions. Thus, developing molecular qubits
that operate at room temperature remains a key goal in the field.1,8,9

The utility of molecular electron spin qubits is limited by the phase memory time
𝑇𝑀 , which describes how long phase relations are retained between members of
the ensemble.10 As temperature increases in spin-dilute environments, 𝑇𝑀 becomes
limited by 𝑇1, the spin-lattice relaxation time. 𝑇1 describes how quickly spin energy
is transferred to the vibrational bath.11 In solid lattices, this process is controlled by
spin-phonon coupling.12 Three mechanisms for spin-phonon coupling deteriorate
the performance of molecular qubits at room temperature, known as the direct,
Raman, and Orbach processes (Figure 2.1B).10,13,14 The direct process dissipates
spin energy through acoustic phonon emission and exerts the greatest contribution
at low temperatures (e.g., < 10 K).15 The Raman process dissipates spin energy
through inelastic scattering of phonons from a virtual state, with acoustic phonons
contributing at intermediate temperatures and optical phonons (i.e., local modes6)
dominating at elevated temperatures near ambient conditions.12,16 In S = ½ systems,
the Orbach mechanism generally does not contribute strongly.16 Room temperature
coherence lifetimes of molecular electron spin qubits are controlled by spin-phonon
coupling with the molecular vibrational modes.4,17

A natural question arises: which vibrational modes exhibit the strongest spin-
phonon coupling? Vibrational modes higher in energy than about 400 cm−1 are
not expected to contribute significantly to spin-lattice relaxation, as the Raman
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Figure 2.1: Overview of molecular electron spin qubits. (A) V(IV) and Cu(II) qubits
considered in this study.8,9,18,19 VOPc = vanadyl phthalocyanine; CuPc = copper ph-
thalocyanine; [Cu(bdt)2]2– = copper bis(1,2-benzenedithiolate); [Cu(bds)2]2– = cop-
per bis(1,2-benzenediselenate); [VO(dmit)2]2– = vanadyl bis(1,3-dithiole-2-thione-
4,5-dithiolate); [V(bdt)3]2– = vanadium tris(1,2-benzenedithiolate); [V(bds)3]2– =
vanadium tris(1,2-benzenediselenate); (B) Electronic structure and relaxation mech-
anisms of molecular qubits. (Left) Electronic states (example: VOPc) in single-
valued point groups and double groups (Bethe notation) inclusive of spin-orbit
coupling. Charge-transfer states not shown. (Right) 𝑇1 relaxation mechanisms.
Atomic color scheme: C (grey), N (blue), O (red), S (yellow), Se (orange), Cu
(brown), V (pink). H atoms not shown for clarity. (C) Qualitative crystal field
state diagrams for VOPc and CuPc (hole formalism). Excited states with red (blue)
asterisks spin-orbit couple to the corresponding ground states through 𝐿𝑧 (𝐿𝑥 or 𝐿𝑦)
angular momentum operators.
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process requires thermal population of an existing phonon mode (see Supporting
Information, Section 4).10 While the phonon density of states and dispersion relation
below 400 cm−1 can be probed using terahertz spectroscopy20 and four-dimensional
inelastic neutron scattering,21 ascertaining the spin-phonon coupling of those modes
remains an outstanding experimental challenge. In lieu of experimental evidence,
several studies have sought to assign the most impactful spin-phonon coupling
modes through computational studies.17,22–24 There exists an emerging recognition
of the importance of the symmetry of the vibrational mode, with recent studies
empirically concluding that gerade modes exhibit heightened spin-phonon coupling
over ungerade modes for square planar compounds.22,24 However, no general theory
yet exists for predicting which vibrational symmetries exert the greatest spin-phonon
coupling and modeling the implications for temperature-dependent 𝑇1. This hinders
rational molecular design and constitutes an important challenge in the field.6

Here we derive group theory selection rules for determining vibrational modes
that are active for spin-phonon coupling. We show that the coupling modes are
those that are group theoretically allowed to undergo ligand field excited state
distortions. These vibrational modes dynamically change the amount of ground
state orbital angular momentum. We then show that a simple thermal weighting of
molecular spin-phonon coupling coefficients furnishes very good agreement with
relative trends in experimental spin-lattice relaxation rates, thus describing how
different vibrations dominate 𝑇1 over different temperature regimes. The resulting
model predicts relative spin relaxation times (𝑇1), or phonon-limited coherence
times (𝑇𝑀) at high temperatures.

2.3 Ligand Field Paradigm for Electron Spin Relaxation
2.3.1 Symmetry Effects on Spin-Phonon Coupling
Spin-phonon coupling arises when some portion of the spin Hamiltonian is modu-
lated by a vibrational mode.6,25 The 𝑔 tensor, 𝒈, describing the Zeeman effect has
been implicated as a major source of spin-phonon coupling in molecular qubits.15,24

Therefore, to understand the impact of symmetry on spin-phonon coupling, we first
turn to the molecular origins of the 𝑔 values in a transition metal complex.

A free electron has an isotropic 𝑔 value of 𝑔𝑒 = 2.0023 owing to its intrinsic spin
angular momentum; deviations from this value arise when the electron addition-
ally possesses ground state orbital angular momentum, as quantified by the Landé
formula. While the presence of a ligand field quenches orbital angular momentum
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in tetragonal transition metal complexes, spin-orbit coupling with ligand field ex-
cited states reintroduces orbital angular momentum into the ground state. Thus,
changes in the 𝑔 value arise from changes in spin-orbit coupling. In order for the
ith vibrational mode to have a nonzero first-order spin-phonon coupling coefficient,
𝜕𝒈/𝜕𝑄𝑖, the magnitude of spin-orbit coupling must therefore change as a function
of the vibrational mode coordinate 𝑄𝑖. The expression for the 𝑔 value of a transition
metal complex due to the spin-orbit perturbation is given by26

𝑔𝑖 = 𝑔𝑒 − 2𝜆
∑︁
𝑒≠𝑔

〈
Ψ𝑔

���̂𝑳 𝒊

���Ψ𝑒

〉 〈
Ψ𝑒

���̂𝑳 𝒊

���Ψ𝑔

〉
𝐸𝑒 − 𝐸𝑔

(2.1)

where 𝜆 is the many-electron spin-orbit coupling constant, Ψ𝑔 and Ψ𝑒 are the ground
and excited states with energies 𝐸𝑔 and 𝐸𝑒, respectively, ̂𝑳 𝒊 is an orbital angular
momentum operator, and 𝑖 = 𝑥, 𝑦, 𝑧 refer to the 𝑔 tensor principal axes and the
molecular quantization frame, which are aligned for the tetragonal qubits considered
in this work. Equation (2.1) shows that the 𝑔 values have a sensitive dependence
on the energy gap between the ground and excited states involved in the spin-orbit
coupling. (The precise excited states involved can be determined from double groups
(Figure 2.1B) using Tables S13 and S14 and tables of d orbital rotations.6,27) If the
ground and excited state potential energy surfaces reach a minimum at the same
value of the vibrational coordinate 𝑄𝑖, then the energy gap 𝐸𝑒 − 𝐸𝑔 can at most vary
quadratically as a function of𝑄𝑖, implying 𝜕𝒈/𝜕𝑄𝑖 = 0 at equilibrium (Figure 2.2A).
However, if the equilibrium geometry of the excited state is different than that of the
ground state equilibrium geometry along𝑄𝑖, the energy gap 𝐸𝑒−𝐸𝑔 can vary linearly
as a function of 𝑄𝑖 and give rise to (𝜕𝒈/𝜕𝑄𝑖)0 ≠ 0 (Figure 2.2B). We refer to such
modes as the distorting modes.27 The first-order coupling coefficient at equilibrium,
(𝜕𝒈/𝜕𝑄𝑖)0 (hereafter simply 𝜕𝒈/𝜕𝑄𝑖), is predicted to exert the leading influence on
spin-lattice relaxation times.15,24 Therefore, the most important vibrational modes
for spin-phonon coupling are precisely these distorting modes.22

Crucially, the excited state distortion can be expressed through a matrix element27

involving vibrational perturbations of the ligand field Hamiltonian (𝐻𝐿𝐹):

Δ𝑄𝑖 = −

〈
𝜓𝑒
𝑒𝑙𝑒𝑐

��� ( 𝜕𝐻𝐿𝐹

𝜕𝑄𝑖

)
0

���𝜓𝑒
𝑒𝑙𝑒𝑐

〉
𝑘𝑖

. (2.2)
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Figure 2.2: The excited state origins of ground state spin-phonon coupling. (A)
Schematic potential energy surfaces for the 𝑏2𝑢 bending mode in CuPc. The ground
and excited state potential energy minima coincide, implying no excited state dis-
tortion and thus no linear spin-phonon coupling. (B) Schematic potential energy
surfaces for the 𝑎1𝑔 symmetric stretch in CuPc. The ground and excited state min-
ima are offset, implying excited state distortion and linear ground state spin-phonon
coupling.

Here Δ𝑄𝑖 gives the excited state distortion along the vibrational mode 𝑄𝑖, 𝑘𝑖 is the
force constant, and 𝜓𝑒

𝑒𝑙𝑒𝑐
is the excited state wave function that spin-orbit couples

into the ground state. The matrix element is evaluated at the ground state equilib-
rium geometry. The key utility of this expression lies in the application of group
theory symmetry selection rules to the integral. The state symmetry of 𝜓𝑒

𝑒𝑙𝑒𝑐
and

𝑄𝑖 (Γ𝑒𝑙𝑒𝑐 and Γ𝑄𝑖
, respectively) can be assigned through textbook techniques.28 The

ligand field Hamiltonian always has the totally symmetric irreducible representation
in the molecular point group, so the derivative has the symmetry Γ𝑄𝑖

. Therefore,
the symmetry of the integrand is given27 by a direct triple product. For the inte-
gral to be nonzero, Equation (2.3) must contain the totally symmetric irreducible
representation:
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Γ𝑒𝑙𝑒𝑐 × Γ𝑄𝑖
× Γ𝑒𝑙𝑒𝑐 = 𝑎1 + . . . (2.3)

Here 𝑎1 in Equation (2.3) signifies the totally symmetric representation in the desired
point group, and the excited state is group theoretically allowed to undergo distortion
when the equivalent condition in Equation (2.4) is met:

[Γ𝑒𝑙𝑒𝑐 × Γ𝑒𝑙𝑒𝑐] = Γ𝑄𝑖
. (2.4)

The square brackets in Equation (2.4) denote the symmetric direct product operation,
appropriate for the product of Γ𝑒𝑙𝑒𝑐 with itself, and Γ𝑄𝑖

represents all mode symme-
tries that are allowed to couple.27,29,30 This selection rule enables facile calculation
of which vibrational symmetries will be able to exhibit linear spin-phonon coupling
terms for a given coordination geometry and electronic structure. The coupling
modes are those that are group theoretically allowed to undergo ligand field excited
state distortions. For nondegenerate states, only the totally symmetric modes will
couple, while other non-totally symmetric modes can couple for degenerate excited
states. We note that this consideration is a more general basis for understanding
forces in molecules (i.e., the Hellmann-Feynman force31), including those of rele-
vance for transition metal photophysics32,33 and those predicted by the Jahn-Teller
theorem to give rise to the instability of orbitally degenerate states.29

To illustrate the power of this approach in understanding spin-phonon coupling
contributions to decoherence in molecular qubits, we turn to a comparison between
vanadyl phthalocyanine (VOPc) and copper phthalocyanine (CuPc) (Figure 2.1A).19

VOPc belongs to the non-centrosymmetric point group 𝐶4𝑣, while CuPc belongs
to the centrosymmetric point group 𝐷4ℎ. The electronic ground state of VOPc has
the state symbol 2𝐵2 (𝑑𝑥𝑦), which spin-orbit couples with the 2𝐵1 (𝑑𝑥2−𝑦2) excited
state to introduce orbital angular momentum into 𝑔𝑧 (Figure 2.1C). The situation is
reversed in CuPc owing to the hole formalism, with a 2𝐵1𝑔 (𝑑𝑥2−𝑦2) ground state and
a 2𝐵2𝑔 (𝑑𝑥𝑦) excited state (Figure 2.1C). The relevant lowest lying excited state for
𝑔𝑧 is nondegenerate in both cases. Because the direct product of any nondegenerate
irreducible representation with itself gives the totally symmetric irreducible repre-
sentation, Equation (2.4) reduces to 𝑎1 = Γ𝑄𝑖

for VOPc in order for 𝜕𝑔𝑧/𝜕𝑄𝑖 ≠ 0.
An identical analysis holds for CuPc, where 𝑎1𝑔 is the totally symmetric represen-
tation in 𝐷4ℎ. Thus, the group theory model predicts that the strongest spin-phonon
coupling for 𝑔𝑧 should arise from totally symmetric vibrational modes. Indeed,
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previous computational studies have observed that 𝑎1𝑔 or 𝑎1 modes exhibit large
coupling coefficients,22,24 with 𝐷2𝑑 CuCl 2–

4 possessing more spin-phonon coupling
than 𝐷4ℎ CuCl 2–

4 owing to a greater number of totally symmetric modes.22

Though totally symmetric vibrational modes dominate 𝑔𝑧 coupling for both VOPc
and CuPc, the change in point group between𝐶4𝑣 and 𝐷4ℎ nonetheless has important
consequences for spin-phonon coupling. CuPc displays a single 𝑎1𝑔 mode below
400 cm−1 corresponding to the totally symmetric Cu-N stretch (Figure 2.3A). Owing
to the reduced number of irreducible representations in the 𝐶4𝑣 point group, VOPc
displays five total 𝑎1 vibrational modes below 400 cm−1, encompassing mixtures
of both the symmetric stretch and metal out-of-plane motion Figure 2.3B). The
portion of the vibrational density of states which matters for spin-phonon coupling
is thus very different: CuPc possesses a lone linear coupling mode at 262 cm−1,
while VOPc possesses five spin-phonon active modes below 400 cm−1 (Table 2.1).
Calculation of the 𝜕𝑔𝑧/𝜕𝑄𝑖 coefficients for CuPc and VOPc via calibrated density
functional theory (DFT)34 according to a previous procedure22 (see also Supporting
Information, Section 1) shows that the totally symmetric vibrations have the largest
coefficients by orders of magnitude, confirming the group theory analysis (Figure
2.3C). The coefficient for CuPc is an order of magnitude larger than those for VOPc
owing to the larger spin-orbit coupling constant of Cu(II) relative to V(IV).19 For
both VOPc and CuPc, only a very small portion of the vibrational density of states
contributes to spin-phonon coupling for 𝑔𝑧 (Figure 2.3A,B).

VOPc CuPc

E (cm−1) (𝜕𝑔𝑧/𝜕𝑄)2 E (cm−1) (𝜕𝑔𝑧/𝜕𝑄)2

42 5.5 × 10−8 262 2.8 × 10−5

178 1.5 × 10−6

262 6.3 × 10−7

317 2.9 × 10−6

395 1.9 × 10−6

Table 2.1: Linear 𝑔𝑧 spin-phonon coupling modes for VOPc and CuPc. All modes
have the totally symmetric representation.

A similar analysis can be performed for 𝜕𝑔𝑥/𝜕𝑄𝑖. For both VOPc and CuPc,
orbital angular momentum is introduced to 𝑔𝑥 principally via spin-orbit coupling
with the 𝑑𝑥𝑧/𝑑𝑦𝑧 excited states, which are orbitally doubly degenerate and have the
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Figure 2.3: Impact of symmetry on spin-phonon coupling. (A) Normalized vi-
brational density of states (lavender, left y-axis) and spin-phonon coupling active
vibrations (red, right y-axis) for CuPc. (B) Normalized vibrational density of states
(lavender, left y-axis) and spin-phonon coupling active vibrations (red, right y-axis)
for VOPc. (C) Analysis of selected modes for VOPc. Arrows indicate atomic dis-
placements; additional pictures are provided in Tables S3-S7. Symmetry selection
rules are evaluated for the 2𝐵1 (𝑑𝑥2−𝑦2) excited state (𝑔𝑧 spin-phonon coupling) via
Equation (2.4). 1×10−10 constitutes the limit of numerical precision.

representations 2𝐸 in 𝐶4𝑣 and 2𝐸𝑔 in 𝐷4ℎ (Figure 2.1C). Evaluation of Equation
(2.4) for VOPc now yields (𝑎1 + 𝑏1 + 𝑏2) = Γ𝑄𝑖

, showing that 𝑎1, 𝑏1, and 𝑏2

vibrational modes are able to have 𝜕𝑔𝑥/𝜕𝑄𝑖 ≠ 0 by symmetry. (𝑎2 is produced by
the antisymmetric direct product and is therefore discarded.)30 Similarly, Equation
(2.4) for CuPc yields

(
𝑎1𝑔 + 𝑏1𝑔 + 𝑏2𝑔

)
= Γ𝑄𝑖

, showing that multiple nondegenerate
gerade modes are able to couple for 𝑔𝑥 . Note that the gerade selection rule would
hold true even if the electronic state symmetry were ungerade, because Equation
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(2.4) contains the electronic symmetry twice. While group theory states which
modes are allowed to couple by symmetry, as with any selection rule, this does not
guarantee a large nonzero coefficient.27

Comparison between the coupling modes for CuPc and [Cu(bdt)2]2– (bdt = 1,2-
benzenedithiolate) illustrates the impact of descending in symmetry from 𝐷4ℎ to
𝐷2ℎ (Figure 2.4). Lower than 400 cm−1, CuPc displays a single active mode
with 𝜕𝑔𝑧/𝜕𝑄𝑖, the 𝑎1𝑔 symmetric stretch. Two modes for CuPc display nonzero
𝜕𝑔𝑥/𝜕𝑄𝑖, including both the 𝑎1𝑔 symmetric stretch and the 𝑏1𝑔 antisymmetric
stretching mode. The presence of the linearly coupling 𝑏1𝑔 mode is enabled by
the degeneracy of the 2𝐸𝑔 electronic state (Figure 2.1C). However, no degenerate
irreducible representations exist in the 𝐷2ℎ point group, so the 𝑑𝑥𝑧 and 𝑑𝑦𝑧 orbitals
are split into the 𝐵2𝑔 and 𝐵3𝑔 representations. All electronic states implicated in
the 𝑔𝑥 and 𝑔𝑦 spin-phonon coupling are nondegenerate for [Cu(bdt)2]2–, implying
that only totally symmetric 𝑎𝑔 vibrational modes will display linear coupling for
all three canonical orientations. Indeed, examination of the spin-phonon coupling
coefficients for [Cu(bdt)2]2– shows that the most prominent coupling modes are the
same for both 𝜕𝑔𝑧/𝜕𝑄𝑖 and 𝜕𝑔𝑥/𝜕𝑄𝑖 and possess 𝑎𝑔 symmetry as predicted (Figure
2.4). The coupling 𝑏1𝑔 mode from CuPc correlates to a 𝑏1𝑔 mode in [Cu(bdt)2]2–,
implying that the linear coupling of this antisymmetric stretch mode has been
turned off by the descent in symmetry. Conversely, the 𝑏2𝑔 in-plane scissoring
mode in CuPc correlates to 𝑎𝑔 symmetry for [Cu(bdt)2]2– and is activated for 𝑔𝑧
coupling. Thus, descent in symmetry from 𝐷4ℎ to 𝐷2ℎ retains the total number
of linear coupling modes for 𝑔𝑥 , but changes the identity of those modes (Figure
2.4). Similar behavior is observed for the 𝐶2𝑣 qubit [VO(dmit)2]2–, with many 𝑎1

modes exhibiting coupling for both 𝑔𝑥 and 𝑔𝑧. Global molecular symmetry can
impact the spin-phonon coupling modes even for apparently similar coordination
geometries, a surprising result elucidated by group theory. This result establishes
control of degenerate electronic excited states as an important design consideration
for controlling activation of spin-phonon coupling vibrational modes.

A previous study of two 𝐷4ℎ Cu(II) complexes empirically concluded that ger-
ade modes exhibited the strongest coupling.24 Our work differs in two important
ways. First, the present approach provides a predictive group theory analysis not
dependent on a centrosymmetric point group. In addition to the 𝐶𝑛𝑣 point groups
considered in this work, this will also enable extension of spin-phonon coupling sym-
metry analysis to qubits with trigonal coordination environments.35,36 By analogy
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Figure 2.4: Orientation-dependent spin-phonon coupling coefficients for CuPc,
[Cu(bdt)2]2–, and [VO(dmit)2]2–.

to gerade/ungerade, point groups containing the prime/double prime representations
should see coupling only from the single-prime vibrational modes, as the double di-
rect product of the electronic excited state in Equation (2.4) will yield a single-prime
representation irrespective of the electronic representation, and the totally symmet-
ric representation will always have a single-prime value. Furthermore, evaluation
of Equation (2.4) for the 𝐷4ℎ point group reveals that the 𝑎2𝑔 mode is not predicted
to exhibit linear coupling despite possessing gerade symmetry. This prediction is in
agreement both with previous calculations24 and our own.

Second, a point of variance with the previous study24 arises over the role of the
degenerate 𝑒𝑔 vibrations, which are found to couple in that study, but not predicted
to couple by the present group theory analysis. This is because the present analysis
has considered the spin-phonon coupling coefficients corresponding to the canonical
orientations of the 𝑔 tensor; namely, 𝑔𝑥 , 𝑔𝑦, and 𝑔𝑧. By contrast, Santanni et al.
averaged all nine 𝜕𝒈/𝜕𝑄 values for the non-diagonalized 𝑔 tensor.24 Nonzero off-
diagonal derivatives correspond to dynamic rotation of the principal axes of the 𝑔

tensor. Indeed, the 𝑅𝑥 and 𝑅𝑦 rotation operators transform as 𝑒𝑔 in 𝐷4ℎ, and pictures
of the 𝑒𝑔 vibrational modes show that the first coordination sphere undergoes a rigid
rotation out of the xy-plane (Table S5). A minimal square-planar coordination
environment such as 𝐷4ℎ CuCl 2–

4 does not posses 𝑒𝑔 normal modes,22 as these
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would correspond to pure rotational degrees of freedom. In CuPc, however, counter-
rotation of the phthalocyanine ligand framework enables 𝑒𝑔 normal modes. As local
rotation does not affect bonding in the first coordination sphere, 𝑒𝑔 vibrational
modes do not dynamically alter 𝑔𝑥 , 𝑔𝑦, and 𝑔𝑧, in accordance with our group theory
predictions. Similarly, the non-coupling 𝑎2𝑔 modes transform as 𝑅𝑧.

Our choice to consider only the canonical 𝑔 tensor derivatives (𝜕𝑔𝑥/𝜕𝑄, 𝜕𝑔𝑦/𝜕𝑄,
and 𝜕𝑔𝑧/𝜕𝑄) is supported by two independent lines of experimental evidence:
orientation-dependent 𝑇1 trends and temperature-dependent 𝑇1 trends. Modes with
canonical versus off-diagonal 𝑔 tensor derivatives are predicted to have distinct pat-
terns of orientation dependence. As shown in Figure S18, modes with canonical
𝑔 tensor derivatives are predicted to exhibit maximum and minimum coupling for
molecules aligned along the principal tensor axes. By contrast, off-diagonal modes
are predicted to exhibit maximum coupling at intermediate field positions in-between
the canonical orientations. This provides an experimental test for whether canonical
or off-diagonal modes dominate the observed 𝑇1 behavior. Across a variety of sys-
tems, including 𝐷4ℎ Cu(II) coordination complexes,37 𝐶4𝑣 nitridochromium(V) and
oxochromium(V) complexes,38,39 and organic nitroxide spin labels,37 the minimum
and maximum values of 𝑇1 are found to coincide with the canonical orientations
of the 𝑔 tensor. These measurements encompass a range of temperatures from
50-130 K.37 This experimental fact demonstrates that 𝑇1 spin-lattice relaxation is
driven not by rotational modes modulating the 𝑔 tensor orientation, but by modes
modulating the 𝑔𝑧 and 𝑔𝑥 , 𝑔𝑦 principal values.37,38,40 Corroborating this, we obtain
superior predictions of experimental temperature-dependent 𝑇1 times by including
only the on-diagonal elements (vide infra). We note that 𝑇𝑀 often reaches minimum
experimental values at intermediate-field positions and maximum values at canon-
ical orientations of the 𝑔 tensor.38 This phenomenon is ascribed to the impact of
librations in the context of glassy frozen solution measurements,38 but the 𝑒𝑔 modes
in CuPc induce the same type of rotational motion. This evidence indicates that
rotational modes can impact 𝑇𝑀 , but do not generally dominate 𝑇1.

2.3.2 Thermally-Weighted Ligand Field Model of 𝑇1

Once the 𝜕𝒈/𝜕𝑄 values for molecular vibrations have been calculated,22 relative
𝑇1 times can be predicted using a simplified model of the Raman spin-lattice relax-
ation process in molecular solids. A simple functional form for attributing Raman
relaxation to molecular vibrations has been proposed on the basis of the two-phonon
Green’s function12 and used to fit experimental 𝑇1 data.24,41 We now employ this
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form to make comparative 𝑇1 predictions informed by the preceding symmetry
analysis:

1
𝑇1

= 𝐴

3𝑁−6∑︁
𝑖=1

(
𝜕𝒈

𝜕𝑄𝑖

)2 exp [𝐸𝑖/𝑘𝐵𝑇]
(exp [𝐸𝑖/𝑘𝐵𝑇] − 1)2 . (2.5)

Here 𝐸𝑖 is the energy of the lattice vibration, 𝑘𝐵 is the Boltzmann constant, 𝑇 is
the lattice temperature, 𝐴 is a proportionality constant to be determined by scaling
to experimental data (Supporting Information, Section 5), and the sum is over all
normal modes of vibration. A single scaling factor 𝐴 is chosen for all molecules in
each comparative 𝑇1 prediction, ensuring that the relative 𝑇1 ratios are unaltered by
the scaling process. Modes without a first-derivative coupling term (Figure 2.2A) do
not contribute to the sum. Owing to the exponentially vanishing thermal weighting
factor, it is sufficient to consider only modes below 400 cm−1. The prediction
error due to this cutoff is estimated to be no greater than 5-10% at 300 K for the
complexes considered (Figure S19), which has a negligible effect for a logarithmic
scale. Here we present rate predictions using 𝜕𝑔𝑧/𝜕𝑄𝑖, while predictions using
other elements of the Zeeman tensor are discussed in the Supporting Information
Section 3 (Figures S11-S17). Equations (2.3), (2.4) and (2.5) together provide an
analytical link between molecular vibrations and temperature-dependent electron
spin relaxation rates.

Figure 2.5A shows the predicted temperature-dependent 𝑇1 times for VOPc and
CuPc, which are in good agreement with our previously obtained experimental
data19 considering the simplicity of the model employed. Equation (2.5) correctly
predicts that VOPc has a longer 𝑇1 than CuPc at room temperature. Furthermore,
Equation (2.5) correctly predicts the existence of a 𝑇1 crossover point at lower
temperatures, below which CuPc displays the longer 𝑇1 time. Though observed in
multiple systems in the molecular qubit literature,9,19 such crossover features have
lacked a clear interpretation and have been attributed to variations in the Raman
exponent under a Debye model treatment or local mode terms.16,42,43

We now show this phenomenon has a direct chemical interpretation in terms of
molecular vibrations. As given in Table 2.1, VOPc possesses five linear coupling
modes, while CuPc possesses only one. However, the magnitude of the spin-phonon
coupling coefficient is significantly larger for the CuPc mode than for any of the
VOPc modes, a fact explained by the difference in spin-orbit coupling coefficients
between the two metals.19,22 Additionally, the lone CuPc mode sits higher in energy
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Figure 2.5: Thermally-weighted ligand field model for phthalocyanine qubits. (A)
Comparison between 𝑇1 model predictions (dashed lines) to experimental results
from ref19 (solid circles and squares). (B) Comparison between𝑇1 model predictions
employing all modes with 𝑇1 model predictions using a reduced subset of the
vibrational modes. Dashed lines: all spin-phonon active modes. Solid lines: only
the two strongest modes at 317 cm−1 and 395 cm−1 for VOPc and the single strongest
mode at 262 cm−1 for CuPc. All 𝑇1 predictions are scaled by the same factor A =
1.32 × 105 𝜇s−1, chosen so the VOPc all-modes prediction matches the experimental
data at 300 K.

than three of the five VOPc modes. Thus, at the lowest temperatures modeled, the
symmetric stretch of CuPc has negligible thermal population and minimal spin-
phonon coupling. By contrast, VOPc possesses coupling modes as low as 42 cm−1

(Figure 2.3, Table 2.1), which are thermally populated at low temperature and con-
tribute to VOPc having a shorter 𝑇1 than CuPc. As the temperature increases, higher
energy vibrational modes of both VOPc and CuPc become thermally populated, but
the spin-phonon coupling coefficient is largest for the CuPc symmetric stretch. This
manifests in a larger 𝑇1 slope for CuPc versus VOPc. When all modes are populated
near room temperature, the larger 𝜕𝑔𝑧/𝜕𝑄𝑖 of CuPc takes over, and VOPc has the
longer coherence time at room temperature. The high and low temperature behavior
of 𝑇1 thus relate to the magnitude of 𝜕𝑔𝑧/𝜕𝑄𝑖 and the relative energy of the coupling
vibrational modes, respectively. For these two molecules, ligand field symmetry is
most important for a longer 𝑇1 at low temperatures, while chemical bonding proper-
ties6,19,22 contribute more strongly to a longer 𝑇1 at high temperatures. The precise
nature of this interplay will vary depending on the molecules analyzed.
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The experimental 𝑇1 crossover point is around 20 K, while the modeled crossover
point is around 65 K (Figure 2.5, Table S2). If 𝜕𝑔𝑥/𝜕𝑄𝑖 derivatives are used
instead of 𝜕𝑔𝑧/𝜕𝑄𝑖, the modeled crossover point is around 35 K. Thus, part of the
uncertainty in the 𝑇1 crossover temperature may arise from the choice of principal
tensor derivative. Development of a model for anisotropic 𝑇1 is called for to address
this uncertainty. We note that the precise location of the crossover point likely also
contains contributions from varying efficiencies of the direct process and Raman
process operating on acoustic phonons. This may relate to effective acoustic phonon
symmetry in the 1:1000 magnetic dilution data modeled here, as the 42 cm−1 linear
coupling mode in VOPc contains displacements similar to an acoustic phonon
(Figure 2.3C), and it has been suggested that acoustic phonons acquire spin-phonon
coupling intensity through avoided crossings with low-lying optical phonons.21

The crossover behavior predicted in the model can be unambiguously assigned to
the low-energy 𝑎1 modes of VOPc by artificially manipulating the number of modes
in the model. If only the two strongest-coupling modes of VOPc are considered
(317 cm−1 and 395 cm−1), no crossover is observed (solid orange line, Figure
2.5B). Indeed a crossover is barely observed upon simply deleting the 𝑎1 mode
at 42 cm−1, indicating that low energy molecular vibrations produced by reduced
symmetry can exert a large influence on the temperature-dependent 𝑇1 times even
when their spin-phonon coupling coefficients are small. The overall good agreement
lends credence to the general use of this model to a priori predict the observation
of room temperature coherence in any transition metal complex. Note that when
modes of 𝑒𝑔 and 𝑒 symmetry (local rotations, vide supra) are included in the model
through off-diagonal 𝑔 tensor derivatives, they dominate the 𝑇1 behavior for CuPc
through thermal population owing to their low vibrational energy.24 This eliminates
the predicted 𝑇1 crossover and fails to account for the power law exponents in the
intermediate-temperature regime (50 – 125 K; see Figures S11 – S17 and discussion),
further motivating our choice to use only the canonical 𝑔 value derivatives.

To demonstrate the broad applicability of the thermally-weighted ligand field model,
we provide𝑇1 predictions for [V(bdt)3]2–, [Cu(bdt)2]2–, [V(bds)3]2–, and [Cu(bds)2]2–

(bds = 1,2-benzenediselenate). Figure 2.6 shows the model predicts the same
order of experimental high temperature 𝑇1 times observed previously:9 [Cu(bdt)2]2–

> [Cu(bds)2]2– > [V(bdt)3]2– > [V(bds)3]2-. Interestingly, the model predicts a
near 𝑇1 crossover between [Cu(bds)2]2– and [V(bdt)3]2– around 100 K, as observed
experimentally at 60 K. In the high temperature regime, [Cu(bds)2]2– is predicted to
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have a shallower slope than both [V(bdt)3]2– and [Cu(bdt)2]2–, but a lower intercept
than [Cu(bdt)2]2–. Substitution of selenium for sulfur decreases the 𝜕𝑔𝑧/𝜕𝑄𝑖 value
for the [Cu(bds)2]2– symmetric stretch relative to [Cu(bdt)2]2–, but also lowers the
energy of that vibrational mode. The onset of symmetric stretch spin-phonon
coupling thus occurs at lower temperature in [Cu(bds)2]2– than [V(bdt)3]2–, but the
high temperature magnitude of spin phonon coupling is greater in [V(bdt)3]2– than
[Cu(bds)2]2– owing to the larger coefficients (Tables S8-S9), leading to the near 𝑇1

crossover.
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Figure 2.6: Thermally-weighted ligand field model for dithiolate and diselenate
qubits. (A) 𝑇1 predictions according to Equation (2.5). All 𝑇1 predictions are
scaled by the same factor A = 1.01 × 105 𝜇s−1, chosen to match the experimental
data for [Cu(bdt)2]2– at 280 K. (B) Comparison to experimental results from ref9.
Theoretical predictions and experimental results are overlaid in Figure S10.

2.4 Discussion
It has become commonplace to fit temperature-dependent spin-lattice relaxation
data with a set of polynomial and exponential functions derived from the Debye
model description of direct, Raman, Orbach, and local mode relaxation processes.
These fits yield values such as the Debye frequency and the Raman exponent.
However, recent literature has demonstrated that Debye model parameters have
no unambiguous chemical interpretation for molecular solids, as the Debye model
makes incompatible assumptions regarding the nature of crystalline vibrations.6

This hinders rational molecular design for quantum information science. A new
molecular paradigm based on symmetry and vibrational principles is required.4,6,24
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We argue that the present study provides a novel and attractive perspective for mod-
eling 𝑇1 on distinctly chemical grounds. Dynamic ligand field theory successfully
predicts the magnitude22 and symmetry-based selection rules for the spin-phonon
coupling coefficients. Coupled with thermal weighting, this model successfully
predicts relative 𝑇1 trends and crossovers for a variety of structurally diverse molec-
ular qubits. The group theory selection rules and functional forms employed for
temperature-dependent 𝑇1 times are explicitly grounded in physical quantities for
molecular solids, unlike in the Debye model. Previous work has considered the role
of bonding descriptors such as covalency, excited state energy, and the spin-orbit
coupling constant in predicting the overall magnitudes of the spin-phonon coupling
coefficients between different molecules.19,22,23 These insights can be integrated
with the group theory and thermal weighting approaches described herein. Be-
yond the magnetically-dilute crystals considered in this work, this model will also
describe intramolecular contributions to 𝑇1 for frozen glass and solution phase sys-
tems, though spin-spin and motional contributions will be important considerations
as well.6 We anticipate that the group theory methodology will yield insight into
the molecular origins of 𝑇1 times across a broad range of molecular electron spin
qubits. Similar spin-orbit coupling expressions exist for organic radicals,44–46 such
as nitroxide spin labels, and will likely enable an analogous theory of spin-phonon
coupling.40 Analysis of transition metal qubits in trigonal coordination environ-
ments will expand the range of symmetries considered,35,36 and applications to S >
½ optically addressable qubits may be enabled by applying group theory to zero-field
splitting expressions.47,48

The simplicity of the model in this study necessarily comes with approximations and
limitations that should be clearly acknowledged. First, the direct process is entirely
ignored, so the model will fail at very low temperatures (<10 – 20 K).12 Second,
the phonon dispersion across the Brillouin zone is not taken into account. Optical
phonons are approximated by gas-phase calculations at the Γ point and acoustic
phonons are ignored, implying the model will fail whenever the solid does not
possess low-temperature molecular vibrations (i.e., non-molecular solids). These
systematic errors likely accounts for much of the temperature offsets between pre-
dicted and observed quantities such as crossover points; however, experimental40

and theoretical12 analyses suggests that acoustic phonons are not important at tem-
peratures much above the direct process regime. Third, the quantity 𝜕𝒈/𝜕𝑄 is
used as a proxy for 𝜕2𝒈/𝜕𝑄𝑖𝜕𝑄 𝑗 , the Raman coupling term predicted by Redfield
theory.12 As a result, it is challenging to convert the present model into an absolute
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rate prediction. However, the model can be accurately calibrated by comparison
to molecular spin qubits with known values of 𝑇1, and the magnitude of the two
derivatives are expected to trend similarly.20 The scaling constants used to match
the data in Figures 5 and 6 agree to within 30%, suggesting that a scaling constant
around 1 × 105 𝜇s−1 may be used to extend this model to complexes for which
experimental data do not exist.

Figure 2.7: Symmetry flowchart of spin-phonon coupling coefficients. Convergent
arrows indicate that vibrational modes mix under reduced-symmetry point groups,
and boxes indicate the selection rules derived from Equation (2.4).

In this study, we have analyzed archetypal qubits from four point groups: 𝐷4ℎ, 𝐷2ℎ,
𝐶4𝑣, and 𝐶2𝑣. Because 𝐷2ℎ, 𝐶4𝑣 and 𝐶2𝑣 are all subgroups of 𝐷4ℎ, the impact
of symmetry on spin-phonon coupling can be viewed through the perspective of
descent in symmetry on the CuPc structure (Figure 2.7). True 𝐷4ℎ complexes such
as CuPc and 𝐷4ℎ CuCl 2–

4 exhibit only a single 𝑔𝑧-active mode in the thermally
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accessible region, corresponding to the 𝑎1𝑔 totally symmetric ligand-metal stretch
(Table S5). The 𝑏1𝑔 antisymmetric ligand-metal stretch and the 𝑏2𝑔 scissoring mode
are also able to couple for 𝑔𝑥 . Descent in symmetry to 𝐶4𝑣 activates the 𝑎2𝑢 (𝐷4ℎ)
out-of-plane modes, which transform as 𝑎1 in 𝐶4𝑣. Phthalocyanine ligand scaffolds
support many such low-energy 𝑎2𝑢 modes, with CuPc possessing four 𝑎2𝑢 modes
below 400 cm−1 (Table S5). These are activated for coupling in VOPc (Table 2.1,
Table S4), resulting in a smaller 𝑇1 slope than CuPc and a characteristic crossover
point. Descent in symmetry to 𝐷2𝑑 is known to activate new modes for spin-phonon
coupling, as the 𝑏2𝑢 bending mode in 𝐷4ℎ transforms as 𝑎1 in the distorted 𝐷2𝑑

point group.22 Descent in symmetry to 𝐷2ℎ shuts down 𝑔𝑥 spin-phonon coupling
for the antisymmetric stretch 𝑏1𝑔 mode while activating 𝑔𝑧 coupling for the 𝑏2𝑔

(𝐷4ℎ) scissoring mode, which transforms as 𝑎𝑔 in 𝐷2ℎ. The resulting 𝑎𝑔 modes
contain a mixture of symmetric stretch and scissoring character. This suggests
that spin-phonon coupling could be decreased by selectively hindering scissoring
and out-of-plane modes in lower symmetry point groups, a novel symmetry-based
design strategy for molecular qubits.

In summary, we have developed a novel thermally-weighted dynamic ligand field
model to describe and predict 𝑇1 in molecular electron spin qubit candidates. The
methodology has allowed for the determination of the specific vibrational modes
that give rise to decoherence in the 𝑇1-limited regime, ultimately elucidating the
critical spin-phonon coupling, chemical bonding, and symmetry factors leading
to room temperature coherence. It can be employed to a priori predict new S =
½ transition metal complexes that may exhibit this phenomenon. Group theory
prediction of anisotropic spin-phonon coupling coefficients may prove particularly
important in the context of quantum sensing, where anisotropic 𝑔 values provide a
key motivation for employing transition metal complexes as spectrally addressable
quantum sensors.

We believe future modeling work in the spin-phonon coupling field will profit
from combining this molecular group theory approach with ab initio spin dynamics
modeling employing Redfield theory.12,15,49,50 The strengths of these approaches
complement each other: the former provides a direct connection to both chemical
bonding parameters and analytical predictions of coupling terms, while the latter can
simultaneously account for multiple relaxation mechanisms and predict the absolute
relaxation rates without the need for a scaling parameter. Even when low symmetry
molecules are considered ab initio, the descent in symmetry approach outlined in
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Figure 2.7 can provide a rational analysis of the magnitudes of coupling coefficients
for different modes. A combined approach will have greater interpretability and
predictive power than either alone.

Finally, we note that development of spin-phonon coupling models to date has
suffered from a lack of experimental constraints. While the temperature-dependent
relaxation times provide a single vector of data to reference, modeling these data
demands calculation of coupling coefficients for dozens or hundreds of vibrational
modes. There exists no way to independently verify the accuracy of the calculated
coefficients, and many combinations of spin-phonon coupling parameters could in
principle account for similar temperature-dependent relaxation behavior. While ab
initio models have been steadily improving in both theoretical rigor and fidelity
to existing data, we believe new spectroscopic techniques are called for to garner
insight into spin-phonon coupling, including the direct experimental observation of
spin-phonon coupling coefficients.
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C h a p t e r 3

DETERMINING THE KEY VIBRATIONS FOR SPIN
RELAXATION IN RUFFLED COPPER(II) PORPHYRINS VIA

RESONANCE RAMAN SPECTROSCOPY

• Adapted with permission from: Kazmierczak, N. P.; Lopez, N. E.; Luedecke,
K. M.; Hadt, R. G. Determining the Key Vibrations for Spin Relaxation in
Ruffled Cu(II) Porphyrins via Resonance Raman Spectroscopy. Chemical
Science 2024, 15, 2380–2390. DOI: 10.1039/D3SC05774G. © 2024 The
Royal Society of Chemistry.
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3.1 Abstract
Pinpointing vibrational mode contributions to electron spin relaxation (𝑇1) consti-
tutes a key goal for developing molecular quantum bits (qubits) with long room-
temperature coherence times. However, there remains no consensus to date as
to the energy and symmetry of the relevant modes that drive relaxation. Here,
we analyze a series of three geometrically-tunable S = ½ Cu(II) porphyrins with
varying degrees of ruffling distortion in the ground state. Theoretical calculations
predict that increased distortion should activate low-energy ruffling modes (∼50
cm−1) for spin-phonon coupling, thereby causing faster spin relaxation in distorted
porphyrins. However, experimental 𝑇1 times do not follow the degree of ruffling,
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with the highly distorted copper tetraisopropylporphyrin (CuTiPP) even displaying
room-temperature coherence. Local mode fitting indicates that the true vibrations
dominating 𝑇1 lie in the energy regime of bond stretches (∼200 – 300 cm−1), which
are comparatively insensitive to the degree of ruffling. We employ resonance Ra-
man (rR) spectroscopy to determine vibrational modes possessing both the correct
energy and symmetry to drive spin-phonon coupling. The rR spectra uncover a set
of mixed symmetric stretch vibrations from 200 – 250 cm−1 that explain the trends
in temperature-dependent 𝑇1. These results indicate that molecular spin-phonon
coupling models systematically overestimate the contribution of ultra-low-energy
distortion modes to𝑇1, pointing out a key deficiency of existing theory. Furthermore,
this work highlights the untapped power of rR spectroscopy as a tool for building
spin dynamics structure-property relationships in molecular quantum information
science.

3.2 Introduction
The rise of molecular quantum information science has placed new importance
on developing molecules with long-lasting electron spin coherence times (𝑇2), a
parameter which sets the maximum length of time quantum information can be stored
and processed.1 At elevated temperatures, vibration-mediated spin relaxation (𝑇1)
limits the maximum attainable value of𝑇2,2 implying that vibrations effectively leak
quantum information into the environment. While room-temperature electron spin
coherence has been measured in a handful of S = ½ systems,3–8 other key classes of
molecular qubits, such as the Cr(IV) optically addressable qubits, remain limited to
sub-liquid nitrogen temperatures owing to𝑇1-limited𝑇2.9–12 Thus, understanding the
relationship between molecular geometric / electronic structure and spin relaxation
rates remains a key mechanistic goal of molecular quantum information science. The
number of thermally-accessible vibrational modes that could potentially contribute
to spin relaxation renders such investigations theoretically and spectroscopically
challenging.

One approach to build 𝑇1 mechanistic understanding is to employ theoretical mod-
els of the spin-relaxation process. Several models based on the easily-handled spin
Hamiltonian have been proposed, but crucially, multiple expressions have been used
for the spin-phonon coupling coefficient (Figure 3.1A). One can use derivatives
of either the g-tensor2,13–17 or the hyperfine tensor,15,16 pick different elements of
the tensor (on-diagonal only2,5,13,14 vs. including off-diagonal15–17), and employ
first13–15 vs. second16,18 derivatives. Depending on the theoretical choices made,
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different vibrational modes are predicted to dominate spin relaxation, ranging from
ultra-low-energy 𝑒𝑔 rotational modes (<50 cm−1)19 to totally symmetric metal-
ligand stretching modes (>200 cm−1).2,13,14 None of these spin Hamiltonian models
can be considered mechanistically definitive due to two key issues: (1) derivatives
of a spin Hamiltonian tensor do not constitute true matrix elements between spin
states,20 no matter how sophisticated the quantum master equation21 used to han-
dle the rate calculations, and (2) no spin Hamiltonian model successfully accounts
for 𝑇1 anisotropy, which instead requires analysis of spin-orbit wavefunctions.20 At
best, spin Hamiltonian models can predict the average temperature-dependent 𝑇1

over all molecular orientations, functioning as a proxy for the true spin-orbit mech-
anism.20 Further discrepancies arise when comparing the theoretically predicted
temperature scaling of 𝑇1 to experiment. On the basis of ultra-low-energy modes,
contemporary ab initio models commonly predict flat, single-exponent power law
behavior19 for temperature-dependent 𝑇1. However, experimental log-log plots of
1/𝑇1 vs. temperature display marked curvature for most S = ½ molecular qubits,
which has been interpreted by local mode fitting to indicate the contribution of
molecular vibrational modes >100 cm−1 that give rise to a nonconstant power law
exponent.14,22,23 Experimentally-parameterized 𝑇1 models have successfully repro-
duced this curvature for high-symmetry Cu(II) and V(IV) complexes,14 but the
curvature is not successfully predicted by ab initio models that emphasize ultra-
low-energy modes.19 We conclude that ab initio prediction of 𝑇1 in S = ½ molecular
qubits has not yet achieved satisfactory agreement with experimental data.

Alternatively, mechanistic understanding may be developed from experimentally-
determined 𝑇1 structure-property relationships. While relatively few such relation-
ships have been explored in detail, one of the best-established connections has been
demonstrated between the degree of first coordination sphere planarity and 𝑇1 in
four-coordinate Cu(II) S = ½ molecular qubits.2 Two limiting geometries are pos-
sible: square planar (𝐷4ℎ), in which the opposing L-M-L bond angle is 180°, and
tetrahedral (𝑇𝑑), in which the opposing L-M-L bond angle is 109.5°. From the 𝐷4ℎ

geometry, ligated atoms can undergo distortion along the 𝑏2𝑢 bending mode, which
lowers the point group to 𝐷2𝑑 and systematically decreases the L-M-L angle from
180° towards 109.5°. It has been experimentally demonstrated that planar structures
have longer spin lifetimes (long 𝑇1) than 𝑏2𝑢-distorted structures.5,23 This result can
be understood via application of group theory selection rules to the spin-phonon
coupling problem.13,14 In order for a vibrational mode to cause spin relaxation by
altering the 𝑔 value, it must transform as either a totally symmetric vibrational mode
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Figure 3.1: Mechanistic studies of spin-lattice relaxation in S = ½ qubits. (A)
Previous theoretical studies have employed a variety of models for molecular spin-
phonon coupling, leading to disparate predictions of modes with different energies
and symmetries driving spin relaxation. Figures adapted with permission from
refs.17–20. (B) This work systematically probes the effect of the 𝑏1𝑢 ruffling distortion
on spin relaxation in a series of copper porphyrins, finding that existing theory
systematically overestimates the contribution of low-energy ruffling modes.

(𝑎1 or 𝑎1𝑔) or an excited state Jahn-Teller mode. In the 𝐷4ℎ geometry, the 𝑏2𝑢

bending mode does not satisfy these symmetry requirements. However, once the
equilibrium structure has been distorted along the bending motion in the 𝐷2𝑑 point
group, the bending mode now transforms as 𝑎1 and can induce spin relaxation, as
confirmed by calculation of 𝜕𝑔/𝜕𝑄 spin-phonon coupling coefficients.13 This spe-
cific relationship illustrates a general principle: when a high-symmetry equilibrium
structure is distorted along a non-totally-symmetric vibrational mode, that mode
transforms as the totally symmetric representation in the new point group (Figure
3.1B, Supporting Information Section 4C) and can cause spin relaxation.14

Metalloporphyrins offer an attractive platform for extending𝑇1 structure-property re-
lationships to new types of molecular geometries. Depending on the steric hindrance
and substitutional pattern of peripheral moieties, porphyrins may adopt equilibrium
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geometries with saddled (𝑏2𝑢), ruffled (𝑏1𝑢), domed (𝑎2𝑢), or waved (𝑒𝑔) distortions,
where the labels indicate the symmetry of the distorting vibrational mode in the 𝐷4ℎ

point group.24 The saddling distortion is equivalent to the same first coordination
sphere bending distortion to 𝐷2𝑑 described above (Figure 3.2B-C). By contrast, the
𝑏1𝑢 ruffling distortion (Figure 3.2B-C) also results in a 𝐷2𝑑 equilibrium geome-
try, but the first coordination sphere remains completely unaltered (Figure 3.2A).
Instead, the porphyrin meso carbons are distorted above and below the plane of
the first coordination sphere, rendering ruffling a secondary-sphere structural dis-
tortion. By analogy to the 𝑏2𝑢 bending mode argument, the 𝑏1𝑢 ruffling mode will
transform as 𝑎1 in the 𝐷2𝑑 distorted point group, opening up the possibility of con-
tributions to spin relaxation (Supporting Information Section 4C). Ruffling modes
in porphyrins exist in the ultra-low energy range (∼50 cm−1), indicating that ruffled
S = ½ porphyrins may show a decisive, unique contribution of low-energy modes to
𝑇1.

A

B CCuOEP (D4h) CuTiPP (D2d)

Crystal Structures

Vibrational Modes

CuOEP CuTPP CuTiPP

Ruffling (b1u) Ruffling (a1)Saddling (b2u) Saddling (a2)

Figure 3.2: Geometries of ruffled metalloporphyrins. (A) Crystal structures demon-
strate increasing static ruffling in the series CuOEP < CuTPP < CuTiPP. (B) Rep-
resentative ruffling and saddling vibrational modes for CuOEP transform as non-
totally-symmetric irreducible representations (irreps) due to the planar 𝐷4ℎ point
group (ethyl groups neglected). Only the saddling mode alters the first coordination
sphere geometry. (C) The static distortion of CuTiPP causes the ruffling vibration
to transform as the totally-symmetric irrep in the new 𝐷2𝑑 point group, while the
saddling vibration remains non-totally-symmetric. H atoms omitted for clarity.
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In this study, we measure temperature-dependent𝑇1 via pulse electron paramagnetic
resonance (EPR) on a series of three Cu(II) metalloporphyrins (CuP) (Figure 3.1B,
3.2A): copper octaethylporphyrin (CuOEP), copper tetraphenylporphyrin (CuTPP),
and copper tetraisopropylporphyrin (CuTiPP). CuOEP possesses a planar crystal
structure, while CuTPP and CuTiPP exhibit increasing degrees of the ruffling dis-
tortion (Figure 3.2A). Computational modeling via density functional theory (DFT)
suggests that 𝑇1 times should decrease with increasing ruffling distortion. However,
experimental 𝑇1 measurements do not trend with ruffling: the planar CuOEP and
highly ruffled CuTiPP display robust room-temperature coherence while the moder-
ately ruffled CuTPP does not. The breakdown of the computational analysis can be
attributed to an over-emphasis of the lowest energy ruffling mode. We then employ
resonance Raman (rR) spectroscopy to detect the vibrational modes driving spin
relaxation across this series and find a set of symmetric stretching vibrations in the
200 – 300 cm−1 region that trend with the experimentally observed 𝑇1. Our results
demonstrate that ultra-low energy modes do not drive spin relaxation in copper
porphyrins, thereby distinguishing between conflicting theoretical models of spin
relaxation (Figure 3.1A).

3.3 Results
To quantify the amount of distortion in a given metalloporphyrin crystal structure,
we applied the normal coordinate structural decomposition (NSD) developed by
Shelnutt25 and implemented in the program by Kingsbury and Senge.24 CuOEP
was chosen as the undistorted control compound, as it displays no tendency to-
wards ruffling and only slight amounts of waving (Table 3.1). The distorted ruffled
structures were chosen according to two criteria: (a) ruffling should be by far the
largest distortion of the porphyrin, and (b) there must exist a diamagnetic host ma-
trix of comparable distortions for preparation of EPR solid-state dilution samples.
CuTPP and CuTiPP satisfy criterion (a), with CuTPP having only a small secondary
saddling distortion and CuTiPP having a very small secondary waving distortion.
Regarding criterion (b), the corresponding Ni(II) porphyrins both display dominant
ruffling distortions. The NiTPP matrix is closely matched to the CuTPP structure in
both the primary magnitude of ruffling and the secondary saddling, while the NiTiPP
matrix displays somewhat increased ruffling over the Cu structure (2.03 vs. 1.35)
and an additional saddling distortion (0.46 vs. 0.00). These metrics indicate that
the ruffling distortion increases in the series CuOEP < CuTPP < CuTiPP. Note that
metalloporphyrins can crystallize in multiple phases: while the ruffled structure for
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CuTPP is the more common polymorph in the Cambridge Structure Database,26–28

there also exist two planar polymorphs.29,30 Additionally, we obtained a new ruffled
solvate crystal phase for CuTiPP through single crystal X-ray diffraction (Support-
ing Information Section 2C). We confirmed that all EPR sample preparations in
this work adhered to the ruffled (or, for CuOEP and ZnOEP, planar) geometries
via powder X-ray diffraction (PXRD) and Rietveld refinement for comparison to
the single crystal structures (Supporting Information Section 2B, 4B). Good EPR
sample agreement with the polymorphs used for the NSD analysis in Table 3.1 was
found in all cases.

Distortion mode Ruffling Sadding Doming Waving Waving
(𝑏1𝑢) (𝑏2𝑢) (𝑎2𝑢) (𝑒𝑔 (𝑥)) (𝑒𝑔 (𝑦))

CuOEP 0.00 0.00 0.00 0.11 0.05
CuTPP 1.18 0.22 0.00 0.00 0.00
CuTiPP 1.35 0.00 0.00 0.00 0.11
ZnOEP 0.00 0.00 0.00 0.16 0.06
NiTPP 1.27 0.27 0.00 0.00 0.00
NiTiPP 2.03 0.46 0.03 0.09 0.10

Table 3.1: Normal coordinate structural decomposition analysis of porphyrin dis-
tortions.

Temperature-dependent 𝑇1 measurements were acquired for all three CuP species
(Figure 3.3), prepared as 1% solid-state powder dilutions in the corresponding
isostructural diamagnetic host (Table 3.1). Inversion recovery traces were acquired
at field positions corresponding to both perpendicular (Figure 3.3B) and parallel
(Figure 3.3C) orientations.20 CuTPP exhibits the fastest spin relaxation of all CuP
species at both field positions, with a particularly distinct relaxation trend at the
perpendicular position. The comparatively fast spin relaxation is consistent with
previous studies on Ti(III)/CuTPP bimetallic and monometallic congeners in so-
lution,31 as well as CuTPP embedded in a metal-organic framework (MOF),32,33

which did not observe room-temperature coherence for CuTPP. CuOEP exhibits the
slowest relaxation (i.e., longest 𝑇1 time) at the perpendicular position, while CuTiPP
exhibits the slowest relaxation at the parallel position; the orientation-averaged 1/𝑇1

values are very similar for CuOEP and CuTiPP (Figure S36). Observer position
differences in spin relaxation point to the presence of𝑇1 anisotropy for the three CuP
species. 𝑇1 anisotropy arises from the presence of anisotropic minority spin contri-
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Figure 3.3: Temperature-dependent 𝑇1 by pulse EPR X-band inversion recovery
in 1% solid state powder dilutions of CuOEP in ZnOEP, CuTPP in NiTPP, and
CuTiPP in NiTiPP. (A) Echo-detected field sweeps, with field positions selective
for parallel and perpendicular molecular orientations indicated for CuOEP. The
analogous field positions are chosen for CuTPP and CuTiPP. (B) Perpendicular
position spin relaxation rates. (C) Parallel position spin relaxation rates.
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butions in the ground state spin-orbit wavefunction and how they are modulated by
totally symmetric vibrations.20 Note that the 𝑇1 values for all three porphyrins are
quite similar at 20 K but diverge as temperature increases, indicating that higher-
energy molecular vibrational modes are responsible for the differences between the
compounds. Note also that CuOEP and CuTiPP display room-temperature (297 K)
coherence, with𝑇1 and𝑇𝑀 (the phase memory time2) of 185 ns and 87 ns for CuOEP
and 145 ns and 50 ns for CuTiPP at perpendicular orientations. To the best of our
knowledge, room-temperature electron spin coherence has only been demonstrated
in one previous CuN4 molecular qubit, Cu(tmtaa)5, and is not observed for copper
phthalocyanine (CuPc).22 CuTPP displays an extremely weak spin echo at room
temperature, with 𝑇1 and 𝑇𝑀 of 60 and 49 ns at the perpendicular position. No
echo was detectable at the CuTPP parallel position, and a room-temperature echo-
detected field sweep could not be acquired. As such, we do not consider this signal
robust enough for designation of CuTPP as a room-temperature coherent molecular
qubit.

Since 1/𝑇1 increases in the order CuOEP = CuTiPP << CuTPP, while ruffling
increases in the order CuOEP < CuTPP < CuTiPP, the results of Figure 3.3 do
not support the hypothesis that increased ruffling distortion activates new channels
for spin relaxation. To examine the theoretical underpinnings of this notion, we
performed molecular spin-phonon coupling calculations according to a previously
published procedure to predict 1/𝑇1 traces (Equation (3.1)).14 The normal-mode
derivatives of the principal values of the 𝑔 tensor, 𝜕𝑔𝑖/𝜕𝑄, were averaged to obtain
the spin-phonon coupling coefficients, thereby modeling the average 1/𝑇1 relaxation
across all orientations. Thermal weighting was applied via a two-phonon Green’s
function to model the temperature dependence of the Raman spin relaxation pro-
cess.16 An experimentally-calibrated proportionality constant of A = 1.01 × 105

𝜇s−1 was used to convert the 1/𝑇1 simulations into absolute rates.14 This model has
been shown to correctly predict the 𝑇1 log-log slope of the molecular qubits CuPc
and VOPc, as well as correctly ordering the relative 𝑇1 for a series of four Cu(II)
and V(IV) sulfur and selenium-ligated qubits.14

1
𝑇1

= 𝐴

3𝑁−6∑︁
𝑖=1

∑︁
𝑗=𝑥,𝑦,𝑧

1
3

(
𝜕𝑔 𝑗

𝜕𝑄𝑖

)2 exp [𝐸𝑖/𝑘𝐵𝑇]
(exp [𝐸𝑖/𝑘𝐵𝑇] − 1)2 (3.1)

Theoretical calculations predict that 1/𝑇1 should increase in the order CuOEP <

CuTPP < CuTiPP (Figure 3.4A; see Figure S51 for an overlay of theory and ex-
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Figure 3.4: Calculated spin relaxation rates 1/𝑇1 for the Cu porphyrin series. (A)
Total calibrated relaxation rates. (B) Breakdown of individual vibrational mode
contributions for planar CuOEP. Symmetric stretching modes dominate 𝑇1 for T
≥ 100 K, while ruffling mode contributions are negligible. (C) Breakdown of
individual vibrational mode contributions for ruffled CuTiPP. A single low-energy
(26 cm−1) ruffling mode dominates the calculated 1/𝑇1 over the entire temperature
range. Individual mode contributions are additive on a linear y-axis scale.
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periment). This trend agrees with the order of increasing ruffling, but it does not
agree with the experimental 𝑇1 ordering. To understand the origin of the trend in
the calculations, the individual vibrational mode contributions to 1/𝑇1 are plotted
for CuOEP (Figure 3.4B) and CuTiPP (Figure 3.4C); ruffled CuTPP follows similar
behavior to ruffled CuTiPP (Figure S52). The contributions from each normal mode
are additive towards the total rate of spin relaxation. All mode contributions have the
same functional shape in accordance with the thermal weighting function, with two
degrees of freedom: (1) a larger energy of the vibrational mode translates the 1/𝑇1

contribution to the right, since the mode will not be thermally populated until higher
temperatures, and (2) a larger 𝜕𝑔𝑖/𝜕𝑄 value shifts the 1/𝑇1 contribution up on the
plot, indicating that it mediates faster spin relaxation. For CuOEP, the calculated
relaxation rate from ∼30 – 70 K is set by low energy vibrational modes, mostly of
an 𝑒𝑔 rotational character with small amounts of symmetric stretch mixed in due to
the waving distortion in CuOEP (Table 3.1). However, at 100 K and above, totally
symmetric stretch modes take over the dominant contribution to spin relaxation
(green lines, Figure 3.4B; Figure S38-S40, S54A). By contrast, spin relaxation for
CuTiPP is predicted to be dominated by a single low energy ruffling mode at 26 cm−1

(Figure S46) over the entire temperature range studied (yellow lines, Figure 3.4C),
which almost exactly matches the total 1/𝑇1 calculated trace. The contribution from
other modes, including the totally symmetric stretch, is predicted to be < 15% (Fig-
ure S54C). Therefore, molecular spin-phonon coupling calculations predict that the
low-energy ruffling modes should dominate the 1/𝑇1 for the ruffled porphyrins, and
the absence of these distortion-activated modes in CuOEP should lead to a longer
calculated spin lifetime. The room-temperature coherence of CuTiPP contradicts
this prediction.

To determine the source of this discrepancy, we analyzed the temperature-dependent
log-log slope of 1/𝑇1. For a single power law process, such as those predicted by
the Debye model for acoustic phonon spin relaxation,34 the log-log slope should
be constant. This behavior is often observed in experimental 𝑇1 for inorganic
lattices where the acoustic phonon branches drive 𝑇1 over the entire Raman process
temperature range.34,35 However, variation in the log-log slope with temperature
is common for molecular complexes. This behavior can originate from either
(1) a crossover between two different spin relaxation processes (such as acoustic
phonon relaxation vs. molecular vibration / local mode relaxation), or (2) the
thermal population of higher-energy molecular vibrations, for which the innate spin
relaxation contribution does not follow a power law form (Equation (3.1)).14 In the
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first case, a sharp increase occurs in the log-log slope with increasing temperature,
as a process that scales weakly with temperature gives way to a process that scales
more strongly with temperature. In the second case, a smooth decrease occurs in the
log-log slope with increasing temperature due to the thermal weighting functional
form. The curvature of the log-log 1/𝑇1 can then be used to pinpoint the energy of
the contributing molecular vibration. Higher energy molecular vibrations display a
larger and temperature-dependent log-log slope even at elevated temperatures. In
contrast, the log-log slope of a low energy molecular vibration flattens out towards
a constant value of 2 in the high temperature limit (𝑘𝑏𝑇 >> 𝐸vib), owing to the
asymptotic behavior of the two-phonon Green’s function.

Both CuOEP and CuTiPP display a temperature-dependent log-log slope (Figure
3.5A-B), which starts at a minimum below 10 K for the one-phonon direct process,
peaks sharply at a value of ∼4 at ∼60 K, and then diminishes gradually towards ∼2.5
at room temperature. The sharp increase from 10 – 60 K experimentally indicates
a change in the relaxation process (case 1), wherein two-phonon scattering from a
higher-energy molecular vibration (> 60 K) takes over from acoustic / pseudoacous-
tic phonons (< 30 K). The gradual decrease from 60 K towards room temperature
indicates that one or more molecular vibrational modes controls spin relaxation
over this region (case 2). By comparing these slopes to those of the theoretical
calculations (Figure 3.4), the origin of the discrepancies with experiment can be
ascertained. The calculated 𝑇1 log-log slope for CuOEP matches the experimental
behavior, which can be attributed in the calculation to the population of totally sym-
metric stretch modes above 60 K (Figure 3.5A, 3.4B). (Note that the calculations
do not include acoustic phonons, so the divergence of the calculated log-log slope
below 20 K is expected.) However, the calculated 𝑇1 for CuTiPP displays a qualita-
tively incorrect log-log slope of 2 throughout the entire temperature range, while the
experimental log-log slope peaks at a value of ∼4.5 at 60 K. The calculated log-log
slope of 2 arises from the 26 cm−1 ruffling mode (Figure 3.5B), which is predicted to
dominate spin relaxation across all temperatures. A similar disagreement arises for
CuTPP due to the same ruffling mode phenomenon (Figure S53, S55). We conclude
that the calculated spin relaxation for CuOEP is in agreement with experiment, but
the calculated spin relaxation for CuTiPP and CuTPP is incorrect due to overem-
phasis on the low-energy ruffling modes. Evidently, the ultra-low energy modes do
not dominate spin relaxation in experiment.
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Figure 3.5: Calculated vs. experimental 1/𝑇1 log-log slopes for (A) CuOEP and (B)
CuTiPP.

To experimentally ascertain the energy range of the vibrational modes driving spin
relaxation, local mode fits22 to the 1/𝑇1 data (Figure 3.6A-C) were carried out
according to Equation (3.2). The least-squares fit was performed on the log-log data
for equivalent residuals weighting across the entire temperature range.

1
𝑇1

= 𝑎𝑇𝑛 + 𝑏
exp [𝐸𝑙𝑜𝑐/𝑘𝐵𝑇]

(exp [𝐸𝑙𝑜𝑐/𝑘𝐵𝑇] − 1)2 (3.2)

The power law term accounts for a combination of the one-phonon direct process
plus two-phonon Raman relaxation operating on low energy phonons; combining
these reduces the number of free parameters to avoid overfitting. Lower tempera-
ture measurements (< 10 K) would likely be needed to isolate the direct process
contribution. It is well established that the Raman process in molecular solids need
not follow the Debye model 𝑇9 scaling,36 so a variable exponent 𝑛 is included.
The second term has the same functional form as the two-phonon Green’s function
used for thermal weighting of molecular vibrational modes. In effect, this fitting
postulates a single molecular vibration of energy 𝐸𝑙𝑜𝑐 capable of explaining the
high-temperature 𝑇1 values, while allowing for an unresolved collection of weakly-
coupled low energy modes to determine the low-temperature 𝑇1 values. All fits
yield a local mode energy between 200 – 270 cm−1, which fall in the energetic range
of bond stretching vibrational modes. This analysis indicates that a similar type
of vibrational mode likely determines 𝑇1 in all three porphyrins. The fitted energy
for CuTPP is lower than the fitted energies for CuOEP or CuTiPP, matching the
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room-temperature coherence observation for CuOEP and CuTiPP but not CuTPP.
Local mode fitting on 𝑇1 values collected at the parallel field position reinforces
that the local mode energy for CuTPP is distinct from, and lower than, the mode
energies for CuOEP and CuTiPP (Table S7). The local mode energies 𝐸𝑙𝑜𝑐 correlate
better with the observed 𝑇1 values than the coupling prefactor 𝑏, suggesting that
vibrational mode energy shifts are principally responsible for the different 𝑇1 values
across the compound series (Table S8).
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Figure 3.6: Determination of the dominant vibrational mode energy for spin re-
laxation. Local mode fitting at the perpendicular observer position according to
Equation (3.1) for (A) CuOEP, (B) CuTiPP, and (C) CuTPP. (D) Resonance Raman
spectroscopy obtained via 457.9 nm excitation (Soret preresonance enhancement).
CuOEP collected in CS2 at room temperature, while CuTiPP and CuTPP collected
in C6H6 at room temperature. All peak positions are accurate to within 5 cm−1.

rR spectroscopy was employed to identify vibrational modes in this energy range
that could participate in spin-phonon coupling. Owing to selection rules of Raman
scattering, only gerade modes are visible in centrosymmetric complexes. Further-
more, the A-term mechanism of Soret-band rR intensity enhancement selectively
excites totally symmetric 𝑎1 / 𝑎1𝑔 modes,37,38 which are precisely those modes pre-
dicted by group theory to have the correct symmetry for driving spin relaxation.14

rR spectra for all three compounds display four main bands in the 200 – 400 cm−1

region, including two bands between 200 – 300 cm−1 (Figure 3.6D). Crucially,
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these latter bands appear lower in energy for CuTPP than for CuOEP or CuTiPP, in
agreement with the relative rates of spin relaxation. All bands display a depolariza-
tion ratio less than 0.75 (Figures S22-S24), indicating at least some component of
totally symmetric motion is present. The band positions in the solution-phase data
are consistent within 8 cm−1 of rR spectra acquired in the solid state and display
similar relative resonance enhancement (Table S2, Figure S25), indicating these
reflect the vibrational structure present in the EPR samples as well. DFT frequency
calculations of vibrations with Raman intensity display very good agreement with
the experimental spectra and enable the assignment of the 300 – 400 cm−1 bands to
totally symmetric metal-ligand stretching modes (Supporting Information Section
3C). The 200 – 300 cm−1 bands contain one instance of a mixed ligand symmetric
stretch (LSS) and one instance of a mixed metal-ligand gerade mode with a principal
contribution from non-totally symmetric motion. At least some symmetric motion
must be admixed to account for the observation that all bands are polarized. Note
the ordering of these latter two modes changes between the three CuP species.

Compound Perpendicular orientation Raman mixed
local mode (cm−1) LSS mode (cm−1)

CuOEP 258 271
CuTiPP 251 244
CuTPP 220 203

Table 3.2: Positions of local mode energies and Raman mixed ligand symmetric
stretch peaks.

Owing to the spin-phonon coupling group theory selection rule for totally symmetric
vibrations, the mixed LSS mode energies were extracted from the rR spectra and
compared with the local mode fits. Good agreement is found (Table 3.2), showing a>
40 cm−1 distinction between the low energy CuTPP LSS mode (203 cm−1) and those
of CuOEP (271 cm−1) and CuTiPP (244 cm−1). This trend indicates that the energetic
positioning of the LSS mode can explain the temperature-dependent 𝑇1 results for
the three CuP systems. In addition, the presence of a minor saddling distortion for
CuTPP but not CuOEP or CuTiPP (Table 3.1) may lead to enhanced spin-phonon
coupling, as saddling motions are known to be activated for spin relaxation via a
first coordination sphere distortion. Porphyrin saddling contributions to 𝑇1 will be
analyzed in more detail in a future study. We conclude that high energy totally
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symmetric stretch modes, and not low-energy ruffling modes, control the relative 𝑇1

ordering for CuOEP, CuTiPP, and CuTPP above 60 K.

3.4 Discussion
The failure of computational spin relaxation models to predict the correct high-
energy stretching vibrational modes is not a unique feature of ruffled porphyrins. In
several cases, molecular spin-phonon coupling models seem to have a bias toward
over-emphasizing low energy modes, leading to predictions of ultra-low energy vi-
brations dominating 𝑇1. However, such assignments often fail to account for the
temperature-dependent 𝑇1 curvature and log-log slope changes, such as in the case
of ab initio modeling of vanadyl tetraphenylporphyrin (VOTPP).19 Thus, such the-
oretical claims of low-energy phonon dominance should be treated with significant
caution.

The origins of this computational low-energy bias are unclear, but likely relate to
some of the approximations used to build the models. One possibility is that gas-
phase DFT overestimates the amplitudes of low-energy vibrational modes, which
should be more constrained in the solid-state. However, condensed-phase phonon
calculations retain the same bias toward low energy modes.19 Additionally, the
use of full-g-tensor 𝜕𝑔𝑖 𝑗/𝜕𝑄 values for spin Hamiltonian matrix elements may
overestimate the coupling of certain types of low energy modes, such as 𝑒𝑔 rotations
of the first coordination sphere, that do not dynamically change the total amount of
minority spin mixing through the magnitude of spin-orbit coupling. Incorporation
of spin-orbit coupling spin-flip matrix elements into ab initio 𝑇1 modeling with
quantum master equations may remedy this difficulty.

Experimentally, this work shows that rR spectroscopy is a powerful tool for build-
ing spin dynamics structure-property relationships by leveraging the selectivity for
totally symmetric mode energies. Previous works have attempted to empirically cor-
relate vibrations to features of spin relaxation through terahertz spectroscopy39–42

or computation of the vibrational density of states.5,32 However, terahertz or IR ab-
sorption spectroscopies rely on electric dipole selection rules that select for ungerade
modes in centrosymmetric complexes. Group theory analysis has established a se-
lection rule for spin-phonon coupling, which indicates that only gerade vibrations
(predominately 𝑎1𝑔 modes) are able to couple to the spins in centrosymmetric com-
plexes.14,17 Thus, IR or far-IR absorption spectroscopies do not probe the modes
of relevance for spin-phonon coupling for square-planar complexes. Furthermore,
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the full vibrational density of states, or even atom-specific partial density of states,
becomes very complicated in macrocyclic qubits like porphyrins, rendering state-
ments about specific vibrational modes challenging. A-term enhanced rR spectra,
however, have the key virtue of selectivity for the 𝑎1 / 𝑎1𝑔 modes most relevant to
spin relaxation, making spectral correlations much more straightforward.

In addition, the magnitude of A-term resonance enhancement provided by excitation
into a strongly dipole-allowed electronic absorption band is determined by the
amount of excited state distortion through the electronuclear coupling integral.37

This same term arises in the ligand field theory of spin-phonon coupling, where
excited state distortion is required to observe nonzero 𝜕𝑔𝑖/𝜕𝑄.14 Thus, there may be
a connection between the magnitude of resonance enhancement and the magnitude
of spin-phonon coupling itself. The caveat is that the electronic excited state of
relevance is different for g-tensor contributions (d-d transition) vs. rR spectroscopy
(charge transfer). In general, one cannot reliably acquire rR spectra for d-d bands,
and many molecular qubits feature intense electronic transitions that obscure these
transitions in electronic absorption spectra. The excited state distortions need not
be the same between the two types of electronic excited states. Further work will
investigate whether reliable information on spin relaxation can be extracted from
the magnitude of A-term enhancement in rR spectra of molecular qubits.

3.5 Conclusions
This work probes the effect of the ruffling distortion on spin relaxation in a series
of three copper porphyrins. Two of the three members of the series (CuOEP and
CuTiPP) display room-temperature coherence, indicating the suitability of copper
porphyrins as a new class of molecules for room-temperature molecular quantum
information science applications. Unlike in the well-studied case of 𝑏2𝑢 bending /
saddling vibrations, increasing 𝑏1𝑢 ruffling distortion does not correlate to decreased
𝑇1 times, despite the mode transforming as 𝑎1 in 𝐷2𝑑 . This unexpected result may
indicate that primary coordination sphere distortions are required to materially
activate new vibrational modes for spin relaxation, and secondary sphere effects
such as ruffling have too weak an influence on angular momentum and spin-orbit
coupling to induce spin flips. Computational spin relaxation models fail to account
for the insensitivity of 𝑇1 to the ruffling distortion, indicating a direction for future
theoretical efforts. rR spectroscopy successfully identifies a specific vibrational
mode with totally symmetric character that correctly trends with the experimental𝑇1

local mode fits. Thus, this study indicates the primary vibrational modes responsible
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for S = ½ CuP spin relaxation above ∼60 K correspond to bond stretches with totally
symmetric character, not ultra-low energy modes of rotational character.
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C h a p t e r 4

A SPECTROCHEMICAL SERIES FOR ELECTRON SPIN
RELAXATION

• Adapted with permission from: Kazmierczak, N. P.*; Xia, K. T.*; Sutcliffe,
E.; Aalto, J. P.; Hadt, R. G. A Spectrochemical Series for Electron Spin
Relaxation. Journal of the American Chemical Society 2025, 147, 2849–
2859. DOI: 10.1021/jacs.4c16571. © 2025 American Chemical Society.

4.1 Abstract
Controlling the rate of electron spin relaxation in paramagnetic molecules is essen-
tial for contemporary applications in molecular magnetism and quantum information
science. However, the physical mechanisms of spin relaxation remain incompletely
understood, and new spectroscopic observables play an important role in evalu-
ating spin dynamics mechanisms and structure-property relationships. Here, we
use cryogenic magnetic circular dichroism (MCD) spectroscopy and pulse electron
paramagnetic resonance (EPR) in tandem to examine the impact of ligand field
(d-d) excited states on spin relaxation rates. We employ a broad scope of square-
planar Cu(II) compounds with varying ligand field strength, including CuS4, CuN4,
CuN2O2, and CuO4 first coordination spheres. An unexpectedly strong correlation
exists between spin relaxation rates and the average d-d excitation energy (𝑅2 = 0.97).
The relaxation rate trends as the inverse eleventh power of the excited-state energies,
whereas simplified theoretical models predict only an inverse second power depen-
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dence. These experimental results directly implicate ligand field excited states as
playing a critical role in the ground state spin relaxation mechanism. Furthermore,
ligand field strength is revealed to be a particularly powerful design principle for
spin dynamics, enabling formation of a spectrochemical series for spin relaxation.

4.2 Introduction
The spin dynamics properties of paramagnetic transition metal complexes have been
studied since the earliest days of molecular magnetism,1,2 but a resurgence of interest
has accompanied the recent rise of molecular quantum information science.3,4 S =
½ molecular complexes constitute a convenient two-level quantum system, fulfilling
the requirements for a quantum bit (qubit). Molecular qubits possess the advantage
of extreme miniaturization relative to other qubit platforms, though generation of
large entangled arrays remains challenging.5 Thus, molecular qubits are believed
to possess advantages for quantum sensing applications in chemical microenviron-
ments.6–9

To enact any quantum information protocol using a molecular qubit, it is necessary
that a prepared spin state must retain its orientation and phase with high fidelity
over a period of time. These spin states are typically generated in the presence of
an applied magnetic field (𝐵0), such as in a pulse electron paramagnetic resonance
(EPR) spectrometer.10 However, electron spins possess an intrinsic magnetic dipole,
causing them to interact with 𝐵0. An electron spin placed in an antiparallel state to 𝐵0

is out of equilibrium and experiences an energetically unfavorable repulsion (Figure
4.1A). Over time, such an electron will re-orient its spin so that the magnetic dipole
re-aligns with 𝐵0. This process, referred to as spin-lattice relaxation11 and given by
the time constant 𝑇1, destroys the quantum information stored in the original state.
Spin-lattice relaxation occurs through thermalizing interactions between the spin
and vibrational modes, and thus proceeds much faster at elevated temperatures.12

However, the mechanistic details of the spin-vibration coupling remain the subject
of theoretical debate.13 To realize the full potential of molecular quantum sensing,
it is imperative to develop a more robust understanding of chemical factors affecting
𝑇1.

Though spin relaxation occurs between the ground-state 𝑀𝑆 sublevels, it has been
suggested that electronic excited states may play an important role. Three distinct
classes of spin relaxation models each predict a correlation between relaxation
rates and the energy of the d-d (i.e., ligand field) excited states in transition metal
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complexes (Figure 4.1B). First, the popular spin Hamiltonian approaches model
spin relaxation through the impact of vibrational modes on the 𝑔 value, which
controls the energy splitting between the ground-state 𝑀𝑆 sublevels.14–19 It is well
known that an empirical correlation often exists between the orbital shift of the
𝑔 value and the rate of spin relaxation,20 with studies in both organic nitroxide
radicals21 and transition metal complexes.14,22,23 Dynamic vibrational impacts on
𝑔 are often roughly proportional to the static orbital contribution to 𝑔 itself, so spin
Hamiltonian models correctly predict faster relaxation for compounds with greater
orbital angular momentum. Crucially, orbital contributions to 𝑔 are produced by out-
of-state spin-orbit coupling (SOC) between the ground state and excited d-d states.10

The magnitude of this coupling is inversely proportional to the energy gap between
the relevant d-d excited state and the ground state, so larger d-d excitation energies
should lead to slower relaxation.14 Second, it has been shown that shortcomings
in the spin Hamiltonian model can be remedied by a wavefunction theory of spin
relaxation that models the amount of ground-state minority spin.24 The minority
spin is produced by the same SOC mechanism as before, so the wavefunction theory
predicts a similar relationship between d-d excitation energies and 𝑇1. The d-d
excitation energies may also be used to explain features of 𝑇1 anisotropy.24 Third, a
recent approach has invoked virtual excitations to the d-d excited states as the primary
driver of spin relaxation; these excitations become more feasible with reduced d-d
excitation energy.25

Despite these predictions, there does not exist strong, direct experimental evidence
for the impact of d-d excitation energies on𝑇1. The d-d transitions are weak in inten-
sity because of the Laporte selection rule (𝜀 = 10 – 100 M−1 cm−1). If a compound
has no spectral congestion from transitions involving ligands, the d-d transitions
can be observed through UV-vis-NIR absorption spectroscopy (Figure 4.1E, top).
However, many highly-coherent molecules possess extended 𝜋-conjugation and sig-
nificant ligand–metal covalency. This induces intense charge transfer transitions (𝜀
> 1000 M−1cm−1) across the visible spectrum, effectively masking the locations of
the d-d states (Figure 4.1E, middle).24 UV-vis-NIR absorption spectroscopy alone
is thus insufficient to reliably quantitate d-d excitation energies across a broad scope
of S = ½ molecules.

Magnetic circular dichroism (MCD) spectroscopy overcomes these limitations by
selectively enhancing the strength of the d-d transitions. MCD is superficially
related to the more familiar circular dichroism (CD) measurement; in both cases, a
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Figure 4.1: MCD as a useful spectroscopic probe for spin relaxation. (A) Electron
spin relaxation arises from the reorientation of spin magnetic dipoles to align with
an external magnetic field. (B) Excited states produced by transferring an electron
between two d-orbitals (d-d transitions) play a key role in spin relaxation under
multiple theoretical paradigms. (C) Schematic of the MCD instrument, which
produces a signal based on differential absorption of left-handed and right-handed
circularly polarized light (LCP/RCP) in the presence of a magnetic field. (D)
Paramagnetic complexes produce an MCD signal through differential Boltzmann
population of Zeeman sublevels, referred to as the C-term intensity mechanism. (E)
The d-d transitions can be invisible in UV-vis-NIR absorption spectroscopy when
buried under intense charge transfer transitions. MCD reveals ligand field transitions
hidden in UV-vis-NIR absorption spectra (example data shown for Cu(acac)2 and
(PPh4)2[Cu(mnt)2]).

signal is produced from differential absorption of left- and right-handed circularly
polarized light (LCP/RCP) (Figure 4.1C).26 However, the mechanism of dichroism
is fundamentally distinct. In CD spectroscopy, signals can only arise when the
molecule is chiral. MCD, however, does not require a chiral structure, and signals
can arise even for achiral molecules, such as square-planar Cu(II) complexes27–30

and related VO(IV) complexes.31 Dichroism is instead produced by the interaction
of an applied magnetic field with the molecule’s electronic structure and magnetic
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moment. A variety of books and reviews have covered the mathematical theory
and experimental history of MCD,26,32–34 with notable applications to bioinorganic
metal active sites.35,36 Of relevance here, a major MCD intensity mechanism for
paramagnetic molecules (referred to as the C-term mechanism) arises from unequal
Boltzmann population of the ground-state Zeeman sublevels (Figure 4.1D). The
population inequality increases as the temperature is decreased, so C-term MCD
spectra are best acquired at cryogenic temperatures (2 – 20 K). In the presence of
SOC, a transition from a particular Zeeman sublevel (say, 𝑀𝑆 = –1/2) to a given
excited state 𝐽 will exhibit preferential absorption for RCP or LCP light. When
the ground state is energetically well-separated from the excited states, the degree
of this preference is often dominated by the strength of SOC in the excited state
𝐽.37,38 Crucially, d-d excited states have much stronger SOC than charge transfer or
ligand-based excited states, as the metal-centered SOC constant is typically up to
an order of magnitude larger than on the ligand. Thus, d-d transitions intrinsically
possess an amplified C-term MCD signal. MCD spectra can therefore resolve d-d
transitions that are hidden beneath charge transfer transitions in the UV-vis-NIR
absorption spectrum (Figure 4.1E, bottom).39

In this work, we leverage cryogenic MCD spectroscopy to accurately determine
ligand field energies across a broad scope of square planar Cu(II) complexes (Figure
4.2).13,24,40–45 The series includes molecules known to have long-lived spin life-
times (e.g., [Cu(mnt)2]2–), as well as reference compounds not previously studied
for their spin relaxation properties (e.g., [Cu(ox)2]2–). 𝑇1 measurements at 100 K
are subsequently acquired for each member of the series using matrix preparations
identical or comparable to the MCD samples. This study provides the first direct
experimental correlation between ligand field strength and spin relaxation rates. The
unexpectedly strong correlation provides new insights into spin relaxation mecha-
nisms and suggests that ligand field excited states dictate the spin dynamics behavior
of transition metal complexes more than previously realized.

4.3 Results
4.3.1 Assigning d-d Transitions
To assign d-d bands, the first step is to acquire low-temperature MCD and UV-vis-
NIR absorption spectra, which necessitates immobilization of the molecule in an
optically transparent matrix. Three sample preparation techniques were used in this
work (Supporting Information Section 1.3). First, the analyte can be dissolved into
a polymer film, such as polystyrene (PS), poly(methyl methacrylate) (PMMA), or
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polyvinyl alcohol (PVA), and drop-cast onto a quartz disc.46,47 Polymer film samples
generally have excellent optical properties permitting measurement of both MCD
and absorption, but solubility can be limited, and the geometry of the compound
is not crystallographically known. Second, the analyte can be dissolved into an
optically glassing solvent and frozen in a homebuilt cell. This method can allow high
solubility and good optical quality, but only a few solvents are optically transparent
when frozen (such as butyronitrile, 2-methyl THF, and 3:7 glycerol:water).48 Third,
a solid crystalline powder of the analyte can be finely ground and suspended in
fluorolube, referred to as a mull. Mull samples have a crystallographically-known
geometry, but typically possess inferior optical quality, making it challenging to
reliably measure absorption spectra. The sample preparation methods used for all
compounds are tabulated in Table S1 in the Supporting Information.

Initially, we employed polymer films to simultaneously acquire C-term MCD and
absorption spectra at cryogenic temperatures (2 – 20 K). Representative spectra
for complexes from each class of coordinating ligand (e.g., CuS4, CuN4, CuN2O2,
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and CuO4) are displayed in Figure 4.3, and full fitting information is provided in
Supporting Information Section 5.2–5.3. While a few intense peaks are displayed in
the absorption spectra, such as Cu(dtc)2 at 430 nm (Figure 4.3A), many areas in the
visible absorption spectra are comparatively flat and featureless, such as Cu(pci)2

from 450 – 650 nm (Figure 4.3B). However, all compounds display clear structure
in the MCD spectra. The flat absorption tail for Cu(pci)2 is resolved into multiple
signed bands in the MCD (Figure 4.3B). Similarly, multiple peaks are discernable in
the Cu(tmhd)2 MCD despite very low absorption (Figure 4.3D). These observations
already suggest that the MCD spectra are successfully detecting d-d states that are
not directly visible in the absorption spectra.

To quantitatively assign the d-d transitions, we performed Gaussian peak resolution
to identify the spectral transitions (Figure 4.3).39 Because MCD and absorption
both arise from the same electronic states, we modeled Gaussian peaks as having
the same energetic position and width in both spectra. The ratio of the MCD C-term
and absorption transition moments (the latter is traditionally denoted as “𝐷0” in
the MCD literature) can then be directly compared to give information about the
nature of the excited state. In the linear limit, the 𝐶0/𝐷0 ratio may be calculated
according to Equation (4.1) (see also Supporting Information Section 5.1).26,33,49

Here 𝜀 represents the molar absorptivity and Δ𝜀 gives the MCD spectrum in units
of differential molar absorptivity:26

𝐶0
𝐷0

=
𝑘𝐵𝑇

𝛽𝐵

Δ𝜀

𝜀
. (4.1)

It has been previously shown that a 𝐶0/𝐷0 ratio around 0.1 is diagnostic of a d-d
excited state, while a 𝐶0/𝐷0 ratio around 0.01 is diagnostic of a charge transfer
state.50 In other words, d-d states have more intrinsic magnetic response per unit
light absorption, owing to the enhanced metal-centered SOC.

Examination of the Figure 4.3𝐶0/𝐷0 fits reveals important commonalities across all
four compounds. Cu(dtc)2 (Figure 4.3A) exhibits three bands from 21 000 – 16 000
cm−1 with 𝐶0/𝐷0 ratios between 0.04 – 0.05; while somewhat small, such 𝐶0/𝐷0

ratios are best assigned to d-d transitions. By contrast, the intense transition at 23
000 cm−1 possesses a 𝐶0/𝐷0 ratio of only 0.016, and the higher-energy transitions
have similar values. Thus, the 23 000 cm−1 band may be assigned to charge transfer,
consistent with its intense extinction coefficient. The lowest-energy d-d band has
a positive MCD sign, while the highest-energy assigned d-d band has a negative
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MCD sign. Cu(pci)2 (Figure 4.3B) possesses three strong d-d bands from 20 000
– 16 000 cm−1 with 𝐶0/𝐷0 ratios around 0.08. The negative MCD peak at 19
970 cm−1 is especially prominent, despite not being resolved in the absorption
spectrum. Cu(acacen) (Figure 4.3C) possesses a strong absorption peak at 18
600 cm−1 that is similar in appearance to the Cu(dtc)2 charge transfer. However,
the 𝐶0/𝐷0 ratio is much larger at 0.062, indicating that this is a d-d transition in
Cu(acacen). Furthermore, the transition has a prominent negative MCD sign, similar
to the highest energy d-d transition in Cu(pci)2. Finally, Cu(tmhd)2 (Figure 4.3D)
displays 𝐶0/𝐷0 ratios at or above 0.1 for four d-d bands in the visible region, with a
prominent negative MCD peak at 19 590 cm−1. Note that in all four compounds, the
highest-energy d-d band has a strong negative MCD signal, while the lowest-energy
d-d band has a positive MCD signal. This spectral characteristic is conserved across
the entire compound scope, enabling assignment of d-d transitions even when the
UV-vis-NIR absorption spectrum cannot be obtained.

4.3.2 Comparing Ligand Field Strengths
Having identified the d-d transitions from𝐶0/𝐷0 fitting, the positions of the d-d bands
across the compound scope may be compared (Figure 4.4). First, we examined the
samples in randomly oriented matrices, either polymer films or frozen solutions
(Figure 4.4A). In all eleven spectra, the d-d region is bookended by a negative MCD
transition at higher energy and a positive MCD transition at lower energy. A total
of four d-d transitions are expected for a d9 Cu(II) complex. For some compounds,
such as [Cu(bdt)2]2–, Cu(pci)2, and Cu(hfac)2, no extra resolved d-d peaks are
observed in an intermediate energy range relative to the bookend transitions, though
band asymmetry hints at extra transitions for Cu(pci)2. These spectra also contain
comparatively small energy gaps between the bookends, suggesting closely-spaced
d-d manifolds. For other CuO4 derivatives (Cu(acac)2, Cu(tmhd)2, and Cu(tbaa)2),
however, two additional prominent peaks are found between the bookend transitions.
These observations account for all four d-d states in the MCD. Note that while the
CuO4 compounds do not have charge transfer transitions obscuring the d-d region,
the four d-d states are not all individually resolved in the UV-vis-NIR absorption
spectra. These MCD spectra thus provide enhanced ligand field information on all
classes of compounds studied.

The sign of the MCD alone does not necessarily give an unambiguous indication of
the precise d-d transitions, so calculations are valuable for conducting specific state
assignments. In previous studies of rhombically-distorted𝐶3𝑣 Cu(II) metalloprotein
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Figure 4.3: Assignment of electronic transitions through Gaussian band fitting
of representative MCD and UV-vis-NIR absorption spectra. Relative intensity of
transitions in MCD vs. absorbance is denoted by the 𝐶0/𝐷0 ratio; a magnitude of
∼0.01 is indicative of charge-transfer transitions, while ∼0.1 is indicative of d-d
transitions. (A) Cu(dtc)2 MCD collected in PS film at ±2 T, 5.5 K – 10.0 K. (B)
Cu(pci)2 MCD in PS film at ±4 T, 5.0 K – 10.0 K. (C) Cu(acacen) MCD collected
in PS film at ±2T, 5.0 K – 10.0 K. (D) Cu(tmhd)2 MCD collected in PMMA film
at ±2 T, 5.0 K – 20.0 K. All UV-vis-NIR absorption spectra are collected at the
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active sites, an intense negative MCD feature at the highest d-d excitation energy
was assigned to a 𝑥𝑧/𝑦𝑧 → 𝑥2 − 𝑦2 transition,39 while a negative transition at highest
d-d excitation energy arose from 𝑧2 → 𝑥2 − 𝑦2 in 𝐷4ℎ CuCl 2–

4 .30 However, the sign
of MCD transitions can remain invariant in low symmetry systems even for multiple
orderings of the excited states.38 The expected band signs and energy orderings must
be independently evaluated for the present 𝐷2ℎ complexes. Time-dependent density
functional theory (TDDFT) calculations consistently assign the highest-energy state
to the 𝑥2 − 𝑦2 → 𝑥𝑦 transition in 𝐷2ℎ symmetry (Supporting Information Section
7.1), while the lowest energy state is often (but not always) assigned to the 𝑥𝑧 →
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Figure 4.4: MCD spectral scope. (A) Comparison of MCD spectra across all
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in PS, Cu(pci)2 in PS, Cu(acacen) in PS, Cu(acac)2 in 1:1 DCM:toluene, Cu(tmhd)2
in PMMA, (PPN)2[Cu(ox)2] in PS, Cu(tbaa)2 in PS, K2[Cu(ox)2] in PVA, Cu(hfac)2
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Polymer film or solution spectra are replicated from panel A. Arrows denote the
shift in the prominent negative d-d MCD signal. Temperatures, fields and matrices
are given for each spectrum in Supporting Information Section 5.1.1.

𝑥𝑦 state. This analysis is consistent with the expected ordering for a nonbonding
𝑥2 − 𝑦2 orbital and 𝜋-donating ligands.

A substantial shift in ligand field strength was observed across the series (Figure
4.4A). The dithiolenes [Cu(bdt)2]2– and [Cu(mnt)2]2– possess the highest-energy
d-d bands at an average of 20 460 cm−1 and 20 070 cm−1, while the weakest ligand
fields are displayed by K2[Cu(ox)2] in PVA and Cu(hfac)2 at 15 250 cm−1 and 15
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230 cm−1. This constitutes a 5000 cm−1 range, giving a 34% change in ligand field
strength relative to the Cu(hfac)2 endmember. The average d-d excitation energies
are reliably ordered by the type of first coordination sphere: all CuS4 > all CuN4 > all
CuN2O2 > all CuO4. This is in good agreement with expectations from fundamental
ligand field theory and with the observed CW EPR 𝑔 values (Table S25). The 𝑂4

acetylacetonate and oxalate donors possess lone pairs with facile mixing into the
metal 𝑥𝑧 and 𝑦𝑧 orbitals, producing antibonding character, raising the orbital energy,
and decreasing the gap to the 𝑥𝑦 acceptor. The antibonding character is visible in
the 𝑥𝑧 donor NTOs from TDDFT (for example, Figure S122). Upon transitioning to
N2O2 and N4, the lone pairs are progressively removed, removing the 𝜋 antibonding
character and increasing the average transition energy. When moving to 𝑆4, strong
𝜎-donation leads to a high-lying 𝜎* 𝑥𝑦 acceptor orbital. The 𝜎 strength of the
dithiolene ligands arises both from excellent orbital overlap of the diffuse S ligand
and also close energetic matching of the S and metal orbitals, which can in some
cases (such as for [Cu(mnt)2]2–) produce an inverted bonding regime.51–55 Note
that a weak MCD transition was detected at 8250 cm−1 for [Cu(mnt)2]2– with a
𝐶0/𝐷0 ratio of only 0.02 (Figures S26-S29). Though this donor orbital has the
symmetry of the 𝑥𝑧 orbital, the low 𝐶0/𝐷0 ratio indicates a predominantly charge
transfer character. This assignment is in agreement with recent S K-edge 1s3p RIXS
analysis, which concluded that a primarily LMCT character is the best description
of the state.56 Additionally, the TDDFT NTO donor orbital also displays primarily
ligand character. Therefore, we do not include this transition in the calculation of the
average d-d excitation energy for [Cu(mnt)2]2–. In sum, MCD spectroscopy assigns
a ligand field strength ordering of CuS4 > CuN4 > CuN2O2 > CuO4.

4.3.3 Impact of Axial Coordination
Close inspection of Figure 4.4A reveals that two different sample preparations
of [Cu(ox)2]2– possess significantly different d-d excitation energies. When pre-
pared with the comparatively nonpolar PPN+ counterion and dissolved in a non-
coordinating PS film, (PPN)2[Cu(ox)2] displayed the 𝑥2 − 𝑦2 → 𝑥𝑦 transition with a
strong negative MCD signal at 18 940 cm−1. However, when prepared with the K+

counterion and dissolved in the water-soluble PVA polymer, K2[Cu(ox)2] displayed
a significant shift of the 𝑥2− 𝑦2 → 𝑥𝑦 transition to 15 640 cm−1. A concomitant shift
in 𝑔𝑧 from 2.255 to 2.322 was observed from (PPN)2[Cu(ox)2] in PS to K2[Cu(ox)2]
in 30%:70% glycerol:water (a solution phase model of the PVA environment), con-
sistent with an increase in ground-state orbital angular momentum from a weakened
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ligand field (Table S25). We posited that this shift could be explained by axial co-
ordination of the alcohol groups in the PVA film, leading to a six-coordinate Cu(II)
site with expanded equatorial bond lengths and a weakened 𝜎* interaction. Explicit
solvation TDDFT calculations using the ORCA SOLVATOR57 module support this
interpretation (Supporting Information Section 7.4-7.5). In the absence of axial
ligands, TDDFT predicts an 𝑥2 − 𝑦2 → 𝑥𝑦 energy of 19 150 cm−1 for [Cu(ox)2]2–

(Table S29). Addition of explicit water solvation predicted a single axially coor-
dinated H2O molecule (Table S77), from which TDDFT predicted an 𝑥2 − 𝑦2 →
𝑥𝑦 energy of 16 480 cm−1 (Table S90). Addition of explicit methanol solvation
predicted two axial alcohol coordination sites (Table S77), and TDDFT predicted
an 𝑥2 − 𝑦2 → 𝑥𝑦 energy of 16 520 cm−1 (Table S94). The alcohol groups model the
environment of the PVA matrix. Both explicit solvation approaches predict a band
shift of about 2650 cm−1, which is in good agreement with the experimental shift
between the two sample matrices (3300 cm−1). Note that the secondary peak near
16 000 cm−1 in the (PPN)2[Cu(ox)2] PS film may arise from an axially-coordinated
species due to residual water, as this aligns with the PVA film. Additionally, a
hydrated Cu(hfac)2 PS film possesses the weakest ligand field of all compounds
studied; this compound commonly crystallizes as a hydrate with 1 – 2 axial waters
ligated to the metal.58,59 The axial ligation may be retained in the PS film and con-
tribute to a weaker ligand field. These observations motivated further investigation
of the role of axial coordination and the sample matrix in determining the measured
ligand field strength.

MCD spectra in fluorolube mulls were acquired for six compounds and com-
pared to the corresponding polymer film or solution spectra (Figure 4.4B). For
(PPh4)2[Cu(mnt)2], a slight overall redshift was observed in the mull, which may
be attributed to the dielectric change in a crystalline powder. The band shape of
the d-d transitions remained consistent, suggesting no major changes in compound
geometry. Hydrated K2[Cu(ox)2] and Cu(hfac)2, which have crystallographic axial
coordination, display minimal changes between the films and the mulls, suggesting
the samples are axially coordinated in both sample preparations. Cu(tmhd)2 dis-
plays a blueshift of the 𝑥2 − 𝑦2 → 𝑥𝑦 transition, unique among the mull samples.
Both Cu(tmhd)2 and Cu(acac)2 display a significant reduction in intensity of the
lowest-energy positive MCD band, which is assigned to the 𝑥𝑧 → 𝑥𝑦 transition.
The 𝑥2 − 𝑦2 → 𝑥𝑦 transition remains prominent and negative. The origin of this
reduction is unclear, but may arise from increased conformational flexibility in
the polymer/solution imparting enhanced electric dipole intensity to this transition.
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Finally, Cu(dtc)2 displays the most prominent change of all the compounds. The
negative 𝑥2 − 𝑦2 → 𝑥𝑦 band shifts dramatically from over 20 000 cm−1 in the PS
polymer film to just above 16 000 cm−1 in the mull, and the mull spectrum is more
similar in appearance to the CuO4 samples. This shift likely arises because Cu(dtc)2

crystallizes as a staggered dimer, where the in-plane dtc ligand for one molecular
unit provides out-of-plane axial coordination for the other molecular unit.60 Cu(dtc)2

likely dissociates into free square-planar monomers in the PS polymer film, sup-
ported by the lack of propensity to axial coordination in the explicit solvation DFT
calculations (Table S77) and the observation of a strong S = ½ EPR signal. Thus,
the strong mull MCD redshift for Cu(dtc)2 is also explained by axial coordination.

4.3.4 Correlation to Spin Relaxation Rates
We next sought to correlate the observed MCD ligand field strengths to the rates
of spin relaxation. Pulse EPR X-band inversion recovery measurements were con-
ducted at 100 K and fit to stretched exponentials to extract 𝑇1 (Figure 4.5A). The
temperature was chosen to ensure that molecular vibrations localized to the first
coordination sphere constituted the dominant driving force for spin relaxation, as
opposed to low-energy phonons.24 The correlation between d-d excited-state en-
ergies and spin relaxation rates has been theoretically predicted under a dominant
two-phonon Raman relaxation mechanism with molecular vibrations at elevated
temperatures (Figure 4.1B).10,15 Spectral diffusion10 is not a major factor at this
temperature, so saturation recovery measurements are not needed. For most of the
polymer film MCD samples, the films could be simply cut into strips and placed in
an EPR tube. Strong CW and pulse EPR signals validated the dominant presence of
magnetically dilute sites, with spin Hamiltonian parameters consistent with known
molecular values in other matrices (Table S25). All𝑇1 measurements were collected
at the most intense microwave absorption feature (powder line) to remove orienta-
tion effects, which is most appropriate for conducting the correlation analysis with
the average d-d excitation energy.

To ensure that sample matrix differences did not affect the correlation analysis, EPR
sample preparation was kept as close to the MCD sample preparation as possible
(Table S1). For seven of the eleven samples, the MCD polymer film was reused for
the EPR measurements, ensuring direct comparability. For [Cu(ox)2]2–, the coordi-
nating PVA film was modeled by a 70%:30% water:glycerol solvent mixture, while
the non-coordinating PS film was modeled by a toluene solvent system. [Cu(bdt)2]2–

and Cu(acac)2 were run in glassing solvent mixtures for both MCD and EPR. Mull
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MCD samples were necessarily excluded from the correlation analysis, as these
paramagnetically concentrated powders do not display a spin echo in pulse EPR.
There is some evidence that changing the matrix affects both the d-d excitation en-
ergies and the 𝑇1 values in the same way (Figure 4.5B). For [Cu(ox)2]2–, preparation
in an axially-coordinating matrix (K+ counterion hydrate) lead to both a reduced
d-d excitation energy (15 250 cm−1) and a reduced 𝑇1 (254 ns) as compared to the
preparation in a non-coordinating PPN+ matrix (d-d = 16 240 cm−1; 𝑇1 = 480 ns).
Therefore, while changes in the sample matrix can alter both the electronic structure
and spin relaxation rates, these effects have been accounted for in the experimental
design such that direct comparisons may be made.

A very strong correlation between the spin-lattice relaxation rates and the excited-
state energies was observed (Figure 4.5B). A correlation plot of log(1/𝑇1) versus the
average d-d excitation energy yields a linear fit with 𝑅2 = 0.966. Notably, measured
𝑇1 values at 100 K range from 8.15 𝜇s ([Cu(bdt)2]2–) to 308 ns (Cu(hfac)2), a change
by a factor of 26.5 over the smaller value. However, the average d-d excitation
energies for these two compounds are 20 460 cm−1 and 15 230 cm−1, respectively,
which only constitutes a change by a factor of 1.34. The remarkable dependence of
𝑇1 on comparatively small changes in excited-state energies is discussed below.

4.4 Discussion
We set out to quantify the surprisingly steep changes in 𝑇1 with d-d excited-state
energies and compare the experimental correlation to contemporary theoretical
predictions. Denoting the average d-d excited-state energy as Δ𝐸 , we correlated
1/𝑇1 and Δ𝐸 on a double logarithm plot to extract the effective power law scaling
between the two variables. A linear fit to log(1/𝑇1) vs. log(Δ𝐸) gives a slope
of approximately –11 (Figure 4.6A), implying 1/𝑇1 ∝ Δ𝐸−11. This remarkable
scaling is substantially stronger than would be naïvely predicted by examination of
contemporary spin relaxation models.

To illustrate this unexpected result, we consider three main classes of spin relaxation
models (Figure 4.1B): (1) spin Hamiltonian, (2) minority spin, and (3) virtual
excitations. In the first class, the spin Hamiltonian 𝑔 value itself scales as Δ𝐸−1

according to a well-established relationship from 2nd-order perturbation theory
(Equation (4.2), where 𝐸𝑒 − 𝐸𝑔 = Δ𝐸).15,61
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To connect the equilibrium 𝑔 value to spin relaxation, it is common to differentiate
Equation (4.2) with respect to a vibrational mode 𝑄. The derivative, 𝜕𝑔/𝜕𝑄,
is referred to as the spin-phonon coupling coefficient, and predicts the intrinsic
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propensity of a vibrational mode to induce spin relaxation. The leading order term
in 𝜕𝑔/𝜕𝑄 scales as Δ𝐸−2.14 Models using 𝜕𝑔/𝜕𝑄 as the spin relaxation coefficient
will thus predict that 1/𝑇1 scales somewhere between Δ𝐸−2 or Δ𝐸−4, depending
whether the 𝜕𝑔/𝜕𝑄 coefficient is squared or not.14,15,19 The unclarity in coefficient
squaring arises because 𝜕𝑔/𝜕𝑄 is a proxy for spin relaxation, rather than a true spin-
flip matrix element amenable to Fermi’s golden rule treatment.24 For the second
class of model, spin relaxation is proportional to the minority spin24 in the ground-
state wavefunction, which in turn is proportional to the out-of-state SOC. The
minority spin in the ground-state wavefunction (Figure 4.1B) also scales24 as Δ𝐸−1,
so squaring the matrix element in Fermi’s golden rule predicts 1/𝑇1 ∝ Δ𝐸−2. In the
third class, the Γ𝐼 𝐼 virtual transition mechanism (Figure 4.1B) similarly contains a
Δ𝐸−2 dependence from the virtual transitions,25 though the scaling of the matrix
elements is unclear. The Δ𝐸−11 scaling of 1/𝑇1 is therefore substantially stronger
than would be naïvely predicted by examination of any of these models. Thus,
contemporary theory only incompletely describes the impact of excited states on
spin relaxation.

One possible explanation arises from ligand field theory analysis of inorganic bond-
ing. Ligand field spin dynamics predicts10,14,15 four separate factors impacting 𝑇1:
(1) the d-d excited-state energy, (2) the ligand–metal covalency, (3) the thermal pop-
ulation of the coupling vibrations, and (4) the magnitude of the excited-state vibronic
coupling. Minimizing spin relaxation thus effectively constitutes an optimization
problem in four dimensions. However, if multiple dimensions are tightly related in
a series of molecules, it may be possible to obtain exceptionally steep apparent cor-
relations. The Cu(II)–S compounds probed here are known to have highly covalent
ligand–metal bonds, which produce an orbital reduction factor62 that reduces the
effective orbital angular momentum available for spin-vibration coupling.51 Using
the experimental EPR 𝑔 values, we extracted effective orbital reduction factors for
each compound (Supporting Information Section 6.3) that model the effects of bond
covalency. Inclusion of covalency leads to a predicted scaling of 1/𝑇1 ∝ Δ𝐸−5.
While closer to experiment, this prediction still substantially underestimates the
scaling. Alterations of the vibrational mode frequencies for different ligand frame-
works may provide an additional contributing factor, though a full spin-phonon
coupling analysis for all compounds is beyond the scope of the present study.

Irrespective of the theoretical details, this work demonstrates that ligand field
strength can be an exceptionally powerful predictor for spin-lattice relaxation.



94

y = -11.1x + 46.8
R² = 0.959

y = -2x + 7.7
R² = 1

y = -5.3x + 21.7
R² = 0.910

-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

4.17 4.22 4.27 4.32

lo
g(
1/
T 1
)(
μs
)

log(average d–d energy) (cm-1)

Experiment
Predicted 1/T1 (ΔE only)
Predicted 1/T1 (ΔE and covalency)

A

B
S

S

N

N

mnt2–

N
S

S

dtc–

N

O

N

O

acacen2–

N

N

pci–
H

S

S

bdt2–

O

O

O

F3C
O

F3C
O

tBu
O

tBu
O

O

(tBu)O
O

O

O

O

acac– hfac–tmhd– tbaa– ox2–

Decreasing Ligand Field Strength
Decreasing T1

Figure 4.6: Analysis of the spectrochemical series for spin relaxation. (A) Log-log
plot of predicted 𝑇1 scaling with d-d excitation energies (1/𝑇1 ∝ Δ𝐸−2) compared
to experimental scaling (1/𝑇1 ∝ Δ𝐸−11). (B) The spectrochemical series for spin
relaxation.

Changing the d-d excitation energies by only 5000 cm−1 can be sufficient to al-
ter 𝑇1 by over a factor of 25. The logic of ligand field strength is furthermore a
commonly employed synthetic design principle. For spin-based technological ap-
plications, great dividends may be produced by engineering compounds with the
strongest possible ligand field strength. This can be accomplished in square-planar
Cu(II) complexes both through strong-field ligands and through avoiding axial sol-
vent coordination, which tends to weaken the ligand field. A similar approach
should be applicable to square-pyramidal V(IV)O complexes, which are known to
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have long 𝑇1 values.63 On the basis of the MCD spectra, a spectrochemical series
for spin relaxation can be formulated (Figure 4.6B).

4.5 Conclusions
By leveraging the selectivity of MCD spectroscopy, this study reports the first
experimental demonstration of a strong correlation between ligand field strength
and spin relaxation rates. This trend validates a general prediction of the ligand field
approach to spin dynamics, showing that analysis of the static electronic structure can
explain many spin dynamics phenomena.10,14,15,24 The use of MCD spectroscopy
enables quantification of ligand field strength even when the requisite bands cannot
be detected in UV-vis-NIR absorption spectroscopy. As such, MCD is a valuable
addition to the spectroscopic toolkit for studying spin relaxation mechanisms.

We emphasize that while spin relaxation is a ground-state process, the mechanism
of spin relaxation is controlled by excited states. These electronic states are never
populated during the process of spin relaxation, but they influence the motion of the
electron spin through out-of-state SOC interactions and/or virtual excitations. MCD
bands correlate to spin relaxation rates because MCD probes these relevant excited
states. As such, it is essential to consider the full electronic state diagram when
assessing spin relaxation mechanisms. Ligand field theory provides an indispensable
tool for understanding the connection of spin properties to electronic structure
design.

In the quest to produce molecules with long coherence times, formulation of reli-
able and practical synthetic guidelines for spin dynamics properties has been highly
desired. Theories of spin relaxation have implicated multiple factors, including vi-
brational energy,64,65 ligand–metal covalency,45 coordination geometry,63 as well as
excited-state energy.24,25 However, the very strong correlation demonstrated herein
suggests that ligand field strength may be capable of predicting much, if not most,
of the 𝑇1 variation in planar Cu(II) compounds. Only a very small change in d-d
excitation energy is required for a significant impact on the rate of spin relaxation.
Furthermore, ligand field strength is more readily translated into practical synthetic
strategies than theoretical concepts like spin-phonon coupling. By leveraging the
ligand field strength design principle, further elongation of𝑇1 may likely be obtained
across a range of paramagnetic complexes.
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C h a p t e r 5

ILLUMINATING LIGAND FIELD CONTRIBUTIONS TO
MOLECULAR QUBIT SPIN RELAXATION VIA 𝑇1

ANISOTROPY

• Adapted with permission from: Kazmierczak, N. P.; Hadt, R. G. Illuminat-
ing Ligand Field Contributions to Molecular Qubit Spin Relaxation via 𝑇1
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20814. DOI: 10.1021/jacs.2c08729. © 2022 American Chemical Society.
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5.1 Abstract
Electron spin relaxation in paramagnetic transition metal complexes constitutes a
key limitation on the growth of molecular quantum information science. However,
there exist very few experimental observables for probing spin relaxation mech-
anisms, leading to a proliferation of inconsistent theoretical models. Here we
demonstrate that spin relaxation anisotropy in pulsed electron paramagnetic reso-
nance is a powerful spectroscopic probe for molecular spin dynamics across a library
of highly coherent Cu(II) and V(IV) complexes. Neither the static spin Hamiltonian
anisotropy nor contemporary computational models of spin relaxation are able to ac-
count for the experimental 𝑇1 anisotropy. Through analysis of the spin-orbit coupled
wavefunctions, we derive an analytical theory for the 𝑇1 anisotropy that accurately
reproduces the average experimental anisotropy of 2.5. Furthermore, compound-
by-compound deviations from the average anisotropy provide a promising approach
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for observing specific ligand field and vibronic excited state coupling effects on
spin relaxation. Finally, we present a simple density functional theory workflow
for computationally predicting 𝑇1 anisotropy. Analysis of spin relaxation anisotropy
leads to deeper fundamental understanding of spin-phonon coupling and relaxation
mechanisms, promising to complement temperature-dependent relaxation rates as a
key metric for understanding molecular spin qubits.

5.2 Introduction
The growth of quantum information science has inspired chemists to construct
molecular systems that can function as quantum bits (qubits), which constitute the
fundamental unit of quantum information.1 One common approach uses Zeeman
sublevels of a paramagnetic molecule in a magnetic field as the two level system.2

Such systems are known as molecular electron spin qubits and enable quantum
operations to be performed in a pulsed electron paramagnetic resonance (EPR)
spectrometer.3 Paramagnetic transition metal complexes are commonly employed
for this purpose owing to their synthetic tunability, microwave spectral addressabil-
ity, and potential for optical addressability in S > 1/2 systems. Such molecular
qubit systems are highly miniaturized,1 can be placed in materials and chemical mi-
croenvironments with a high degree of spatial precision,4 and can exhibit quantum
behavior at elevated temperatures, up to and including room temperature.5

Two key factors limit the performance of molecular electron spin qubits. The most
fundamental problem is referred to as decoherence, measured by the time constant𝑇2,
which determines the rate at which the electron spins lose phase synchronization.3

At low temperatures, 𝑇2 is dominated by magnetic fluctuations due to hyperfine
couplings. At elevated temperatures, however,𝑇2 is dominated by the spin relaxation
process, which destroys coherence through the interaction of the spin system with
vibrational degrees of freedom (spin-phonon coupling). The spin relaxation rate is
given by the time constant 𝑇1. While several S = 1/2 qubits display coherence at
room temperature,5–9 optically addressable S = 1 qubits have so far not exceeded 40
K owing to the impact of spin-phonon coupling on 𝑇1.10–12 As room temperature
quantum applications constitute a key area of interest for molecular qubit systems,
this makes it imperative to completely understand the molecular factors controlling
the spin relaxation rate.

Unfortunately, there exists an acute lack of experimental observables for understand-
ing the mechanisms of spin relaxation, resulting in a proliferation of inconsistent
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theoretical models. The traditional approach has relied on analyzing the temper-
ature dependence of the 𝑇1 parameter from pulsed EPR or the 𝜏 parameter from
alternating-current (AC) magnetometry. For many decades, these data were inter-
preted by fitting a plot of 1/𝑇1 vs. temperature to equations derived from the Debye
model from solid state physics. The fits were interpreted as giving the contribu-
tions of the direct, Raman, and Orbach relaxation processes.13 However, recent
reevaluation has demonstrated that the assumptions implicit in the Debye model
are inappropriate for molecular systems, and the quality of Debye model fits to
molecular temperature-dependent 𝑇1 can be largely considered a phenomenologi-
cal coincidence.3,14–17 Modern molecular spin relaxation models instead define a
spin-phonon coupling coefficient for each vibrational normal mode, together with a
thermal weighting factor describing the population of the mode.14,16,18–22 However,
relevant molecular systems may possess dozens of thermally accessible vibrations,
so these models possess many more parameters than experimental 𝑇1 data points,
rendering unique data fitting impossible. To circumvent this, spin-phonon coupling
coefficients are computationally predicted via density functional theory14,16,18,20,21

(DFT) or multireference wavefunction methods.20,22 Here, again, there exists no
consensus on the correct way to compute the coupling coefficient of relevance to S
= 1/2 spin relaxation. Various models have proposed using the first-derivative of the
𝑔-tensor principal values with respect to a vibrational coordinate (𝜕𝑔/𝜕𝑄),14,18 the
second derivative of the 𝑔-tensor,19 the first derivative of the hyperfine tensor,20,21,
and the average of all nine 𝑔-tensor derivatives.16 Unsurprisingly, these approaches
lead to diverging predictions for which vibrational modes have the strongest impact
on spin relaxation, with different studies implicating totally symmetric 𝑎1 vibra-
tions,14,18 rotational 𝑒𝑔 or 𝑒 modes,16 and ungerade bending modes.19 The central
problem is that𝑇1 temperature dependence is an insufficiently powerful experimental
observable to discriminate between competing spin relaxation theories.

In this work, we show that𝑇1 anisotropy is an accessible and informative experimen-
tal observable for spin relaxation that has been under-utilized in the molecular qubit
literature. We acquire 𝑇1 anisotropy measurements through powder-pattern pulsed
EPR for a library of highly coherent Cu(II) and V(IV) qubits (Figure 5.1), including
both well-established molecular qubits (Figure 5.1B-F) and literature compounds
that have not yet been studied in the context of quantum information science (Fig-
ure 5.1A). Existing 𝑇1 models based on derivatives of the spin Hamiltonian cannot
account for the observed 𝑇1 anisotropy. Furthermore, the 𝑇1 anisotropy shows no
correlation with the static spin Hamiltonian parameters. We therefore derive a new
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theory for anisotropic spin relaxation based on the spin-orbit coupled wavefunctions
instead of the spin Hamiltonian, and show that this theory accurately reproduces
the average 𝑇1 anisotropy. Finally, we demonstrate that compound-by-compound
variations in the 𝑇1 anisotropy provide a unique and promising spectroscopic ap-
proach for probing vibronic and ligand field contributions to spin relaxation. The
𝑇1 anisotropy observable has the potential to discriminate between competing the-
oretical spin relaxation models, leading to a deeper fundamental understanding of
spin-phonon coupling and spin relaxation mechanisms and, thus, a more rational
design process for molecular electron spin qubits.

Cu(acac)2

[Cu(mnt)2]2–

CuPc

Cu(dtc)2

[VO(mnt)2]2–

VOPc

A B

C D

E F

Figure 5.1: Highly coherent V(IV) and Cu(II) S = 1/2 compounds employed
for analysis of 𝑇1 anisotropy. (A) Vanadyl bis(maleonitriledithiolate), (B) cop-
per bis(maleonitriledithiolate), (C) vanadyl phthalocyanine, (D) copper phthalocya-
nine, (E) copper bis(acetylacetonate), (F) copper bis(diethyldithiocarbamate). Color
scheme: C = dark grey, H = white, N = blue, S = yellow, O = red, Cu = brown, V =
pink.

5.3 Results
𝑇1 anisotropy refers to how the measured𝑇1 in pulsed EPR changes depending on the
orientation of the molecular axes to the applied magnetic field.23 As the molecules
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considered in this study possess axial or nearly-axial 𝑔-tensors, 𝑇1 anisotropy will
be discussed with reference to two orientations: 𝐵 ∥ 𝑔𝑧 (“parallel orientation,” z)
and 𝐵 ⊥ 𝑔𝑧 (“perpendicular orientation,” x or y), where the z-axis for a tetragonal
complex is approximately collinear with the principal symmetry axis extending out
of the equatorial plane (Figure 5.2A). Note that single crystal measurements are not
necessary to obtain 𝑇1 anisotropy in pulsed EPR. Because 𝑔∥ ≠ 𝑔⊥, each orientation
has a unique resonant field position, so setting the magnitude of the applied magnetic
field selectively analyzes a subpopulation of molecules with a particular orientation,
even when considering a microcrystalline powder or a frozen solution. Simulation
of the metal hyperfine splitting from the I = 3/2 63Cu and 65Cu nuclei (69% and
31% abundance, respectively) and the I = 7/2 51V nuclei (99.8% abundance), as well
the differing nuclear 𝑔-factors for 63Cu and 65Cu (+1.48 and +1.58, respectively)24,
reveals that the complete EPR spectra are composed of a sum of hyperfine manifolds,
each with its own characteristic orientation dependence (Figure 5.2B-C). Overlap
between hyperfine manifolds means that some values of the applied magnetic field
may probe two or more sub-populations of molecular orientations, each with a
unique 𝑚𝐼 value. For example, a 𝑇1 measurement collected for the simulated
Cu(II) spectrum at 3300 G (Figure 5.2B) would probe both molecules with an
orientation of 45° (𝑚𝐼 = -1/2) and molecules with an orientation of 70° (𝑚𝐼 = -
3/2). Nonetheless, it typically remains possible to acquire 𝑇1 for pure parallel and
perpendicular orientations. For Cu(II), 3050 G and 3575 G selectively probe the
parallel orientation, while 3390 G and 3480 G selectively probe the perpendicular
orientation (arrows in Figure 5.2B). For V(IV), 2900 G and 4200 G selectively probe
the parallel orientation while 3400 G and 3500 G selectively probe the perpendicular
orientation (arrows in Figure 5.2C). In this way, it remains possible to acquire 𝑇1(⊥)
and 𝑇1(∥) from powder-pattern measurements.

X-band 𝑇1 anisotropy measurements were conducted via inversion recovery at 100
K for isostructural diamagnetic solid state dilutions of 0.1% (PPh4)2[VO(mnt)2]
in (PPh4)2[MoO(mnt)2],25,26 0.1% (PPh4)2[Cu(mnt)2] in (PPh4)2[Ni(mnt)2],8 0.1%
VOPc in TiOPc,27 1% CuPc in ZnPc,27 and 0.1% Cu(acac)2 in Pd(acac)2 (Figure
5.1A-E).28 𝑇1 anisotropy measurements for 0.2% Cu(dtc)2 in Ni(dtc)2 (Figure 5.1F)
at 100 K were previously reported by Eaton and Eaton,23 so anisotropy information
has been extracted from their data and included in this analysis. The choice of 100 K
ensures spin relaxation will be dominated by the two-phonon Raman process oper-
ating on molecular vibrations,14,29 while simultaneously allowing measurement of
compounds lacking detectable room temperature coherence. The results are plotted
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Figure 5.2: Simulated orientation dependence of a pulsed EPR echo-detected field
sweep (EDFS). (A) Definition of the parallel and perpendicular orientations for a
tetragonal Cu(II) complex. (B) Simulated Cu(II) EDFS and orientation dependence
of the constituent hyperfine 𝑚𝐼 manifolds for the spin Hamiltonian parameters 𝑔∥ =
2.0912, 𝑔⊥ = 2.0218, 𝐴∥ = -500.1 MHz (-166.8 × 10−4 cm−1), 𝐴⊥ = -116.9 MHz
(-39.0 × 10−4 cm−1), 𝜈 = 9.7 GHz, taken from fits to the experimental [Cu(mnt)2]2–

CW EPR spectrum. (C) Simulated V(IV) EDFS and orientation dependence for the
spin Hamiltonian parameters 𝑔∥ = 1.9650, 𝑔⊥ = 1.9863, 𝐴∥ = -478.0 MHz (-159.4
× 10−4 cm−1), 𝐴⊥ = -167.8 MHz (-55.9 × 10−4 cm−1), 𝜈 = 9.7 GHz, taken from
fits to the experimental VOPc CW EPR spectrum. Black solid arrows indicate pure
parallel orientations in the EDFS, while red solid arrows indicate pure perpendicular
positions.
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together with the simulated field positions for the perpendicular and parallel orien-
tations for ease of interpretation (Figure 5.3). Stretching factors for the stretched
exponential fits are reported in Figure S24.
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Figure 5.3: X-band 𝑇1 anisotropy measured by inversion recovery at 100 K for
isostructural solid state dilutions indicated in the text. (A) [Cu(mnt)2]2–, (B)
Cu(acac)2, (C) CuPc, (D) VOPc, (E) [VO(mnt)2]2–. Resonant field positions ob-
tained from simulations of CW spectra (Figures S3-S7), with spin Hamiltonian
parameters given in Table 5.1. For perfectly axial spin Hamiltonians in A, C, and
D, the ⊥ label corresponds to x and y while the ∥ label corresponds to z.

Some features of the 𝑇1 anisotropy are common to all compounds analyzed. (i) For
both Cu(II) and V(IV) compounds, relaxation is always fastest at the perpendicular
orientation and slowest at the parallel orientation. (ii) Sharp discontinuities in
the 𝑇1 occur at the hyperfine turning points. These features arise from averaging
over 𝑚𝐼 subpopulations with different molecular orientations at the same resonant
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Compound 𝑔𝑥 𝑔𝑦 𝑔𝑧 𝑔aniso |𝐴𝑥 | |𝐴𝑦 | |𝐴𝑧 | 𝐴aniso

[Cu(mnt)2]2– 2.022 2.022 2.091 0.222 117 117 500 0.234
Cu(dtc)2* 2.018 2.018 2.083 0.195 129 129 501 0.257
Cu(acac)2 2.052 2.048 2.261 0.184 78 70 564 0.132

CuPc 2.046 2.046 2.176 0.252 48 48 625 0.077
VOPc 1.986 1.986 1.965 0.437 168 168 478 0.351

[VO(mnt)2]2– 1.990 1.987 1.975 0.505 117 134 400 0.313

Table 5.1: Spin Hamiltonian 𝑔-tensor and 𝐴-tensor parameters for the samples
analyzed in Figure 5.3, obtained from fits to the corresponding CW EPR spec-
tra (Figures S3-S7). All hyperfine values in units of MHz. 𝑔aniso is defined as��(𝑔⊥ − 𝑔𝑒)

(
𝑔∥ − 𝑔𝑒

) ��, where 𝑔𝑒 = 2.0023 is the isotropic free-electron 𝑔 value. 𝐴aniso
is defined as

��𝐴⊥/𝐴∥
��. See Table S1 for complete spin Hamiltonian simulation pa-

rameters. (*) Ref.23

field. For the example of [Cu(mnt)2]2– (Figure 5.3A), an applied magnetic field
of 3200 G probes only molecules from 𝑚𝐼 = -3/2 with an orientation around 45°,
while a field of 3250 G would probe both 𝑚𝐼 = -3/2 with an orientation around
60° and 𝑚𝐼 = -1/2 with an orientation around 0°, giving an average orientation
around 30°. This leads to a discontinuous decrease in the spin relaxation rate at
the hyperfine turning point. These features do not contain extra information content
in themselves, but rather represent a by-product of performing the 𝑇1 anisotropy
measurement on a power-pattern sample. (iii) After accounting for the effect of the
hyperfine turning points, 1/𝑇1 varies approximately linearly between the parallel
and perpendicular orientations. For single crystal EPR of Cu(dtc)2 in a Ni(dtc)2

matrix, Eaton and Eaton have demonstrated that 1/𝑇1 varies linearly with sin2 𝜃,
where 𝜃 is the orientation of the crystal between the parallel and perpendicular
orientations (Figure 5.2).23 Extending this idea to powder-pattern EPR, we have
simulated the average angle 𝜃 and sin2 𝜃 probed at any given field position by using
the spin Hamiltonian parameters (Table 5.1, Table S1). The observed 1/𝑇1 patterns
can be modeled well using only sin2 𝜃 and a constant offset (Figure 5.4) (Supporting
Information Section 5). Importantly, Eaton and Eaton’s single crystal experiments
show that 1/𝑇1 does not change significantly with the nuclear spin projection 𝑚𝐼 , so
geometric averaging is sufficient to explain 𝑇1 anisotropy.23 The quality of our fit
confirms that 1/𝑇1 is indeed determined by the molecular orientation.
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Figure 5.4: Simulation of𝑇1 anisotropy for the Cu(acac)2 sample (X-band, inversion
recovery, 100 K). The simulated red curve follows the functional form of sin2 𝜃,
where 𝜃 is the average molecular orientation probed at any given observer field
position.

14N superhyperfine coupling smears out the orientation dependence for CuPc in Fig-
ure 5.3C. The Pascal’s triangle distribution of superhyperfine absorption intensities
from the four equivalent nitrogens leads to some curvature in 1/𝑇1 as a function
of field near the Cu hyperfine turning points. This is consistent, however, with an
intrinsic linear variation in 1/𝑇1 with the 𝑔-tensor orientation (Figure S30). Ad-
ditionally, unique 𝑇1 orientation effects from the 63Cu and 65Cu isotopes can be
observed in Figure 5.3A at high fields (∼3600 G). The isotope manifolds reach the
parallel orientation at slightly different fields, resulting in staggered minima in 1/𝑇1.
Finally, note that Cu(acac)2 possesses an EDFS signal at fields above the highest
perpendicular turning point owing to the combination 𝑔- and 𝐴-tensor anisotropy
and the presence of a strong nuclear quadrupole interaction (NQI).28

Owing to the linear variation of 𝑇1 between the 𝑔∥ and 𝑔⊥ resonance positions,
we can summarize the 𝑇1 anisotropy by considering the spin relaxation rate at the
parallel and perpendicular orientations. The 𝑇1 anisotropy ratio is defined as:
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𝑇1 anisotropy =
1/𝑇1(⊥)
1/𝑇1(∥)

. (5.1)

The 𝑇1 anisotropy values extracted from Figure 5.3 are given in Table 5.2. Addition-
ally, 100 K Q-band inversion recovery experiments (Figure S16) and 100 K X-band
and Q-band picket fence saturation recovery experiments (Figures S17-S18) have
been performed for selected compounds (Supporting Information Section 4). The𝑇1

anisotropy values are very similar between X- and Q-band and additionally between
inversion recovery and saturation recovery (Table S2), validating𝑇1 anisotropy as an
intrinsic molecular property rather than an artifact of spectral diffusion.30 Owing to
enhanced signal-to-noise, the X-band inversion recovery data (Figure 5.3) are most
reliable and henceforth analyzed, additionally including the X-band CW saturation
recovery value for Cu(dtc)2 from ref23.

Compound 𝑇1 anisotropy
[Cu(mnt)2]2– 1.3

Cu(dtc)2 2.3
Cu(acac)2 2.4

CuPc 2.8
VOPc 6.0

[VO(mnt)2]2– 1.2

Table 5.2: 𝑇1 anisotropy ratios at 100 K for selected Cu(II) and V(IV) molecular
qubits. All measurements except for Cu(dtc)2 are performed at X-band and 100 K
using inversion recovery. CW saturation recovery measurements for Cu(dtc)2 are
taken from ref.23.

Over the six compounds considered, the average 𝑇1 anisotropy is 2.7. Three of the
four Cu compounds, Cu(acac)2, Cu(dtc)2, and CuPc, each have 𝑇1 anisotropy values
very close to the average. The final Cu compound, [Cu(mnt)2]2–, and both vanadyl
compounds, VOPc and [VO(mnt)2]2–, each have 𝑇1 anisotropy values significantly
different from the 2.7 average. We now turn to the theoretical interpretation of the
𝑇1 anisotropy metric, seeking to explain both the value of the average anisotropy
and the reasons for compound-by-compound deviations from it.

5.4 Discussion
The linear orientation dependence of 1/𝑇1 at intermediate orientations between par-
allel and perpendicular is significant, as it indicates that the orientation itself, rather
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than the rate of change of the orientation with respect to the resonant field, is the
underlying predictor for spin relaxation. Notably, Hahn-echo measurements of 𝑇𝑚
display a different trend: the decoherence rate 1/𝑇𝑚 is maximized near the inter-
mediate orientation 𝜃 = 45°, where 𝜕𝐵/𝜕𝜃 is maximized, and minimized near the
principal 𝑔-tensor orientations 𝜃 = 0° and 𝜃 = 90°.31,32 The 𝑇𝑚 anisotropy has been
interpreted as indicating that molecular rotations or librations dominate 𝑇𝑚, as these
motions dynamically change 𝜃 and therefore the resonant field and effective Larmor
frequency.31 But for 𝑇1, minimum and maximum values of the spin relaxation rate
are obtained at the principal orientations 𝜃 = 0° and 𝜃 = 90°, with the intermediate
field position bearing no special significance. This indicates that rotational or libra-
tional motions likely do not dominate 𝑇1, but rather vibrational modes that alter the
principal 𝑔 values (𝑔∥ and 𝑔⊥) are implicated.23,33,34 Note that isotopic substitution
experiments for oxochromium(V)bis(2-hydroxy-2-ethylbutyrate) showed that both
enriched 53Cr (I = 3/2) and natural abundance Cr (90.5% I = 0) displayed no more
than 10-20% changes in 𝑇1, indicating that metal hyperfine is not the dominant
contribution to spin relaxation in X-band EPR.33

We now demonstrate that several straightforward conjectures for interpreting 𝑇1

based on existing spin Hamiltonian theories fail to account for the experimental
results. First, it might be conjectured that the 𝑇1 anisotropy would be directly
proportional to the anisotropy of the principal 𝑔 values, since the underlying spin
Hamiltonian is itself anisotropic. However, this fails for two reasons. (1) The 𝑔

value anisotropy is opposite to the 𝑇1 anisotropy. Spin relaxation is slowest along
the parallel orientation, but the orbital contribution to the 𝑔 value is largest at the
parallel orientation for the tetragonal complexes considered. Therefore, 𝑔 value
anisotropy would predict all 𝑇1 anisotropy values should be less than 1, which is not
observed. (Note that the sign of the many electron spin-orbit coupling constant is
negative for Cu(II) (–830 cm−1) but positive for V(IV) (+250 cm−1), resulting in a
single largest 𝑔 value for Cu(II) (𝑔 > 𝑔𝑒) but a single smallest 𝑔 value for V(IV)
(𝑔 < 𝑔𝑒).3,18 This does not reflect any fundamental difference in the axial electronic
structure, as only the orbital contribution to the 𝑔 value can interact with vibrations
and contribute to relaxation.) (2) There is in fact no correlation between the 𝑇1

anisotropy and the 𝑔-tensor anisotropy (Figure 5.5A), and similarly there exists no
correlation between the 𝑇1 anisotropy and the hyperfine tensor anisotropy (Figure
5.5B). Clearly, spin relaxation anisotropy cannot be predicted from consideration of
the static spin Hamiltonian alone.
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A B

T

Figure 5.5: No correlation between the experimental 𝑇1 anisotropy and the 𝑔-tensor
or hyperfine tensor anisotropy. 𝑇1 anisotropy is defined as in Equation (5.1). (A)
𝑔 anisotropy is defined as

��(𝑔⊥ − 𝑔𝑒)
(
𝑔∥ − 𝑔𝑒

) ��, where 𝑔𝑒 = 2.0023 is the isotropic
free-electron 𝑔 value. (B) 𝐴 anisotropy is defined as

��𝐴⊥ 𝐴∥
��. 𝐴 and 𝑔 anisotropy

values are taken from Table 5.1.

A second straightforward conjecture is that spin relaxation along a given direction
should be proportional to the vibronic derivative of the principal 𝑔 value along
that orientation; that is, 1/𝑇1(∥) ∝ 𝜕𝑔∥/𝜕𝑄 and 1/𝑇1(⊥) ∝ 𝜕𝑔⊥/𝜕𝑄, such that
𝑇1 anisotropy = (𝜕𝑔⊥/𝜕𝑄) /

(
𝜕𝑔∥/𝜕𝑄

)
. However, this too fails. Previous DFT

calculations of spin-phonon coupling coefficients have demonstrated that 𝜕𝑔∥/𝜕𝑄 >

𝜕𝑔⊥/𝜕𝑄 for nearly all vibrational modes active for spin relaxation in tetragonal
Cu(II) and V(IV) complexes, including CuPc and VOPc.14,18 This is in fact the
expected trend for the 𝑔-tensor derivatives: since the orbital contribution to the 𝑔-
tensor is largest along the parallel orientation, the 𝑔-tensor modulation with respect
to vibronic perturbation of the orbitals should also be largest along the parallel
orientation. However, again, this fails to account for the experimental observation
that spin relaxation is fastest at the perpendicular orientation, where the 𝑔 value
derivative is smallest. Note also that approaches which average all nine 𝑔-tensor
derivatives20 cannot account for spin relaxation anisotropy.

Finally, it may be argued that relaxation is fastest along the perpendicular orientation
simply because there are more spins per Gauss in this region of the spectrum.
However, examination of Figure 5.3 shows that 1/𝑇1 does not track linearly with
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the EDFS intensity. This is exemplified by the 𝑚𝐼 = +3/2 manifold of [Cu(mnt)2]2–

(Figure 5.3A). Measurements of 𝑇1 on natural abundance Cr(V) have demonstrated
minimal changes in 𝑇1 between the 𝐼 = 0 region of the spectrum (90.5% abundance)
and the 𝐼 = 3/2 region (9.5% abundance), despite the large change in spins per Gauss.
Eaton and Eaton also found𝑇1 anisotropy was very similar between single crystal and
microcrystalline powder samples of Cu(dtc)2, despite differing spectral densities.23

Given the failure of each of these simplified models, we believe a new theoretical
approach outside of the spin Hamiltonian is required to interpret 𝑇1 anisotropy.

5.4.1 Derivation of Average 𝑇1 Anisotropy
To derive the correct value of the 𝑇1 anisotropy for a d9 Cu(II) system, we develop
an approach that uses the explicit forms of the spin-orbit coupled wavefunctions.
First, we consider the case where the magnetic field is parallel to the molecular
z-axis. The zeroth-order Kramers doublet ground state wavefunctions contain a
single unpaired hole in the 𝑑𝑥2−𝑦2 orbital, and the spin is aligned or anti-aligned
along the z-axis. For the 𝑀𝑆 = +1/2 Zeeman sublevel, this state is denoted as
|𝑥2 − 𝑦2, +𝑧⟩, with both the orbitals and spins quantized about the molecular z-
axis. Via first-order perturbation theory, however, the spin-orbit coupling operator
𝐻𝑆𝑂𝐶 = 𝜆®𝐿 · ®𝑆 introduces small contributions of other orbitals and spin orientations
into the ground state wavefunction.35 A more accurate picture of this state is thus
given in Equation (5.2), as derived in Supporting Information Section 6, where 𝜆

is the many-electron spin-orbit coupling constant and 𝐸𝑥𝑦, 𝐸𝑥𝑧, and 𝐸𝑦𝑧 denote the
energies of the respective ligand field excited states:

|0𝑧⟩ = |𝑥2 − 𝑦2, +𝑧⟩ −
𝑖𝜆

𝐸𝑥𝑦

|𝑥𝑦, +𝑧⟩ −
𝜆

2𝐸𝑥𝑧

|𝑥𝑧,−𝑧⟩ +
𝑖𝜆

2𝐸𝑦𝑧

|𝑦𝑧,−𝑧⟩ . (5.2)

Notice that the spin in the 𝑥𝑧 and 𝑦𝑧 orbital components is pointing towards the
negative z-axis, even though the wavefunction prior to the perturbation was a “spin-
up” state. This is a consequence of the structure of the spin-orbit operator. The 𝑥𝑧

and 𝑦𝑧 orbitals are rotated into the ground state 𝑥2 − 𝑦2 orbital via the 𝐿𝑥 and 𝐿𝑦

operators, which are connected via the dot product to 𝑆𝑥 and 𝑆𝑦. These in turn are
linear combinations of the raising and lowering spin operators 𝑆+ and 𝑆−. Since 𝑀𝑆

= +1/2 cannot be raised any further for a S = 1/2 system, spin-orbit mixing of the 𝑥𝑧
and 𝑦𝑧 orbitals into the ground state via 𝐿𝑥 and 𝐿𝑦 requires a concomitant lowering
of the 𝑀𝑆 value to 𝑀𝑆 = -1/2 via 𝑆−. Note also that 𝜆 is on the order of 100s of
cm−1, while the excited state energies are on the order of 10 000s of cm−1. This
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implies the 𝑀𝑆 = -1/2 components constitute on the order of 1% of the nominally
“𝑀𝑆 = +1/2” wavefunction.

Next, we consider the case where the magnetic field is perpendicular to the molecular
z-axis, taken as B ∥ x for simplicity. The orbitals remain quantized about the z-
axis, which defines the electrostatic molecular bonding environment that gives the
orbitals their shape. The spins, however, will orient along the x-axis due to the
magnetic field, so we denote the x-quantized spin-up function as +𝑥 . As derived in
Supporting Information Section 6, we obtain:

|0𝑥⟩ = |𝑥2 − 𝑦2, +𝑥⟩ −
𝑖𝜆

𝐸𝑥𝑦

|𝑥𝑦,−𝑥⟩ −
𝜆

2𝐸𝑥𝑧

|𝑥𝑧,−𝑥⟩ +
𝑖𝜆

2𝐸𝑦𝑧

|𝑦𝑧, +𝑥⟩ . (5.3)

Crucially, the orbital components mixed in with the opposite spin direction have
changed. While the parallel orientation saw 𝑥𝑧 and 𝑦𝑧 mixed in with opposite 𝑀𝑆 (𝑧),
the x orientation has 𝑥𝑦 and 𝑥𝑧 mixed in with opposite 𝑀𝑆 (𝑥) orientation. Similarly,
the y orientation will have 𝑥𝑦 and 𝑦𝑧 mixed with opposite 𝑀𝑆 (𝑦) orientation.
Because the 𝑥𝑦 orbital has a spin-orbit coupling mixing coefficient twice as large as
that for 𝑥𝑧 and 𝑦𝑧, this means the “spin-down” character in the nominally “spin-up”
wavefunction will be larger for the perpendicular orientation and smaller for the
parallel orientation.

The significance of these wavefunctions becomes clear when considering that spin-
flip processes are associated with a change in the 𝑀𝑆 value, and therefore should
be dominated by that portion of the spin-orbit operator which mixes oppositely-
signed spin functions into the ground state.33 That is, relaxation along the parallel
orientation is determined by how much 𝑥𝑧 and 𝑦𝑧 orbital mixing into the 𝑥2 − 𝑦2

ground state is modulated by a vibrational mode (Equation (5.2)). By contrast, 𝑔∥ is
determined entirely by 𝑥𝑦 orbital mixing and not by 𝑥𝑧 and 𝑦𝑧. The 𝜕𝑔∥/𝜕𝑄 value
is determined by the degree to which 𝑥𝑦 orbital mixing with 𝑥2 − 𝑦2 ground state is
modulated by the vibrational mode. Therefore, the spin-orbit wavefunction method
yields distinct 𝑇1 anisotropy predictions from those of the straightforward 𝜕𝑔/𝜕𝑄
method considered earlier.

An analytic expression for the 𝑇1 anisotropy can be obtained by applying Fermi’s
golden rule to Equations (5.2) and (5.3) (Supporting Information Section 6), with
the necessary approximations discussed and justified in Supporting Information
Section 7. A single dominant vibrational mode 𝑄 is assumed at the temperature of
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the measurement, and 𝜕𝐸/𝜕𝑄 gives the vibronic coupling terms to the individual
excited states, yielding:

1/𝑇1(⊥)
1/𝑇1(∥)

=

1
𝐸𝑥𝑦

2

(
𝜕𝐸𝑥𝑦

𝜕𝑄

)2
+ 1

8𝐸𝑥𝑧
2

(
𝜕𝐸𝑥𝑧

𝜕𝑄

)2
+ 1

8𝐸𝑦𝑧
2

(
𝜕𝐸𝑦𝑧

𝜕𝑄

)2

1
4𝐸𝑦𝑧

2

(
𝜕𝐸𝑦𝑧

𝜕𝑄

)2
+ 1

4𝐸𝑥𝑧
2

(
𝜕𝐸𝑥𝑧

𝜕𝑄

)2 . (5.4)

Making the additional approximation that all excited states have the same energy
and all vibronic coupling terms are the same, Equation (5.4) simplifies to yield a
numerical prediction for the average 𝑇1 anisotropy:

1/𝑇1(⊥)
1/𝑇1(∥)

=
1 + 1

8 + 1
8

1
4 + 1

4
=

5
2
. (5.5)

Thus, the spin-orbit wavefunction method predicts an average 𝑇1 anisotropy of 2.5,
in excellent agreement with the average experimental value of 2.7 (Table 5.2). We
note that an alternate derivation using Elliott’s relation36,37 for condensed matter
spin relaxation also yields a value of 2.5 for the average 𝑇1 anisotropy (Supporting
Information Section 7, Equations S29-S35), further supporting the reasonableness
of the approximations involved.

It is useful to discuss the 𝑇1 anisotropy derivation from a conceptual point of view.
The origin of the 2.5 anisotropy prediction lies entirely with the different angular
momentum matrix elements between excited states and the 𝑥2− 𝑦2 ground state. The
𝑥𝑦 excited state has twice as much spin-orbit mixing as 𝑥𝑧 or 𝑦𝑧. Upon squaring for
the matrix element in Fermi’s golden rule, the 𝑥𝑦 contribution becomes four times
larger than 𝑥𝑧 or 𝑦𝑧. However, vibrational modulation of a given excited state only
contributes to spin-lattice relaxation if that excited state mixes spin-down character
into a predominantly spin-up wavefunction or vice-versa. When the applied field
is along the z-axis, only 𝑥𝑧 and 𝑦𝑧 are mixed into the wavefunction with opposite
spin character. This gives a relative spin relaxation contribution of 1 + 1 = 2.
When the applied field is along the x-axis, 𝑥𝑦 and 𝑥𝑧 are mixed with opposite spin
character. This gives a relative spin relaxation of 4 + 1 = 5. Taking the ratio of these
contributions gives the 𝑇1 anisotropy prediction of 5/2.

5.4.2 Deviations from Average 𝑇1 Anisotropy
While Cu(acac)2, Cu(dtc)2, and CuPc each have 𝑇1 anisotropy values well-predicted
by Equation (5.5), [Cu(mnt)2]2– and [VO(mnt)2]2– have 𝑇1 anisotropy values signif-
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icantly smaller than 2.5, while VOPc has a 𝑇1 anisotropy significantly larger than
2.5 (Table 5.2). However, Equation (5.5) neglected changes in the spin relaxation
contributions due to (a) differing excited state energies and (b) differing excited
state vibronic coupling terms. We now seek to explain deviations from 2.5 in terms
of these two chemical factors, the effects of which are retained in Equation (5.4).
These terms offer unique connections between ligand field theory and observable
spin relaxation phenomena.

Many highly coherent molecular qubit complexes employ 𝜋-conjugated ligand
frameworks, with the result that the d-d transitions of relevance to Equation (5.4) are
obscured by charge-transfer and intra-ligand transitions in the UV-vis-NIR spectra.
However, a few d-d transitions are observable and informative. Cu(acac)2 (Figure
5.6A) possesses two main d-d bands at 15 200 cm−1 with 𝜀 = 35 M−1 cm−1 and at 18
100 cm−1 with 𝜀 = 30 M−1 cm−1. TDDFT calculations,38 analysis of single-crystal
absorption spectra39, and magnetic circular dichroism40,41 suggest that all four d-d
transitions are contained within these two visible peaks, while the band at 26 200
cm−1, 𝜀 = 340 M−1 cm−1 has been assigned as a low intensity 𝑎𝑔 → 𝑏1𝑢 (𝑑𝑥2−𝑦2 →
𝑝𝑧) charge transfer.39 These d-d excited states are sufficiently close in energy that
the equal-energy assumption in Equation (5.5) is reasonable, and indeed, Cu(acac)2

possesses a 𝑇1 anisotropy of 2.4, close to the 2.5 prediction of Equation (5.5).

The situation changes when considering the Cu(II) and V(IV) mnt complexes (Figure
5.6B-C). Though any d-d transitions in the visible region are obscured by charge
transfer, both complexes possess d-d transitions observable in the near-IR (NIR):
for [Cu(mnt)2]2–, at 8180 cm−1 with 𝜀 = 96 M−1 cm−1; for [VO(mnt)2]2–, at 10
710 cm−1 with 𝜀 = 165 M−1 cm−1, and an additional shoulder at 14 900 cm−1 with
𝜀 = 140 M−1 cm−1. The 8180 cm−1 transition in [Cu(mnt)2]2– has most recently
been assigned to a single 𝑏1𝑔 → 𝑏2𝑔 transition in 𝐷2ℎ (hole formalism: 𝑑𝑥𝑦 → 𝑑𝑥𝑧)
via TDDFT and DFT calculations,42 in agreement with our TDDFT calculations
(Table S6). The low energy of this transition arises from the strong 𝑑𝑥𝑧 𝜋-bonding
from the mnt ligand, which additionally manifests in measurable rhombicity in
the NQI for [Cu(mnt)2]2– owing to a non-axial electron density distribution at
the Cu nucleus.43 By contrast, NQI rhombicity is not observed for Cu(acac)2 or
Cu(dtc)2, indicating the unique electronic structure produced by the mnt ligand.43,44

Examination of Equation (5.4) indicates that an unusually small 𝐸𝑥𝑧 value would
enhance spin relaxation along the parallel orientation (coefficient of 1/4) relative
to the perpendicular orientation (coefficient of 1/8). This would tend to decrease
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the 𝑇1 anisotropy for [Cu(mnt)2]2– from the theoretical average of 2.5, in agreement
with the experimental value of 1.3. Note that the spin Hamiltonian parameters
for [Cu(mnt)2]2– remain the same in solvents as strongly coordinating as pyridine
and DMSO, indicating that solution-phase UV-vis-NIR spectra in dichloromethane
accurately reflect the square-planar geometry in the solid-state dilution.45 Similarly,
the 10 710 cm−1 transition for [VO(mnt)2]2– has been assigned to the 𝑑𝑥𝑦 → 𝑑𝑥𝑧 and
𝑑𝑥𝑦 → 𝑑𝑦𝑧 electronic excitations (𝐶2𝑣),46 in agreement with our TDDFT calculations
(Table S7). This would likewise tend to decrease the 𝑇1 anisotropy for a 𝑑1 system,
in agreement with the low experimental 𝑇1 anisotropy of 1.2 for [VO(mnt)2]2–.

It is unclear if the low excited state energies explain the entirety of the 𝑇1 anisotropy
deviations for the mnt complexes, particularly in view of the neglect of orbital reduc-
tion factors in the derivation presented and the enhanced spin density delocalization
in 𝜋-orbitals over 𝜎-orbitals in square planar mnt complexes.42,47? –49 In particu-
lar, L-edge X-ray absorption spectroscopy suggests that the 𝑑𝑥𝑦-based ground state
(𝐷2ℎ) of [Cu(mnt)2]2– has 39% Cu character while the 𝑑𝑥𝑧-based ground state in the
oxidized analog [Cu(mnt)2]– has only 28% Cu character.42 Regardless, the preced-
ing analysis indicates a likely contribution from anisotropic excited state energies in
determining 𝑇1 anisotropy deviations for the mnt complexes.

CuPc displays two observable NIR transitions at 7920 cm−1, 𝜀 = 8.6 M−1 cm−1 and
9400 cm−1, 𝜀 = 11.0 M−1 cm−1 (Figure 5.6D), while VOPc displays a shoulder at
8640 cm−1, 𝜀 = 20 M−1 cm−1 (Figure 5.6E). However, TDDFT modeling of both
complexes shows these are not d-d transitions; they instead correspond to spin-flip
transitions on the phthalocyanine ring from the 𝑎1𝑢 donor orbital (Figures S33, S35).
TDDFT predicts that the d-d transitions relevant to 𝑇1 anisotropy are within 1500
cm−1 for both respective complexes (Tables S6-S7). Thus, there is no evidence of
anisotropic excited state energy contributions to 𝑇1 anisotropy in CuPc and VOPc.
This is consistent with the near-average𝑇1 anisotropy of CuPc and calls for a different
explanation of the unusually large 𝑇1 anisotropy of VOPc.

To analyze VOPc, we consider the remaining terms in Equation (5.4): the vibronic
excited state energy derivatives. Group theory selection rules have been developed
that describe which vibrational mode symmetries are able to induce spin relax-
ation.14 For a 𝐷4ℎ Cu(II) complex such as CuPc, only the totally symmetric stretch
is fully allowed for spin relaxation, and the energies of all excited states may be
expected to vary in a similar fashion as the ligand field strength increases along
the vibrational coordinate Q. However, for a 𝐶4𝑣 vanadyl complex such as VOPc,
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Figure 5.6: UV-vis-NIR absorption spectra for the molecular qubit complexes mea-
sured in this study. (A) Cu(acac)2, (B) (PPh4)2[Cu(mnt)2], (C) (PPh4)2[VO(mnt)2],
(D) CuPc, (E) VOPc. Cu(acac)2, [Cu(mnt)2]2–, and [VO(mnt)2]2– were measured in
dichloromethane in a concentration range from 10 mM to 25 𝜇M, while CuPc and
VOPc were measured in concentrated H2SO4 from 10 mM to 1 𝜇M. Dashed lines
indicate order-of-magnitude changes in the y-axis scaling.
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metal out-of-plane modes can additionally contribute to spin relaxation and mix
with the symmetric stretch. The energy derivatives of such modes need not be
equivalent across different excited states, as the out-of-plane motion may improve
orbital overlap for some while worsening it for others. To test this idea, we have
calculated the variation of the d-d excited state energies as a function of the sym-
metric stretch mode for the model complexes 𝐷4ℎ CuCl 2–

4 and 𝐶4𝑣 VOCl 2–
4 . The

vibronic energy derivatives vary by no more than 15% between the different excited
states for CuCl 2–

4 , consistent with no unusual contributions to 𝑇1 anisotropy in CuPc
(Table S20). For VOCl 2–

4 , however, the 𝑑𝑥2−𝑦2 excited state has an energy derivative
four times greater in magnitude than that of the 𝑑𝑥𝑧 and 𝑑𝑦𝑧 excited states (Table
S21). Via Equation (5.4), 𝜕𝐸𝑥2−𝑦2/𝜕𝑄 only contributes to spin relaxation along the
perpendicular orientation, which would tend to increase the 𝑇1 anisotropy. Thus,
the anisotropic excited state energy derivatives rationalize the observed increase in
𝑇1 anisotropy for VOPc. This mechanism for increased 𝑇1 anisotropy is probably
not dominant across all vanadyl complexes, however. The small 𝑇1 anisotropy of
[VO(mnt)2]2– suggests the low 𝑑𝑥𝑧/𝑑𝑦𝑧 excited state energies may play a larger role
for the thiolate complex. Further work is needed to delineate the roles of different 𝑇1

anisotropy mechanisms across a broad range of non-centrosymmetric compounds.

5.4.3 Computational Prediction of 𝑇1 Anisotropy
The preceding sections have sought to establish an analytical ligand field theory
framework for understanding the 𝑇1 anisotropy parameter. It remains desirable,
however, to obtain a facile workflow for computing the 𝑇1 anisotropy through com-
putational chemistry programs. While this question is not addressed fully in this
work, we provide some preliminary observations. The Zeeman operator along a
principal axis of the 𝑔-tensor is given by 𝐻̂𝑖 = 𝑔𝑖𝐵𝑖𝑆𝑖 where 𝑖 = x, y, or z. This
operator is diagonal in the 𝑀𝑆(i) basis, implying that only the spin-up component of
the nominally spin-up wavefunction can contribute to the 𝑔 value. For the example
of tetragonal 𝑑9 Cu(II), only the mixing coefficient of the |𝑥𝑦, +𝑧⟩ state contributes
to 𝑔𝑧, despite the presence of |𝑥𝑧,−𝑧⟩ and |𝑦𝑧,−𝑧⟩ in the spin-orbit wavefunction
(Equation (5.2)). Similarly, only the mixing coefficient of |𝑦𝑧, +𝑥⟩ contributes to
𝑔𝑥 , and only the coefficient of |𝑥𝑧, +𝑦⟩ contributes to 𝑔𝑦. But since the perturba-
tive contributions from |𝑦𝑧⟩ and |𝑥𝑧⟩ constitute the key opposite-spin components
for z-orientation spin relaxation (Equation (5.4); Supporting Information Section
9), the quantity 𝜕𝑔𝑥/𝜕𝑄 + 𝜕𝑔𝑦/𝜕𝑄 may be taken as an appropriate proxy for spin
relaxation along the z-orientation. Note that this proxy does not justify the spin
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Hamiltonian approach as a physical mechanism for spin relaxation, as 𝑔𝑥 and 𝑔𝑦 are
entirely absent from the z-orientation spin Hamiltonian. Similarly, the average of
𝜕𝑔𝑧/𝜕𝑄 + 𝜕𝑔𝑦/𝜕𝑄 and 𝜕𝑔𝑧/𝜕𝑄 + 𝜕𝑔𝑥/𝜕𝑄 provides an appropriate proxy for spin
relaxation along the perpendicular orientation where x and y are equally probed.
This leads to the following proxy for 𝑇1 anisotropy:

1/𝑇1(⊥)
1/𝑇1(∥)

≈
𝜕𝑔𝑧
𝜕𝑄

+ 1
2

(
𝜕𝑔𝑥
𝜕𝑄

+ 𝜕𝑔𝑦
𝜕𝑄

)
𝜕𝑔𝑥
𝜕𝑄

+ 𝜕𝑔𝑦
𝜕𝑄

. (5.6)

Using Equation (5.6), the standard computational methodology for obtaining 𝜕𝑔/𝜕𝑄
may be leveraged to predict the 𝑇1 anisotropy.14 While a full analysis will require
computation and thermal weighting of all spin-phonon coupling coefficients in the
thermally accessible window, this work is restricted to a simplified model using
the single vibrational mode expected to have the largest impact on spin relaxation.
This approach selects the totally symmetric vibrational mode with spin-phonon cou-
pling coefficient larger than 1 × 10−7 that is lowest in energy, in accordance with
previously-derived spin-phonon coupling selection rules14 and thermal weighting
statistics. These modes are pictured in Figure 5.7. The resulting single-mode 𝑇1

anisotropy predictions (Table 5.3) display considerable agreement with the experi-
mental 𝑇1 anisotropy. The three Cu(II) complexes with 𝑇1 anisotropy close to the
theoretical 2.5 value (CuPc, Cu(acac)2, and Cu(dtc)2) are indeed predicted to have
anisotropies close to that value. VOPc is successfully predicted to have an anoma-
lously high 𝑇1 anisotropy, while [VO(mnt)2]2– is successfully predicted to have an
anomalously low 𝑇1 anisotropy. The lone compound with a seemingly incorrect
prediction is [Cu(mnt)2]2–, which has a predicted 𝑇1 anisotropy close to 2.5 despite
the anomalously small experimental value. Nevertheless, the [Cu(mnt)2]2– pre-
dicted 𝑇1 anisotropy is indeed the smallest out of the Cu(II) complexes considered
here. Further investigation is called for to ascertain if a rigorous thermally-weighted
model across all vibrational modes is able to furnish a more accurate prediction for
[Cu(mnt)2]2–, or if its unique electronic structure (vide supra) requires an alternative
computational approach.

The preceding discussion explains the successful literature using the spin Hamil-
tonian 𝜕𝑔/𝜕𝑄-based models to model the 𝑇1 temperature dependence, despite our
finding that a spin-orbit wavefunction analysis is required to rigorously explain
the 𝑇1 anisotropy. Since spin relaxation along any principal tensor axis can be
modeled by the sum of the 𝜕𝑔𝑖/𝜕𝑄 values along the other two tensor axes, the
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Compound DFT mode DFT 𝑇1 Experimental 𝑇1
energy (cm−1) anisotropy anisotropy

CuPc 261 2.2 2.8
Cu(acac)2 212 2.3 2.4

[Cu(mnt)2]2– 118 2.1 1.3
Cu(dtc)2 156 2.2 2.3

[VO(mnt)2]2– 134 0.6 1.2
VOPc 178 9.6 6.0

Table 5.3: 𝑇1 anisotropy predictions via DFT 𝜕𝑔/𝜕𝑄 proxies (Equation (5.6)). At
100 K, 𝑘𝐵𝑇 = 69.5 cm−1. See Table S22 for individual 𝜕𝑔/𝜕𝑄 values.

A B

C D

E F

Figure 5.7: Totally symmetric vibrational modes considered for the DFT prediction
of 100 K 𝑇1 anisotropy.

orientation-averaged 𝑇1 value can be expressed as the average of 𝜕𝑔𝑥/𝜕𝑄, 𝜕𝑔𝑦/𝜕𝑄,
and 𝜕𝑔𝑧/𝜕𝑄. Such orientation-averaged predictions have proven sufficient to capture
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the major trends of𝑇1 temperature dependence, though exact quantitative agreement
for molecular systems has not yet been achieved. However, on principled grounds,
𝜕𝑔/𝜕𝑄 must still be considered a proxy for spin relaxation rather than a funda-
mental descriptor of the spin-phonon coupling mechanism. Spin relaxation arises
due to molecular vibrations when modulation of the spin-orbit coupling induces a
transition matrix element between the spin-up and spin-down wavefunctions. By
contrast, the 𝑔 value describes the angular momentum content of the wavefunctions.
This angular momentum is related to the spin-orbit coupling, but does not directly
describe the transition matrix elements between 𝑀𝑆 states, and therefore does not
directly describe the spin relaxation mechanism. The principle of the spin Hamilto-
nian approach for spin-phonon coupling is to differentiate the spin Hamiltonian for
the given system under analysis. When ®𝐵 ∥ 𝑔𝑧, the Zeeman Hamiltonian reduces
to precisely 𝑔𝑧𝐵𝑧𝑆𝑧 with no 𝑔𝑥 or 𝑔𝑦 terms included, and yet it is the 𝜕𝑔𝑥/𝜕𝑄 and
𝜕𝑔𝑦/𝜕𝑄 terms that are required to correctly model spin relaxation for ®𝐵 ∥ 𝑔𝑧.

In a previous work, symmetry-based spin-phonon coupling selection rules were
derived via group theory analysis of the ligand field theory 𝜕𝑔/𝜕𝑄 expression.14

These selection rules are still valid in the orientation-selective 𝑇1 model, provided
the 𝜕𝑔/𝜕𝑄 proxy rules outlined above are followed: selection rules for 𝜕𝑔𝑧/𝜕𝑄
affect spin relaxation along the perpendicular orientation, while selection rules for
𝜕𝑔𝑥/𝜕𝑄 and 𝜕𝑔𝑦/𝜕𝑄 apply to both the perpendicular and parallel orientations.
Fundamentally, these selection rules arise from considering the vibronic excited
state coupling terms 𝜕𝐸/𝜕𝑄. It is therefore correct to choose the excited states
corresponding to the opposite-spin spin-orbit coupled wavefunction components
along the orientation of interest.

5.5 Conclusions
This study has demonstrated that 𝑇1 anisotropy is a facile experimental observable
for electron spin relaxation that reveals flaws in commonly-used spin Hamiltonian
formalisms. Across a library of six highly coherent Cu(II) and V(IV) molecu-
lar qubit candidates, the average 𝑇1 anisotropy is 2.7. Spin Hamiltonian 𝜕𝑔/𝜕𝑄
computational techniques either fail to predict anisotropy or incorrectly predict 𝑇1

anisotropy less than 1, but the spin-orbit wavefunction method developed here cor-
rectly predicts an average value of 2.5. Deviations from the average 2.5 anisotropy
are likely due to anisotropic excited state energies in the case of [Cu(mnt)2]2– and
[VO(mnt)2]2– (𝑇1 anisotropy < 2.5) and anisotropic excited state vibronic coupling
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in the case of VOPc (𝑇1 anisotropy > 2.5), though further work is needed to quantify
the contributions to 𝑇1 anisotropy.

These results show that the commonly-used 𝜕𝑔/𝜕𝑄 formalism must be treated with
caution, as it does not fully model the physics underlying S = 1/2 spin relaxation. The
principal 𝑔-values are scalar-valued properties of a spin system that summarize the
angular momentum content. They are not spin-flip matrix elements. Differentiation
of a property, such as a 𝑔 value, can do no better than provide a proxy for a true
matrix element governing a time-dependent process.

From its inception, the spin Hamiltonian formalism was designed to accurately
model energy levels, not wavefunctions.50 For a 𝑑1 or 𝑑9 S = 1/2 system over the
five d orbitals, the true Hilbert space has dimension 10, but the spin Hamiltonian
representation compresses the wavefunction to a space of dimension 2. Information
about the true wavefunctions is necessarily lost in this process, and this information
has proven crucial to understanding the 𝑇1 anisotropy of contemporary S = 1/2
molecular qubits. Analysis of the spin-orbit wavefunctions in the full Hilbert space
recovers the correct matrix elements for molecular spin relaxation in tetragonal
Cu(II) and V(IV) systems.

From an experimental spectroscopy perspective, development of the 𝑇1 anisotropy
metric holds exciting prospects for gaining new mechanistic insights into spin re-
laxation. Small changes in molecular bonding, symmetry, and electronic structure
can manifest in large changes of the 𝑇1 anisotropy, as witnessed by the divergent be-
haviors of CuPc and VOPc (identical ligands but different symmetries) or especially
VOPc and [VO(mnt)2]2– (both square pyramidal oxovanadium(IV) complexes, yet
possessing the largest and smallest 𝑇1 anisotropies observed in this work). This
study has identified excited state energies and vibronic excited state energy deriva-
tives as likely candidates for inducing these changes, indicating a key role for ligand
field theory in understanding molecular qubit spin dynamics. However, much work
remains to be done in correlating 𝑇1 anisotropy across a wider range of ligands,
molecular symmetries, and S > 1/2 systems. While our experiments have been
conducted in diamagnetically diluted crystals, where spin relaxation is attributable
to acoustic and optical phonons,3,13 we note that it is equally possible to acquire
𝑇1 anisotropy measurements on frozen solutions, where relaxation has been tradi-
tionally attributed to local modes due to the lack of long-range periodic ordering.51

Comparison of the 𝑇1 anisotropy between these different sample preparations will
shed light on the importance of coupling to the host matrix in determining spin
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relaxation. A final exciting possibility involves acquiring temperature-dependent
𝑇1 anisotropy patterns, which could enable detection of different vibrational and
mechanistic (direct, Raman) contributions to spin relaxation in different tempera-
ture regimes through characteristic 𝑇1 anisotropy signatures. We encourage other
researchers to report 𝑇1 anisotropy measurements to expand the scope of the mecha-
nistic insights available. We believe 𝑇1 anisotropy will ultimately stand side-by-side
with temperature-dependent 𝑇1 as a key observable for spin relaxation in molecular
qubit systems.
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C h a p t e r 6

𝑇1 ANISOTROPY ELUCIDATES SPIN RELAXATION
MECHANISMS IN AN S = 1 CHROMIUM(IV) OPTICALLY

ADDRESSABLE MOLECULAR QUBIT

• Adapted with permission from: Kazmierczak, N. P.; Luedecke, K. M.;
Gallmeier, E. T.; Hadt, R. G. 𝑇1 Anisotropy Elucidates Spin Relaxation
Mechanisms in an 𝑆 = 1 Cr(IV) Optically Addressable Molecular Qubit.
The Journal of Physical Chemistry Letters 2023, 14, 7658–7664. DOI:
10.1021/acs.jpclett.3c01964. © 2023 American Chemical Society.
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6.1 Abstract
Paramagnetic molecules offer unique advantages for quantum information science
owing to their spatial compactness, synthetic tunability, room-temperature quan-
tum coherence, and potential for optical state initialization and readout. However,
current optically addressable molecular qubits are hampered by rapid spin-lattice
relaxation (𝑇1) even at sub-liquid nitrogen temperatures. Here we use temperature-
and orientation-dependent pulsed electron paramagnetic resonance (EPR) to eluci-
date the negative sign of the ground-state zero-field splitting (ZFS) and assign 𝑇1

anisotropy to specific types of motion in an optically addressable S = 1 Cr(o-tolyl)4

molecular qubit. The anisotropy displays a distinct sin2(2𝜃) functional form that
is not observed in S = ½ Cu(acac)2 or other Cu(II) / V(IV) microwave addressable
molecular qubits. The Cr(o-tolyl)4 𝑇1 anisotropy is ascribed to couplings between
electron spins and rotational motion in low-energy acoustic or pseudo-acoustic
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phonons. Our findings suggest that rotational degrees of freedom should be sup-
pressed to maximize the coherence temperature of optically addressable qubits.

6.2 Introduction
The anionic nitrogen vacancy (NV−) center in diamond constitutes one of the most
widely implemented platforms for quantum sensing and imaging.1 Substitutional re-
placement of two carbons in the diamond lattice with a nitrogen and a vacancy forms
an S = 1 paramagnetic defect that exhibits selective photoluminescence behavior
depending on the Zeeman sublevel that the spin occupies.2,3 Furthermore, optical
excitation of the NV− center accumulates ground state spin polarization through a
spin-selective intersystem crossing mechanism. These two features enable optical
initialization and detection of quantum states in the Zeeman sublevels of the S = 1
defect, permitting a much greater degree of spatial localization than can be achieved
with direct resonant microwave readout of the Zeeman sublevels. This functionality
has enabled quantum sensing in a variety of applications,1 including atomic scale
magnetic resonance imaging of nuclear spin clusters,4 probing intracellular molec-
ular dynamics,5 nanometer-scale thermometry with millikelvin accuracy inside a
living cell,6 imaging magnetic fields in live magnetotactic bacteria,7 measuring lo-
cal ion concentrations,1 and strain/pressure sensing.1 The main downsides of NV−

centers relate to the large bulk of the diamond lattice, the poor control over where
the NV− defects arise in the lattice, and the fixed nature of the NV− center coherence
properties.8

Production of molecules exhibiting the same optical initialization and readout capa-
bilities would overcome these limitations of NV− centers and open up molecular in
situ and in vivo quantum sensing capabilities on the single nanometer scale. Multiple
systems have been investigated on the basis of both S = 1 and S > 1 architectures,9–11

but to date, the most successful molecules have been pseudo-𝑇𝑑 S = 1 Cr(IV) tetraaryl
and tetraalkyl complexes12,13 which display optical addressability and prolonged co-
herence times when diluted in non-isostructural diamagnetic matrices.14 However,
owing to fast spin relaxation, Cr(IV) molecular qubits do not display spin coher-
ence at temperatures higher than ~60 K, at which point 𝑇𝑚 becomes 𝑇1 limited.
This behavior is significantly inferior to that of both NV− centers and microwave
addressable S = ½ molecular qubits such as VOPc and [Cu(mnt)2]2–, which display
coherence up to room temperature.15–17 In particular, quantum sensing of biological
systems would benefit greatly from the ability to perform room-temperature coher-
ence measurements under ambient biochemical conditions. Therefore, to maximize
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the full potential of optically addressable molecular qubits, it is essential to identify
and remove contributions to fast spin relaxation.

Recently, 𝑇1 anisotropy has emerged as a novel technique for interrogating spin-
phonon coupling contributions to spin relaxation and decoherence in S = ½ sys-
tems.18 This approach can provide information regarding the vibrational contribu-
tions and mechanism of spin relaxation that is not accessible through more common
temperature-dependent 𝑇1 measurements. Here we apply this methodology to Cr(o-
tolyl)4, an S = 1 tetraaryl Cr(IV) optically addressable molecular qubit (Figure 6.1A).
We find qualitatively different 𝑇1 anisotropy patterns relative to Cu(acac)2 (Figure
6.1B) and other copper(II) and oxovanadium(IV) S = ½ systems, indicating unique
spin-phonon coupling contributions to spin relaxation.

6.3 Results and Discussion
The concept of 𝑇1 anisotropy probes how the spin relaxation rate changes for
molecules with different orientations relative to the spectrometer’s applied mag-
netic field (𝐵0). In general, EPR spectra of powder or frozen solution samples
can display resonance positions selective for these different molecular orientations,
enabling access to orientation-specific relaxation rates without the need for single
crystal experiments.19 Cr(IV) qubits satisfy this requirement for orientation selec-
tivity, as the microwave absorption spectrum of Cr(o-tolyl)4 is composed of two
transitions between the three 𝑀𝑆 sublevels (Scheme 1C), and each spin transition
occurs at a different resonance field depending on the molecular orientation (Figure
6.2A-B). By weighting these orientations with the fraction of molecules absorbing at
the given field and averaging over the two spin transitions, we can define an average
molecular orientation probed by EPR at any given resonance field (Figure 6.2C). At
X-band, the pure parallel position can be addressed by performing pulsed EPR at
220 mT and 480 mT (lines atop Figure 6.2A). While no single position is uniquely
selective for the perpendicular orientation, the Pake pattern horns at 280 mT and
410 mT display an average orientation around 80°, giving a close approximation to
the pure perpendicular position behavior.

The identity of the 𝑀𝑆 = −1→ 0 and 𝑀𝑆 = 0→ +1 transitions depends upon the sign
of the axial zero-field splitting (ZFS) parameter 𝐷. While a perfectly tetrahedral
S = 1 molecule cannot display zero-field splitting owing to cubic symmetry and
a lack of second-order spin-orbit interactions20, Cr(o-tolyl)4 crystallizes in the 𝑆4

point group.12 The sign of 𝐷 is sensitive to changes in the electronic structure upon
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Figure 6.1: Molecular crystal structures and point groups of (A) S = 1 Cr(o-tolyl)4
and (B) S = ½ Cu(acac)2 (slight distortion from planarity). C = gray, Cr = blue, Cu
= orange, and O = red. H atoms omitted for clarity. (C) Simulated Zeeman levels
for Cr(o-tolyl)4 with D = -0.121 cm−1, as determined in this work. Vertical lines
denote X-band EPR transitions at 9.6 GHz.

structural distortions from 𝑇𝑑 to 𝑆4 , including splitting of ligand field excited state
energies and anisotropic orbital covalency.20,21 Correct computational modeling
of the sign of 𝐷 is therefore essential for spin-phonon coupling calculations to
accurately describe the electronic structure. While the absolute ZFS parameters
for Cr(o-tolyl)4 have been reported (|𝐷 | = 0.121 cm−1, 𝐸 ≈ 0 cm−1)12, the sign
of the ZFS has yet to be determined experimentally. To achieve this, we acquired
variable-temperature Q-band echo-detected field sweeps (EDFSs) from 3.8 K - 50
K (Figure 6.2D). Soft microwave pulses were employed to suppress electron spin
echo envelope modulation (ESEEM), which can add artifacts to EDFS spectra, and
𝑇𝑚 was measured at several field positions and temperatures to ensure anisotropic
𝑇𝑚 did not bias the EDFS intensity (Supporting Information Sections 3 – 4). As the
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Figure 6.2: Anisotropy in Cr(IV) pulsed EPR. (A) Simulated X-band EDFS for
Cr(o-tolyl)4 showing the contributions from each spin transition in the case of 𝐷 <
0. (B) Orientation of the molecule with respect to the value of 𝐵0. 𝜃 = 0° indicates
𝐵0 is parallel to the principal symmetry axis of the axial ZFS tensor. (C) Average
orientation of the molecule over all spin transitions. (D) Variable-temperature Q-
band EDFSs using soft pulses (𝜋 = 80 ns) and normalized to the peak at 1160 mT.
* likely indicates an artifact due to cross-relaxation or a double-quantum transition
(Supporting Information Section 3). (E) Comparison between experimental powder
manifold intensities and simulations for 𝐷 < 0 and 𝐷 > 0.

sample temperature increases, the intensity of the spin transition spanning 1100 –
1290 mT decreases relative to the transition spanning 1160 – 1370 mT (arrows in
Figure 6.2D). This behavior and corresponding simulation (Figure 6.2E) indicates
that the former is the ground state 𝑀𝑆 = −1 → 0 transition and that the sign of
𝐷 is negative for Cr(o-tolyl)4 (𝐷 = -0.121 cm−1), consistent with calculations.22,23

Note this sign differs from the pseudo-𝑇𝑑 Cr(IV) siloxide complex, Cr(DTBMS)4,
which exhibits 𝐷 > 0.24 This indicates that distortions away from 𝑇𝑑 can produce
categorically distinct electronic structure modifications in Cr(IV) complexes, which
may lead to diverging spin-phonon coupling behavior.
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Inversion recovery 𝑇1 measurements at 40 K were conducted on a 1.8% dilution of
Cr(o-tolyl)4 into an isostructural diamagnetic Sn(o-tolyl)4 matrix (Figure 6.3A-C).
The slowest rates of spin relaxation were recorded at the pure parallel orientations,
while the perpendicular orientations also displayed local minima in the spin relax-
ation rates (Figure 6.3B). Fastest spin relaxation was observed at the intermediate
orientations closest to 45°, which are found both immediately to the outside of the
Pake pattern horns and also in the very center of the spectrum (Figure 6.2C). The
𝑇1 anisotropy pattern can be most nearly described by a sin2(2𝜃) functional form
(Figure 6.3C), where 𝜃 is obtained from the orientation analysis in Figure 6.2. The
sin2(2𝜃) function accounts for the slower spin relaxation along the canonical (paral-
lel and perpendicular) orientations and faster spin relaxation along the intermediate
orientations. Additionally, a sin2(𝜃) function and a linear function proportional to
𝐵 (linear in the magnetic field) were considered. Note that the function linear in 𝐵

does not directly depend upon the molecular angle 𝜃 and is therefore more precisely
construed as isotropic field-dependent spin relaxation rather than true anisotropy
(Supporting Information Section 5.3). This term may be understood as the slope of
the Brons-van Vleck spin lifetime field dependence commonly observed in AC mag-
netometry, and this slope is indeed negative at X-band fields (0.3 mT) for common
V(IV) qubits.25 A least-squares fit of the inversion recovery data was conducted
to quantify the relative contributions of different anisotropy functions (Supporting
Information Section 5.1 and 5.3). The 40 K 𝑇1 field dependence of Cr(o-tolyl)4 can
be described by this method as composed of 13% sin2(2𝜃), 6% sin2(𝜃), and 5%
linear in 𝐵 contributions, with a 76% constant (isotropic) component. This method
of 𝑇1 anisotropy analysis is applicable to any EPR-addressable S = 1 complex with
an anisotropic powder spectrum.

Crucially, this behavior contrasts with that observed for tetragonal S = ½ Cu(II),
V(IV), and Cr(V) compounds previously investigated by 𝑇1 anisotropy at 100 K, in
which fastest and slowest values of spin relaxation were always found at the canonical
orientations.18,19,26 To see if this was an effect of the temperature regime studied,
we collected 𝑇1 anisotropy at 40 K of 0.1% Cu(acac)2 diluted in the isostructural
diamagnetic matrix Pd(acac)2 (Figure 6.3D-F). The 40 K Cu(acac)2 completely
follows the sin2(𝜃) functional form with no apparent significant contributions from
sin2(2𝜃) (Figure 6.3F). The spin relaxation rate at the 45° orientation is simply
the average of the rates at the canonical positions. These observations point to a
qualitatively different origin of 𝑇1 anisotropy in Cr(o-tolyl)4 vs. Cu(acac)2.
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To ascertain the type of vibrations responsible for these distinct patterns, we probed
the temperature dependence of the 𝑇1 anisotropy for Cr(o-tolyl)4 and Cu(acac)2.
We quantify the amount of 𝑇1 anisotropy as a fraction of the largest 1/𝑇1 over
all field positions (Figure S17). Over the temperature range 7 K - 60 K, the
amount of 𝑇1 anisotropy for Cr(o-tolyl)4 steadily decreases, with the dominant
sin2(2𝜃) anisotropic contribution decreasing from 23% to 10% of the total𝑇1 (Figure
6.4). This decrease with increasing temperature indicates that sin2(2𝜃) anisotropy
arises from very low energy degrees of freedom, likely acoustic or pseudo-acoustic
phonons27 (vide infra). Indeed, the isotropic field-dependent contribution to 1/𝑇1

decreases at the same pace over this temperature range, and this contribution is com-
monly ascribed to the direct process of spin relaxation.25 By contrast, the sin2(𝜃) 𝑇1

anisotropy contribution increases sharply with temperatures for Cu(acac)2, consti-
tuting only 0.5% of the total 𝑇1 at 20 K but 62% at 100 K (Figure 6.4). Examination
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of the field-dependent 𝑇1 for Cu(acac)2 at 20 K validates that the spin relaxation
anisotropy is greatly reduced (Figure S22), while the parallel and perpendicular𝑇1 at
100 K differ by a factor of 2.4, as observed and analyzed previously by our group.18

This validates that the sin2(𝜃) anisotropy for Cu(acac)2 arises from higher energy
molecular vibrational modes (optical phonons) that are not thermally populated at
20 K. Thus, the 𝑇1 anisotropies for Cr(o-tolyl)4 vs. Cu(acac)2 originate from differ-
ent types of phonons. Note that both anisotropies are temperature-dependent in a
manner consistent with the effect of thermal population of vibrational modes.28–30

Anisotropic spectral diffusion was ruled out as a principal cause of the observed 𝑇1

patterns for both compounds (Supporting Information Section 5.2).
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Figure 6.4: Temperature dependence of 𝑇1 anisotropy contributions for Cr(o-tolyl)4
and Cu(acac)2.

A major attraction of the 𝑇1 anisotropy methodology lies in the possibility of cor-
relating the observed functional forms (e.g., sin2(𝜃) and sin2(2𝜃)) to their origins
in specific molecular degrees of freedom. Previous work has analyzed sin2(𝜃) spin
relaxation anisotropy for Cu(II) and V(IV) molecular vibrations and shown it to
be consistent with totally symmetric modes with metal-ligand stretching charac-
ter28,31,32 inducing relaxation through a modulation of the minority spin component
of the ligand field wavefunction.18 However, a new theoretical analysis is required
to explain the sin2(2𝜃) anisotropy in Cr(o-tolyl)4. While sin2(2𝜃) 𝑇1 anisotropy
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has not been previously characterized, 𝑇𝑚 anisotropy with a sin2(2𝜃) functional
dependence has been observed in several S = ½ systems and has been attributed to
rotational motion caused by librations.33–35 This induces a change in resonant field
position described by 𝜕𝐵𝑟𝑒𝑠/𝜕𝜃, which is determined by the derivative of the pro-
jected 𝑔 value, 𝜕𝑔/𝜕𝜃. The derivative of the 𝑔-tensor 𝜕𝑔/𝜕𝑄 has been successfully
used as a simplified model for the spin-phonon coupling coefficient describing spin
relaxation, where in this case the vibrational mode 𝑄 is equal to a rotation 𝜃, so
there may be a connection between 𝜕𝐵𝑟𝑒𝑠/𝜕𝜃 and spin relaxation in this context as
well. Note that here rotational motion refers specifically to any molecular movement
which causes rotation of principal tensor axes of the magnetic Hamiltonian. This
does not necessarily imply rigid rotor molecular rotations, and possibilities include
coupled rotations of different molecules in the solid-state unit cell (pseudo-acoustic
or acoustic phonons), glassy librations, or molecular vibrations where the first co-
ordination sphere and the extended ligand framework rotate in opposite directions
(Supporting Information Section 6.1).

We therefore hypothesized that rotational motion from low-energy pseudo-acoustic
or acoustic phonons may explain the sin2(2𝜃) functional form of the Cr(o-tolyl)4

𝑇1 anisotropy. As the ZFS (D = -0.121 cm−1) is smaller than the Zeeman splitting
energy at X-band (0.32 cm−1 for 𝑔 = 2 at 340 mT), we assume the spins are aligned
along the applied magnetic field and treat the ZFS as a first-order perturbation to the
Zeeman splitting of energy levels. Treating 𝜕𝐵𝑟𝑒𝑠/𝜕𝜃 as a quantity proportional to
the spin-flip matrix element for rotational motion, we obtain (Supporting Information
Section 6):

1
𝑇1

∝
����𝜕𝐵𝑟𝑒𝑠

𝜕𝜃

����2 =
9𝐷2

4𝛽2𝑔2 sin2(2𝜃). (6.1)

Thus, the sin2(2𝜃) form is consistent with the expected 𝑇1 anisotropy due to ro-
tational motion. The decrease in the sin2(2𝜃) contribution to the 𝑇1 anisotropy
with increasing temperature also suggests that the rotational motion arises from
low-energy acoustic or pseudo-acoustic phonons. The latter may carry significant
rotational character when there are multiple molecules per unit cell,27 as is the case
here (𝑍 = 10).36 Further exploration of structurally diverse S = 1 complexes will be
required to ascertain the generality of the rotational sin2(2𝜃) contributions.

The 𝑇1 anisotropy for Cr(o-tolyl)4 reduces in magnitude at higher temperatures as
molecular vibrations begin to dominate spin relaxation through the Raman process.
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It remains to be asked why the Cr(o-tolyl)4 higher energy (> 100 cm−1) molecu-
lar vibrations do not display 𝑇1 anisotropy, while the Cu(acac)2 totally symmetric
vibrations display strong sin2(𝜃) anisotropy. This phenomenon is explained by a
consideration of the orbital angular momentum matrix elements for a square planar
vs. pseudo-𝑇𝑑 system. For 𝐷4ℎ Cu(acac)2, the 𝑑 (𝑥2 − 𝑦2) ground state has an
orbital angular momentum matrix element with the 𝑑 (𝑥𝑦) excited state of squared
modulus 4, while the matrix elements with 𝑑 (𝑥𝑧) and 𝑑 (𝑦𝑧) each have a squared
modulus of only 1.33 These orbital angular momentum matrix elements control the
amount of minority spin in the ground state wavefunction. Since the different excited
states contribute to the wavefunction’s minority spin along only some magnetic field
orientations, the total minority spin for Cu(acac)2 is greater for the perpendicular
orientation than for the parallel orientation, thus giving rise to anisotropic relax-
ation.18 However, in the cubic symmetry of the 𝑇𝑑 point group, there can be no
difference in matrix elements between the equivalent x, y, and z directions, so there
can be no difference in the minority spin along different orientations. The small dis-
tortion from 𝑇𝑑 required to produce nonzero ZFS24,37 is evidently too small to yield
a significant sin2(𝜃) 𝑇1 anisotropy in Cr(o-tolyl)4. Similar arguments were proposed
to rationalize the presence of 𝑇1 anisotropy in tetragonal nitridochromium(V) oc-
taethylporphyrin and nitridochromium(V) tetratolylporphyrin, whereas the rhombic
Cr(V)O(HEBA)2– complex did not display appreciable 𝑇1 anisotropy.26,38 There-
fore, molecular vibrations (optical phonons) are likely to produce isotropic 𝑇1 for
Cr(o-tolyl)4, in contrast to the previously analyzed tetragonal S = ½ systems.

In summary, our findings provide the first direct evidence for ascribing features of
spin relaxation to specific types of motion in an optically addressable molecular
qubit. These degrees of freedom are distinct from the totally symmetric optical
phonons implicated in S = ½ microwave addressable molecular systems. As such,
these experimental data are critical for defining the nature of spin-phonon couplings
and the mechanism of 𝑇1 in theoretical approaches seeking to model spin relaxation
lifetimes. We note that the rotational motion contributions analyzed here likely do
not dominate spin relaxation rates for T > 60 K, as the anisotropic component of the
spin relaxation is reduced at higher temperatures due to the increased role of high
energy molecular vibrations (Figure 6.4). Such structure-function relationships for
spin dynamics will be essential for designing molecular optically addressable qubits
displaying room temperature coherence.
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C h a p t e r 7

SPECTROSCOPIC SIGNATURES OF PHONON CHARACTER
IN MOLECULAR ELECTRON SPIN RELAXATION

• Adapted with permission from: Kazmierczak, N. P.; Oyala, P. H.; Hadt, R.
G. Spectroscopic Signatures of Phonon Character in Molecular Electron Spin
Relaxation. ACS Central Science 2024, 10, 2353–2362. DOI: 10.1021/acs-
centsci.4c01177. © 2024 American Chemical Society.
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7.1 Abstract
Spin-lattice relaxation constitutes a key challenge for the development of quantum
technologies, as it destroys superpositions in molecular quantum bits (qubits) and
magnetic memory in single molecule magnets (SMMs). Gaining mechanistic insight
into the spin relaxation process has proven challenging owing to a lack of spectro-
scopic observables and contradictions among theoretical models. Here, we use
pulse electron paramagnetic resonance (EPR) to profile changes in spin relaxation
rate (𝑇1) as a function of both temperature and magnetic field orientation, form-
ing a two-dimensional data matrix. For randomly-oriented powder samples, spin
relaxation anisotropy changes dramatically with temperature, delineating multiple
regimes of relaxation processes for each Cu(II) molecule studied. We show that tra-
ditional 𝑇1 fitting approaches cannot reliably extract this information. Single-crystal
𝑇1 anisotropy experiments reveal a surprising change in spin relaxation symmetry
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between these two regimes. We interpret this switch through the concept of a spin
relaxation tensor, enabling discrimination between delocalized lattice phonons and
localized molecular vibrations in the two relaxation regimes. Variable-temperature
𝑇1 anisotropy thus provides a unique spectroscopic method to interrogate the charac-
ter of nuclear motions causing spin relaxation and the loss of quantum information.

7.2 Introduction
Multiple emerging quantum technology concepts employ electron spins in param-
agnetic molecules to store or process information.1–3 For example, a quantum bit
(qubit) is a two-level system able to process information through uniquely quantum
degrees of freedom, such as superpositions. Qubit applications include quantum
sensing, computing, and communication.4 Paramagnetic molecules constitute a nat-
ural implementation of a qubit on the sub-nanometer scale, as the Zeeman sublevels
of the unpaired electron spin satisfy the requirements of a two-level quantum sys-
tem.5 Additionally, molecular spin systems exhibiting a double-well potential can
store information based on which stable spin state is adopted, referred to as the con-
cept of a single molecule magnet (SMM).2,6,7 In each case, information is encoded
through the orientation and/or phase of the spin, so any process that dynamically
alters the spin orientation on the Bloch sphere will have a deleterious impact on the
proposed quantum technology.8

Spin-lattice relaxation constitutes one such detrimental process, denoted by the time
constant 𝑇1.9 In the molecular qubit context, this process arises when electron spins
exchange energy with vibrational modes of the molecule or the surrounding bath,
causing spins in superpositions to re-align along the applied magnetic field and lose
the quantum information (Figure 7.1A).10 Because vibrational populations increase
exponentially with temperature, spin-lattice relaxation (henceforth, simply referred
to as “spin relaxation”) must be minimized to obtain molecular quantum devices
and sensing technologies functioning at non-cryogenic temperatures.11

A variety of experimental investigations have sought to characterize the mechanism
of molecular spin relaxation in transition metal complexes. The most common
measurement has been to determine 𝑇1 by pulse electron paramagnetic resonance
(EPR) at a fixed field position and analyze how it scales as a function of temper-
ature. This can be used to extract approximate energies of the vibrational modes
coupling to the spin.12–14 From this, spin relaxation has been suppressed by using
(i) high-symmetry complexes, such as square planar Cu(II), to reduce the number
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of totally-symmetric vibrations active for spin-phonon coupling,15–18 (ii) increasing
the energies of those modes to reduce their thermal population,15,19 and (iii) re-
ducing spin-orbit coupling through covalent metal-ligand bonding.12,13,20 However,
temperature-dependent 𝑇1 measurements cannot unambiguously pinpoint the type
of vibration driving relaxation, nor whether one or many vibrational modes domi-
nate 𝑇1. Disagreements also exist regarding the character of the molecular vibration
and/or lattice phonon modes driving relaxation.19,21 The challenge is that there does
not yet exist a spectroscopic method for selecting a vibrational mode and measuring
its contribution to 𝑇1. New spectroscopic approaches are called for to clarify the
nature of spin relaxation mechanisms.

Concurrently, a plethora of theoretical studies have sought to computationally pre-
dict the rate of S = ½ spin relaxation from either experimentally-calibrated models
or first-principles. Such efforts have their roots in the seminal works of Van Vleck22

and Orbach,23,24 which analytically described mechanisms of relaxation. Recent
works additionally incorporate the results of modern ab initio computational meth-
ods and quantum master equations.25,26 Unfortunately, contemporary studies are
rife with disagreement regarding the correct spin-phonon coupling Hamiltonian to
employ. There exist two main types of S = ½ spin relaxation theories: those em-
ploying the spin Hamiltonian for the coupling terms, and those using a non-spin
Hamiltonian approach. Of the former, there are at least four distinct models employ-
ing 𝜕2𝑔𝑖/𝜕𝑄2,27 𝜕𝒈/𝜕𝑄,28 𝜕𝑔𝑖/𝜕𝑄,15,19 and 𝜕𝑨/𝜕𝑄 21,29 coupling terms. Of the
latter, there are at least three proposals based on spin-orbit wavefunction theory,30

non-adiabatic spin-vibrational orbit interactions,31 and virtual excitations to ligand
field excited states.32 Each choice describes the spin relaxation physics differently,
consequently predicting qualitatively different vibrational modes to drive relaxation.
Until a consensus is reached, it is imperative to improve these theoretical models
using new types of data from experimental spectroscopy.

Recently, 𝑇1 anisotropy has been introduced as a new spectroscopic observable for
probing mechanisms of spin relaxation.30,33 The principle of 𝑇1 anisotropy stems
from the orientation dependence of spin relaxation. When measuring spin relaxation
via pulse EPR, an external magnetic field (𝐵0) is applied across the sample. 𝐵0 can
have various alignments with respect to individual molecules analyzed. For a
square-planar Cu(II) complex, such as copper(II) bis(acetylacetonate) (Cu(acac)2),
alignment of 𝐵0 passing at a right angle through the plane is referred to as the
parallel orientation (𝜃 = 0°) (Figure 7.1B). Conversely, 𝐵0 contained within the
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plane is referred to as the perpendicular orientation (𝜃 = 90°). If 𝑇1 is measured for
molecules at these orientations, different values may generally be obtained (Figure
7.1C-D). This is the core concept of 𝑇1 anisotropy. Furthermore, a field-swept EPR
spectrum will often contain natural statistical selectivity for different orientations
at different magnetic field positions (Figure 7.1E), so 𝑇1 anisotropy information
can be collected even from randomly-oriented powder samples. Analysis of 𝑇1

anisotropy has provided insight on how chemical bonding affects spin dynamics30

and pinpointed the types of vibrations causing relaxation in S = ½ versus S = 1
molecular qubits.33

Here, we conduct a two-dimensional profiling of changes in 𝑇1 by systematically
altering both temperature and field, producing a full matrix of 𝑇1 data along two
independent axes (Figure S18). The field dimension yields anisotropy information
at each temperature probed. We refer to this approach as variable-temperature,
variable-field 𝑇1 anisotropy (VTVH-𝑇1). We apply the VTVH-𝑇1 methodology
to Cu(acac)2 and copper octaethylporphyrin (CuOEP), both of which have been
studied as molecular qubit candidates.19,30 For powder samples of both compounds,
the shape of the 𝑇1 anisotropy changes between the high- and low-temperature
limits, which enables assignment of different regimes of spin relaxation within a
given compound. We show this information cannot be extracted in general from the
temperature scaling of fixed-field 𝑇1 measurements alone. Single-crystal VTVH-𝑇1

measurements further reveal that spin relaxation rates orient along the molecular
axes at high temperatures, but switch to crystal lattice plane axes at low temperatures.
This enables VTVH-𝑇1 to ascertain the localized vs. delocalized character of the
vibrational modes driving spin relaxation. VTVH-𝑇1 provides a strikingly direct
experimental portrait of spin relaxation mechanisms.

7.3 Results
7.3.1 Powder VTVH-𝑻1

We began by acquiring X-band pulse saturation recovery VTVH-𝑇1 measurements
on randomly-oriented powder samples of 1:1000 Cu(acac)2 in Pd(acac)2 and 1:100
CuOEP in ZnOEP (Figure 7.2A-B). 𝑇1 was acquired at a minimum of 25 field
positions for each temperature and 10 temperature points (Supporting Information
Section 13). Previously, CuOEP temperature-dependent𝑇1 has been measured by in-
version recovery from 6 K to 294 K without analysis of anisotropy,19 while Cu(acac)2

anisotropy has been measured by inversion recovery at 20, 40, and 100 K without
report of a temperature-dependent 𝑇1 curve.30,33 The use of saturation recovery in
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Figure 7.1: Measuring spin relaxation anisotropy. (A) Electron spin superpositions
are destroyed by interactions with molecular vibrations or phonons that cause the
spin to relax back to the applied magnetic field, 𝐵0. (B) Parallel (𝜃 = 0°) and
perpendicular (𝜃 = 90°) orientations of Cu(acac)2 with respect to 𝐵0. 𝜃 is the angle
between 𝐵0 and the normal vector of the CuO4 plane. (C) Saturation recovery
microwave pulse sequence used to measure electron spin relaxation in pulse EPR.
(D) Saturation recovery reveals distinct spin relaxation rates for the parallel and
perpendicular orientations (1:1000 Cu(acac)2 in Pd(acac)2 powder, 60 K). (E) The
angular dependence of the EPR spectrum enables selectivity for different orienta-
tions at different magnitudes of 𝐵0, even for a randomly-oriented Cu(acac)2 powder.
Orange ticks indicate resonance positions for the 63Cu isotope, while purple ticks
indicate resonance positions for the 65Cu isotope.

the present work is important to reliably analyze low-temperature VTVH-𝑇1 without
conflation of anisotropy and spectral diffusion (Supporting Information Sections 4
and 6). Complete saturation was not obtained under the fastest-relaxing tempera-
ture points (150 K for Cu(acac)2 and 294 K for CuOEP), so inversion recovery was
employed instead. Spectral diffusion is not anticipated to be an issue in the presence
of fast spin-lattice relaxation. 𝑇1 scales steeply with temperature, but changes in
the anisotropy can be visualized by normalizing the data at each temperature to
the slowest relaxation rate. This normalizes to the isotropic portion of the spin
relaxation and enables comparison of the fraction of 𝑇1 that is anisotropic at each
temperature. Note that this normalization procedure removes the thermal depen-
dence of the average 𝑇1, so these anisotropy data provide independent information
from that of traditional fixed-field temperature-dependent 𝑇1 experiments.

Cu(acac)2 does not display a quantifiable spin echo above 150 K, while CuOEP
is room-temperature coherent via EPR, as observed previously.19 At the highest
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Figure 7.2: Variable-temperature, variable-field 𝑇1 anisotropy (VTVH-𝑇1). (A)
VTVH-𝑇1 for 1:1000 Cu(acac)2 in Pd(acac)2 powder sample. Red and blue arrows
indicate decreasing and increasing anisotropy as temperature is reduced, respec-
tively. Anisotropy traces at each temperature are normalized to the slowest relaxation
rate at any field position. (B) VTVH-𝑇1 for 1:100 CuOEP in ZnOEP powder sample.
(C-D) Bilinear factor analysis decomposition (Supporting Information Section 8) of
the Cu(acac)2 anisotropy data. (C) Two anisotropy patterns are extracted from the
Cu(acac)2 data. (D) Associated temperature dependence of the anisotropy patterns
in panel C, corresponding to Cu(acac)2 relaxation mechanism contributions. (E)
Three anisotropy patterns are extracted from the CuOEP data. (F) Associated tem-
perature dependence of the anisotropy patterns in panel E, corresponding to CuOEP
relaxation mechanism contributions.

temperature of 150 K, Cu(acac)2 displays a sawtooth linear increase in 1/𝑇1 from low
fields (parallel orientations) to high fields (perpendicular orientations), characteristic
of a sin2 𝜃 𝑇1 anisotropy pattern for this molecule (Figure 7.2A, Figure S25).30 This
anisotropy form has been previously assigned to the impact of totally symmetric
metal-ligand bond stretching vibrations.30 The shape of the anisotropy remains
constant with decreasing temperature from 150 to 25 K. However, the proportional
contribution of the 𝑇1 anisotropy to the total 𝑇1 decreases significantly, from a
maximum 𝑇1 anisotropy ratio of 2.7 at 150 K to a minimum of 1.2 at 25 K. At
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20 K and below, a new anisotropy shape grows in, with slowest relaxation at the
highest fields and comparatively fast relaxation at the parallel orientation. The
central hyperfine sawtooth discontinuity at 3150 G vanishes by 10 K, while the
discontinuity at 2970 G becomes more prominent at 10 K, and the sharp patterns
above 3350 G additionally change shape. Analogous changes are visible for CuOEP,
where the sin2 𝜃 anisotropy pattern (Figure S37) decreases from 294 K to 35 K, and
new shapes arise at 30 K and below (Figure 7.2B).

Visual inspection of a given anisotropy dataset (Figure 7.2A-B) indicates that only
a small number of fundamental 𝑇1 anisotropy patterns constitute the data, but the
relative contributions of these patterns vary in different ways as a function of tem-
perature. Thus, these anisotropy patterns likely arise from multiple underlying
mechanisms of spin relaxation with distinct thermal dependencies, arising from the
impact of different classes of phonons. We sought to quantify the relative propor-
tions of each anisotropy pattern to extract mechanistic insight. Unlike in previous 𝑇1

anisotropy studies,30,33 however, a simple parametric form for 𝑇1 as a trigonometric
function of the angle 𝜃 could not be found for the low-temperature shapes.

We therefore employed a factor analysis procedure based on soft modeling to decon-
volute the contributions of the distinct anisotropy patterns (Supporting Information
Section 8).34–37 The bilinear factor analysis decomposition represents the primary
anisotropy data (Figures 7.2A-B) as the sum of fundamental anisotropy patterns
(Figures 7.2C, 7.2E) that each possess their own unique temperature-dependent
contributions (Figures 7.2D, 7.2F) subject to physical constraints like nonnegativity.
This procedure is equivalent to a matrix factorization (Figure S17) and is sometimes
referred to as model-free global analysis. Each fundamental anisotropy pattern spans
across the full range of 𝐵0 values. Thus, the temperature-dependent contributions
track the evolution of the entire normalized anisotropy shape, which is different
than extracting the temperature-dependent variation of 𝑇1 at a fixed field. Like-
wise, the anisotropy patterns are extracted from over the entire range of temperature
values. By extracting anisotropy information from the 𝐵0 dimension, VTVH-𝑇1

provides independent information on spin relaxation not accessed in a fixed-field
temperature-dependent 𝑇1 experiment.

Applying this scheme to Cu(acac)2 successfully separates the two anisotropy patterns
visible in the data. Relaxation mechanism #1 corresponds to the sin2 𝜃 anisotropy
pattern (Figure 7.2C). The high-temperature mechanism #1 is shown to be more
anisotropic than the low-temperature mechanism #2, consistent with the magnitudes
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of the anisotropies visible in the data. The crossover point between the two relaxation
mechanisms is found to arise at 36 K (Figure 7.2D). CuOEP displays three distinct
anisotropy patterns (Figure 7.2E), owing to the prominent bulge at 3350 G below
20 K (Figures S31-S36). The high-temperature pattern is dominant above 47 K
(Figure 7.2F), a higher crossover point than observed for Cu(acac)2. In summary,
powder VTVH-𝑇1 indicates a low-temperature and a high-temperature regime of
spin relaxation for both Cu(acac)2 and CuOEP, demarcated by the 36 K and 47 K
crossover points for each.

At this stage of the analysis, the different regimes can be assigned to relaxation
dominated by different classes of phonons. Each phonon mechanism possesses
its own characteristic anisotropy pattern, and the temperature dependences arise
from thermal population of the relevant phonon modes. However, two important
questions remain. First, does anisotropy give different information about relaxation
mechanisms compared to traditional fixed-field temperature-dependent 𝑇1 fitting?
Second, can anisotropy extract any unique experimental information regarding the
characteristics of the phonons participating in each relaxation mechanism? Both
questions are answered affirmatively in the following sections.

7.3.2 Comparison to Temperature-Dependent 𝑻1 Fitting
Assignment of direct, Raman, and local mode relaxation processes is commonly
conducted by fitting the temperature scaling of 𝑇1 at a fixed 𝐵0 to power law
and local mode functional forms.8,12 We sought to compare these assignments
to the spin relaxation regimes extracted from powder VTVH-𝑇1. Local mode
fits to CuOEP saturation recovery data reveal two distinct contributions to the
temperature scaling of 𝑇1: a power law process dominant at low temperatures,
and a molecular vibration dominant at high temperatures (Figure 7.3A, Supporting
Information Section 5). The fits are in good agreement with a previous report
employing inversion recovery data.19 The crossover between the two contributions
occurs at 64 K. This is reasonably close to the 47 K mechanism crossover observed by
CuOEP VTVH-𝑇1 (Figure 7.2F), suggesting that the mechanism crossover detected
is likely the same in both the temperature dimension and the anisotropy dimension.

However, the Cu(acac)2 𝑇1 temperature scaling cannot be fit to two functional
forms (Figure 7.3A). Unlike for CuOEP, the slope of 1/𝑇1 vs. T is steeper at
lower temperatures than at higher temperatures. This precludes use of a power
law to fit the low-temperature data, which would dominate 𝑇1 over the entire range
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and predict excessively fast spin relaxation at high temperature. A single local
mode may be fit, but it does not satisfactorily capture the curvature of the data
(Supporting Information Section 5). Fitting two or more local mode forms is of
course mathematically possible, but the relationship to real mechanistic regimes of
spin relaxation would be spurious, given the single curvature of the data.

Analysis of 𝑇1 vs. T without functional fitting also fails to detect two mechanistic
regimes for Cu(acac)2. The curvature may be easily visualized through plotting
the slope of log(1/𝑇1) vs. log(T) (Figure 7.3B).15,19 The CuOEP slope displays a
maximum around 50 K that indicates a clear separation between two mechanistic
regimes, while Cu(acac)2 displays a monotonic decrease lacking clear features. We
also acquired inversion recovery measurements of 1/𝑇1 vs. T for Cu(acac)2 with
finer temperature resolution, yet no mechanistic separation could be ascertained
(Figure S8-S9, Supporting Information Sections 3-4). A similar phenomenon was
described in a recent report of spin relaxation in vanadyl tetrapyrazinoporphyrazine
dyes (VOPyzPz-DIPP), where elaboration with peripheral substituents removed a
visible mechanistic separation from 1/𝑇1 vs. T.38 Yet, as demonstrated, powder
VTVH-𝑇1 measurements are able to unveil multiple mechanistic regimes for both
Cu(acac)2 and CuOEP (Figure 7.3C). Thus, the anisotropy information in VTVH-𝑇1

contains unique mechanistic insights not present in the traditional 1/𝑇1 vs. T fitting
approach.

7.3.3 Single-Crystal 𝑻1 Anisotropy
We then sought to extract information about the character of the dominant vibrational
mode in the different mechanistic regimes. While the high-temperature anisotropy
shape for both Cu(acac)2 and CuOEP can be nicely fit to the sin2 𝜃 form, the low-
temperature shapes cannot easily be fit to a function of 𝜃. Maximal care was taken
to exclude spectral diffusion10,39–41 as the source of these shapes, including probing
the impact of the number of pulses, interpulse spacing, and pulse duration in the
picket fence saturation recovery sequence (Figure S15), as well as the Cu(acac)2

paramagnetic concentration dependence of the 20 K powder anisotropy shape (Fig-
ure S16). We conclude spectral diffusion is unlikely to be the cause of these powder
anisotropy shapes.

To obtain the most detailed analysis of 𝑇1 anisotropy, a single crystal of Cu(acac)2

co-crystallized with Pd(acac)2 in a 1:1000 ratio was prepared. The crystal was face-
indexed by X-ray diffractometry and mounted for rotation along the [1 0 −1] axis to
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Figure 7.3: Comparison to local mode fitting. (A) Local mode fitting of temperature-
dependent 𝑇1 at fixed field positions selective for the perpendicular orientation
(Cu(acac)2: 3318 G, 9.7060 GHz; CuOEP: 3369 G, 9.6291 GHz). CuOEP is fit to
two spin relaxation mechanisms, while Cu(acac)2 can only be fit to one. (B) The
slope of the graph in panel A indicates the power law scaling of 1/𝑇1 vs. T at all
temperatures, revealing two regimes for CuOEP but only one for Cu(acac)2. (C)
Percentage contribution of the high-temperature spin relaxation mechanism from
VTVH-𝑇1 indicates two distinct regimes for both Cu(acac)2 and CuOEP, despite the
absence of clear features in 1/𝑇1 vs. T for Cu(acac)2.
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access pure parallel and perpendicular positions (Supporting Information Section
9). A slight rhombic splitting exists between 𝑔𝑥 and 𝑔𝑦.30 DFT calculations of the
𝑔-tensor indicate the rotation about [1 0 −1] specifically accesses the 𝑔𝑥 position,
the smaller of the two perpendicular 𝑔 values (Supporting Information Section
12). Single-crystal 𝑇1 anisotropy experiments offer three significant advantages: (1)
the ability to know the exact 360° molecular orientation through laboratory frame
rotations, rather than inferring an angle between 0° and 90° from the resonant field
position, (2) the ability to selectively probe different hyperfine transitions that would
overlap in the powder spectrum, and (3) a vastly altered, sparse spectral density of
states. The latter should reduce or eliminate spectral diffusion. Echo-detected field
sweep (EDFS) linewidths as sharp as 10 G were obtained for the doped crystal
(Figure 7.4A), additionally enabling selective 𝑇1 measurements on 65Cu and 63Cu
nuclear isotopes. Two metal sites with different molecular orientations exist in the
isostructural Pd(acac)2 and Cu(acac)2 unit cells. Thus, two distinct Cu(II) hyperfine-
split signals are observed at almost every crystal orientation, which we denote Cu𝐴

and Cu𝐵. An exception exists when the two molecules possess the same relative
angle to the applied magnetic field, in which case the Cu𝐴 and Cu𝐵 resonances
coincide. The Cu𝐴 and Cu𝐵 sites are equivalent by symmetry, related by a twofold
screw axis along the b direction of the 𝑃21/𝑛 space group.

Saturation recovery measurements for all 63Cu peaks were acquired as a function of
crystal orientation. At 100 K, 1/𝑇1 varies almost linearly with 𝐵0 for each hyperfine
manifold (Figure 7.4B). For a given orientation, the relaxation rates are nearly
equivalent for different values of 𝑀𝐼 and for the 63Cu and 65Cu isotopes, despite
the differing nuclear gyromagnetic ratios of the latter. The insensitivity to nuclear
spin parameters indicates that Cu(II) spin relaxation at 100 K does not proceed
through modulation of the hyperfine tensor, consistent with previous experimental42

and theoretical15,30 reports. By instead plotting 1/𝑇1 vs. the molecular frame
𝜃, a clear sin2 𝜃 dependence of spin relaxation is observed (Figure 7.4C), with
slowest relaxation very close to the exact parallel position (𝜃 = 5°). This is fully
consistent with the interpretation of the high-temperature powder anisotropy form
for Cu(acac)2.

A surprise arose when conducting this analysis at 20 K, which is within the low-
temperature mechanism regime extracted from powder VTVH-𝑇1 (Figures 7.2 and
7.3). Unlike previous observations of𝑇1 anisotropy, a plot of 1/𝑇1 vs. 𝐵0 displays the
opening of tilted ellipses (Figure 7.4D), where the semimajor axis sits approximately
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along a linear variation from parallel to perpendicular orientations. Widened ellipses
are also visible at 10 K (Figure S63). The 20 K data has been reproduced with two
separate crystals mounted in the pulse EPR instrument with two different sample
mounting procedures (Supporting Information Section 9). The implication of an
ellipse is that two distinct Cu(acac)2 orientations possessing the same resonant field
𝐵0 nonetheless have different spin relaxation rates. Since the resonant field 𝐵0 is
invariant to changes in the sign of 𝜃, this could occur if orientations of +𝜃 and −𝜃
have different relaxation rates. Indeed, upon plotting 1/𝑇1 vs. 𝜃 (the angle of 𝐵0

to the molecular frame z-axis), the spin relaxation rate is not invariant to changes
in the sign of 𝜃 for any particular Cu site (Figure 7.4E). Both Cu𝐴 and Cu𝐵 can be
described instead by a phase-shifted sin2 𝜃, given as sin2(𝜃 ± 𝜙). The phase shift 𝜙
is equal and opposite for the two sites, and equal to 28° at 20 K. Thus, slowest spin
relaxation for any given Cu(acac)2 molecule arises at either +28° or −28°, and not
at the molecular frame parallel orientation.

7.4 Discussion
We interpret the single-crystal𝑇1 anisotropy data by proposing the concept of a “spin
relaxation tensor.” Just as the 𝑔-tensor indicates how the Zeeman splitting changes as
the magnetic field rotates relative to the molecular frame, so too the spin relaxation
tensor indicates how the spin relaxation rate changes as the magnetic field rotates
relative to the molecular frame. A formal definition of the spin relaxation tensor
is given in Supporting Information Section 10. The 𝑔-tensor has principal axes,
which indicate the orientations of largest and smallest Zeeman splitting. Likewise,
the spin relaxation tensor has principal axes, which indicate the fastest and slowest
spin relaxation rates.

Crucially, the principal axes of the spin relaxation tensor may or may not align with
the molecular frame coordinate system (Figure 7.4F-G). The implications of tensor
(mis-)alignment on the 𝑇1 anisotropy can be illustrated graphically, where the spin
relaxation tensor is visualized as an ellipse. The ellipse represents the different
possible orientations of the applied field 𝐵0, and the distance from the center of
the ellipse represents the rate of spin relaxation at that orientation. At 100 K, the
spin relaxation tensor aligns to the coordinate frame of the molecular point group,
and the orientation of slowest spin relaxation coincides with the molecular z-axis
(Figure 7.4F). This indicates that the dominant spin-phonon coupling process at 100
K is localized on individual molecules. At 20 K, by contrast, the spin relaxation
tensor aligns to lattice planes in the crystal space group. In this scenario, the ori-



156

100 K 20 K

A
Slowest spin
relaxation (B0)

Spin relaxation
tensor

CuB
CuA

MI = -3/2 MI = -1/2 MI = +1/2

65Cu 63Cu

B

C

D

E

F

G

z
= 0º

> 0º

< 0º

x

xz

z

x

|| :
┴ :

|| :
┴ :

Molecular
coordinate frame

[h
2
k 2

l 2]

[h1 k1 l1]

+-

B0 (G)

Pd(acac)2

Figure 7.4: Single-crystal 𝑇1 anisotropy for 1:1000 Cu(acac)2 in Pd(acac)2. (A)
Example single-crystal EDFS at 100 K, together with assignments of the peaks to
the two sites in the unit cell. (B) 100 K spin relaxation rate vs. 𝐵0 indicates linear
trends between parallel and perpendicular positions for each hyperfine manifold.
Lines serve as a guide to the eye. (C) 100 K relaxation (𝑀𝐼 = -3/2) vs. molecular
orientation reveals sin2 𝜃 angular dependence, with slowest relaxation very close to
the pure parallel position (𝜃 = 5°). (D) 20 K relaxation vs. 𝐵0 displays elliptical
𝑇1 patterns for each hyperfine manifold. (E) 20 K relaxation (𝑀𝐼 = -3/2) vs. field
displays sin2(𝜃 ± 𝜙) angular dependence, with a large phase shift inducing slowest
spin relaxation away from the parallel orientation (𝜃 = 28°). (F) 𝑇1 anisotropy
determined by the local orientation of the molecular point group leads to sin2 𝜃
angular dependence, characteristic of localized spin-phonon coupling at 100 K.
(G) 𝑇1 anisotropy oriented along a lattice plane of the crystal unit cell can lead to
sin2(𝜃±𝜙) angular dependence with different phase shifts 𝜙 for each crystallographic
site, characteristic of delocalized spin-phonon coupling at 20 K.

entation of slowest spin relaxation no longer coincides with the molecular z-axis,
but with the orientation of the crystal lattice planes, and equal-and-opposite phase
shifts (𝜙) may be obtained due to the angular orientation between the two Cu(acac)2

molecules (Figure 7.4G). This behavior matches the experimental relaxation data at
20 K (Figure 7.4E), and a simple analytical model successfully predicts the observed
sin2(𝜃±𝜙) 𝑇1 anisotropy form (Equation S9). Plots of 1/𝑇1 vs. the laboratory frame
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orientation of the crystal (Ω) confirm thatΩ does not determine 1/𝑇1 at 100 K, while
it partially determines 1/𝑇1 at 20 K, and completely determines 1/𝑇1 at 10 K, con-
sistent with a dominant effect of the lattice orientation at low temperatures (Figures
S56-S58). Because the spin relaxation tensor responds to the intermolecular crystal
packing rather than the intramolecular bonding, this indicates that the dominant
spin-phonon coupling process at 20 K is delocalized across multiple molecules.

The localized (100 K) and delocalized (20 K) phonon assignments obtained by
single-crystal 𝑇1 anisotropy correspond to the high- and low-temperature spin re-
laxation regimes obtained from powder VTVH-𝑇1 (Figure 7.2C-F). Therefore, the
impact of different atomic motions can be disentangled based on their VTVH-𝑇1

spectroscopic signatures in the single-crystal and powder forms. The VTVH-𝑇1

methodology provides a uniquely direct handle for measuring the vibrational char-
acter of competing spin relaxation mechanisms.

If the spin relaxation tensor does not align with the molecular axes at low tem-
perature, then there is also no reason to assume that it is axial (like the molecular
𝑔-tensor), or that any of its principal axes lie in the (1 0 −1) rotation plane interro-
gated in the single crystal experiments. While Figure 7.4F-G has depicted the spin-
relaxation tensor as an ellipse in two-dimensions, it is actually a three-dimensional
surface. Rotation of the crystal along multiple axes would enable characterization
of the full tensor, so there are no limitations in principle for less-than-axial systems.
However, this is beyond the scope of the present study. We note that the [1 0 −1]
axis also produces a small rotation in the molecular 𝑥𝑦 plane in addition to the 𝑥𝑧

plane, but 𝑥𝑦 𝑇1 anisotropy is unlikely to explain the observed phase shifts (Figures
S54-S55). The three-dimensional structure of the spin relaxation tensor would likely
be required to simulate the low-temperature powder anisotropy shape.

The insights from single-crystal VTVH-𝑇1 anisotropy open up intriguing crystal
engineering approaches for controlling lattice phonon involvement in spin relax-
ation. Changing the space group will probably change the observed single-crystal
𝑇1 anisotropy significantly. Crystallization of a paramagnetic analyte in different dia-
magnetic host polymorphs or compounds may alter the phase shift properties in the
low-temperature regime. We note that single-crystal 𝑇1 anisotropy measurements at
very low temperature (often <5 K) were reported on several inorganic lattices in the
early days of EPR, including for Cr3+ ions in ruby,9,43 as an experimental technique
for detecting cross relaxation,9 and in lanthanide-doped materials.44,45 However,
inorganic lattices lack the potential for tuning 𝑇1 through intermolecular contacts.



158

We are aware of only one comparable single-crystal𝑇1 anisotropy study for a highly-
coherent molecular crystal, reported by Eaton and Eaton in 1995, which examined
Cu(dtc)2 in Ni(dtc)2 and Zn(dtc)2 hosts.46 The 100 K anisotropy in the isostructural
Ni(dtc)2 host agreed well with the patterns displayed by Cu(acac)2 at 100 K (Figure
7.4B), but it is unknown if Cu(dtc)2 also displays phase shift behavior at lower
temperatures. Alteration of molecular packing through peripheral substituents may
further probe the delocalized spin-phonon coupling regime—this effect may already
be at play in the aforementioned VOPyzPz-DIPP system.38 Finally, application of
the VTVH-𝑇1 methodology to qubits embedded in metal-organic frameworks may
provide a tunable means for engineering lattice phonon contributions in a high-
symmetry environment.47,48

Powder VTVH-𝑇1 anisotropy contains broad potential to elucidate spin relaxation
regimes not accessible by conventional local mode fitting. In the above analysis
(Figure 7.2C-F), Cu(acac)2 spin relaxation was shown to be dominated by a molec-
ular vibration mechanism down to lower temperatures (>36 K) as compared to
CuOEP (>47 K). This result is in good agreement with the ligand field spin dynam-
ics model.15 By density functional theory (DFT), Cu(acac)2 has a lowest-energy
totally symmetric vibration30 at 212 cm−1, whereas the corresponding vibration for
CuOEP exists at 271 cm−1 by resonance Raman spectroscopy.19 This change arises
from having two bidentate ligands in Cu(acac)2, which enables a low-energy totally
symmetric scissoring mode that is not present in CuOEP.15,30 The change in mecha-
nism crossover point between CuOEP and Cu(acac)2 likely arises from the increased
thermal population of this mode in Cu(acac)2. Discrimination between the impact
of localized and delocalized phonons affects the design criteria for suppressing spin
relaxation. If spin relaxation dominantly proceeds through localized modes, then the
first coordination sphere of the molecule should be altered to suppress relaxation.
Relevant strategies have been described in the literature, including stiffening the
ligand framework to raise the metal-ligand stretching frequencies and strengthening
the ligand field to reduce the orbital contribution to the 𝑔 value.20 Conversely, if
delocalized modes dominantly drive spin relaxation, then intermolecular contacts /
crystal packing effects should exhibit a greater impact. Relevant design criteria are
less-well characterized, but may include the symmetry of the space group and the
rotational freedom of the molecule in the lattice.33 Powder VTVH-𝑇1 anisotropy
can thus produce chemically interpretable design principles for controlling spin
relaxation.
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The present data invite detailed theoretical work to explain the change in coupling
mechanism between the low- and high-temperature regimes, particularly as regards
to the origin of the single-crystal phase shift. Initially, it might seem that a de-
localized lattice phonon should still induce spin relaxation anisotropy obeying the
molecular symmetry. Under the spin-orbit wavefunction model, 𝑇1 anisotropy has
been shown to arise from anisotropic spin-orbit coupling to ligand field electronic
excited states.30 This is a local property of the first coordination sphere, regardless
of how delocalized the vibrational mode is. Alternatively, the delocalized phonons
could induce spin flips involving multiple Cu centers (e.g., cross relaxation9,48 or
dipole-dipole mediated relaxation29). But this seems unlikely in view of the minimal
paramagnetic concentration dependence of the Cu(acac)2 20 K powder anisotropy
(Figure S16), as well as the dilute nature of the single-crystal samples. 𝑇1 anisotropy
has also recently been predicted through a non-adiabatic spin-vibrational orbit mech-
anism, though the predicted magnitude is orders of magnitude larger than observed
experimentally.31 The present anisotropy phenomena will thus provide a stringent
test for development of improved spin relaxation theories.

Very recently, a new ab initio model has proposed that S = ½ spin relaxation
occurs through virtual excitations to ligand field excited states.32 Similar to the
previously-reported spin-orbit wavefunction model,30 this approach employs ex-
plicit anisotropic spin-orbit couplings to excited states, enabling accurate ab initio
prediction of 𝑇1 anisotropy within an open quantum systems framework. The model
displays significantly more promising agreement with experiment than previous ab
initio theories based on the spin Hamiltonian, including invariance to metal-based
hyperfine coupling and the magnitude of the external magnetic field. However, one
key point of disagreement with established experimental interpretation remains: the
ab initio results were used to argue against the impact of high-energy molecular
vibrations in driving spin relaxation. These vibrations have been experimentally
interpreted to give rise to the curved local mode functional form in a plot of 1/𝑇1

vs. T, such as that observed for CuOEP (Figure 7.3A). We note that the Cr(V)
complexes employed in the ab initio predictions do not display clear local mode
curvature - they behave more like Cu(acac)2 than CuOEP in the present study. It
is possible that only high-symmetry 𝐷4ℎ and 𝐶4𝑣 compounds regularly display a
dominant impact of a local mode, a result that would be consistent with previously
derived group theory selection rules for spin-phonon coupling.15 Nevertheless, the
present VTVH-𝑇1 data show that Cu(acac)2 and CuOEP alike display two distinct
regimes of spin relaxation. For both compounds, this is most easily explained by
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high-energy molecular vibrations playing a major role at elevated temperatures.
Therefore, accurate prediction of both temperature- and orientation-dependence in
VTVH-𝑇1 constitutes an important test for ab initio spin dynamics models, which
would be required to assert the dominant impact of low-energy phonons across all
temperature regimes.

7.5 Conclusion
The VTVH-𝑇1 methodology uniquely probes the character of nuclear motions in-
volved in spin relaxation and, thus, the loss of quantum information. The new
mechanistic understanding gained from VTVH-𝑇1 will provide useful design princi-
ples for controlling spin relaxation across temperature regimes that differ by orders
of magnitude, as well as diverse applications in molecular quantum information
science ranging from quantum computing to room-temperature quantum sensing.
Powder VTVH-𝑇1 measurements delineate multiple spin relaxation mechanisms op-
erating in the same compound at different temperatures. Single-crystal VTVH-𝑇1

measurements characterize the orientation of the spin relaxation tensor, garnering
insight into the localized vs. delocalized character of the vibrational/phonon modes
coupled to the spin. The two-dimensional nature of the VTVH-𝑇1 methodology has
proven crucial for extracting this information. The temperature dimension incor-
porates all the information attainable from functional fitting of 1/𝑇1 vs. T, while
the field dimension incorporates all the information attainable from 𝑇1 anisotropy.
Therefore, VTVH-𝑇1 provides the most complete picture of spin relaxation yet
obtained from pulse EPR.

Until now, there has been no experimental spectroscopic method able to directly
interrogate the character of the phonons causing spin relaxation. Information about
spin relaxation has only been indirectly inferred from the temperature dependence
of 𝑇1. Yet, different phonons produce distinct anisotropy signatures, which can be
used to directly detect competing spin relaxation mechanisms. By leveraging this
insight, we constructed a direct spectroscopic probe for phonon character in spin
relaxation. We believe this VTVH-𝑇1 approach will constitute the new gold standard
for mechanistic studies of spin relaxation in molecular qubits.
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C h a p t e r 8
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8.1 Abstract
Paramagnetic transition metal complexes can serve as quantum bits, storing phase
information through unpaired electrons. Despite their promise, these systems often
require low temperatures and tend to rapidly decohere. Recent efforts have sought
to improve longitudinal relaxation (𝑇1), which provides an upper limit for phase
coherence (𝑇𝑚), by investigating existing literature compounds with reduced vibra-
tional coupling and orbital angular momentum. However, synthetic strategies for
improving 𝑇1 through novel ligand design have remained scant. Here, we disclose
the synthesis of a new modular macrocyclic ligand framework with four nitrogen
donors (N4) derived from phenanthroline that supports room temperature coherent
Cu(II) spin centers. The optimized complex more than doubles the 𝑇1 over the next
best Cu(II)-N4 compound and shows a room temperature coherence time (𝑇𝑚) of
0.28 𝜇𝑠, close to previous reported values. This performance enhancement arises
from a tight binding site with short Cu-N distances, resulting in a stronger ligand
field and reduced thermal accessibility of symmetric vibrational modes. This work
demonstrates a practical approach to enabling spin coherence at room temperature,
a factor critical to accessing relevant quantum bits and biological sensors, through
a designer macrocyclic ligand platform.

8.2 Introduction
Quantum information science leverages the known properties of superposition and
entanglement to enable new technologies such as quantum computing, sensing,
communication, and metrology.1–4 The basic unit of information, the quantum bit
or qubit, can be generated through commercially-available platforms such as the
diamond nitrogen vacancy pair or superconducting loops.5 Transition metal qubits
provide a promising molecular alternative due to the ability to synthetically tune
properties by changing the metal center, d electron configuration, ligand field, and
spin delocalization.1,6–13 This tunability also offers greater spectral addressability
than organic radicals.14,15 However, only a handful of transition metal systems are
capable of maintaining phase coherence (𝑇𝑚) at room temperature, making their
potential practical implementation more challenging.16–22

Longitudinal relaxation (𝑇1) provides an upper limit for phase coherence (𝑇𝑚)23,24

and has been improved through optimization of orbital angular momentum and
available vibrational modes.16–22,25–29 For instance, Freedman et al. have shown in
a series of copper (II) qubits that room temperature coherence can be achieved by
reducing orbital angular momentum through changes to the molecular geometry.16
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Figure 8.1: Comparison of copper N4 macrocyclic S = ½ qubits. (A) Previous work
investigating copper N4 macrocyclic S = ½ qubits. (B) This work.

Smaller improvements in temperature dependent 𝑇1 were demonstrated upon use of
macrocyclic ligand. More recently, Hadt et al. have disclosed three copper (II) por-
phyrins where only two exhibit room temperature coherence despite their similar or-
bital angular momenta and coordination environment (Figure 8.1).21 These observed
differences were attributed to changes in the frequency of the metal-ligand sym-
metric stretch vibrational modes, which were experimentally determined through
resonance Raman spectroscopy and local mode fitting of temperature-dependent 𝑇1.
Further work by Hadt and co-workers has detailed a new experimental observable,𝑇1

anisotropy, that compares 𝑇1 across different magnetic field positions and therefore
probes the influence of molecular orientation on spin relaxation.29–31 This method
has been used to determine the predominant spin relaxation pathway in Cu(II) and
optically addressable Cr(IV) qubits. Lunghi et al. have investigated the relaxation
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dynamics of S = ½ Cr(V) coordination compounds through ab initio open quantum
systems theory, emphasizing the crucial role of virtual transitions to high-energy
electronic excited states in facilitating spin-relaxation.32 Further exemplifying the
importance of ligand field excited states, Hadt et al. have demonstrated a strong
correlation between the relaxation rate of a series of Cu(II) coordination compounds
and the average energy of the d-d electronic transitions measured by magnetic circu-
lar dichroism spectroscopy.33 These studies highlight the importance of developing
structure-property relationships in understanding qubit decoherence and developing
improved systems.

Here, we report the synthesis of a new Cu(II) macrocyclic qubit that takes advantage
of the known influence of orbital angular momentum and vibrational modes on
𝑇1 to achieve longitudinal relaxation times at room temperature that are two times
longer than the next best Cu(II)-N4 system (Figure 8.1B). We show that these
improvements are related to the tight binding site of our macrocyclic ligands based
on phenanthroline (MesN6). Using field-dependent 𝑇1 measurements, we show that
𝑇1 anisotropy of MesN6 is reduced compared to other Cu(II)-N4 compounds and
that symmetric vibrational modes are shifted to higher energies. The energy of
the totally symmetric vibrational mode is further investigated computationally and
experimentally through local mode fitting of the temperature-dependent 𝑇1 data.
These values are compared along with the orbital angular momentum data of existing
macrocyclic Cu(II) compounds. We find that MesN6 imparts high energy symmetric
vibrational modes and decreases the orbital angular momentum through shorter
Cu-N bonds. This enhanced rigidity results in improved longitudinal relaxation and
similar phase coherence compared to existing systems.

8.3 Results and Discussion
We targeted a modular ligand framework that would allow us to systematically
examine how rigidity influences spin coherence. To that end, we synthesized
MesN6, which tethers two phenanthrolines through 2,4,6-trimethyl aniline, in two
high yielding SNAr steps with minimal work-up (See Supporting Information pages
S3–S10). An open congener was produced by replacing one phenanthroline with
two pyridines that are not linked (Open MesN6), allowing us to modify the metal-
ligand vibrational modes while maintaining the Cu-N4 coordination environment
(See Supporting Information pages S3–S10).
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Figure 8.2: Crystal structures of (A) Cu(MesN6)(OTf)2 and (B)
Cu(Open MesN6)(OTf)2 with top-down views omitting protons and triflate
counter ions for clarity with thermal ellipsoids shown at 50% probability. Cu-N
bond distances and angles in the closed macrocycle demonstrate a constrained
binding site compared to the open congener which replaces a phenanthroline with
two pyridines.

Crystallographic data of 1 and 2, demonstrated that MesN6 and Open MesN6 were
successfully metalated with Cu(II) triflate (Figure 8.2). The former shows a pseudo-
𝐷2ℎ square planar binding mode while the latter adopts a 𝐶2 pseudo-tetrahedral
geometry. Both structures have weak interactions with triflate counterions in the
axial position (Cu-O distances of 2.660(1) and 2.319(3) Å for Cu(MesN6)(OTf)2 and
Cu(Open MesN6)(OTf)2, respectively). Notably, the Cu-N bond lengths (1.909(1)
and 1.905(1) Å) of the Cu(MesN6)(OTf)2 are significantly shorter than other Cu-
N macrocyclic complexes like Cu(Pc), Cu(OEP), and Cu(tmtaa) (See Supporting
Information pages S11–S23 for crystallographic histograms and tables).34–36 In con-
trast, our structurally analogous open derivative shows longer Cu-N bond lengths
(2.082(4) and 2.068(4) Å) than the aforementioned literature compounds. We
propose that these differences are a consequence of the strain imparted on the
phenanthroline by a more constrained ligand environment. The magnitude of this
effect can also be measured by comparing the C-N-C bond angle along the binding
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edge of phenanthroline, where based on previously reported Cu(II) phenanthroline
structures we expect to see angles between 175.08-178.09° (See Supporting Infor-
mation pages S20–S23).37–39 Compared to the literature compounds, we observe
a similar C-N-C angle for Cu(Open MesN6)(OTf)2 of 178.34(4). However, in the
macrocyclic analog this angle changes by about 5° and is smaller than other reported
compounds, suggesting a more strained phenanthroline in Cu(MesN6)(OTf)2. These
structural features indicate that the MesN6 ligand effectively squeezes the Cu(II) ion
in the binding site, which results in enhanced 𝜎 donation and a stronger ligand field.
We hypothesize that this relates to the rigidity of the new MesN6 ligand scaffold and
its promise as a host for molecular qubits.

Newly synthesized Cu complexes were diluted in a structurally analogous dia-
magnetic matrix, and their spin relaxation behavior was characterized by X-band
pulse electron paramagnetic resonance (EPR) (See Supporting Information pages
S30–S38). Differences in the two new Cu(II) compounds are also apparent in the
continuous wave (CW)-EPR spectrum, where the open structure distortion manifests
as rhombic splitting (𝑔𝑥 = 2.042, 𝑔𝑦 = 2.055, 𝑔𝑧 = 2.225), while Cu(MesN6)(OTf)2

was well fit to an axial spin Hamiltonian (𝑔𝑥 = 2.038, 𝑔𝑦 = 2.038, 𝑔𝑧 = 2.150) (See
Supporting Information pages S24–S29). The significantly larger 𝑔-values of the
open structure arise from the weaker ligand field generated by the longer Cu-N bond
distances (vide infra). Temperature-dependent 𝑇1 and 𝑇𝑚 data were collected at
the field position with the highest signal to noise in the echo detected field sweep
(EDFS). Cu(MesN6)(OTf)2 was shown to possess particularly slow spin relaxation
(Figure 8.3A). Comparison to literature values of 𝑇1 shows that this compound has
longer spin lifetimes across all temperatures than the best molecules in the three
other CuN4 macrocycles (Figure 8.1A). The advantage of Cu(MesN6)(OTf)2 becomes
most pronounced near room-temperature, a desirable regime for molecular quantum
sensors. The 𝑇1 value at room temperature (462 ns) is greater than twice as long as
that of the nearest CuN4 literature species, Cu(tmtaa) (220 ns). This improvement
in longitudinal relaxation ensures that at room temperature, unlike Cu(tmtaa) which
has a longer phase coherence under ambient conditions, Cu(MesN6)(OTf)2 is not 𝑇1

limited (See Supporting Information page S39 for potential reasons for the shorter
𝑇𝑚). By contrast, the Cu(Open MesN6)(OTf)2 complex (Figure 8.3A) displays very
fast spin relaxation below 60 K, inferior to all four other CuN4 complexes. Above
100 K, this compound does overtake CuPc to have a longer𝑇1, but fast spin relaxation
nonetheless prevents reliable detection of a spin echo above 180 K. The reduction
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in rigidity upon opening the macrocycle is clearly deleterious to spin relaxation
properties.
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Figure 8.3: Pulse EPR analysis of Cu(MesN6)2+ spin relaxation. (A) Comparison
of Cu(MesN6)2+ temperature-dependent 𝑇1 (solid markers and lines) to previously
studied CuN4 macrocycles (open markers and dashed lines). (B) Local mode fitting
of Cu(MesN6)(OTf)2. (C) 𝑇1 anisotropy confirms thermal population of M-L stretch
modes is shifted to c.a. 100 K.

Local mode fitting (Figure 8.3B) reveals an effective molecular vibrational energy
of 325 cm−1 for Cu(MesN6)(OTf)2, which is higher than all other comparison CuN4

complexes except Cu(tmtaa) (roughly 339 cm−1, though the difference is within the
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previously reported fitting uncertainty).16 The local mode relaxation process has
been assigned to efficient spin flips induced by metal-ligand stretching vibrational
modes; this observation suggests that the rigidity of the MesN6 has reduced the ther-
mal accessibility of these modes. The power law process (1/𝑇1 ∝ T2.6) accounts
for direct or Raman relaxation involving (pseudo-)acoustic and low-energy optical
phonons. Recently, temperature-dependent 𝑇1 anisotropy has been introduced as an
independent method for detecting different vibrational regimes of spin relaxation
(See Supporting Information page S40 for fitting information).29 For S = ½ com-
pounds, a sin2 𝜃 functional form is diagnostic of high-energy stretching modes.30,31

Indeed, the Cu(MesN6)(OTf)2 𝑇1 anisotropy data at 100 K can be successfully fit to
the predicted sin2 𝜃 shape, but the corresponding measurements at 60 K reveal that
𝑇1 is mostly isotropic and not well-fit by this shape (Figure 8.3C). This confirms
that anisotropic molecular stretching modes are not thermally populated until close
to 100 K, in agreement with the relative contributions to the local mode fit (Figure
8.3B). This behavior stands in sharp contrast to CuOEP, which was recently shown
to undergo the phonon/stretching mode regime transition around 45 K.29 This sug-
gests that the MesN6 ligand has effectively detuned molecular vibrations from spin
relaxation by making them too high in energy to be significantly thermally populated
near room temperature.

DFT calculations shed light on the enhanced 𝑇1 behavior of the MesN6 ligand.
Broadly speaking, contributions to spin relaxation may arise from either electronic
structure (Figure 8.4A) or vibrational modes (Figure 8.4B). For the former, time-
dependent DFT (TDDFT) calculations were used to predict the d-d excited-state
energies, as these undergo spin-orbit coupling with the ground state to introduce
orbital angular momentum and shifts in the 𝑔 value. TDDFT indicates that the
state produced by transferring an electron from 𝑑𝑥𝑦 to 𝑑𝑥2−𝑦2 is significantly higher
in energy for Cu(MesN6)(OTf)2 than for other CuN4 complexes, including CuOEP
(Figure 8.4A). This is consistent with enhanced 𝜎 donation due to the shorter Cu-N
distance in Cu(MesN6)(OTf)2 and destabilization of 𝑑𝑥2−𝑦2 , while the 𝑑𝑥𝑦 orbital is
little perturbed given its nonbonding character. This transition energy is known to be
inversely related to the orbital 𝑔𝑧 shift, and we indeed observe a significant decrease in
𝑔𝑧 from CuOEP (2.195) to Cu(MesN6)(OTf)2 (2.150) accordingly (Table 8.1).23 For
Cu(Open MesN6)(OTf)2, which possesses the longest average Cu-N bond lengths,
𝑔𝑧 reaches its largest value across the series of 2.225. Increasing ground state orbital
angular momentum is experimentally known40 and theoretically predicted17,23,41
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to increase spin relaxation rates, so the strong 𝜎 donation is likely an important
electronic factor contributing long 𝑇1 in closed Cu(MesN6)(OTf)2.
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Vibrational structure

Lz

TDDFT:

Cu-N distance = 2.00 Å Cu-N distance = 1.91 Å
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CuOEP: 345.2 cm-1

Figure 8.4: Theoretical analysis of MesN6 ligand advantage for long spin lifetimes.
(A) Short Cu-N bond distances raise the computed energy of d-d transitions involved
in spin-orbit coupling, leading to reduced ground state orbital angular momentum.
(B) Ligand rigidity leads to a higher computed Cu-N stretching frequency than found
in other highly coherent CuN4 complexes. Calculations performed by (TD)DFT:
see SI for details.

Additionally, the high local mode energy of Cu(MesN6)(OTf)2 suggests changes in
relevant vibrational energies that distinguish it from CuOEP, CuPc,
or Cu(Open MesN6)(OTf)2. Group theory predicts that only totally-symmetric
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Compound Cu-N bond length 𝑔𝑧

Cu(MesN6)(OTf)2 1.908 2.150
Cu(tmtaa) 1.927 2.17

CuPc 1.952 2.176
CuOEP 1.998 2.195

Cu(Open MesN6)(OTf)2 2.075 2.225

Table 8.1: Comparison of crystallographic bond lengths34–36 and CW-EPR 𝑔𝑧
values.16,21,28

molecular vibrations are fully allowed to drive spin relaxation in axial S = ½
transition metal complexes.25 With reduced symmetry, more vibrational modes
are allowed to couple to the spin, tending to increase relaxation rates. Ignoring
the counterions, Cu(Open MesN6)(OTf)2 crystallizes in the 𝐶2 point group, while
Cu(MesN6)(OTf)2 crystallizes approximately in the 𝐷2ℎ point group. It is therefore
likely that opening the macrocycle allows more vibrations to couple to the spins, as
well as reducing their energy through increased flexibility. To compare the CuN4

macrocycles, DFT computations of the vibrational frequencies were conducted, and
the totally-symmetric Cu-N stretching modes evaluated (Figure 8.4B; Table 8.2).
Cu(MesN6)(OTf)2 displays by far the highest such energy at 425 cm−1, while that of
CuPc is almost half that energy. The offsets between the main symmetric stretch en-
ergy and the local mode energy likely arise from having multiple coupled symmetric
vibrational modes, which are aggregated in the phenomenological EPR fitting. The
aforementioned contraction of metal-ligand bond lengths at the Cu(II) center by
the MesN6 ligand likely contributes to these high stretch energies, yielding reduced
thermal mode population and enhanced values of 𝑇1.

Compound DFT symmetric stretch Pulse EPR local mode
(cm−1) (cm−1)

CuPc 255 236
CuOEP 345 258

Cu(tmtaa) 387 339
Cu(MesN6)(OTf)2 425 325

Table 8.2: Comparison of calculated vibrational modes and local mode fitting.
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While previous studies have implicated the role of metal-ligand stretching modes in
driving spin relaxation,21,23,25,27, it has been unclear how to synthetically combat this
deleterious effect, given that metal-ligand stretching modes are necessarily present
in any coordination complex. Here, we show that ligand design can produce tight
binding pockets in rigid macrocycles; the tight binding compresses the equilibrium
metal-ligand bond distances. This has two advantageous effects for spin relaxation:
(1) it produces stronger 𝜎-donation, which strengths the ligand field and reduces
the ground state orbital angular momentum available for spin-phonon coupling, and
(2) it stiffens the principal metal-ligand stretch vibrational modes, shifting them
to a higher energy with reduced thermal population at room temperature. MesN6

therefore represents an attractive, modular ligand framework for the design of high-
performing molecular quantum systems for computing and biological sensing.
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C h a p t e r 9

QUANTIFYING THE EFFECTS OF PERIPHERAL
SUBSTITUENTS ON THE SPIN-LATTICE RELAXATION OF A

VANADYL MOLECULAR QUANTUM BIT
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Effects of Peripheral Substituents on the Spin-Lattice Relaxation of a Vanadyl
Molecular Quantum Bit. Journal of Porphyrins and Phthalocyanines 2024,
28, 383–389. DOI: 10.1142/S1088424624500329. © 2024 World Scien-
tific Publishing Company, https://www.worldscientific.com/worldscinet/jpp.
Used with permission.

9.1 Abstract
Electron spin superpositions represent a critical component of emergent quantum
technologies in computation, sensing, encryption, and communication. However,
spin relaxation (𝑇1) and decoherence (𝑇𝑚) represent major obstacles to the implemen-
tation of molecular quantum bits (qubits). Synthetic strategies have made substantial
progress in enhancing spin coherence times by minimizing contributions from sur-
rounding electron and nuclear spins. For room-temperature operation, however, the
lifetime of spin coherence becomes limited by coupling with vibrational modes of
the lattice. Using pulse electron paramagnetic resonance (EPR) spectroscopy, we
measure the spin-lattice relaxation of a vanadyl tetrapyrazinoporphyrazine complex
appended with eight peripheral 2,6-diisopropylphenol groups (VOPyzPz-DIPP) and
compare it to the relaxation of the archetypical vanadyl phthalocyanine molecular
qubit (VOPc). The added peripheral groups lead to distinctly different spin relax-
ation behavior. While similar relaxation times are observed at low temperature and
ambient conditions, significant changes are observed for the orientation dependence
of 𝑇1 at 100 K, as well as the temperature dependence of 𝑇1 over the intermediate
temperature range spanning ∼10 – 150 K. These results can be tentatively inter-
preted as arising from loosened spin-phonon coupling selection rules and a greater
number of accessible acoustic and optical modes contributing to the spin relaxation
behavior of VOPyzPz-DIPP relative to VOPc.
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9.2 Introduction
The development of quantum computation and sensing is limited by the coherence
times of current quantum bits (qubits) of information. In contrast to a or binary
bit, a qubit can carry more information due to its ability to form superpositions
of such states. For a successful quantum computation, the coherence time of the
superposition, or phase memory time, 𝑇𝑚, must be at least 104 times longer than that
of an individual quantum operation;1,2 in electron paramagnetic resonance (EPR),
the operation time corresponds to a microwave pulse of ∼8 ns. Electron spins are
attractive qubit candidates, as they can take on superpositions of their 𝑀𝑆 sublevels
in applied magnetic fields and can be manipulated and sensed by established meth-
ods. S = ½ Cu(II) and vanadyl phthalocyanines (CuPc/VOPc) are among some
of the most highly studied molecular qubits; VOPc also represents one of the rare
transition metal systems exhibiting measurable spin coherence up to room tempera-
ture.3–6 Phthalocyanines can also be deposited onto surfaces for device fabrication7

and integrated with solid-state systems into hybrid quantum architectures.8,9 How-
ever, as temperature increases, vibrational modes of the molecules and phonons of
the crystal become populated and interact with spins. This spin-lattice relaxation
limits the coherence of the spin states and becomes critical for room temperature
implementation of qubits, such as quantum sensors in biological systems.

Several design strategies have been explored for tuning the spin relaxation and
spin decoherence rates in transition metal complexes. Spin coherence times can be
improved by reducing interactions with nuclear spins through ligand substitutions,10

especially when using nuclear-spin-free ligands.11 Often, the bottleneck of spin
coherence times arises from fast spin relaxation, which necessarily destroys coherent
states in the transverse plane of the Bloch sphere. Slow spin relaxation is achieved
in square-planar or square-pyramidal transition metal complexes, where the spin-
orbit coupling becomes quenched by the ligand field,1,6,12 minimizing spin-phonon
coupling. Systems with a single unpaired electron (S = 1/2), such as Cu(II) or
V(IV), generally yield slow spin relaxation due to the absence of Orbach relaxation
involving low-lying electronic excited states. However, a better understanding of
structural effects on spin-lattice relaxation is crucial for mitigating molecular qubit
decoherence at room temperature.

Hadt and co-workers have previously developed a ligand-field model to describe the
couplings between optical modes and the 𝑀𝑆 sublevels of 𝑆 = 1/2 systems.6,12,13

From the development of a group theoretical selection rule, it was determined that
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only totally symmetric (bond-stretching) modes are fully allowed to undergo linear
spin-phonon couplings. This selection rule derives from the fact that ligand field ex-
cited states distort along totally symmetric modes. These vibronic couplings change
the degree of spin-orbit coupling between the ground and excited states, which can
modulate ground-state orbital angular momentum and minority spin contributions
in the ground-state wavefunction, thus leading to spin relaxation. Notably, changes
in molecular symmetry will also lead to changes in vibrational symmetries, includ-
ing the number of totally symmetric irreducible representations.6,14 Furthermore,
ligand perturbations can also change the energies of acoustic and optical modes
and, therefore, their thermal population. Indeed, systematic correlations between
molecular structure, vibrational mode symmetries, and spin relaxation have provided
invaluable mechanistic insight related to the magnitude of 𝑇1 and its temperature
dependence.

Nemykin and co-workers have recently presented a detailed spectroscopic study
of a new vanadyl complex related to VOPc: vanadyl tetrapyrazinoporphyrazine
with eight peripheral 2,6-diisopropylphenol groups (VOPyzPz-DIPP, Fig. 9.1b).
Here, we quantify the spin-lattice relaxation time, 𝑇1, of VOPyzPz-DIPP in solid
state dilutions, as well as its 𝑇1 orientation dependence at 100 K. VOPyzPz-DIPP
exhibits room temperature coherence with a𝑇1 comparable to VOPc. It also exhibits
a slightly longer 𝑇1 at 5 K despite the peripheral groups that introduce additional
phonon modes. There exists, however, a dramatic difference in the nature of the
𝑇1 temperature dependence between the two vanadyl complexes, especially in the
intermediate temperature range (10 - 100 K) where VOPyzPz-DIPP relaxes more
rapidly than VOPc. This relaxation behavior is tentatively assigned to increased
spin-phonon couplings between the spin and new low-energy vibrational degrees
of freedom introduced by the PyzPz-DIPP ligand. Thus, this study provides new
insights into the spin-phonon coupling contributions to 𝑇1 over a large temperature
regime.

9.3 Materials and Methods
9.3.1 Materials
VOPc and titanyl phthalocyanine (TiOPc) were purchased from Sigma-Aldrich.
VOPc was diluted by the isostructural diamagnetic TiOPc in a ratio of 1:100 as
described in a previous study,4 resulting in a bright primary-blue polycrystalline
powder. VOPyzPz-DIPP was prepared as described previously.15 As shown in
Fig. 9.1, VOPyzPz-DIPP has an analogous structure to VOPc. A 3D interactive
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Figure 9.1: Molecular structures of (a) VOPc and (b) VOPyzPz-DIPP.

rendering of the VOPyzPz-DIPP molecule is available from the CCDC database
(ref no. 2208789). For EPR measurements, VOPyzPz-DIPP was also diluted
by its diamagnetic titanyl counterpart, TiOPyzPz-DIPP, in a ratio of 1:100. The
resulting material is a deep dark green powder (photos of the materials and the
UV-vis spectrum of VOpyzPz-DIPP are included in the SI). The color hues used
to visualize the data in Figs. 2-4 represent the colors of the actual materials (with
tints and shades adjusted for clarity). The X-ray powder diffraction of VOPyzPz-
DIPP (Fig. S19) shows contributions from a crystalline structure on top of broad
amorphous-like peaks. The crystal unit cell for VOPyzPz-DIPP is large, with a
cubic lattice parameter of 37.267, which may lead to a partial loss of long-range
order in the EPR diamagnetic dilution.
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9.3.2 Electron Paramagnetic Resonance (EPR)
Continuous wave (CW) EPR was performed at X-band by a Bruker EMX instrument
at 77 K using a liquid nitrogen immersion dewar. CW spectra were fitted using
EasySpin16 to extract 𝑔 values and hyperfine parameters (Figs. S3-S4).

Pulse EPR enables the measurement of the spin relaxation dynamics. Pulse X-
band EPR experiments were conducted with a Bruker ELEXSYS E580 pulse EPR
spectrometer, using a Bruker MD-4 resonator. Temperature control was achieved
using an Oxford Instruments CF935 cryogen flow cryostat using liquid helium
and a Mercury iTC temperature controller. By selecting different high-power mi-
crowave pulse sequences, both 𝑇1 and 𝑇𝑚 can be measured. Due to spin-spin
interactions, spins in different environments precess at slightly different frequen-
cies causing phase decoherence (𝑇𝑚). This was probed using Hahn-echo pulse
sequences, 𝜋/2 − 𝜏 − 𝜋 − 𝜏−echo, by increasing 𝜏 and observing the decrease in
the integrated echo intensity. Echo-detected field sweep (EDFS) spectra employed
the same two-pulse Haho-echo sequence while scanning through different magnetic
fields. Thermal equilibration through spin-lattice relaxation (𝑇1), realigns the spins
back with the external magnetic field. This relaxation was detected by inversion
recovery experiments, which added an initial spin flip 𝜋 pulse to the sequence:
𝜋 − 𝑡 − 𝜋/2− 𝜏 − 𝜋 − 𝜏−echo (𝜏 is a fixed constant and 𝑡 is the variable time delay).

Besides measuring 𝑇1, inversion recovery traces may also contain relaxation by
spectral diffusion, where excited spins exchange energy with spins outside of the
microwave pulse bandwidth.17 This additional (fast) relaxation pathway becomes
particularly prominent at low temperatures when the spin lifetimes are long. To
isolate this effect from the actual spin-lattice relaxation, saturation recovery mea-
surements were also performed (see Section S3.2). This technique implements
a series of eight initial 𝜋 pulses, saturating spectral diffusion and diminishing its
contributions to the subsequent inversion recovery measurements.

9.4 Results and Discussion
Hahn-echo measurements of 𝑇𝑚 at X-band show a stretch exponential decay of
the echo intensity convoluted by hyperfine modulations (Figs. S15-S17). The
modulations arise from interactions with coupled nuclear spins on ligand atoms
(H and N) and inhibit a quantitative determination of 𝑇𝑚. Nonetheless, as shown
qualitatively in Fig. S18, the phase-memory time seems larger for VOPyzPz-DIPP
than for VOPc. This validates the strategy of adding bulky ligand substituents to
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improve spin coherence by increasing the distance between spin centers as proposed
in15. Additional experiments are required for a detailed analysis of 𝑇𝑚; we focus
here on the spin-lattice behavior, 𝑇1.

The EDFSs for VOPc and VOPyzPz-DIPP are similar (Fig. 9.2b), reflecting com-
parable spin Hamiltonian parameters and first coordination spheres. The 𝑔 values
and hyperfine parameters extracted from CW EPR measurements are presented in
Table S1 and agree well with previous studies.3–5 The spectrum of VOPyzPz-DIPP
has an additional feature (marked by an asterisk) attributable to an organic radical
with a 𝑔 value of 2.003. CW EPR shows that it stems from the TiOPyzPz matrix
(Fig. S6). This feature is also captured by CW EPR in VOPc, in accordance with
previous studies.3,4 The presence of such a radical signal, however, does not affect
the measurement of 𝑇1 at other field positions.

𝑇1 was measured by inversion recovery and as a function of the external field at 100 K
(Fig. 9.2c). The relaxation is anisotropic and becomes monotonically faster towards
the center of the spectrum. Vanadyl porphyrins and phthalocyanines possess axial 𝑔-
and 𝐴-tensors with 𝑔∥ < 𝑔⊥ and

��𝐴∥
�� > |𝐴⊥ |, where parallel and perpendicular refer

to the orientation of the external field with respect to 𝑔𝑧 (the z-axis is approximately
collinear with the principal symmetry axis, out of the equatorial plane in Fig.
9.1). Since the perpendicular and parallel spin Hamiltonian parameters are distinct,
different field positions measure different orientations, and single crystals are not
required to measure 𝑇1 anisotropy. Calculations of the hyperfine splitting of VOPc
with the I = 7/2 51V nucleus show the field positions of parallel and perpendicular
orientations in Fig. 9.2a.5 We probe pure parallel contributions at 294 mT, while
the isolated contribution of perpendicular orientations is measured at 337 mT (see
arrows in Fig. 9.2b). 𝑇1 is longest at the parallel position and decreases linearly
through intermediate orientations towards the perpendicular orientation.

VOPc and several other molecular qubits show similar relaxation behavior.5 How-
ever, previous measurements exhibited sharp discontinuities at the hyperfine turning
points (i.e., steps and peaks of the EDFS spectrum). These discontinuities arise due
to the excitation of new 𝑀𝐼 subpopulations with different rates of spin relaxation.
Notably, the relaxation of VOPyzPz-DIPP is insensitive to the hyperfine turning
points. A possible origin of this effect lies in the partially amorphous nature of the
material as measured by XRD (Fig. S19). The local behavior around the V(IV) spin
center seems unaffected, as seen by the sharp turning points of the EDFS spectra,
but long-range structural disorder would affect the propagation of phonon modes at
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Figure 9.2: Pulse EPR 𝑇1 anisotropy of VOPyzPz-DIPP and VOPc. (a) Simulated
orientation dependence of VOPc, showing where parallel and perpendicular orien-
tations of the molecular principal axis with respect to the external field are probed.
(b) EDFS of VOPyzPz-DIPP (20 K and 100 K) and VOPc (10 K).5 Arrows indicate
field positions selected for temperature-dependent 𝑇1 measurements. Asterisk de-
notes the feature resulting from an organic radical in the TiO matrix. (c) Spin-lattice
relaxation time 𝑇1 at 100 K as a function of the external magnetic field measured
by inversion recovery experiments. Error bars show the 95% confidence interval of
the fits using Eq. (9.2).
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low energies. Structural symmetries might become lifted, allowing long wavelength
glassy phonons to partake in the relaxation and cause a blurring of the hyperfine
turning points. Future research directions include quantifying such an effect of
structural disorder on spin-lattice relaxation.

The anisotropy parameter for VOPyzPz-DIPP can be computed by taking the ratio
of 𝑇1 at the parallel and perpendicular field positions (Eq. (9.1)):

𝑇1,𝑎𝑛𝑖𝑠𝑜𝑡𝑟𝑜𝑝𝑦 =
1/𝑇1(⊥)
1/𝑇1(∥)

= 2.2. (9.1)

The 𝑇1 anisotropy of 2.2 is close to the average predicted value of 2.5 from explicit
forms of the spin-orbit wave functions.5 Interestingly, the 𝑇1 anisotropy of VOPc
deviated significantly from 2.5 in a previous study, exhibiting a value of 6.0. This
deviation from 2.5 was attributed to the square pyramidal geometry of VOPc, which
breaks the planar symmetry and allows for additional modes to undergo spin-phonon
and vibronic coupling. Different modes can contribute to the 𝑇1 anisotropy through
anisotropic vibronic couplings, which can result in a deviation from the average value
of 2.5. Since both VOPc and VOPyzPz-DIPP have the same local symmetry around
the vanadyl center, the different 𝑇1 anisotropies suggest that additional long-range
phonon modes may play an important role in the spin-lattice relaxation of VOPyzPz-
DIPP. Such modes could arise from low energy vibrations of the peripheral groups
and from glassy modes of the amorphous structure.

To further explore the vibrational contributions to the 𝑇1 of VOPyzPz-DIPP, we
performed inversion recovery measurements on VOPyzPz-DIPP and VOPc between
5 K and room temperature (Figs. 3 and 4). Data for VOPc are consistent with pre-
vious studies.3,4 Temperature-dependent 𝑇1 was measured at various field positions
(arrows in Fig. 9.2a). All fields exhibited similar temperature behavior; thus, we
focus on the powder line (i.e., the field position with the strongest signal intensity at
343 mT), while data for other field positions are presented in Section S3.2.

Inversion recovery quantifies the intensity of the echo measured at different delay
times after the inversion pulse. As shown in Fig. 9.3a, the polarization of the spins
(sign of the echo intensity) relaxes back to equilibrium with increasing delays. At
10 K (Fig. 9.3a), VOPyzPz-DIPP relaxes faster than VOPc. 𝑇1 can be obtained by
fitting the data to Eq. (9.2),
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𝐼 (𝑡) = 𝐴 exp

((
𝑡

𝑇1

) 𝛽)
+ 𝐼0 (9.2)

where 𝛽 is a stretching factor that describes the deviation from a pure exponential
decay. As seen from the smaller fit residuals in Fig. 9.3b, the relaxation of
VOPyzPz-DIPP is better expressed by such a stretched exponential over the entire
time interval, as compared to the relaxation of VOPc. Values of 𝛽 are also closer
to unity for VOPyzPz-DIPP at low temperatures (Fig. S12–S13), indicating that
it follows a simpler decay process. This simpler decay is a desirable feature for
implementing qubits into real devices as it improves their controllability.10 For
VOPc, we attempted biexponential fits that have been proposed to separate the slow
spin-lattice relaxation from a fast spectral diffusion. Such fits (that omit 𝛽), however,
gave even larger residuals. We therefore moved to collect measurements of 𝑇1 by
saturation recovery, particularly at low temperatures where relaxation is slower and
more affected by spectral diffusion. As shown in Fig. S14, saturation recovery
indeed measures slower spin-lattice relaxations. It captures, however, the same
temperature dependence of 𝑇1 as the inversion recovery measurements presented
here. The spectral diffusion measurements, therefore, validate the time constants
obtained from fitting VOPc 𝑇1 data with stretched exponential functions, despite the
larger residuals obtained.

Fig. 9.4a shows 1/𝑇1 measured by inversion recovery at the powder line (344
mT) as a function of temperature. Our experiments reproduce the behavior of
VOPc reported previously,4 showing two different temperature regimes depicted
by the dashed lines. This change in slope (plotted in Fig. 9.4b) indicates that
different relaxation processes are active at these different temperature ranges. Other
porphyrin-based qubits show an analogous temperature dependence with a change of
slope around 40–60 K.14 The behavior of VOPyzPz-DIPP is surprising, following a
simple power law (solid green line) with no clear switch in the relaxation mechanism
with temperature. Its spin-lattice relaxation time is faster than VOPc for most of the
temperature range, reaching approximately the same values at room temperature.
At 5 K, however, 𝑇1 appears longer for VOPyzPz-DIPP, which is corroborated by
the saturation recovery measurements (see Fig. S14). At temperatures above 5 K,
vibrational modes become more populated. Adding the peripheral groups to the
molecule raises the number of available modes, particularly of low-energy phonons
that are more accessible at low temperatures. The partial amorphous nature of
the lattice could also add low energy vibrations enhancing this effect further. This
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Figure 9.3: Spin lattice relaxation measured by inversion recovery at 10 K. (a)
Normalized integrated echo intensity of VOPyzPz and VOPc (markers) with stretch
exponential fits (solid lines). (b) Fitting residuals corresponding to fits of panel a.

enhanced phonon population could explain the steeper slope of𝑇1 of VOPyzPy-DIPP
at low temperatures compared to VOPc.

Spin-lattice coupling reflects the dependency of electronic states on deformations
of the lattice due to vibrations. This dependency follows different mechanisms for
different phonon energies. At very low temperatures, the energy of the phonons
is of the same magnitude as the Zeeman splitting, allowing a direct excitation or
absorption of phonons by spins. The probability of such a relaxation scales linearly
with temperature18 and typically involves acoustic phonons with large wavelengths
that cause minimal molecular distortions. At temperatures below 4 K, deviations
from this linear behavior caused by phonon bottleneck effects have been reported
for CuPc.19

When two phonons become involved in a Raman spin relaxation event, higher energy
vibrational modes can participate, as only the difference in their energy must match
the spin-flip transition energy. Starting from a second-order spin-phonon Hamilto-
nian, a two-phonon Green’s function formalism predicts an exponential temperature
dependence for such a two-phonon spin scattering (∝ exp(𝐸𝑙𝑜𝑐/𝑘𝐵𝑇)).20 Given the
functional form, this process becomes particularly important at higher temperatures
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Figure 9.4: Spin-lattice relaxation of VOPyzPz-DIPP and VOPc as a function
of temperature collected by inversion recovery at the powder line (344 mT). (a)
Experimental 1/𝑇1 data (markers) fitted by Eq. (9.4) as described in the text (solid
lines). Dashed lines show individual contributions to the fit from a power law and
local modes in VOPc. Fitting errors are smaller than the marker sizes. (b) Slope of
1/𝑇1 computed in a log-log scale, revealing changes in the temperature dependence
of 𝑇1.

where optical phonon modes dominate. On the other hand, the low-energy (acous-
tic) phonon behavior of crystals is often described using a Debye model (where
the phonon density of states follows a quadratic energy dependence up to a Debye
temperature 𝜃𝐷 , at which all modes have become thermally accessible). Applying
the Debye model to the same spin-phonon Hamiltonian gives a power-law tempera-
ture dependence for the spin relaxation (∝ 𝑇𝑛).21 In the low-temperature limit (𝜃𝐷
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>> 𝑇) an exponent of 𝑛 = 7 is obtained (which has been a traditional assump-
tion18,22), but 𝑛 is usually smaller for molecular crystals, reaching a value of 2 in
the high-temperature limit (𝜃𝐷 << 𝑇).21 All contributions are summarized in Eq.
(9.3):4

1
𝑇1

= 𝑎𝑑𝑖𝑟𝑇 + 𝑎1,𝑅𝑎𝑚

(
𝑇

𝜃𝐷

)𝑛
+ 𝑎2,𝑅𝑎𝑚

𝑒𝐸𝑙𝑜𝑐/𝑘𝐵𝑇

(𝑒𝐸𝑙𝑜𝑐/𝑘𝐵𝑇 − 1)2 (9.3)

1
𝑇1

≈ 𝑎𝑇𝑛 + 𝑏
𝑒𝐸𝑙𝑜𝑐/𝑘𝐵𝑇

(𝑒𝐸𝑙𝑜𝑐/𝑘𝐵𝑇 − 1)2 . (9.4)

Since the direct process is prevalent only near liquid helium temperatures, we avoid
overfitting by combining the direct and Raman terms (Eq. (9.4)) as previously
proposed.14

As shown in Fig. 9.4a, the relaxation of VOPc is well-fitted by Eq. (9.4). It
follows power law behavior at low temperatures (𝑛 = 0.7, straight dashed line in
Fig. 9.4a), while local modes around 𝐸𝑙𝑜𝑐 = 233 cm−1 dominate the relaxation
above 50 K (in a previous study that included all terms of Eq. (9.3), the local mode
energy was fitted to 295 cm−1).4 The data point at 5 K was not included in the fit,
because it deviates from the 𝑇1 behavior measured by saturation recovery (see Fig.
S13). However, fits to the saturation recovery measurements that include data at 5
K result in a similar exponent of 𝑛 = 0.6. Such a low power law exponent suggests
that relaxation involving two phonons is limited and that the direct mechanism
dominates at these temperatures. The energy of the local mode that controls the
high-temperature behavior falls within the energy range of totally-symmetric modes
containing metal-ligand bond-stretching character, which is consistent with our
previous ligand field model for VOPc.6 The behavior of VOPc is hence dictated by
strong coupled optical modes around 233 cm−1 at elevated temperatures (> 50 K),
while two-phonon processes are inefficient below 40 K, resulting in a spin-lattice
relaxation that increases only weakly with temperature.

The relaxation of VOPyzPz-DIPP follows a single power law behavior from 5 K up
to room temperature with 𝑛 = 2.0. There is no single mode that dominates any part
of the spectrum, but rather an unresolved collection of acoustic and optical phonon
modes. VOPyzPz-DIPP reaches the same value of 𝑇1 as VOPc, however, suggesting
that a local mode at similar energies may play an important role at room temperature.
Interestingly, a power-law exponent of 2 is predicted in the high-temperature limit
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of a Debye model (𝜃𝐷 << 𝑇).21 This implies that VOPyzPz-DIPP has a low Debye
temperature where vibrational modes that contribute to a Raman relaxation are
populated already at low temperatures. We note that a Debye model is not required
to reach this result. By assuming that the phonon modes are well populated, 𝐸𝑝ℎ <<

𝑇 , the exponential local mode expression (last term in Eq. (9.4)) can be expanded
into a Taylor series with a leading term that also scales as 𝑇2. This can be visualized
in Fig. 9.4a where the exponential term (blue curve) reaches the same asymptote
as the power law fit with 𝑛 = 2 (green curve) beyond room temperature. Notably
for VOPyzPz-DIPP, this high-temperature limit extends down to low temperatures,
indicating that low-energy phonons are essential to its relaxation. As discussed
above, VOPyzPz-DIPP is indeed expected to have more of such low-energy modes
than VOPc. Additionally, the peripheral groups of VOPyzPz-DIPP break the planar
symmetry of the ligand, which according to our ligand-field model,6,12,13 could
loosen the selection rules and allow additional modes to couple more efficiently
with spins. Thus, an abundance of low-energy phonons and additional coupling
pathways would explain the 𝑇1 behavior of VOPyzPz-DIPP.

Further experiments to measure the phonon spectrum are necessary to confirm
these results. Due to their accessibility via Raman, IR, and THz spectroscopy,
high-energy optical mode contributions to spin relaxation are currently best un-
derstood. For many molecular qubit candidates, including VOPc, specific optical
modes couple strongest with spins and play the dominant role in spin relaxation. We
demonstrated here that understanding the low-energy phonon behavior can also be
important, particularly when studying the low-temperature behavior and structural
dependencies of spin relaxation mechanisms. This contribution calls for experi-
mental techniques such as inelastic neutron and X-ray scattering that can transfer
momentum to the material and excite all phonon modes. To date, only two such
studies have been published. They show how low-lying optical modes are critical
for spin relaxation,23 and that phonon modes themselves can be coupled, which
transfers the strong spin-lattice coupling from optical to highly populated acoustic
modes.24

9.5 Conclusions
Using pulse EPR techniques, we compared the spin-lattice relaxation behaviors of
VOPyzPz-DIPP and VOPc. At 5 K, VOPyzPz-DIPP appears to have a slower𝑇1 than
VOPc. Both follow a power law temperature dependence at low temperatures, but
VOPyzPz-DIPP has an exponent that is 2.8 times larger than VOPc. This difference



192

suggests that VOPyzPz-DIPP has more low-energy phonon modes that are available
for spin-lattice relaxation, resulting in shorter spin-lattice relaxation beyond 10 K.
In contrast to VOPc, where 𝑇1 has two temperature regimes with distinct decay
mechanisms, the 𝑇1 behavior VOPyzPz-DIPP is governed by the same power law
up to room temperature. A picture where a single local phonon mode dominates
the spin-phonon coupling at elevated temperatures, therefore, cannot explain the 𝑇1

behavior of VOPyzPz-DIPP. For VOPyzPz-DIPP, spin relaxation is likely the result
of coupling with several acoustic and optical modes that may become available due
to symmetry breaking, as well as additional phonon modes from the peripheral
groups and structural disorder. This abundance of phonon modes available for
spin-lattice coupling would also explain the differences in 𝑇1 anisotropy for the two
compounds (VOPyzPz-DIPP = 2.2 and VOPc = 6.0).
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C h a p t e r 10

ULTRAFAST, ALL-OPTICAL COHERENCE OF MOLECULAR
ELECTRON SPINS IN ROOM-TEMPERATURE AQUEOUS

SOLUTION

• Adapted with permission from: Sutcliffe, E.; Kazmierczak, N. P.; Hadt,
R. G. Ultrafast All-Optical Coherence of Molecular Electron Spins in Room-
Temperature Water Solution. Science 2024, 386, 888–892. DOI: 10.1126/sci-
ence.ads0512. © 2024 The American Association for the Advancement of
Science.

10.1 Abstract
The tunability and spatial precision of paramagnetic molecules makes them attrac-
tive for quantum sensing. However, usual microwave-based detection methods have
poor temporal and spatial resolution, and optical methods compatible with room-
temperature solutions have remained elusive. Here, we utilized pump-probe polar-
ization spectroscopy to initialize and track electron spin coherence in a molecule.
Designed to efficiently couple spins to light, aqueous K2IrCl6 enabled detection of
few-picosecond free induction decay at room temperature and micromolar concen-
trations. Viscosity was found to strongly vary decoherence lifetimes. This approach
has improved the experimental time-resolution by up to five orders of magnitude,
making it possible to observe molecular electron spin coherence in a system that
only exhibits coherence below 25 K with traditional techniques.

10.2 Introduction
Molecular quantum bits (qubits) are highly tunable and spatially precise, making
them desirable for quantum sensing applications.1 By using molecules with unpaired
electron spins, coherent superposition states may be generated between the Zeeman
spin sublevels, enabling sensing through distinctly quantum degrees of freedom.2

Yet to compete with existing techniques of biological imaging, spin-based quantum
sensing must stand up to two key requirements. First, the spin system must dis-
play room-temperature coherence in the solution phase—the domain of dynamic
biological processes. Second, the system should allow all-optical detection of the
spin dynamics to enable precise microscopy. Anionic nitrogen vacancies in dia-
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mond (NV−) satisfy both requirements, enabling impressive applications such as
single-atom nuclear magnetic resonance (NMR),3 mapping intracellular molecular
dynamics,4 strain sensing in nanoscale devices,5 and imaging magnetic fields in
live magnetotactic bacteria.6 However, NV− centers contain an intrinsic spatial con-
straint of several nanometers owing to the bulk of the lattice; they also have limited
chemical tunability. Satisfying both sensing requirements in a molecular system
would open a new realm of quantum sensing at the sub-nanometer scale.

Achieving simultaneous room-temperature coherence and all-optical addressabil-
ity in a molecular qubit system provides significant challenges due to the intrinsic
constraints of pulse electron paramagnetic resonance (EPR) and optically detected
magnetic resonance (ODMR). These are the two leading spectroscopic techniques
for measurements of the electron spin decoherence time of an initialized quantum
state, referred to as the spin-spin relaxation time (𝑇2). Both pulse EPR and ODMR re-
quire electrical gating of microwave and optical pulses, precluding sub-nanosecond
time resolution and thereby placing a significant constraint on which systems can
be considered room-temperature coherent. In pulse EPR, short microwave pulses
are applied on resonance with transitions between Zeeman-split 𝑀𝑆 sublevels (Fig.
10.1A, left). A select few compounds show measurable 𝑇2 at room temperature,
including Cu(II) and V(IV)O compounds such as vanadyl phthalocyanine (VOPc).7

However, the long wavelength of microwaves limits EPR imaging to a spatial res-
olution of hundreds of micrometers. ODMR protocols have been described for
measuring 𝑇1 all-optically,8 though coherent state manipulation and measurement
of 𝑇2 still must use microwave pulses. Detection of an ODMR signal requires
distinctive molecular design principles for spin-selective luminescence. Through
mimicking the electronic structure and emission-based detection of the diamond
NV− center, S = 1 optically addressable qubits based on Cr(IV) have demonstrated
optical spin addressability using ODMR8 (Fig. 10.1A, center). Yet S = 1 qubit
candidates based on Cr(IV), V(III), or Ni(II) have displayed deleteriously fast spin
relaxation rates, with coherence undetectable by EPR above 60 K even in the best
cases.8–11 Coherence can still be initialized above 60 K, but the spins decohere faster
than can be measured. Excited-state spin coherence at room temperature has been
reported for organic radical systems using ODMR, but the excited state nature places
further constraints on time resolution.12–14 Thus, sub-nanosecond measurements of
𝑇2 have the potential to unveil a new paradigm for molecular qubits displaying
room-temperature coherence.
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Figure 10.1: Methods for detecting spin coherence. (A) Methods and limitations
of spectroscopic techniques for probing electron spin coherence, with characteristic
molecules and molecular design criteria. (B) MCD and electronic absorption spec-
tra of K2IrCl6 dissolved in H2O with peaks labelled and pump/probe wavelengths
highlighted. (C) Electronic structure of [IrCl6]2–. (D) Schematic of the setup used
to measure ultrafast spin coherence. The angle between pump and probe pulses is
exaggerated for clarity. Abbreviations, and the setup in full, are described in the
Supplementary Materials.

Here, we demonstrated picosecond all-optical detection of electron spin coherence in
a rationally-designed molecule. Central to our approach is the co-design of ultrafast
magneto-optical instrumentation and molecular electronic structure. The decoher-
ence rate could be measured robustly at room temperature in aqueous conditions and
at low concentration. Proof-of-concept 𝑇2 sensing of solvent viscosity is presented.
Comparison to pulse EPR measurements showed that the magneto-optical instru-
mentation could access molecular spin coherence at orders-of-magnitude faster
timescales and higher temperatures.

10.3 Design Criteria for All-Optical Molecular Qubits
The spatial and temporal limits of EPR have been successfully overcome in the semi-
conductor physics community through the use of ultrafast laser pulses.15–17 At the
Γ point of a cubic semiconductor, the sublevel scheme shown in Fig. 10.1A, right,
is found.18 Here, the spin of the electron couples to a threefold orbitally degenerate
state (i.e., one with in-state orbital angular momentum, OAM) at the valence band
edge, which splits the state into two levels by an amount, Δ𝑆𝑂𝐶 , proportional to the
magnitude of spin-orbit coupling (SOC). The split states, of symmetry Γ7 and Γ8,
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have different total effective angular momentum 𝐽′, and when their sublevels are
eigenstates of 𝑀′

𝐽
, circularly polarized light changes the spin state with complete

efficiency.19,20 Therefore, selective excitation of either Γ7 → Γ6 or Γ8 → Γ6 with
circularly polarized light generates a net spin polarization. With a circularly polar-
ized “pump” pulse to initialize the state, the spin coherence is subsequently detected
through the change in optical polarization,15–17 or even intensity,19,21 of a weaker
“probe” pulse. Application of a perpendicular magnetic field causes characteristic
Larmor precession of the spin polarization. Such transient magneto-optic methods
have temporal resolution of < 10−13 s, broad spectral sensitivity22–24 and can be
utilized for microscopy with sub-micron spatial resolution.25,26 Despite these clear
advantages, whether this technique can be applied effectively to molecular qubits
has been an open question.

Molecular systems present two key obstacles to efficient magneto-optical detection.
First, unlike cubic semiconductor systems, 𝐽′ is not a good quantum number in
most paramagnetic molecules. In transition metal complexes, this effect arises from
quenching of OAM via the ligand field.27 When the sublevels are not quantized
by 𝑀′

𝐽
, circularly polarized light instead has only a weak probability to alter the

spin state through electric dipole transitions, relying on perturbative out-of-state
SOC. Second, the individual 𝐽′ states must be selectively addressable. Although
direct-gap semiconductors have narrow excitonic transitions that make addressing
only one 𝐽′ state straightforward, most molecular systems possess much broader
electronic transition linewidths. Both challenges may be solved by choosing a high
symmetry transition metal complex with a threefold orbitally degenerate ground-
state, which maximizes the OAM available to couple to the spin. Octahedral and
tetrahedral complexes can produce such ground states according to the Tanabe-
Sugano diagrams.27 If the SOC is large enough such that Δ𝑆𝑂𝐶 >> 𝑘𝐵𝑇 , then
the thermally populated ground states will have well-defined 𝐽′, enabling selective
addressability. Because 𝑀′

𝐽
is a good quantum number, circular polarization electric

dipole selection rules will be exactly obeyed. Magnetic circular dichroism (MCD)
arises from similar microscopic means,28 so we expect that suitable candidates also
exhibit large MCD signals at the relevant transitions. These criteria contrast with
conventional wisdom for the development of molecular qubits exhibiting coherence
at elevated temperatures, where one instead seeks to minimize OAM and in turn
minimize the orbital contribution to the 𝑔 value,22 Δ𝑔, and the zero-field splitting,29

𝐷 (Fig. 10.1A, bottom).
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To the best of our knowledge, time-resolved magneto-optical measurements of this
kind have so far only been applied to one molecular system: aqueous CuSO4.30

However, the electronic ground state of 𝐷4ℎ Cu(II) ions is orbitally nondegenerate,
which does not satisfy the requirements for the efficient in-state SOC described
above. Therefore, the initialization and readout rely on the much weaker perturbative
mixing of excited states into the ground state through out-of-state SOC. Because
of this fact, optical detection of decoherence required prohibitively high Cu(II)
concentrations (∼1 M) and pulse energies (∼10 𝜇J per pulse). As a consequence,
comparatively large nonlinear artifacts such as the optical Kerr effect (OKE) limited
the temporal resolution to ∼10−10 s.

A system satisfying all of these criteria is K2IrCl6, an air- and water-stable S=½
complex. Its electronic absorption and MCD spectra exhibit three strong bands
in the visible (Fig. 10.1B). Extensive prior spectroscopic characterization on this
compound revealed the electronic structure shown in Fig. 10.1C.31–33 Because
the unpaired electron principally resides on the Ir(IV) center,34,35 Δ𝑆𝑂𝐶 is ∼5000
cm−1,36 giving the ground state Γ+

7 symmetry and 𝐽′ =½ at room temperature.
The three bands seen in the spectra correspond to ligand-to-metal charge transfers.
Because these result in the electron spin on the ligands, the excited state Δ𝑆𝑂𝐶 is
much smaller and, therefore, unresolvable, though this has minimal impact on spin
initialization. The large MCD signal (Fig. 10.1B) for the parity-allowed bands
II and III further suggests these are ideal candidates to use for initialization and
readout.

10.4 Ultrafast Detection of Free Induction Decay
To measure electron decoherence, we used the setup shown in Fig. 10.1D, which
is described fully in the Supplementary Materials. Spin polarization was initialized
along z by a 512 nm, circularly-polarized pump pulse. An almost-collinear, 400 nm
probe pulse recorded the spin polarization along z for a given time-delay as a change
in Faraday ellipticity, detected using bridged photodiodes. The sample was flowed
to minimize photodegradation and, using a room-temperature-bore superconducting
magnet, a field of up to 5 T could be applied along x to induce Larmor precession. A
photoelastic modulator (PEM) was used to circularly polarize the 1 𝜇J pump pulses.
The source laser was triggered at 1.014 kHz off of the 50.176 kHz oscillation
frequency of the PEM to ensure every consecutive pump pulse had orthogonal
polarization;37 right- and left-handed circularly polarized pump pulses initialized
the spin polarization in opposing directions along z. The coherence here was
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Figure 10.2: Ultrafast free induction decay at room temperature. (A) TRFE mea-
surements on K2IrCl6 dissolved in H2O at various field strengths with fits to Eq.
(10.1) shown in black. (B) In water:glycerol mixtures to modify viscosity at 5 T
with fits to Eq. (10.1) shown in black. (C) Viscosity dependence of 𝑇∗

2 measured
at 0 T and 5 T alongside 68% error bounds and corresponding linear fits. (D)
Concentration sensitivity in H2O at 5 T. OKE spike at time-zero omitted to best
show free-induction decay.

generated between the 𝑀′
𝐽
= ±½ sublevels of the Γ+

7 ground state. Detection at the
frequency of pump intensity and polarization modulation thus gave only the change
in probe polarization that was pump-dependent and odd with respect to the initialized
polarization. This setup had the effect of greatly reducing potential OKE artifacts
and other photophysics unrelated to spin dynamics in solution phase measurements.
Varying the time-delay between pump and probe yielded the time-resolved Faraday
ellipticity, TRFE.

Characteristic damped oscillations of free induction decay were observed in the
TRFE data for a 2 mM solution of K2IrCl6 in H2O (Fig. 10.2A). This decay
corresponded to the dephasing of electron spins; it also included any potential effect
of field inhomogeneities on dephasing, so it was termed 𝑇∗

2 , as is commonplace in
NMR. The TRFE traces were fit to

𝜂(𝑡) = 𝜂0 exp
(
− 𝑡

𝑇∗
2

)
cos (𝜔𝐿𝑡 + 𝜙) (10.1)

where 𝜂0, 𝑇∗
2 , and 𝜙 were free parameters; the Larmor frequency, 𝜔𝐿 = 𝑔𝑖𝑠𝑜𝜇𝐵𝐵/ℏ,

provided an isotropic 𝑔 value, 𝑔𝑖𝑠𝑜 = 1.74, with magnetic field strengths, 𝐵 = 0 –
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5 T. These fits are shown as black lines in Fig. 10.2A and yielded an almost exact
description of the data beyond 0.5 ps. These data unambiguously demonstrated the
observation of ultrafast free induction decay of the molecular Ir(IV)-based electron
spins. At 0 T in H2O, 𝑇∗

2 was 8.60 ps and spanned 9.27 to 8.14 ps across the range
of field strengths (fig. S2, table S1).

Pumping band II and probing the higher energy band III reduced the potential impact
of excited-state electronic relaxation on the observed 𝑇∗

2 . Transient absorption
spectroscopy was used to verify that 𝑇∗

2 was not merely determined by excited-
state electronic relaxation (figs. S8–11). K2IrCl6 in H2O exhibited an excited-state
lifetime of 17 ps at 0 T, almost double 𝑇∗

2 . Additionally, in DMSO, the excited-
state lifetime was 430 ps, yet 𝑇∗

2 was 17.6 ps (figs. S3,9). Together with the
good monoexponential fit, these data suggest the excited-state population played a
minimal role in the measured 𝑇∗

2 .

One further, albeit subtle, advantage of this technique over pulse EPR is that the
applied magnetic field could be varied continuously across an arbitrarily large range
and even eliminated without impacting our ability to measure 𝑇∗

2 . This fact made
studying the field dependence of 𝑇∗

2 relatively straightforward, where we observed
an overall decrease in𝑇∗

2 with |𝐵 | (fig. S2), likely due to the inhomogeneous 𝑔 values
in the bulk system.38 This behavior was mirrored across solvents, with 𝑇∗

2 in DMSO
exhibiting a much stronger field dependence than in H2O (fig. S3). The phases of
the oscillations showed a roughly 𝐵3 dependence, likely due to the optomagnetic
field of the pump pulse (Supplementary Text).

10.5 Sensing Viscosity with 𝑇∗
2

On the picosecond timescale at room temperature, dephasing is expected to in-
volve molecular tumbling contributions.39 To test this, 0 and 5 T TRFE traces were
recorded for water:glycerol solutions (up to 40% glycerol), which systematically
varied the viscosity. At 5 T, 𝑇∗

2 increased significantly with increasing solution
viscosity (Fig. 10.2B). An increasing trend in 𝑇∗

2 vs. viscosity was observed for
both the 0 T and 5 T cases (Fig. 10.2C). At 5 T, the trend was complicated by
the oscillations and inhomogeneities in 𝑔 value. However, for 0 T, 𝑇∗

2 varied lin-
early with viscosity and more than doubled in magnitude (8.60 and 21.9 ps in neat
H2O and 3:2 water:glycerol, respectively). Because the molecular tumbling time
is also proportional to viscosity,40 such a trend was consistent with this dephasing
mechanistic hypothesis. These observations suggest that complex immobilization
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in biological macromolecules should significantly prolong coherence times. Hyper-
fine coupling to solvent molecules could also contribute to dephasing along with
molecular tumbling; indeed, dissolving the Ir(IV) complex in D2O instead of H2O
increased 𝑇∗

2 from 8.60 to 10.1 ps at 0 T (fig. S5 and table S1). Future studies
of the temperature dependence of 𝑇∗

2 might additionally elucidate spin-vibrational
coupling contributions to decoherence.41

For quantum sensing applications, sensitive detection is vital, and the high sensitivity
of EPR is a key reason for its widespread applicability. Oscillations at 5 T in H2O
could still be observed upon reducing the concentration 100-fold to 20 𝜇M (and
using 2 𝜇J pump pulses, Fig. 10.2D), a similar detection limit to EPR.42

10.6 Comparison with EPR
Pulse EPR currently constitutes the standard method for measuring electron spin
coherence lifetimes. We compared the TRFE measurement to the information
obtainable from pulse EPR on the same complex (Fig. 10.1). [IrCl6]2– is an S=½
species with a broad, isotropic continuous wave (CW) EPR signal centered at 𝑔 =
1.807 in a frozen solvent glass (Fig. 10.3A). The 0.07 discrepancy between the
𝑔 values from CW-EPR and TRFE is likely due to the phase transition and wide
temperature difference between the measurements. Q-band pulse EPR inversion
recovery and Hahn-echo decay measurements were conducted to obtain 𝑇1 and 𝑇𝑚,
respectively. 𝑇𝑚 denotes the phase-memory time when applying a single refocusing
𝜋 pulse for echo detection, and constitutes a common approximation to 𝑇2 measured
by EPR. Strong echo signals leading to precise time constant determination were
observed over a 5 - 15 K temperature range. However, the echo intensity at 20
K became weak owing to fast spin relaxation, leading to degraded signal-to-noise
in the inversion recovery trace (Fig. 10.3B). The polarization inversion observed
at short time was reduced by 50% relative to the 5 K measurement, indicating a
substantial amount of the polarization relaxed during the spectrometer deadtime;
this process constituted a ≥120 ns period after the refocusing pulse during which the
spin echo could not be measured. Due to the deadtime constraint and the minimum
pulse timing increment of 2 ns, we estimated the EPR limit of detection for 𝑇1 and
𝑇𝑚 to be on the order of 100 ns. 𝑇1 and 𝑇𝑚 could not be reliably ascertained by pulse
EPR above 20 K.

The fitted 𝑇1 values varied strongly as a function of temperature due to thermal
population of vibrational modes that coupled to the spin (Fig. 10.3C). By contrast,
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Figure 10.3: Comparison between EPR and TRFE capabilities. (A) X-band CW-
EPR spectrum of 2 mM K2IrCl6 in a 3:2 water:glycerol glass at 15 K (𝜈 = 9.637
GHz). Simulated trace with isotropic 𝑔 = 1.807. (B) Q-band pulse EPR inversion
recovery traces collected at the maximum microwave echo intensity (1318 mT, 𝜈
= 34.110 GHz). (C) Comparison between 𝑇1/𝑇𝑚 from pulse EPR and the TRFE
measurement; error bars are mostly smaller than data points. Extrapolation line
produced from a linear fit to 𝑇1 between 12 and 20 K.

𝑇𝑚 displays a weaker scaling with temperature below 10 K, which became stronger
above 10 K as 𝑇1 approached 𝑇𝑚. This difference arose because the maximum value
of 𝑇𝑚 (the transverse relaxation) was limited by 𝑇1 (the longitudinal relaxation), as
longitudinal recovery of equilibrium spin polarization necessarily removed magne-
tization from the transverse plane of the Bloch sphere. Thus, 𝑇1 constituted the
fundamental limitation on the observation of high-temperature spin coherence.39

We extrapolated 𝑇1 beyond the EPR limit of detection for comparison to the TRFE
measurements. We found that 𝑇∗

2 at room temperature and 1.3 T agreed well with
the extrapolated prediction for𝑇1-limited-𝑇2 (Fig. 10.3C). This extrapolation should
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be taken loosely, as it cannot account for the change in relaxation dynamics induced
by melting of the water:glycerol glass. However, it suggests overall consistency
between the time constants measured by pulse EPR and those measured by TRFE.

In summary, the TRFE magneto-optical approach has detected a spin coherence
lifetime that was four orders of magnitude smaller than the pulse EPR limit of
detection (8 ps vs. ∼100 ns). This result extended the temperature range of
coherence detection by a factor of 15 for K2IrCl6, from 20 K to 294 K (Fig. 10.3C).
These results demonstrated that TRFE has already accessed a new regime of ultrafast
molecular spin dynamics.

10.7 Discussion
The present work has enabled room-temperature, all-optical quantum sensing by
significantly improving the experimental time-resolution of molecular electron spin
coherence measurements. The literature of microwave-addressable qubits has clas-
sified compounds as room-temperature coherent or not based on whether they pos-
sess spin echo lifetimes beyond the 100 ns limit of detection of pulse EPR, and
ligand field design strategies have been described to enable this functionality.43,44

Yet under the ∼1 ps limit of detection of the TRFE measurement, molecules not
formerly considered “room-temperature coherent” in pulse EPR can now become
room-temperature coherent, as exemplified by K2IrCl6. The fast spin relaxation of
K2IrCl6 can thus be tolerated in order to reap the benefits of 𝐽′ quantization for
polarized optical spectroscopy.

Furthermore, the TRFE scheme transforms “microwave-addressable qubits” into
“optically-addressable qubits” by imparting an optical spin interface to molecules
with an isolated doublet ground state (𝐽′ = ½). This feature eliminates the require-
ment to match the non-Kramers NV− electronic structure for optical addressability.
Freed from strict imitation, synthetic efforts in molecular quantum information sci-
ence may now focus on different design criteria, including air-/water-/photo-stability,
biological compatibility, and maximized ellipticity signal produced through in-
state OAM. K2IrCl6 constitutes the first example following many of these criteria,
but we anticipate that further synthetic efforts contain great potential to optimize
TRFE molecular quantum sensor design. Additionally, the TRFE instrumentation is
amenable to microscopy implementations with improved spatial precision over EPR
imaging. The co-design of magneto-optical instrumentation and molecular sensors
constitutes an exciting new path forward for quantum information science.
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C h a p t e r 11

CONCLUSION

The contemporary surge of interest in molecular quantum information science has
generated two key research directions regarding molecular spin dynamics, namely
(1) mechanism and (2) applications. The mechanistic direction seeks to understand
the fundamental processes controlling the lifetime of quantum superposition states in
molecules. While the processes of spin-lattice relaxation and spin-spin decoherence
have been studied since the first half of the 20th century, prior descriptions proved
to be insufficiently precise to guide contemporary efforts. Through new synthesis,
spectroscopy, and modern computational and ab initio theory, the 21st century
has seen a significant expansion in our understanding of molecular spin dynamics
mechanisms. This mechanistic work will enable progress on the second direction:
designing molecular spin systems with practical applications. An isolated two-
level spin system undergoing superposition decoherence constitutes only the very
simplest of quantum systems, and harnessing the proposed power of molecular
quantum information science will likely require larger-scale molecular quantum
systems with entanglement and improved addressability.

This thesis principally describes contributions to the mechanistic direction. Three
key questions have been addressed regarding the 𝑇1 relaxation process. First, what
physical interaction enables the energy transfer between spins and vibrational mo-
tions? This is referred to as the coupling mechanism, and we have seen that a
variety of proposals have been put forward in the literature, each relating to different
components and constructions of the molecular Hamiltonian. Second, do specific
nuclear motions control spin relaxation, and if so, what are the salient characteristics
of these nuclear motions? This is the question of whether spin relaxation possesses
vibrational selectivity. Third, can guidelines be formulated to rationally control
the spin relaxation rate in paramagnetic metal complexes? This is the question of
chemical design principles.

Part 1 of this thesis (Chapters 1–4) has described the development of ligand field spin
dynamics (LFSD) as a framework for answering these questions using the language
and techniques of inorganic coordination chemistry. By deriving equations for
spin-phonon coupling coefficients from ligand field theory (Chapter 1), LFSD has
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predicted that the ligand field excited state energies should exert a controlling effect
on the rates of spin relaxation. This prediction has been experimentally verified
via MCD spectroscopy (Chapter 4), providing an important contribution to the
understanding of the coupling mechanism. The group theory approach for spin-
phonon coupling selection rules has rationalized why complexes close to 𝐷4ℎ or𝐶4𝑣

point groups tend to possess the longest𝑇1 times (Chapter 2), owing to an increase in
vibrational selectivity. Resonance Raman spectroscopy (Chapter 3) in conjunction
with pulse EPR has shown that higher-energy molecular stretching vibrations are the
ones selectively driving 𝑇1 in these high-symmetry compounds, and not low-energy
phonons as predicted by some previous models.

While this approach has shown significant success, in some cases it proved chal-
lenging to unambiguously verify LFSD versus competing spin relaxation theories
using the available spectroscopic data. This issue particularly arises regarding the
vibrational selectivity question, as no experimental technique yet exists for selecting
a vibrational mode and directly measuring its contribution to 𝑇1. Thus, the next
direction in the thesis research sought to bolster the experimental evidence used to
test spin relaxation theories.

Part 2 of this thesis (Chapters 5–7) has described a new spectroscopic observable,
𝑇1 anisotropy, which probes vibrational contributions in a more direct way than
previous pulse EPR procedures. The existence and direction of 𝑇1 anisotropy
(Chapter 5) falsified several spin Hamiltonian models for 𝑇1, demonstrating that
spin-orbit coupling and ligand field excited states must be explicitly considered in
any plausible theory of the coupling mechanism. Subsequent theoretical models by
Lunghi1 and Shushkov2 have both moved in this direction, and we are excited to see
the progress of ab initio theory in reproducing the observed 𝑇1 anisotropy values. 𝑇1

anisotropy has been employed to detected unique vibrational contributions in 𝑆 = 1
Cr(IV) optically-addressable qubits relative to 𝑆 = ½ microwave-addressable qubits
(Chapter 6), which may shed light on the origin of fast spin relaxation in the Cr(IV)
systems. Variable-temperature profiling of 𝑇1 anisotropy (Chapter 7) provides a
powerful way to detect multiple vibrational contributions to relaxation and their
associated energies, even when they are not visible in the temperature-dependent
𝑇1 by standard pulse EPR methodology. The 𝑇1 anisotropy concept has proven a
fruitful approach for constraining theoretical coupling mechanisms.

Part 3 of this thesis (Chapters 8–10) describes the translation of LFSD and 𝑇1

anisotropy insights to generate chemical design principles for spin dynamics. Through
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collaboration with the Agapie group, it has proven possible to synthesize a new
macrocyclic ligand framework that simultaneously suppresses ligand field elec-
tronic structure contributions to the coupling mechanism and reduces vibrational
population contributions to relaxation (Chapter 8). This has enabled elongation of
𝑇1 to a new record for CuN4 molecular complexes. These observations are in full
agreement with LFSD predictions for both the coupling mechanism and vibrational
selectivity. In collaboration with the Nemykin group, it has been shown that bulky
disordered substituents can alter the nature of vibrational selectivity, leading to sig-
nificant changes in the𝑇1 anisotropy (Chapter 9). Finally, a detailed consideration of
ligand field electronic structure revealed a new way of generating and probing spin
superpositions through time-resolved Faraday ellipticity (TRFE, Chapter 10). The
design principles for a TRFE-addressable molecule (maximization of orbital angular
momentum) are inverted to relative microwave-addressable molecules (minimiza-
tion of orbital angular momentum), yet both mechanisms can be understood through
the LFSD spin dynamics framework. Chapter 10 provides a direct connection to
potential quantum sensing applications, to be discussed further below.

The majority of the conclusions in this thesis have gained widespread acceptance
in the field. One key point of ongoing debate in the literature, however, relates
to the vibrational selectivity question. Our work, on the basis of group theory
using a 𝜕𝑔/𝜕𝑄 model as well as a spin-orbit wavefunction model, has pinpointed
metal-ligand totally symmetric stretching modes as driving 𝑇1 (Chapters 2 and 5).
This conclusion is additionally supported by the correlations between local mode
energies and totally symmetric vibrations in porphyrin systems (Chapter 3), as well
as the success of M-L symmetric stretching modes in predicting 𝑇1 trends for CuN4

macrocycles (Chapter 8). However, there exist two ab initio spin relaxation theories
that reach different conclusions, both with respect to our work and with respect to
each other. First, Lunghi and coworkers have argued for the preeminence of ultra-low
energy phonons and vibrations in driving 𝑇1.1 Their computed 𝑇1 vs. temperature
traces match experiment reasonably well for low symmetry compounds (𝐶2𝑣/𝐷2ℎ or
lower) which display predominantly power law scaling. However, their calculations
have not yet replicated experimental behavior for higher symmetry complexes (𝐶4𝑣

or 𝐷4ℎ) where strong local mode character is observed by EPR. We note that the
systems studied by the most recent version of their theory have been restricted to the
lower symmetry cases, while the systems used to develop our LFSD assignment are
largely of the higher symmetry cases (e.g., copper and vanadyl phthalocyanine). It
is possible that low-energy phonons are more important in 𝐶2𝑣/𝐷2ℎ and when disor-
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dered substituents are introduced (Chapter 9), while molecular stretching vibrations
become dominant in higher symmetry, ordered complexes. Correlation of ab initio
and experimental results across a broader compound spectrum should clarify this
point.

Separately, Shushkov has described a non-adiabatic theory of spin relaxation.2 It
agrees with the LFSD model that higher-energy molecular vibrations drive much of
the 𝑇1 behavior, as opposed to low energy phonons, and it agrees that symmetry-
based vibrational selectivity for spin relaxation is present. However, it assigns these
key higher-energy molecular vibrations to modes of different symmetries than the
modes pinpointed in our work. The non-adiabatic mechanism proceeds through a
spin-vibrational orbit interaction, which is produced from the mixing of degenerate
normal modes. Thus, degenerate modes in 𝐷4ℎ and 𝐶4𝑣, such as 𝑒𝑔 and 𝑒𝑢 modes,
are predicted to be dominant. It is more difficult to experimentally separate the
effect of molecular 𝑒𝑢 and 𝑎1𝑔 modes from each other because they occupy similar
positions in energy space, and thus could both in principle each lead to the observed
local mode behavior via EPR. If both 𝑒𝑢 and 𝑎1𝑔 modes have similar trends in
energy across different ligand frameworks, then the nonadiabatic assignments could
potentially account for the vibrational energy trends discussed in Chapters 3 and
8. However, the apparent implication of the degenerate mode mechanism would be
that complexes with a fourfold rotation axis should have faster spin relaxation than
those without. This seems in tension with experimental results, as 𝐶4𝑣 complexes
such as vanadyl phthalocyanine are prized for their slow spin relaxation rates. We
look forward to further benchmarking of the nonadiabatic theory across complexes
of various symmetries to address this point.

It is possible that a shift will occur in molecular spin dynamics research. At the
beginning of this work in 2020, the detailed mechanisms of slow spin relaxation were
not widely understood. Now in 2025, it appears most key mechanistic considerations
for 𝑆 = 1/2 spin lifetimes have been brought to light, and a consensus resolution on
the question of vibrational selectivity is in reach within a matter of years. Similar
progress has been made in understanding the mechanisms of 𝑇2 by Stoll, Galli,
Freedman, Zadrozny, and others.3–5 However, understanding superposition lifetimes
in a two-level spin system is only the prelude for practical applications, including
designer entanglement and addressability schemes. Now that many of the key design
principles for prolonging 𝑇1 and 𝑇2 have been described, attention will likely shift to
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demonstrating quantum information processing tasks, such as molecular quantum
sensing.

Two lines of development can be imagined. First, molecular quantum sensing
protocols can be designed in the spirit of the notable successes using anionic nitrogen
vacancy (NV−) diamond centers. There is an impressive and growing body of
literature on NV− quantum sensing which uses the properties of an isolated spin
system possessing coherence at room temperature. Molecular analogs are attractive
for significantly enhanced spatial precision than NV−, so developing molecules that
can perform similar tasks is clearly an important goal. Freedman and Awschalom
have developed Cr(IV) molecules active for optically-detected magnetic resonance
(ODMR) in the same manner as NV− centers.6 However, a key challenge is fast spin
relaxation in these systems limiting coherence below 60 K. Recently, strategies for
producing ODMR activity in organic radicals have been developed by Yuen-Zhou
and coworkers, including experimental realization by Wasielewski.7–10 Alternative
excited-state spin dynamics methods in organic molecules have been described by
Friend,11 and room-temperature coherent control in photoexcited pentacene has been
described by Bayliss and Ajoy.12,13 Given the reduced spin-orbit coupling of organic
radicals, these approaches significantly reduce the spin relaxation rates, enabling
room temperature operation. Chemical stability in biological media will become an
increasingly important design consideration as room-temperature quantum sensing
applications are pursued. Alternatively, quantum sensing protocols can be built
using the TRFE detection scheme described in Chapter 10. While this concept is
comparatively new, several significant advantages exist relative to ODMR, including
ultrafast time resolution and a potentially wider scope of molecules that could display
room-temperature spin coherence without the need for a high spin ground state and
photoluminescence. We note that all these exciting directions can be pursued without
the need for multiple entangled spin centers.

The second approach seeks to build molecules capable of multi-qubit gate operations
and entanglement schemes. Wasielewski has built photogenerated spin-correlated
radical pair systems capable of enacting quantum teleportation protocols via en-
tanglement,14 and there exist bimetallic metal complexes designed for the purpose
of entanglement by Freedman, Sessoli, and others.15,16 However, demonstrations
of multi-qubit processing using molecular electron spins have been scarce. This
is important because controlled entanglement is likely necessary to realize the full
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potential of molecular quantum sensing. Degen17 has described three levels of
experiments that can be classified as “quantum sensing,” listed below:

1. Use of a quantum object to measure a physical quantity.

2. Use of quantum coherence (i.e., superposition states) to measure a physical
quantity.

3. Use of quantum entanglement to improve the sensitivity or precision of a
measurement, beyond what is possible classically.

The mechanistic understanding of 𝑇1 and 𝑇2 recently developed in the community
will enable type-II quantum sensing. The examples of NV− quantum sensing shows
that type-II quantum sensors can already lead to very significant achievements, so
the pursuit of type-II molecular quantum sensing is certainly worthy. However,
much of the original excitement surrounding the quantum sensing concept stems
from type-III sensing. Activity in this area has been limited by the lack of systems
for producing and controlling molecular entanglement. Exploration of type-III
molecular quantum sensing would prove an exciting future research frontier.
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