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ABSTRACT

The ability to control the properties of light in a compact, reconfigurable platform
is essential for advancing nanophotonic technologies. Active metasurfaces — flat
optical components with tunable subwavelength elements — enable real-time ma-
nipulation of wavefronts and thus offer a path toward versatile optical systems. This
thesis furthers the development of electrically programmable metasurfaces as a step
toward a universal platform for independent and comprehensive wavefront con-
trol. By integrating system-level optimization strategies, novel operation modes,
and advanced material platforms, we establish a framework for next-generation,
on-demand optical processing components.

First, we introduce an array-level inverse design approach for beam steering meta-
surfaces, that co-optimizes the spatial amplitude and phase responses to enhance
target functionalities. Using the platform of a plasmonic, indium tin oxide (ITO)-
based active metasurfaces, we demonstrate non-intuitive configurations that achieve
high-directivity, continuous-angle beam steering up to 70◦. Experimental validation
confirms the effectiveness of this approach, which we further extend to advanced
applications including flat-top beams, tunable beam widths, and multi-beam steer-
ing.

To expand the functional channel capacity of active metasurfaces, we then explore
space-time modulation as a means of enabling multi-frequency operation. By
modulating ITO-based metasurfaces operating at near-infrared wavelengths with
tailored waveforms at frequencies up to 10 MHz, we experimentally generate desired
frequency harmonics, which appear as sidebands offset from the incident laser
frequency. Introducing phase offsets between the driving waveforms enables tunable
diffraction of frequency-shifted light. Theoretical extensions of this work highlight
the potential of space-time metasurfaces to realize active multitasking components
capable of dynamically performing multiple independent functions.

For improved efficiency and broadband operation, we investigate electro-optically
tunable metasurfaces based on the Pockels effect in barium titanate (BTO). We
develop a scalable fabrication technique to obtain high-quality, thin-film BTO via
stress-induced exfoliation from single-crystal substrates, preserving its bulk electro-
optic properties. The experimentally measured Pockels coefficient 𝑟33 exceeds that
of commercially available thin-film lithium niobate, demonstrating the potential of
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this material platform for integration into high-speed, low-loss optical metasurfaces.
Leveraging these properties, we design transmissive BTO-based metasurfaces for
high efficiency beam steering at visible wavelengths.

The results presented in this thesis lay the foundation for next-generation pro-
grammable metasurfaces by addressing key challenges in materials, design method-
ologies, and system-level control architectures. We conclude with a discussion of
future directions, including the discovery of high-performance tunable materials,
the development of advanced unit cell designs for independent control over multiple
optical properties, and the miniaturization of control networks for large-scale meta-
surfaces. Ultimately, this work advances the development of reconfigurable and
intelligent optical systems capable of adapting to diverse technological demands in
a broad range of imaging, communication, and computing applications.
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C h a p t e r 1

INTRODUCTION

1.1 Optical wavefront engineering: Micro- and nanoscale platforms
The first reported optical lens, dating back to the Ancient Egyptian era (2620 BC),
employed convex polished rock crystals to form the eyes of ornate statues [1]. The
unique function of these lenses enabled the eyes to appear to track the viewer’s
movement around the statue [2]. Ever since, scientists have dedicated efforts to
comprehend and manipulate the properties of light, leading to a variety of advanced
technologies that are now integral to society. Notable examples include the in-
vention of the telescope, enabling distant objects to be observed as if they were
nearby, and the development of the first photographic camera, capable of capturing
the visual information from a scene. In these constructs, optical wavefronts are
controlled using bulky optical elements which have a thickness of several millime-
ters. However, with significant advances in micro- and nanofabrication in recent
decades, researchers are now pioneering the development of next-generation micro-
and nanoscale optical components. These components allow for precise manipula-
tion of optical wavefronts, giving rise to versatile and unprecedented control over
light. In the following, we provide an overview of three micro- and nanoscale tech-
nologies that have recently emerged as promising pathways for optical wavefront
engineering: optical phased arrays (OPAs), spatial light modulators (SLMs), and
(active) metasurfaces.

Optical phased arrays
Optical phased arrays (OPAs) function as the optical analog of radio-wave-based
phased arrays and were first realized in the early 1970s [3]. In an OPA, a light source
is divided into an array of individual optical emitters, typically facilitated by waveg-
uides connected to antennas. The integration of independently addressable phase
shifters enables precise manipulation of the emitted phase at each individual ele-
ment, enabling applications such as dynamic beam steering. The primary methods
employed for implementing phase shifters in OPAs include utilizing thermo-optic
effects [4, 5] or p-i-n junctions [6]. Thermo-optic phase shifters offer minimal
loss, but typically rely on higher power consumptions and operate at lower speeds.
By contrast, p-i-n junctions induce phase delays through refractive index change
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Figure 1.1: Schematic representation of optical phased array (OPA) for two-
dimensional beam steering. (a) One-dimensional OPA with laser wavelength
tuning for steering along longitudinal direction, (b) two-dimensional grating cou-
pler array. (c) Emitted wavefront with no phase delay between emitters and (d)
incremental phase delay for steering along transversal direction. © 2021 IEEE [8]

via dopants. Although electro-optic p-i-n phase shifters provide higher modulation
frequencies (up to 200 MHz [7]) and lower power consumption compared to their
thermo-optic counterparts, dopants typically introduce waveguide losses [8].

The performance and application scope of OPAs further depend on the type of
antennas they employ. Typically, antennas in OPAs are constructed using either
grating couplers or edge and end fire couplers [9, 10]. Edge emitters are primarily
employed for one-dimensional beam steering, while two-dimensional steering has
been achieved using grating couplers. One common strategy for achieving two-
dimensional beam steering using this platform involves a one-dimensional array of
grating couplers, where steering in the longitudinal direction, 𝜃, is accomplished
through laser wavelength tuning and steering along the transversal direction, 𝜙, is
achieved using phase shifters (Fig. 1.1a) [4]. In this configuration, researchers have
demonstrated pixel sizes as small as 0.8 𝜇m [11]. Alternatively, a two-dimensional
array of individually addressable grating couplers can be employed (Fig. 1.1b)
[5]. However, the spatial arrangement of waveguides in arrays typically necessitates
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large inter-antenna spacings to prevent crosstalk between adjacent emitters. This
spacing requirement is further compounded by the need for two-dimensional phase
shifter arrays, leading to larger pixel sizes of up to 9 𝜇m [5] that ultimately limit
the grating lobe-free steering range. Notably, researchers have demonstrated beam
steering with large field of view (FOV) using non-uniform antenna arrangements in
sparse arrays [12, 13]. Nonetheless, considerable amounts of background noise are
reported in the measured far-field radiation patterns.

In summary, given the operation principle of OPAs, they excel primarily in beam
steering and other applications reliant on spatial manipulation of the optical phase
front, as schematically illustrated in Fig. 1.1c and d. However, their utility in
controlling the properties of an electromagnetic wave beyond amplitude and phase
is limited.

Spatial light modulators
Spatial light modulators (SLMs) enable precise control over the amplitude, phase,
and polarization of optical wavefronts in response to electrical or optical stimuli
[14]. Unlike OPAs, which comprise individual emitters within each unit cell, SLMs
function by modulating light transmitted or reflected through a medium, with an
individual unit cell, or pixel, defined by the control architecture employed in its
implementation.

Among the diverse range of SLMs realized to date, the predominant platforms used
in the commercial landscape are based on microelectromechanical systems (MEMS)
[15] or liquid crystals [16]. MEMS-based SLMs, exemplified by digital micromirror
devices (DMDs), utilize miniaturized mirrors that can be tilted to selectively reflect
light, and therefore alter the scattered light amplitude. An individual pixel in this
configuration is defined by the size of a micromirror and typically ranges around 10
𝜇m or larger [17]. Operating frequencies in such DMDs can reach several tens of
kHz [14].

On the other hand, Liquid Crystal on Silicon (LCoS) technology offers smaller pixel
sizes and thus precise phase mapping over a larger FOV. In LCoS SLMs, a liquid
crystal cell containing electrodes controls the orientation of the naturally birefringent
liquid crystal molecules, thus altering the refractive index of the medium. Typical
pixel sizes in this configuration range between 3 − 4 𝜇m [18]. Further reduction in
pixel size is limited by crosstalk resulting from the high driving voltages required to
modulate a thick liquid crystal cell necessary for full phase control [19]. However,
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recent advances in nanophotonic device design and microfabrication have allowed
a reduction of the pixel size to ∼1 𝜇m by modulating phase via resonance tuning
rather than accumulation across the layer thickness [20]. While this advancement
significantly enhances FOV capabilities, the pixel size remains a limiting factor
for achieving diffraction-free steering within the visible spectrum. Furthermore,
the limited response time of liquid crystal-based SLMs, ranging from hundreds
of microseconds to milliseconds, hinders their application in high-frequency beam
manipulation [21].

Metasurfaces
Metasurfaces represent a cutting-edge approach to optical manipulation utilizing
two-dimensional (2D) arrays of resonant scatterers, typically on the nanoscale.
These scatterers have the ability to locally and abruptly alter various properties of
light impinging on an interface [22], including its amplitude, phase, polarization,
spectrum, and momentum. The collective response from an array of scatterers
results in constructive far-field effects that lead to to a variety of phenomena like
anomalous reflection [23], polarization control [24], or beam focusing [25]. Due to
the subwavelength scale of each metasurface unit cell, metasurfaces enable higher
diffraction angles and numerical apertures compared to conventional diffractive
optical elements [21] and provide a promising alternative to optical phased arrays
and spatial light modulators.

Metasurfaces have garnered significant interest from industries that greatly benefit
from the availability of miniaturized and efficient optical components, which can
easily be integrated in optoelectronic systems at low cost. Initial efforts focused
on passive metasurfaces, where individual scatterers are geometrically designed to
induce desired local changes in the electric field (e.g., a phase offset) at the oper-
ating wavelength [22, 26–28]. Using this approach, researchers have demonstrated
multifunctional passive metasurfaces capable of performing several tasks simultane-
ously [29], which would traditionally require a combination of multiple bulk optical
components.

However, a fundamental limitation of passive metasurfaces is their static nature,
lacking post-fabrication tunability. This restriction confines their use to specific,
pre-defined functions. In contrast, many modern applications in the realms of optical
imaging, communication, and computation require dynamically tunable components
for on-demand wavefront shaping. This demand has led to the development of active
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metasurfaces that can be reconfigured at frequencies up to several GHz, depending
on the choice of the material platform. The subsequent section provides a summary
of the current state-of-the-art on active metasurfaces.

1.2 Active metasurfaces
Active metasurfaces, in contrast to their passive counterparts, consist of an array of
geometrically periodic, often identical, unit cells. Dynamic control over the optical
response of the metasurface is obtained through application of an external stimulus.
This external stimulus can modify the resonant properties of the subwavelength
scatterers via actively inducing a refractive index change in an active material layer
integrated into the metasurface. Alternatively, the application of an external stimulus
can alter the metasurface unit cell dimensions or the relative position of individual
scatterers, thereby enabling dynamic control of the wavefront of light reflected or
transmitted from the array.

To date, active tuning of metasurfaces has leveraged mechanical deformation of
nanophotonic structures [37, 38], field-effect tuning [30, 39], electro-optic [31],
thermo-optic [32], electrochemical [33] and chemical effects [40], structural changes
in phase change materials [34, 41] and liquid crystals [35], as well as all-optical
modulation schemes [36] (Fig. 1.2). Moreover, recent experimental demonstrations
have showcased multifunctional active metasurfaces capable of switching between
multiple continuously tunable functions. The basis for such devices lies in imple-
menting an active metasurface with individually addressable unit cells. Using this
concept, Kafaie Shirmanesh et al. [42] demonstrated switching between diverse
optically tunable functions, such as dynamic beam steering and varifocal lensing, by
adjusting the spatial configuration of voltages applied to a single field-effect tunable
metasurface. By using specifically tailored metasurface designs and varying the
external stimulus applied onto each metasurface unit cell, researchers have further
managed to dynamically generate desired changes in the amplitude, phase, and
polarization of the scattered electric field.

The timescale of active reconfiguration of a metasurface is an important characteris-
tic that determines its mode of operation. When the temporal rate of reconfiguration
is significantly smaller than the optical frequency, the metasurface operates within
what we term the quasi-static regime (Figure 1.3a). Conversely, when the metasur-
face elements are actuated with frequencies higher than the incident laser linewidth,
typically a few tens of kHz for state-of-the-art lasers at optical wavelengths, the time-
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Figure 1.2: Active metasurface modulation platforms. (a) Schematic of MEMS-
tunable metalens consisting of a moving lens on a membrane (left) and a stationary
lens on a substrate; reprinted from [29]. (b) Schematic of field-effect tunable
metasurface for beam switching. The tunable semiconductor layer (indium tin
oxide, ITO) undergoes an epsilon-near-zero (ENZ) crossing upon carrier modula-
tion. Reprinted with permission from [30]. Copyright 2016 American Chemical
Society. (c) Schematic of Mie-resonance based electro-optic metasurface using
JRD1 molecules and operation principle. The transmitted intensity undergoes a
resonance shift upon voltage application; reprinted from [31]. (d) Thermo-optic
tuning of the resonance in lead tellurium (PbTe) Mie resonators. Adapted with
permission from [32]. Copyright 2017 American Chemical Society. (e) Schematic
of electro-chemical modulation through formation of silver filaments in dielectric
layer upon bias application; adapted from [33]. (f) Schematic of metasurface unit
cell based on vanadium dioxide (VO2) phase change material. VO2 undergoes an
insulator-to-metal phase transition in vanadium dioxide (VO2) upon resistive heat-
ing. Reprinted with permission from [34]. Copyright 2019 American Chemical
Society. (g) Schematic of beam switching metasurface infiltrated with liquid crys-
tals. The liquid crystals transition from the nematic to isotropic phase upon heating.
Adapted with permission from [35]. Copyright 2018 American Chemical Soci-
ety. (h) Schematic illustration of all-optical resonance tuning in a gallium arsenide
(GaAs) metasurface using femtosecond laser pulses. Free-carrier injection and sub-
sequent recombination allow modulation on picosecond timescales; reprinted from
[36].
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Figure 1.3: Quasi-static and time-modulated metasurfaces. Incident light of
frequency 𝑓0 is reflected from an electrically programmable metasurface. (a) In the
quasi-static operation regime, the frequency of the reflected light remains unchanged
and only the propagation direction is altered. (b) In the time-modulated regime,
metasurface elements are collectively driven at a high frequency, 𝑓𝑚, allowing the
generation of higher order harmonics in the reflected light with frequencies 𝑓0+𝑛 𝑓𝑚.
(c) In a space-time modulated metasurface, a phase offset 𝜑𝑖 is added between the
time-modulated signals of individual metasurface elements using external phase
shifters. This enables shaping of frequency-modulated reflected waves.

modulated operation regime is reached. In this regime, the metasurface gives rise
to additional frequency harmonics that appear as sidebands, displaced in frequency
relative to the incident laser frequency, as depicted in Figure 1.3b. These individual
frequency harmonics can be independently controlled using space-time modulated
metasurfaces (Figure 1.3c). Here, an additional phase offset is introduced between
the high-frequency driving waveform of each metasurface element using external
non-resonant phase shifters [43, 44]. This concept holds significant promise for
optical communications applications, where high-frequency time modulation en-
ables an increase in the number of communication channels, similar to wavelength
division multiplexing (WDM) in optical fiber communications [45]. Furthermore,
the ability to simultaneously control multiple frequency sidebands opens the door to
increased processing speeds and parallelization capabilities in the realms of optical
imaging and computation.

1.3 Goals of this thesis
The ability to dynamically control the optical response in both quasi-static and time-
modulated regimes unlocks a vast design space that can be fully exploited by engi-
neering suitable structures for the arbitrary control of light. Currently, researchers
are increasingly working toward maximizing the information capacity that can be
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controlled with an individual nanophotonic element by leveraging control over vari-
ous input variables, such as modulation amplitude and frequency, to simultaneously
alter multiple properties of the scattered light, e.g., its propagation direction, fre-
quency, and polarization. The practical implementation of such devices ultimately
involves designing highly efficient optical elements capable of operating at specific
optical wavelengths and modulation frequencies. Addressing these challenges re-
quires a holistic approach that encompasses system-level problems, nanophotonic
design optimization, and understanding of fundamental materials science. This
thesis addresses multiple aspects of this broader objective.

Chapter 2 of this thesis focuses on the optimization of spatially varying wavefronts
scattered from an active metasurface using an array-level inverse design approach.
The optimization is numerically and experimentally demonstrated for a field-effect
tunable indium tin oxide (ITO)-based metasurface with independently addressable
metasurface unit cells. The tools developed in this chapter are applicable to a variety
of active metasurfaces that are based on localized modes and provide a pathway for
minimizing system-level losses in metasurfaces. We study the impact of nonideal
phase and amplitude response and analyze the requirements for high-directivity
beam steering metasurfaces.

In Chapter 3, we experimentally realize space-time modulated metasurfaces at opti-
cal frequencies, by driving ITO-based metasurfaces operating at telecommunication
wavelengths with MHz voltage waveforms. By tailoring the phase offsets of applied
waveforms, we engineer spatiotemporally varying configurations for targeted steer-
ing of frequency-shifted beams. This concept allows us to extend the information
capacity of an individual metasurface, ultimately forming a path toward active mul-
titasking metasurfaces, that allow simultaneous and independent dynamic control
over multiple frequency channels.

Chapter 4 delves into the aspects of increased efficiency and operation at target
wavelengths across the visible spectrum using the electro-optic response of barium
titanate (BaTiO3, BTO). We demonstrate a novel synthesis approach for single-
crystalline thin films that involves exfoliation from a stressed single crystal bulk
substrate. We furthermore characterize the BTO thin films in terms of their physical
properties as well as their electro-optic response. Finally, we design electrically tun-
able transmissive metasurfaces based on BTO for operation in the visible spectrum.

In Chapter 5, we provide an outlook toward the development of universal active
metasurfaces, discussing the requirements to achieve this goal and identifying key
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challenges that remain. This chapter synthesizes insights from the preceding chap-
ters to outline the future of active metasurface research. We additionally delve
into prospective use cases of universal active metasurfaces in the realms of optical
imaging, communication, and computation. The dissertation is concluded with a
summary of the key findings, highlighting significant advances and potential impacts
on the field of nanophotonics, in Chapter 6.
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C h a p t e r 2

ARRAY-LEVEL INVERSE DESIGN OF ACTIVE
METASURFACES FOR OPTIMIZED SPATIAL WAVEFRONTS

The material in this chapter was in part presented in [46].

2.1 Beam steering with optical metasurfaces
Optical beam steering has become a major focus of global research owing to its
significance in technologies such as light detection and ranging (LiDAR), free
space optical communications, and holographic displays [47–50]. Operating at
near-infrared (NIR) and visible wavelengths offers the potential to enable high-
resolution beam steering with reduced footprints compared to radiofrequeny (RF)
phased arrays.

Beam steering is achieved by precisely controlling the phase and amplitude of
light emitted or scattered from each antenna in an array, leading to constructive
interference in a desired direction. In passive metasurfaces, this control is typically
achieved by designing individual resonators that impart abrupt phase changes in light
scattered at an interface while maintaining constant amplitude. By arranging these
resonators to create constant spatial phase gradients, researchers have demonstrated
effects such as anomalous refraction or reflection [23, 27, 51, 52]. The angles
of refraction (𝜃𝑡) and reflection (𝜃𝑟) are determined by the design-specific phase
gradient 𝑑Φ

𝑑𝑥
, as described by the generalized Snell’s law [51]:

sin(𝜃𝑡)𝑛𝑡 − sin(𝜃𝑖)𝑛𝑖 =
𝜆0

2𝜋
𝑑Φ

𝑑𝑥

sin(𝜃𝑟) − sin(𝜃𝑖) =
𝜆0

2𝜋𝑛𝑖
𝑑Φ

𝑑𝑥
.

(2.1)

Here, 𝑛𝑡 and 𝑛𝑖 are the refractive indices of the media in which light is transmitted
and incident, respectively, and 𝜆0 is the vacuum wavelength. The design of these
phase gradient arrays can be understood as a forward design process that results in
anomalous refraction or reflection at a single, design-specific angle. However, the
lack of post-fabrication tunability in passive metasurfaces limits their applicability
in practical scenarios.
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Active metasurfaces address the limitations of their passive counterparts by inte-
grating a tunable permittivity layer that enables dynamic changes in the refractive
index in response to an external stimulus, such as a bias voltage. To achieve a wide
range of amplitude and phase values, reconfigurable optical frequency metasur-
faces generally rely on intrinsic material and geometric resonances. This approach
introduces nonidealities in the optical response. Unlike passive structures, active
metasurfaces often exhibit a strongly covarying phase and amplitude as function
of the applied bias. Additionally, it is challenging to design tunable permittivity
antennas with a full phase modulation range of 360° [53, 54]. As a result, active
beam steering metasurfaces with forward-designed array phase profiles result in
decreased directivities due to significant power coupling into undesired sidelobes
[42].

In this chapter, we introduce an array-level inverse design approach as a solution
to optimize the spatial bias configuration across an array considering the nonideal
antenna amplitude and phase response. Previously, inverse design techniques have
been applied to shape and topology optimization of individual nanophotonic com-
ponents, such as antennas in passive metasurfaces [55–59]. These methods involve
iteratively adjusting the shape and size of each nanoantenna until the desired opti-
cal response is achieved. Various methods including the adjoint variable method
[55, 60], genetic algorithms [58, 61], and machine learning [60, 62, 63] have been
successfully used for this purpose.

For active metasurfaces, an analogous approach starts with designing an array of
geometrically identical nanoantennas that exhibit optimal phase and amplitude tun-
ability in response to an external control variable. Thus, the critical component-level
inverse design objective shifts from optimizing the shape of a passive metasurface
element to engineering nanoantennas with optimal functional characteristics, such
as the range of achievable amplitude, phase, or polarization values in response
to its inputs. Once an optimal active antenna design is developed, the scattering
properties of the entire array can be co-optimized to meet a specific performance
objective. Due to the added complexity of this process, the inverse design of active
metasurfaces has remained largely unexplored until recently.

Chung et al. [64] demonstrated inverse design of an active beam switching metasur-
face. Notably, the liquid crystal-based metasurface considered in this work operated
in only two states: voltage on and off. As a consequence, topology optimization
of individual unit cells was required to facilitate beam switching between different
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diffraction orders. In contrast, the array-level inverse design approach outlined here
leverages the tunability of individual active nanoantennas that is made possible by
applying an independent bias to each metasurface antenna. This approach results in
an array of active antennas, each with continuously variable phase and amplitude,
yielding a vast number of operational states that enable versatile metasurface func-
tion. Consequently, the phase and amplitude of scattered light can be optimized
across a large array without any change in the geometric configuration of individual
components.

In the following sections, we discuss conventional approaches for forward designs of
ideal antenna arrays and the limitations encountered with nonideal, realistic active
metasurface designs. We utilize a genetic algorithm for an iterative optimization of
a figure of merit (FOM) that analytically models the desired function of a metasur-
face with uncoupled antennas. Further, we assess the robustness of the optimized
designs through numerical studies, examining the effects of inaccuracies in the ap-
plied voltages and evaluating the impact of amplitude and phase modulation on the
achievable performance. Finally, we experimentally validate our approach using a
plasmonic indium tin oxide (ITO)-based field-effect tunable metasurface and dis-
cuss the realization of more advanced metasurface functions, such as the creation of
flat-top beams, variable beam widths, and simultaneous steering of multiple beams.

2.2 Forward design of ideal antenna arrays
The electric far-field 𝐸ff of an array of scatterers is calculated by pattern multi-
plication of the electric far-field of a unit cell 𝐸antenna with the array factor. This
calculation is based on antenna array theory [65, 66], which was initially developed
for RF phased arrays. As RF phased arrays can maintain large interantenna spacings
without the introduction of additional diffraction orders, their far-field response can
be modeled as that of an array of independent scatterers with negligible near-field
coupling. The far-field response is thus obtained by applying the Fraunhofer ap-
proximation to the superposition of individual electric field contributions from each
scattering element.

This assumption becomes non-trivial in the case of optical metasurfaces with sub-
wavelength antenna spacings, as the characteristic period 𝑑𝑥 between neighboring
antennas approaches the electromagnetic near-field regime given by 2𝑑𝑥/𝜆2. Thus,
coupling between neighboring elements can only be neglected for antennas that
are spaced at large enough distances and/or possess strongly confined modes. The
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validity of this assumption should be verified for each metasurface design through
analysis of the electromagnetic near-field, or by comparing the calculated far-field
profile to results obtained for full-wave simulations of an antenna array with spatially
varying bias configurations.

For one-dimensional (1D) arrays, as the ones considered in the following study, the
array factor is computed by taking into account the phase 𝜑𝑛, amplitude 𝐴𝑛, as well
as the period 𝑑𝑥 that defines the position of the 𝑛-th antenna element (Fig. 2.1a).
The scattered light phase and amplitude are determined by the external stimulus
applied to each antenna, such as a bias voltage 𝑉𝑛. The electric far-field 𝐸ff can then
be written as

𝐸ff(𝜃) = 𝐸antenna(𝜃) ·
∑︁
𝑛

[
𝐴𝑛 (𝑉𝑛) exp

(
𝑖𝜑𝑛 (𝑉𝑛)

)
exp

(
𝑖𝑘 (𝑛 − 1)𝑑𝑥 sin(𝜃)

) ]
. (2.2)

Here, 𝜃 is the polar angle, and 𝑘 = 2𝜋/𝜆 is the wavenumber associated with the
operating wavelength 𝜆. A 1D configuration of a square antenna array is realized
by connecting antennas along one axis and enabling independent control of each
element in the perpendicular direction (Fig. 2.1b). In a beam steering reflectarray,
the incident light is normal to the metasurface, and the reflected beam is steered at
a desired angle 𝜃r.

We define an ideal antenna response as one that yields a constant unit amplitude
and a smoothly varying phase with a 360° phase modulation range (Fig. 2.1c).
The respective ideal amplitude and phase properties are commonly reported in
conventional phased array systems [5] as well as passive metasurfaces [51], and
facilitate intuitively understandable forward design of phase gradient profiles for
highly directive beam steering with minimal power loss in sidelobes. The additional
manifestation of unit amplitude at each antenna element results in maximal power
efficiency.

Figure 2.1d illustrates a forward-designed phase gradient profile with a constant
phase shift 𝜑𝑠 between adjacent antennas in an ideal reflectarray. The array consists
of 100 antennas that are uniformly arranged at a spacing of 𝑑𝑥 = 400 nm. The
operating wavelength is 𝜆 = 1550 nm. For an incident beam normal to the array, 𝜑𝑠

is computed as

𝜑𝑠 = 360◦ · 𝑑𝑥 sin(𝜃r)
𝜆

. (2.3)
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Figure 2.1: Beam steering with ideal antenna array. (a) Schematic of beam
steering active metasurface: application of voltage stimulus𝑉𝑛 on antenna 𝑛 (yellow)
alters the complex dielectric permittivity of the active layer, indicated in shades of
violet. As a consequence, the scattered light amplitude and phase of element 𝑛, 𝐴𝑛

and 𝜙𝑛, respectively, are varied. The antennas are arranged uniformly at a period
𝑑𝑥 . We consider a reflectarray with incident light normal to the surface. Beam
steering is achieved through constructive interference of the scattered light at the
desired steering angle 𝜃r. (b) Schematic of a one-dimensional tunable metasurface.
Antennas are connected in 𝑦-direction and allow independent control in 𝑥. (c)
Representative scattered light amplitude and phase response on an ideal active
antenna array for applied bias voltages from 𝑉min to 𝑉max. (d) Forward design of
phase gradient profile for an ideal phased array consisting of 100 antennas arranged
at a period of 𝑑𝑥 = 400 nm. The operating wavelength is 𝜆 = 1550 nm and the target
steering angle is 𝜃r = 15◦. (e) Normalized far-field intensity 𝐼/𝐼max vs polar angle 𝜃
for spatial phase profile shown in (d) with constant amplitude.



15

Wrapping of the phase profiles around 360° allows the design of blazed grating-like
structures that steer the reflected beam in the desired direction. Due to a discrete
sampling of the phases at fixed spatial increments 𝑑𝑥 , the blazed grating of an
antenna array comprises of discontinuous steps. The discrete sampling furthermore
results in an aperiodicity of the phase profiles over the entire array, as a complete
phase shift of 360° is not necessarily an integer multiple of 𝜑𝑠. The phase profiles
approach periodic blazed gratings for all steering angles as 𝑑𝑥 approaches smaller
values.

Assuming constant amplitude, the phase gradient profile shown in Fig. 2.1d results
in a directive beam steered at 𝜃𝑟 = 15◦ with minimal power scattered in other direc-
tions (Fig. 2.1e). The far-field radiation pattern is calculated as 𝐼 (𝜃) = |𝐸ff(𝜃) |2.
Individual antennas are approximated as omnidrectional scattering elements with
𝐸antenna(𝜃) = 1. For the purpose of our study, we quantify the beam steering perfor-
mance of the array by the directivity, defined as the ratio between the intensity at the
desired angle 𝜃r to the power radiated in all directions normalized by the solid angle
(Eq. 2.4). In contrast to efficiency, directivity remains unaffected by scaling of the
far-field radiation pattern by a constant factor. For a one-dimensional reflectarray
radiating into a half-space, the directivity 𝐷 (𝜃r) is formalized as [65]

𝐷 (𝜃r) =
𝜋 · 𝐼 (𝜃r)∫ 𝜋/2

−𝜋/2 𝐼 (𝜃)d𝜃
. (2.4)

For the ideal structure showcased in Fig. 2.1, equation 2.4 yields a directivity of
𝐷ideal = 78.2. The sidelobe level SL is proportional to the ratio of the second largest
to largest peak intensity, 𝐼max,2 and 𝐼max, respectively,

SL = 10 log10

(
𝐼max,2

𝐼max

)
(2.5)

and corresponds to SLideal = −13.3 dB.

2.3 Nonideal active metasurfaces: Forward and array-level inverse design
Forward design
In contrast to ideal phased arrays, active metasurfaces typically exhibit a nonideal
optical response due to the device-specific modulation mechanism. Here, we illus-
trate this behavior using the example of a field-effect tunable, plasmonic metasurface
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introduced in [42]. Figure 2.2a shows a square unit cell with a characteristic pe-
riod of 𝑑𝑥 = 400 nm. It consists of a rectangular gold (Au) patch over a hafnium
oxide/aluminum oxide laminated (HfO2/Al2O3, or HAOL) gate dielectric and an
active ITO layer. This composite structure is deposited on top of an Al2O3 dielectric
spacer and an Au back reflector. Au electrodes intersecting the top metal patches
in the 𝑦-direction enable the formation of equipotential rows, analogous to the 1D
beam steering array shown in Fig. 2.1b. The entire metasurface consists of 96
independently addressable rows, referred to as metasurface antennas.

Active control is achieved by employing field-effect induced changes in refractive
index to modulate the scattered light properties [67, 68]. Upon application of a
bias voltage between the ITO and the top Au antenna, the reflectance and phase
response are modulated as illustrated in Fig. 2.2b for an operating wavelength of
𝜆 = 1510 nm. This modulation occurs due to the Au-HAOL-ITO heterostructure,
which functions as a metal-oxide-semiconductor (MOS) capacitor. Application of
an electrical bias between the Au electrode and the ITO layer introduces a carrier
density modulation in the ITO. Thus, a change in the complex dielectric permittivity
of the ITO, 𝜀ITO, occurs in a thin layer at the interface to the gate dielectric [53], as
described by the Drude model. Upon alteration of the applied electric field, Re(𝜀ITO)
switches its sign from positive to negative, undergoing an epsilon-near-zero (ENZ)
transition, as highlighted in Fig. 2.2c with the gray shaded region. The continuity
of the normal electric displacement component at the interface between two media
requires

𝜀1 · 𝐸1⊥ = 𝜀2 · 𝐸2⊥ (2.6)

where 𝜀𝑖 is the complex dielectric permittivity and 𝐸𝑖⊥ is the normal electric field
component in medium 𝑖. Hence, operation at an ENZ condition results in a strong
field enhancement in the active ITO layer [30]. Spectral overlap of the ENZ transition
with the magnetic dipole resonance of the antenna ensures a strong modulation
of the scattered light response, allowing for reconfigurable device operation at
telecommunication wavelengths. We note here that while Re(𝜀ITO) is required to go
to zero to satisfy the ENZ condition and ensure a large phase modulation, Im(𝜀ITO)
takes nonzero values (Fig. 2.2d). These losses, emerging from absorption in the
active layer due to electron-electron collisions [69], result in reduced scattered light
amplitudes.
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Figure 2.2: Beam steering with nonideal plasmonic field-effect tunable metasur-
face. (a) Square unit cell of active metasurface as introduced in [42]. Constitutive
layers from top to bottom: Au rectangular patch (𝑡a = 40 nm, 𝑤a = 130 nm, 𝑙a = 230
nm) and electrode (𝑤e = 150 nm), HAOL dielectric spacer (𝑡h = 9.5 nm), active
ITO layer (𝑡ITO = 5 nm), Al2O3 dielectric layer (𝑡alumina = 9.5 nm), and Au back
reflector (𝑡b = 80 nm). The metasurface consists of individually addressable anten-
nas in 𝑥 which are periodically arranged at a spacing of 𝑑𝑥 = 400 nm. (b) Scattered
light amplitude (black) and acquired phase (blue) response as function of applied
bias voltage at 𝜆 = 1510 nm. For clarity, the phase axis is set to 0◦ at its minimal
value. The optical properties are obtained through full-wave simulations (Lumeri-
cal FDTD) of a periodic array of the unit cell with a given bias voltage across the
entire array. (c) Real and (d) imaginary part of the ITO permittivity as function
of 𝑧-position for different applied bias voltages at 𝜆 = 1510 nm. The gray-shaded
region in (c) shows the ENZ regime where −1 < Re {𝜀ITO} < +1. 𝑧 = 5 nm
denotes the interface of the ITO and the HAOL gate dielectric, 𝑧 = 0 nm represents
the interface of the ITO and the Al2O3 dielectric layer, as indicated in the inset of
(d). (e) Stairstep phase (blue) and amplitude (black dotted) profile for steering at
𝜃r = 18.3◦. (f) Normalized far-field intensity 𝐼/𝐼max as function of polar angle 𝜃 for
forward design shown in (e).
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Generally, the operation wavelength is chosen so as to give rise to large phase
modulation with a modest change in amplitude [42]. Nevertheless, the active
metasurface exhibits a nonideal optical response (Fig. 2.2b) with (i) a nonunity
amplitude, (ii) a limited phase modulation range of 272◦, and (iii) covariation
of the scattered light amplitude and phase properties with applied bias. These
nonidealities significantly limit the beam steering performance of such a metasurface
array designed using forward approach in the following ways: First, reduced phase
modulation requires adjustment to ideal blazed grating designs. Stairstep phase
profiles approximate the spatial phase gradients, as shown in Fig. 2.2e [42]. A
dynamic change of the repetition number (i.e., number of adjacent antennas with
the same phase value) results in beam steering at a set of discrete angles. However,
a reduced phase modulation introduces increased number of sidelobes in the far-
field radiation pattern. Moreover, the additional covariance of the scattered light
amplitude and phase rules out the design of pure phase gratings. Since an intuition-
based forward design does not account for amplitude-phase covariation, substantial
power is coupled into undesired sidelobes, as shown in Fig. 2.2f for steering at an
angle of 𝜃r = 18.3◦. As a result of these nonidealities, we observe a significant drop
in directivity to 𝐷forward = 39.5 with a sidelobe level of SLforward = −6.8 dB.

The radiation pattern shown in Fig. 2.2f is obtained using the array factor calculation
(Eq. 2.2) for an array of independent antennas. We verify the validity of this
approach by comparing the analytically calculated radiation patterns to full-wave
simulations [42] for forward-designed array profiles. Two apparent effects are
observed in Fig. 2.3: Firstly, rather than an increase in the relative magnitude of
the sidelobes, which would indicate interantenna coupling, Fig. 2.3a-c depict an
attenuation of the sidelobes at broadside angles in the simulated radiation patterns.
This effect increases the simulated directivity 𝐷sim in comparison to its analytically
computed counterpart 𝐷AF that is based on array factor calculations. Secondly,
a strong increase in the relative magnitude of the zero-order sidelobe and thus
decrease in 𝐷sim is reported for 𝜃r = 70.7◦ (Fig. 2.3d). To understand the observed
deviations, we remind ourselves that the analytical calculations are performed for
omnidirectional scatterers with 𝐸antenna = 1. While this assumption is valid for a
broad range of steering angles with the current nanoantenna design, it breaks down at
larger angles. Nonetheless, due to the validity of the analytically computed radiation
pattern for a wide range of steering angles, no appearance of additional sidelobes, and
a good match between the computed directivities for the simulated and analytically
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obtained radiation patterns (Fig. 2.3), we can use the array factor calculation to
develop new design strategies for optimized beam steering with nonideal antennas.

Figure 2.3: Comparison of far-field radiation patterns obtained through full-
wave simulations and analytical array factor calculations. Normalized far-field
intensity 𝐼/𝐼max for full-wave simulations [42] (orange dashed) and analytical array
factor calculations (blue). The results are obtained using forward-designed stairstep
array profiles for an array of 96 antennas arranged at a period of 𝑑x = 400 nm and
at a wavelength of 𝜆 = 1510 nm. The simulated (𝐷sim) and analytically calculated
(𝐷AF) directivities at the respective steering angles 𝜃r are (a) 𝐷sim = 51.0 and
𝐷AF = 43.5, (b) 𝐷sim = 48.3 and 𝐷AF = 39.5, (c) 𝐷sim = 50.1 and 𝐷AF = 39.1, (d)
𝐷sim = 22.2 and 𝐷AF = 23.0.

Array-level inverse design
Here, we report an array-level inverse design algorithm that computes the bias
voltage configuration for an electrically tunable metasurface to achieve optimized
beam steering. Since each metasurfaces antenna is gated individually, the algorithm
aims to optimize the covarying phase and amplitude value at each antenna. We
address this multiparameter, global optimization problem using genetic algorithms
(GA). In contrast to local search methods, genetic algorithms are based on stochas-
tic optimizers that can escape local optima [70, 71]. In addition, they are highly
suitable for discrete solution domains with discontinuous or nondifferentiable ob-
jective functions [59]. An inherently high-dimensional solution space arises due
to simultaneous optimization of 96 metasurface antennas. This challenge is over-
come by implementing an iterative genetic optimization that relies on a gradual
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increase of the solution space. The algorithm initially runs an optimization for a
reduced number of consecutive antennas, which are periodically repeated over the
entire array. Once an optimal solution is found, it is provided to the next bigger
solution domain as an initial solution. The final iteration simultaneously optimizes
all variables. This approach enables the algorithm to effectively find near-optimal
solutions in high-dimensional optimization spaces, while maintaining all degrees of
freedom. Due to the stochastic nature of genetic optimization, the algorithm is run
multiple times to obtain the optimal result in an extended data set. Further details on
the implementation of the iterative genetic optimization algorithm, the distribution
and robustness of the optimized results, and a comparison to alternative genetic
optimization approaches are provided in Section A.1 of the Appendix. We would
like to highlight that due the high dimensionality of the nonconvex solution space
given in this problem, the search for an absolute global optimum becomes infeasible.
Thus, we compare the optimized FOM to the corresponding performance measure
of an ideal antenna array in order to assess its proximity to a desired reference value.

The beam steering optimization consists of maximizing the directivity at the desired
steering angle 𝜃r. Thus, the objective function is defined as

FOM(𝜃r, 𝜑𝑛 (𝑉𝑛), 𝐴𝑛 (𝑉𝑛)) = 𝐷 (𝜃r). (2.7)

The directivity accounts for the antenna-specific control variables (in this case, bias
voltage) to maximize the intensity at 𝜃r, while minimizing power scattered in all
other directions. The latter also simultaneously minimizes beam divergence, which
is quantified by the full width at half-maximum (FWHM) of the steered beam. The
inverse design algorithm outputs a highly nonintuitive array phase profile, as shown
in Fig. 2.4a for the same steering angle of 𝜃r = 18.3◦. The seemingly periodic
nature of the spatial phase profile arises from the phase gradient required to steer a
beam at a specified angle as well as the iterative design approach. Since the inverse
design optimizes the covarying phase and amplitude values at each antenna, the
algorithm aims to minimize the amplitude modulation 𝐴mod over the entire antenna
array.

𝐴mod =
|𝐴max |2 − |𝐴min |2

|𝐴min |2
. (2.8)

Here, 𝐴max and 𝐴min correspond to the maximal and minimal amplitudes, respec-
tively. The amplitude modulation for the forward-designed array profile (Fig. 2.2e)
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corresponds to 𝐴mod,forward = 19.7. In comparison, the amplitude modulation using
the inverse design approach (Fig. 2.4a) is 𝐴mod,inverse = 11.8. As a result, by ac-
counting for the antenna-specific scattered light properties, the co-optimization of
phase and amplitude at each each antenna results in significant sidelobe suppres-
sion, as shown in Fig. 2.4b. The optimized directivity for steering at 𝜃r = 18.3◦

is 𝐷inverse = 72.7, representing a substantial increase of 84% compared to the pre-
viously demonstrated forward design with 𝐷forward = 39.5. Similarly, the sidelobe
level obtained through inverse design amounts to SLinverse = −13.2 dB.

These findings highlight the ability of the optimized radiation patterns to approach
ideal beam steering. The approach was further generalized to the case of beam
steering at angular increments of 0.5◦. Figure 2.4c shows a comparison of the
directivity values obtained with forward and inverse design, respectively. The results
highlight the ability of optimized designs in a nonideal antenna array to approach the
performance of an ideal phased array (dashed) at all steering angles. This contrasts
with the results of forward design, where we evaluate the previously introduced
stairstep phase profiles for steering at a discrete set of angles as well as linear phase
profiles. Linear phase profiles are those that are truncated symmetrically to remain
within the restricted phase modulation range. This method offers an alternative
approach to achieve continuous beam steering with limited phase modulation using
forward design. As both approaches do not account for the nonideal optical response
of the metasurface, reduced performance is observed using the forward design
approach.

The cosine-like decrease of directivity with increasing steering angles can be un-
derstood by considering the two limiting factors defining beam directivity: the
magnitude of the sidelobes relative to the peak intensity at 𝜃r (i.e., the sidelobe level
SL), and the FWHM of the main lobe. Notably, the prior does not change monotoni-
cally as the beam is scanned over the half space and remains around a constant value
(inset of Fig. 2.4d). Thus, the decrease in directivity is attributed to the diminished
effect of aperture size at oblique angles. That is, the antenna array aperture appears
to be reduced in size at larger steering angles, leading to a broadening of the beam,
as illustrated in Fig. 2.4d. Furthermore, since the reflectarray configuration does not
allow for radiation to go beyond 90◦, the main lobe is truncated for angles greater
than 80◦. Thus, an increase in directivity and a simultaneous decrease in FWHM is
reported for the corresponding steering range.
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Figure 2.4: Beam steering of nonideal active metasurface with array-level in-
verse design. (a) Optimized phase profile (blue) with corresponding amplitude
profile (black dotted) generated by inverse design for steering at 𝜃r = 18.3◦. (b)
Normalized far-field intensity 𝐼/𝐼max vs polar angle 𝜃 for inverse-designed active
metasurface. (c) Optimized directivity (green) for beam steering angles 𝜃r ranging
from 0◦ to 90◦ at angular increments of 0.5◦. The beam directivity (c) and sidelobe
level (d) for ideal (dashed violet), forward designs consisting of linear truncated
(gray), and stairstep (red crossed) phase profiles are shown for comparison. All
results are obtained for the active metasurface introduced in Fig. 2.2. The aperture
of the metasurface is 38.4 𝜇m.
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An evaluation of the difference between the actual and target steering angle shows
that the target steering angle is achieved with ≤ 0.2◦ absolute deviation for steer-
ing angles up to 70◦. For broadside angles, this value increases as steering in
nonuniform angular increments is observed due to the limited phase modulation
(Fig. 2.4e). Since a directivity optimization entails maximizing the intensity at 𝜃r

while minimizing the beam divergence and sidelobes, inverse design can enhance
the directivity at broadside angles by reducing the FWHM even when the actual
steering angle 𝜃max does not correspond to 𝜃r. Figures 2.4e and f illustrate how
𝜃max and the absolute deviation from the desired steering angle |𝜃max− 𝜃r | evolve for
forward- and inverse-designed arrays. Additional constraints can be implemented in
the algorithm to improve the accuracy of the steered beam across all desired steering
angles.

2.4 Impact of phase and amplitude modulation
A seemingly fundamental drawback of active metasurfaces is access to a limited
phase modulation range Δ𝜑 = 𝜑max − 𝜑min. In addition, for the active metasurface
discussed here, Fig. 2.2 illustrates that a maximal phase shift of 272◦ is achieved
with a bias application of ±6 V. Since these levels approach values that are marginal
to the breakdown field in the active ITO layer, it is desirable to operate at lower
voltage and therefore a lower phase modulation range to increase device lifetime.
Thus, for the purpose of this study, we limit the applied bias range to ±4.5 V in the
modeled active metasurface [42]. For further reduction in Δ𝜑, the phase modulation
is truncated symmetrically around the ENZ permittivity transition at 2.75 V. This
simultaneously also ensures minimal amplitude modulation 𝐴mod, which is desirable
for enhanced performance.

Figure 2.5 illustrates the effect of a reducedΔ𝜑 of the field-effect tunable metasurface
on the performance of forward- and inverse-designed arrays steering at 𝜃r = 18.3◦.
The underlying design principle of forward-designed arrays with stairstep phase
profiles does not account for the covariation of phase with amplitude. Thus, de-
creased phase modulation ranges lead to significant power coupling into undesired
sidelobes, as illustrated in the right column of Fig. 2.5 (gray). In contrast, in-
verse design facilitates highly directive beams even with a limited phase modulation
range of 210◦ where directivity is enhanced by up to 55% compared to the respec-
tive stairstep forward design (Fig. 2.5d). As the phase modulation range is reduced
further, a decrease in the optimized directivity is observed, with increasing sidelobe
amplitude at 0◦ and −𝜃r (Fig. 2.5f, h). Nonetheless, the optimized directivity re-
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Figure 2.5: Optimized beam steering with reduced phase modulation. Opti-
mized phase and amplitude designs for steering at 𝜃r = 18.3◦ with reduced phase
modulation ranges Δ𝜑 of (a) 240◦, (c) 210◦, (e) 180◦, and (g) 150◦ for the active
metasurface shown in Fig. 2.2. Panels (b), (d), (f), and (h) illustrate the normalized
far-field intensity 𝐼/𝐼max as function of polar angle 𝜃 for the inverse-designed array
phase and amplitude profiles as well as the forward-designed stairstep phase profile
(gray). The optimized directivity with reduced Δ𝜑 is labeled in the upper right
corner of the figure.
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ported with Δ𝜑 = 150◦ (Fig. 2.5h) is 41% higher than the corresponding forward
design and comparable to the directivity of the stairstep phase profile introduced
with Δ𝜑 = 270◦ in Fig. 2.5d.

The results discussed here underscore the ability of array-level inverse design to
create high-performing arrays despite covarying phase and amplitude. However,
they do not allow for any decoupled conclusions on the independent effects of phase
and amplitude modulation on the optimized performance. Hence, we studied a series
of hypothetical metasurfaces with limited phase modulation, where amplitude was
held at a constant value 𝐴 = 1. In addition, we artificially generated representative
trial values of the amplitude-voltage relation with modest amplitude modulation
where the phase modulation range was held at a constant value of Δ𝜑 = 360◦. For
generality, the arrays considered here consist of 100 antennas spaced at a period of
400 nm, with an operating wavelength of 1550 nm.

Figure 2.6a demonstrates the optimized directivities for active metasurfaces with
constant, unit amplitude and varying phase modulation range Δ𝜑. Phase is assumed
to be a sigmoidal function of the applied bias. As Δ𝜑 is reduced, directivity
is maintained up to a threshold phase modulation range Δ𝜑threshold. With further
distortion in the information carried by each element, destructive interference results
in intensified sidelobes that reduce directivity. We define Δ𝜑threshold as the phase
modulation range required to obtain the threshold directivity of 0.9 × 𝐷ideal(𝜃r),
where 𝐷ideal(𝜃r) corresponds to the directivity of an ideal, forward-designed antenna
array. Figure 2.6b compares Δ𝜑threshold for forward-designed antenna arrays with
linear truncated phase profiles to those of the corresponding inverse designs. Our
results indicate that inverse design lowers the required phase modulation range to
obtain threshold performance by a considerable amount. By introducing disorder
into the phase profile, inverse design succeeds in suppressing power coupled into
undesired directions. Thus, the inverse design approach outperforms intuitively
motivated forward design for reduced phase modulation range. The difference
in Δ𝜑threshold becomes particularly noticeable at large steering angles due to an
additional reduction of the FWHM, as discussed in Fig. 2.4d.

In contrast, we consider antenna arrays exhibiting a phase modulation range of 360◦

but nonideal amplitude characteristics, as shown in Fig. 2.6c. The three different
amplitude profiles represent distinct cases: constant amplitudes, linear functions,
and Lorentzian line shapes. To obtain comparable results, the amplitude modulation
of the two latter cases is chosen to be 𝐴mod = 20.0. Figure 2.6d shows a comparison
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Figure 2.6: Impact of phase and amplitude modulation on beam steering per-
formance. Analysis of a series of hypothetical structures consisting of a 1D array
of 100 antennas uniformly spaced at 400 nm. The operating wavelength is 𝜆 = 1550
nm. (a) Optimized directivity 𝐷 vs phase modulation range Δ𝜑 for a metasurface
with constant amplitude 𝐴 = 1. Optimized results are shown for steering at 𝜃r = 15◦
(blue), 30◦ (orange), 45◦ (yellow), 60◦ (violet), 75◦ (green). (b) Required phase
modulation Δ𝜑threshold for threshold directivity of 0.9 × 𝐷ideal(𝜃r) vs steering angle
𝜃r for forward (blue) and inverse designs (yellow). (c) Trial amplitude 𝐴 as a function
of bias voltage𝑉 for three distinct cases: constant (orange), linear (blue), Lorentzian
(gray). 𝑉min and 𝑉max are the minimal and maximal applied voltages, respectively.
(d) Directivity 𝐷 of forward-designed, linear phase profiles and inverse-designed
arrays using amplitude relations shown in (c). The phase modulation corresponds
to Δ𝜑 = 360◦ and the steering angle is 𝜃r = 15◦.

of the directivity values obtained with forward and inverse designs for steering at
𝜃r = 15◦. For constant amplitude, the directivity of both forward- and inverse-
designed arrays is ideal. Minor variations in the optimized directivity are attributed
to the stochastic nature of the algorithm. In comparison, linearly varying amplitude
leads to lower directivities. However, due to the assumed sigmoidal variation of
phase across the applied bias, amplitudes vary minimally over a large segment of the
phase modulation range. As a result, near-ideal performance can be attained with
both forward and inverse design. In the case of the Lorentzian amplitude profile,
however, the largest change in phase occurs precisely in the low amplitude regime.
This introduces a considerable difference in the performance of forward and inverse
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designs. An analysis of the optimized amplitude profile (Fig. 2.7a) indicates that
even though there is no significant difference in 𝐴mod, inverse design can suppress
undesired sidelobes, as shown in Fig. 2.7b. This can be attributed to a change
in the distribution of phases across 360◦ in both designs. Since forward designs
are based on constant phase shifts between adjacent antennas, the distribution of
phases over the entire array is nearly uniform (Fig. 2.7c). As a consequence,
forward designs are highly sensitive to the antenna-specific amplitude profile and
the directivity is reduced to 𝐷Lorentz,forward = 0.85 × 𝐷const,forward. Inverse design,
on the other hand, aims to avoid low amplitude regimes. Due to the sigmoidal
phase modulation, minimal amplitude is reported for an acquired phase of 180◦.
Therefore, our optimization approach results in a considerably smaller number
of antennas with acquired phase in that regime (Fig. 2.7d), resulting in higher
directivitiy with 𝐷Lorentz,inverse = 0.94 × 𝐷const,forward.

This study illustrates that array-scale inverse design is most beneficial for highly
nonideal active metasurfaces that exhibit low amplitude under conditions of large
phase shift. It is to be noted that such cases are typically reported in tunable
structures that rely on intrinsic resonances. The results generated using array-level
inverse design approach the ideal performance obtained for constant amplitude and
a given phase modulation.

2.5 Experimental demonstration of array-level inverse design
Here, we experimentally validate the array-level inverse design approach for an
active beam steering metasurface. The previously introduced metasurface was
redesigned to ensure an operating wavelength of the fabricated metasurface around
1550 nm. Figure 2.8 shows the full-wave simulation results obtained using finite
difference time domain (Lumerical FDTD) for a metasurface with the following
layer thicknesses: 𝑡b = 80 nm, 𝑡alumina = 9.5 nm, 𝑡ITO = 5 nm, 𝑡h = 9.5 nm, and
𝑡a = 40 nm. The antenna and electrode dimensions are defined as 𝑙a = 210 nm,
𝑤a = 160 nm, and 𝑤e = 130 nm, respectively, and the period is 𝑑𝑥 = 400 nm.
Additionally, we added a 60 nm thick silica (SiO2, 𝑡c) capping layer to increase
device durability (Fig. 2.9a). A scanning electron microscopy (SEM) image of the
metasurface is shown in Fig. 2.9b. We would like to note that the period of the
metasurface post-fabrication was measured to be 𝑑𝑥 = 430 nm.

Once the metasurface was fabricated (as outlined in Section A.2 of the Appendix),
we measured the spectra of the reflected light intensity (i.e., reflectance) and phase in
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Figure 2.7: Array-level inverse design of amplitude-modulated array with
Lorentzian modulation. (a) Optimized phase and amplitude profile over 100
antennas. The Lorentzian amplitude modulation shown in Fig. 2.6 is associated
with a 360◦ sigmoidal phase modulation. (b) Normalized far-field intensity 𝐼/𝐼max as
function of polar angle 𝜃 for forward (linear truncated, violet) and inverse-designed
(orange) arrays. The distribution of number of antennas in various phase ranges of
20◦ between 0◦ and 360◦ is displayed in (c) for forward design and (d) for inverse-
designed array profiles.

Figure 2.8: Full wave simulations of experimentally realized metasurface. (a)
Reflectance as function of wavelength and applied bias voltage. (b) Acquired phase
spectrum at different applied biases. (c) Acquired phase as function of applied bias
at different wavelengths.
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Figure 2.9: Experimentally realized metasurface and gate-tunable optical re-
sponse. (a) Side-view schematic of the experimentally fabricated metasurface with
a SiO2 top-coat layer with thickness 𝑡c. (b) SEM image of the fabricated nanoanten-
nas with a scale bar of 1 𝜇m. (c) Measured phase shift (blue) and reflectance (black)
as function of the applied bias voltage. The dashed black line indicates the approxi-
mated reflectance contributing to the beam steering performance. Phase/amplitude
values within the gray box were not used for optimization.

order to characterize the tunable optical response of the metasurface under different
applied biases. To do so, we measured the amplitude and phase of the reflected light
using a tunable NIR laser in the wavelength range of 1420 nm− 1575 nm. The phase
shift of the reflected light was determined using a Michelson interferometer in which
interference fringe patterns were generated by the superposition of the beam reflected
from the metasurface and the incident reference beam. The acquired phase shift
was then extracted by fitting the interference fringe patterns to sinusoidal functions.
The experimental setup and the procedure for phase and reflectance measurements
is described in Section A.3 of the Appendix. The voltage-tunable optical response
of the metasurface was then characterized by measuring the amplitude and phase
of the reflection from the nanoantenna array while changing a bias voltage that was
collectively applied to all antennas, resulting in a uniform change in phase across
the metasurface.

Figure 2.9c shows the experimentally measured reflectance as well as a total acquired
phase shift of 223◦ for the light reflected from the fabricated metasurface. The op-
erating wavelength was chosen to be 𝜆 = 1548 nm such that the phase shift provided
by the metasurface could be maximized. Notably, considerably larger amplitudes
than those reported in full-wave simulations are obtained. This phenomenon has
been observed previously [42, 53] and is attributed to a misalignment in the incident
polarization. As the misaligned component of the incident light does not interact
with the antenna, this effect leads to increased reflected intensity normal to the meta-
surface. Furthermore, since the misaligned component does not contribute to the
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accumulated phase shift, we assume reduced reflectance to approximate the actual
amplitude contributing to the beam steering performance. Thus, a constant offset of
Δr = 6.6% is subtracted from the measured reflected light intensity (dashed line in
Fig. 2.9c), leading to a minimum reflectance of 1%. The offset was accounted for in
the array factor calculation by increasing the intensity at 𝜃 = 0◦ by Δr = 6.6%. This
approach was verified for previously measured far-field radiation patterns obtained
using forward design [42], as discussed in Section A.4 of the Appendix. Finally,
array-level optimization was performed using the measured phase shift and the ac-
tual approximated amplitude. Due to the difference between the work functions of
Au and ITO, the ITO layer is slightly depleted at zero applied bias [30]. Thus, to
avoid breakdown of the gate dielectric during beam steering measurements, we omit
bias voltages below -3.6 V. Hence, a bias voltage range of [-3.6 V, +4.8 V] was used
for the optimization, as indicated by the gray box in Fig. 2.9c. As a result, a phase
shift of Δ𝜙 = 221◦ was obtained.

The forward-designed and optimized array phase and amplitude profiles for exper-
imental demonstration are shown in Fig. 2.10a and b, respectively. We confirmed
through full-wave simulations of the forward- and inverse-designed array profiles
that the fabricated reflectarray metasurface could be treated using the independent
scatterer approximation, as shown in Fig. 2.11, vindicating our approach to an
array-level inverse design.

Figure 2.12a illustrates the analytically obtained beam steering performances using
forward-designed four-level stairstep phase profiles with repetition numbers (RN)
varying from RN = 3 to 6 (Fig. 2.10a). The far-field radiation patterns for forward
design are illustrated in gray, and the corresponding results obtained using array-
level inverse design are overlaid in color. As can be seen, even though sidelobes are
not entirely removed due to a reduced phase modulation with covarying amplitudes,
a considerable sidelobe suppression that increases beam directivity is achieved
(Table 2.1). We note that while the optimization was performed for the entire half-
space (i.e., additional sidelobes at larger polar angles were suppressed to increase
directivity), we only visualize and evaluate the directivity for the experimentally
detectable range from −23◦ to +23◦.

As a comparison, the experimental measurements for the beam steering active
metasurface using forward- and inverse-designed array profiles are illustrated in
Fig. 2.12b. Increased sidelobes as well as increased relative intensities compared
to the analytically computed case, in particular for the specularly reflected light, are



31

Figure 2.10: Forward-designed and optimized array profiles for experimental
demonstration. Spatial array amplitude (black) and phase (blue) profiles for (a)
forward and (b) inverse design used in experiments. In (a), the repetition number of
the stairstep phase profile is varied from RN = 3 (top) to 6 (bottom).

Figure 2.11: Comparison of far-field radiation patterns with array-factor cal-
culations (green) and FDTD simulations (orange). Normalized intensity 𝐼/𝐼max
vs polar angle 𝜃 with (a) stairstep forward design with a repetition number of RN =3,
and (b) array-level inverse design approach. The operating wavelength is 𝜆 = 1545
nm.
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Figure 2.12: Experimental demonstration of beam steering with forward and
array-level inverse design. (a) Analytically calculated and (b) experimentally
measured far-field radiation patterns obtained using forward- (gray) and inverse-
designed array profiles (colored). Forward designs are obtained using a four-level
stairstep phase profile with repetition number varying from RN = 3 to 6 (left to
right). All figures are plotted for the experimentally detectable angular range from
−23◦ to +23◦.

analytical,
forward

analytical,
inverse

experimental,
forward

experimental,
inverse

𝜃r = 17.4◦
(RN = 3) 16.1 19.8 (+23%) 8.7 9.7 (+11%)

𝜃r = 12.9◦
(RN = 4) 16.2 19.6 (+21%) 10.2 9.8 (-5%)

𝜃r = 10.3◦
(RN = 5) 13.9 18.3 (+32%) 8.4 9.6 (+15%)

𝜃r = 8.5◦
(RN = 6) 13.8 19.7 (+43%) 9.6 12.0 (+25%)

Table 2.1: Analytically computed vs experimentally measured directivity D for
𝜃 = [−23◦, +23◦].

reported in both forward and inverse design. Notably, in the experiments conducted
for stairstep phase gradient profiles with repetition numbers varying from 3 to 6 (i.e.,
RN = 3, ..., 6), inverse design has resulted in an overall reduction in reflected optical
power that is spuriously radiated outside the main steered beam, including specularly
reflected power. The discrepancies in the amount of power radiated into undesired
sidelobes between the analytical computations and experimental measurements are
caused by the interplay of several effects, including antenna reflectances that are
different from the assumed values, as well as a reduction in the available phase
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modulation range. Reduction in the achievable phase modulation range is caused
by extrinsic damage from application of large bias voltages which results in a
change in the leakage current as well as the breakdown field of the gate dielectric.
Figure 2.13 shows the phase reduction over three consecutive measurements for
two different metasurfaces to illustrate this effect. Since the fabricated metasurface
operates around phase modulation values that are near the previously reported
values of Δ𝜑threshold (Fig. 2.6b), further reduction in the phase modulation range
can result in deviations of the beam steering performance from that analytically
predicted using both forward- and inverse-designed array profiles. Furthermore,
it should be noted that small variations in nanoantenna size can be introduced
during metasurface fabrication. As a result, one can expect inconsistencies in
amplitude and phase for individual scattering elements compared to the collectively
measured optical response. Since the current experimental capabilities do not allow
for an amplitude and phase measurement on a single-antenna basis, the notion
of a phase/amplitude error becomes a crucial topic of discussion that is further
investigated in the subsequent section. Notwithstanding the mentioned challenges,
we were able to demonstrate that nonintuitive, inverse-designed array profiles can
reduce spurious power coupled into sidelobes and thus enhance beam steering
performance. For the measurements shown in Fig. 2.12b, a maximal increase in
directivity of 25% was obtained in comparison to the respective forward design for
𝜃r = 8.5◦ (Table 2.1). In addition, inverse design decreased specular reflection by
an average of 33%. We note that a broadening of the main lobe due to experimental
angular resolution errors resulted in lower beam directivity for 𝜃r = 12.9◦ (RN = 4).
Nonetheless, the peak sidelobe intensity was reduced by 43% in this case.

2.6 Beam steering arrays with phase disorder
The experimental realization of optimized, nonintuitive array designs is challenged
by various sources of nonideality, error and noise, such as discrepancies in actual
phase and amplitude as a result of inconsistent nanoantenna sizes post-fabrication,
errors in bias application or interantenna coupling. The validity of the independent
scatter model was verified via full wave electromagnetic simulation for both forward
and inverse design in the case of the experimentally studied transparent conducting
oxide metasurface (Fig. 2.11). However, this fundamental assumption becomes
nontrivial for alternative metasurface platforms exhibiting leaky resonant modes.
As a consequence, the resulting deviation from the optimized phase and amplitude



34

Figure 2.13: Reduction in phase shift over consecutive measurements. (a) A
maximum phase shift of 201◦, 193◦, and 187◦ was obtained for the first test sample
in the first, second, and third round of the phase measurement, respectively. (b)
The phase modulation provided by the second test sample was measured to be 196◦,
182◦, and 171◦ in three consecutive measurements.

profiles are expected to cause additional scattering in undesired directions that lowers
the directivity.

Here, we perform a sensitivity analysis of the optimized designs to error and noise.
To do this, we systematically introduce random phase noise and identify threshold
values beyond which a strong decrease in directivity is observed. We characterize
𝑓 as the fraction of antennas in the array differing from their original phase value
𝜑original. The phase disorder range 𝛿 further quantifies the maximal amount of phase
error at each deviating element (Fig. 2.14a). The disordered phase values 𝜑disorder

are calculated as

𝜑disorder = 𝜑original + rand

[
− 𝛿

2
, +𝛿

2

]
. (2.9)

Here, rand[𝑥, 𝑦] computes a uniformly distributed random value between 𝑥 and 𝑦.
Capping of 𝜑disorder at the minimal and maximal phase values ensures that upon
adding phase noise, the antenna phase stays within the available phase modulation
range. To account for the covarying amplitude and phase, 𝜑disorder is additionally
mapped to the corresponding amplitude, which is obtained from the antenna-specific
optical response.

Figure 2.14b illustrates the error tolerance of an inverse-designed array phase profile
for our example field-effect tunable active metasurface steering at 𝜃r = 18.3◦ (Fig.
2.4a). The optimized array design is insensitive to small phase errors corresponding
to small 𝑓 and/or small 𝛿. In the limiting case of 𝑓 = 100%, phase error is introduced
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Figure 2.14: Phase noise introduction in spatial phase profile. The phase disorder
range 𝛿 is defined such that it allows distortion of each antenna phase by a uniformly
distributed random phase value between 0◦ and ±𝛿/2. The schematic illustrates a
phase disorder range of 𝛿 = 100◦. The gray dashed line represents the disordered
phase value. (b) Phase disorder range 𝛿 vs fraction of antennas 𝑓 that are changed
from their original value for the optimized array design illustrated in Fig. 2.4a for
𝜃r = 18.3◦. The red dashed line marks the threshold performance of 0.9 × 𝐷inverse
in the limiting case of 𝑓 = 100%. (c) Relative change in directivity for increasing
phase disorder 𝛿 for steering at 𝜃r = 18.3◦ for inverse-designed arrays (green),
forward-designed linear (gray) and stairstep (red) phase profiles. The black dashed
line marks the threshold directivity. The data sets in (b) and (c) are averaged over
100 implementations.

into every antenna in the entire array. This case is characteristic of interantenna
coupling that would lead to a distortion of the phase at each antenna due to its nearest
neighbors. Our analysis shows that optimized designs can tolerate up to ±30◦ phase
error (𝛿 = 60◦) before reaching the directivity threshold of 0.9 × 𝐷inverse. In
comparison, our analysis shows that the threshold performance of 0.9 × 𝐷𝛿=0◦ is
obtained for larger amounts of phase disorder 𝛿 in the case of forward designs. As
shown in Fig. 2.14c, 𝛿inverse = 60◦ < 𝛿forward,lin = 100◦ < 𝛿forward,step = 140◦. Here,
𝐷𝛿=0◦ is the beam directivity of the respective array design without any introduction
of phase noise. It is to be noted that directivities of stairstep profiles can surpass
𝐷𝛿=0◦ for 𝛿 ≤ 40◦. Since stairstep designs represent simplified gradient phase
profiles, small amounts of phase disorder can lead to closer resemblances to higher-
directivity linear array designs. The reduced error tolerance for inverse design is
understandable, considering that the nonintuitive inverse-designed arrays typically
exhibit more disordered phase profiles, even prior to any introduction of noise. As
a result, they tolerate smaller errors before reaching substantial loss of information.
Nonetheless, the findings reported in this analysis imply a considerable tolerance of
phase noise for inverse-designed spatial array profiles.
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2.7 Realizing advanced metasurface functionalities
Until now, our focus was on using array-level optimization for the demonstration of
optimized beam directivity. Based on the target application, however, it might be
desirable to realize alternative metasurface functions. In the following, we apply
the iterative optimization approach introduced in Section 2.3 to optimize the spatial
phase and amplitude configuration for (i) maximal power efficiency of the steered
beam given a nonideal antenna response, (ii) the creation of flat top beams and
beams with variable widths, and lastly (iii) simultaneous steering of beams in two
desired directions.

Power efficiency of steered beams
The FOM quantifying the beam steering performance in this work was chosen to
be the beam directivity 𝐷. It is a unitless quantity that depends on the ration of the
intensity at the desired steering angle 𝜃r to the amount of power scattered into all
directions normalized by the solid angle, as discussed in Eq. (2.4). Thus, it remains
unaffected by scaling of the far-field radiation patterns by a constant (intensity)
factor. Directivity is a common metric used to analyze the performance of RF
phased arrays. An ideal metasurface array with 𝑑𝑥 = 400 nm operating at 𝜆 = 1550
nm (𝑑𝑥/𝜆 ∼ 0.25) approaches performances that are reported with an array of
parallel short dipoles [72]. In addition, the optimized sidelobe level reported in
this work corresponds to values that are generally obtained for phased arrays with a
complete phase modulation over 360◦ [73].

The power efficiency 𝜂 is determined by the absolute amount of power that is
steered into the main lobe compared to the total input power. For an array profile
with varying amplitudes, 𝜂 is calculated as

𝜂(𝜃r) =
𝑃m(𝜃r)
𝑃scat

· 𝐴eq (2.10)

where 𝑃m is the power scattered into the main lobe steering at 𝜃r and 𝑃scat is the total
scattered power. The ratio of 𝑃m and 𝑃scat is multiplied by the equivalent amplitude
𝐴eq that would be required in an array of antennas with constant amplitude to
generate an equivalent amount of scattered power. Thus, 𝐴eq = 𝑃scat/𝑃input with
𝑃input being the input power. Note that 𝑃input can be determined by assuming an
ideal reflectarray with constant, unit amplitude and a complete phase modulation
over 360◦.
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Figure 2.15: Optimization for power efficiency. (a) Inverse-designed array am-
plitude (black dotted) and phase (blue) profiles and (b) far-field radiation patterns
for a power efficiency optimization. The optimization was performed based on the
optical response of the field-effect tunable metasurface introduced in Fig. 2.2.

Due to the strong absorption in the active antenna element [42, 74], the power
efficiency of the beam steering arrays studied in this work is strongly limited. Con-
sequently, the optimized directivity discussed in Section 2.3 (Fig. 2.4a, b) results in
a power efficiency of 0.9%, even though 86% of the total scattered power is directed
into the main lobe. Here, we demonstrate as a proof-of-concept that the same inverse
design algorithm can also be applied to a power efficiency optimization. For this
purpose, the figure of merit is adapted to FOM = 𝜂(𝜃r). Figure 2.15a shows the
optimized array profile as well as the corresponding radiation pattern (Fig. 2.15b)
for optimal power efficiency at 𝜃r = 18.3◦. It is to be noted that the increase in
power efficiency comes at the cost of beam directivity, as the algorithm aims to in-
crease the occurrence of large amplitudes in the antenna array to enhance efficiency.
Therefore, the amplitude modulation increases, leading to a reduction in beam di-
rectivity. Meanwhile, the opposite trend holds true for a directivity optimization:
Inverse design aims to minimize amplitude modulation to reduce sidelobes. As the
main phase shift occurs in a low amplitude regime, the minimization of amplitude
modulation results in reduced power efficiencies. For reference, the corresponding
directivity and efficiency values are tabulated in Table 2.2.

Directivity 𝐷 Efficiency 𝜂

Forward design, stairstep 39.5 2.1%
Inverse design, directivity opt. 72.7 0.9%
Inverse design, efficiency opt. 41.9 2.7%

Table 2.2: Optimized directivity 𝐷 and efficiency 𝜂 for steering at 𝜃r = 18.3◦.



38

As the scattered light amplitudes are the limiting factor for power efficiencies in beam
steering metasurfaces, we would like to remark that they can be strongly enhanced
with the use of active metasurfaces exhibiting higher reflectance or transmittance
values, such as all-dielectric metasurfaces [20, 35, 75].

Variable beam widths and flat top beams
The beam width (or FWHM) is determined by the aperture size and varies as function
of steering angle, as illustrated in Fig. 2.4. Based on the specific modality of optical
imaging or sensing, it may be beneficial to control the beam width in addition to the
steering angle to ensure uniform information collection from all directions. While
the minimal beam width of light scattered from an array of antennas is fixed by the
aperture size, we can use array-level inverse design to generate spatial phase and
amplitude configurations that result in larger beam widths. This can be used in cases
where, e.g., coarse sampling of a scene is desired before finer details are imaged
[76]. In the following, we illustrate first the generation of variable beam widths for
a steered beam with an ideal metasurface and then demonstrate realization of flat
top beams using the nonideal active metasurface introduced in Fig. 2.2.

Figure 2.16 shows the forward-designed and optimized spatial phase profiles for an
ideal metasurface with 360◦ phase modulation and unity amplitude steering a beam
at 𝜃r = 20◦. Similar to the case studied in Fig. 2.1, we assume an aperture with
100 antennas arranged at a spacing of 𝑑𝑥 = 400 nm operating at 1550 nm. Given
the metasurface aperture, conventional forward design of the phase profile yields a
beam with a FWHM of 2◦ (Fig. 2.1a, b). To design array profiles yielding a target
FWHM, 𝐹𝑡 , we write our objective function as a minimization problem with

FOM(𝐹𝑡 , 𝜃r) = 50 · |FWHM(𝜃r) − 𝐹𝑡 | + 10 · 𝐼max,2

𝐼 (𝜃r)
+

avg
(
𝐼
(
𝜃r − 𝐹𝑡

2
)
, 𝐼

(
𝜃r + 𝐹𝑡

2
) )∫

𝐼 (𝜃)d𝜃
.

(2.11)

Here, the first term aims to minimize the difference between the FWHM of the beam
steered at 𝜃r and the target FWHM, 𝐹𝑡 , the second term aims to maximize the peak
intensity at the target angle 𝜃r in comparison to the second largest peak, and the
last term is an adapted directivity term which aims to maximize intensity across
the FWHM while minimizing undesired sidelobes in all directions. The FOM is
formulated as a weighted sum, where the weights are chosen such that they yield
optimal radiation patterns for a range of target 𝐹𝑡 values. The optimized spatial phase
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Figure 2.16: Variable FWHM of steered beam with ideal metasurface. Spatial
phase profile over an array of 100 antennas spaced at 𝑑𝑥 = 400 nm (left) and
corresponding normalized intensity vs polar angle at 𝜆 = 1550 nm (right). The
three cases illustrate forward design (green; a, b), optimization for a FWHM of 5◦
(orange; c, d), and optimization for a FWHM of 10◦ (violet; e, f). Ideal antenna
properties, i.e., unity amplitude and 360◦ phase modulation, are assumed for this
optimization.

profiles and the corresponding radiation patterns for 𝐹𝑡 = 5◦ (Fig. 2.16c, d) and
𝐹𝑡 = 10◦ (Fig. 2.16e, f) are shown as exemplary cases. The optimization appears
to artificially reduce the aperture of the metasurface by imposing a phase gradient
over a smaller subset of antennas (‘steering aperture’) and setting noninutitive phase
values outside (‘nonsteering aperture’). Similar approaches with forward design
of the nonsteering aperture with constant phase values result in strong specular
reflection. Therefore, further studies are needed to analyze the degree of phase
randomness required in the nonsteering aperture to yield a tunable FWHM with
low sidelobe levels. Nevertheless, for realistic active metasurface designs, the use
of array-level inverse design is expected to yield improved results by additionally
taking into account the device-specific optical response.

In applications that require a uniform illumination across a range of angles, the
objective changes to generating flat top beams rather than having beams with a
wider FWHM, as shown in the example above. For this, the FOM is chosen to
be one that minimizes the difference of the actual radiation pattern from a target
radiation pattern, where the target radiation pattern resembles an angular pass-band
with zero and one normal intensity regimes. Figure 2.17 shows the optimized array
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Figure 2.17: Flat top beam with nonideal active metasurface. (a) Inverse-
designed array amplitude (black, dotted) and phase (blue) profiles and (b) corre-
sponding normalized intensity as function of polar angle for nonideal active meta-
surface introduced in Fig. 2.3. The black dashed lines at ±10◦ indicate the target
angular width of the flat top beam.

phase and amplitude profile as well as the corresponding radiation pattern for a
flat top beam with an angular width of ±10◦. In this case, the optimization is
performed for the nonideal active metasurface introduced in Section 2.3. Despite
the nonideal optical response, the optimization algorithm is able to generate nearly
uniform intensity across the target angular range with minimal undesired sidelobes.
The uniformity of illumination can potentially be further improved by implementing
constraints that limit the deviation of the actual normalized intensity from unity;
however, this is likely to come at the cost of increased sidelobes.

Simultaneous steering of multiple beams
Until now, the focus of the optimization was to control the properties of one steered
beam. However, the same array-level optimization can also be used to generate
nonintuitive spatial amplitude and phase profiles that can simultaneously steer mul-
tiple beams in independent directions. This function could be used for increased
scanning speeds in optical sensing applications, or for simultaneous detection of
multiple objects. Here, we illustrate this principle based on the example of two in-
dependently steered beams with the nonideal active metasurface introduced above.
The FOM that needs to be minimized for this purpose is chosen to be

FOM(𝜃r,1, 𝜃r,2) =
1

𝐼 (𝜃r,1)
+ 1
𝐼 (𝜃r,2)

+
∫

𝐼 (𝜃)d𝜃. (2.12)

Here, the first two terms aim to maximize the intensity at the target steering angles
𝜃r,1 and 𝜃r,2, and the last term aims to minimize sidelobes. In addition to this
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Figure 2.18: Simultaneous steering of two beams at independent angles. (a)
Inverse-designed array amplitude (black, dotted) and phase (blue) profiles and (b)
corresponding normalized intensity as function of polar angle for nonideal active
metasurface introduced in Fig. 2.3. The black dashed lines indicate the target
steering angles 𝜃r,1 = −7◦ and 𝜃r,2 = +18◦.

objective function, we implement constraints to fix the intensity of the two steered
beams with respect to each other as well as the specularly reflected beam. For the
results shown in Fig. 2.18 for two beams steered at −7◦ and +18◦, respectively,
we also implemented two constraints requiring 𝐼 (𝜃r,𝑖) ≥ 8 · 𝐼 (𝜃 = 0◦) with 𝑖 = 1, 2
corresponding to the two beams. The steering angles were arbitrarily chosen in this
example and similar results were observed for different sets of angles. It can be
seen that while the optimization yields two directive beams steering at the target
angles, there are an increased number of sidelobes compared to the case of a single
steered beam. Due to this, we anticipate that scaling of this approach to an increased
number of steered beams will require tolerance for larger sidelobe levels. In addition,
continuous scanning of multiple independent beams with array-level optimization is
a computation heavy problem. In Chapter 3, we will present an alternative, scalable
approach for multi-beam steering using spatio-temporal modulation.

2.8 Outlook
Real-time array-level optimization
The array-level inverse design approach presented in this chapter is based on a
numerical framework which assumes independent scatterers with localized modes.
However, many recent designs utilize delocalized modes in nonlocal metasurfaces
[77–79]. For such structures, we need to develop more sophisticated analytical
models, or we must shift to performing array-level optimization using full-wave
simulations instead [80]. This method, however, is considerably more computation-
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ally expensive and may restrict our abilities to compute the array configuration over
a wide range of angles.

To address this challenge, one could perform real-time array-level optimization ex-
perimentally. For instance, in the case of beam steering metasurfaces, a camera
could capture a Fourier space image at each iteration, which would then serve as an
input for an optimization algorithm. The algorithm would extract the normalized
intensity as a function of the polar angle and adjust the voltage configuration to
optimize beam directivity. An iterative optimization similar to the one proposed
in Section 2.3 could be adapted for this purpose. The primary source of time con-
sumption would be image acquisition, rather than performing full-wave simulations
for the entire array at each step. Ultimately, the computational time required would
also depend on the number of antennas in the array that need to be configured to
achieve a desired metasurface function. An additional benefit of this approach is that
it could potentially account for experimental artifacts, such as nonuniform antenna
widths, inhomogeneities in bias application, or slight misalignment, that may lead
to spurious scattering in Fourier space.

Co-optimization framework for active metasurfaces
In many applications, it is necessary to not only optimize the directivity of steered
beams but also maximize power efficiency. While the first part of Section 2.7 outlines
a potential pathway for achieving this, power efficiency is ultimately constrained by
the optical response of the antenna element, specifically, its scattered light amplitude
and phase. In recent years, researchers have developed new design strategies to
achieve higher efficiency active metasurfaces, including the use of various resonator
designs yielding alternative electromagnetic modes [31, 80] and the exploration of
new active materials [81–83].

Designing highly efficient active metasurfaces ultimately requires optimizing ma-
terial choice, resonator design, and the overall system-level array design. In this
context, the proposed array-level inverse design is crucial for the hierarchical co-
design of both the array and the active antenna element in tunable metasurfaces.
This approach aims to simultaneously optimize the array configuration via the exter-
nal control variable, the nanoantenna shape, as well its complex dielectric function
for a desired metasurface response. For practical implementation of hierarchical co-
design, an incremental approach is most suitable. This would begin by combining
array-level optimization with resonator design [84] and subsequently integrating res-
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onator design with material choice, before developing a comprehensive optimization
framework that addresses all three components simultaneously. Different optimiza-
tion algorithms may be more suitable for different tasks. For example, resonator
design (with a fixed material choice) could employ adjoint optimization [85–87] or
machine learning [60, 88]. For optimizing and discovering new active materials,
various data-driven strategies — such as machine learning, Bayesian optimization,
density functional theory, and combinations thereof — could be pursued [89–92].

Enhancing control through space-time modulation
The final part of Section 2.7 proposes the use of array-level optimization for simul-
taneously controlling multiple independently steered beams. This approach enables
control over both the angles and the relative intensities of the steered beams. While
feasible for two beams, the optimization of the FOM becomes increasingly challeng-
ing as the number of beams increases, due to nonideal device characteristics.The
complexity is further heightened when the beams are required to perform different
dynamically tunable functions, such as steering and focusing.

In Chapter 3, we present a scalable approach for what we term active mutlitask-
ing metasurfaces, which leverage space-time modulation [93–96]. In addition to
the spatial modulation previously discussed, this approach utilizes high-frequency
temporal modulation as an additional control variable. Temporal modulation of the
metasurface at kHz to MHz frequencies allows for controlled frequency shifts in the
scattered beam. By precisely tailoring the waveform applied to each metasurface
electrode, we demonstrate the ability to independently control the spatial properties
of beams with different frequency shifts. This method offers a scalable solution
for controlling a large number of independent beams, theoretically limited only
by the bandwidth of the experimental setup. We will discuss practical limitations
and trade-offs between multiplexing and power efficiency in detail in the following
chapter.

2.9 Conclusions
In conclusion, we have developed a versatile array-scale inverse design approach
for active metasurface antenna arrays. Inverse design allows the array phase and
amplitude profiles to be prescribed by change in the operating parameters of iden-
tical active antennas, rather than by geometrical shape optimization of individual
antennas. We found that iterative optimization gives rise to nonintuitive array de-
signs that enable high-directivity beam steering with nonideal antenna components.
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Specifically, for the field-effect tunable metasurface analyzed here, directivities
were enhanced by up to 84% compared to previously demonstrated forward designs,
with sidelobe suppression approaching ideal values. Near-ideal performance was
demonstrated for continuous beam steering by optimization at angular increments
of 0.5◦. Inverse design moreover reduced the required phase modulation range
for high beam directivity. High-directivity beam steering was reported for a phase
modulation range as small as 180◦. Furthermore, enhanced beam directivities using
nonintuitive, inverse-designed array profiles were reported for an experimentally
fabricated metasurface exhibiting a phase modulation of approximately 220◦. Fi-
nally, a sensitivity analysis to antenna phase noise indicated that optimized designs
could tolerate approximately ±30◦ phase error at each antenna without significant
performance losses.

While the current work illustrates the power of an array-level inverse design on the
beam steering performance in active metasurfaces, the same optimization frame-
work can also be applied to a variety of alternative objective functions and active
metasurface platforms. Similarly, a system-level optimization can also be performed
for passive metasurfaces that rely on nonideal antenna components [97].

The results presented in this work constitute a compelling design approach for
high performance in nonideal active metasurfaces. As an outlook, we expect that
by combining array-level inverse design with optimization protocols applied to
materials selection [98, 99], a modern era for co-design of materials, device and
system is arriving for nanophotonics. Ultimately, such an approach will enable
the realization of highly efficient multifunctional metasurfaces capable of many
functions beyond beam steering.
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C h a p t e r 3

ACTIVE MULTITASKING METASURFACES USING
SPACE-TIME MODULATION

The material in this chapter was in part presented in [95].

Active metasurfaces, with their ability to dynamically control optical properties at
the subwavelength scale, provide a versatile platform for advanced light manipu-
lation. In the previous chapter, we demonstrated how this characteristic enables
the realization of multiple tunable functions using a single metasurface. Example
functions included beam steering, engineering of flat-top beams, and multi-beam
steering, achieved through an array-level optimization approach [46]. We observed,
however, that as the complexity of the target function increases — particularly
when simultaneous optimization for multiple tasks is required — relying solely on
spatial control of the array’s phase and amplitude properties becomes increasingly
challenging.

In this chapter, we address this limitation by introducing an additional control vari-
able into the system. Through high-frequency modulation of the applied voltage
waveform, we create a synthetic dimension [100–102], which enables multiplexing
of functionality in the frequency domain. This approach paves the way for metasur-
faces capable of performing multiple, dynamically tunable tasks simultaneously by
encoding them in distinct frequency channels. We refer to such devices as active
multitasking metasurfaces.

The chapter begins with a review of the theoretical framework for time modulation
and its role in engineering the frequency response from a metasurface. Following
a brief review of previous experimental work, we present a proof of concept for
electrically tunable space-time metasurfaces, utilizing field-effect tuning in indium
tin oxide (ITO) with two interdigitated electrodes [95]. Building on this foundation,
we extend the design to include 32 independently addressable electrodes, develop
an electronic addressing scheme, and demonstrate active beam switching to tunable
angles. Finally, we discuss potential multiplexing strategies for these metasurfaces
in various applications and highlight remaining challenges and future directions.
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3.1 Space- and time-varying media
Wave propagation at the interface between two isotropic media is governed by
Snell’s law of reflection and refraction, a fundamental principle of optics that ensures
conservation of transverse wave momentum across the interface [103]. Leveraging
this principle, bulk optical elements are traditionally designed to introduce gradual,
spatially varying changes in the accumulated phase shift of light beams propagating
through the medium. In comparison, metasurfaces introduce subwavelength-scale
spatial modulations of the refractive index. In passive metasurfaces, this is achieved
by carefully designing resonator geometries, and in active metasurfaces by externally
modulating the local permittivity. These spatial modulations impart momentum to
incoming light, as described by the generalized form of Snell’s law [22], detailed
in Section 2.1. This approach has enabled the development of various chip-scale
optical components, including those for anomalous reflection [23, 104, 105], flat
lenses [106–108], and polarization control [109–111].

While spatial structuring of metasurfaces imparts momentum discontinuities in the
scattered light, the frequency of light is typically conserved. Although active meta-
surfaces can change their properties in time, their response is often slow. This
characteristic limits their operation to the quasi-static regime (Fig. 1.3), where slow
temporal modulations allow switching between different spatial phase gradient con-
figurations while preserving the incident wavelength. In this regime, momentum can
be imparted to light, enabling spatial wavefront shaping, but the optical wavelength
remains unchanged.

To overcome this limitation, there is increasing interest in time-varying media, which
exploit rapid modulations of optical properties (e.g., refractive index) in response to
external stimuli. These rapid modulations create a temporal interface, analogous to
the previously discussed spatial interface, where light momentum is conserved, but
its frequency is altered due to energy exchange with the medium [112]. Temporal
control of electromagnetic waves has led to the demonstration of exotic optical
phenomena such as frequency mixing [113], harmonic beam shaping [93], and the
breaking of Lorentz reciprocity [44, 114, 115].

Metasurfaces provide a unique platform for integrating spatial and temporal mod-
ulation schemes, enabling the realization of space-time varying media [44, 116–
120]. Spatiotemporal modulation of dielectric media has been studied for decades
and has produced radio frequency (RF) devices with functionalities such as optical
isolation [121], pure frequency mixing [122], and amplification of traveling waves



47

[123]. Recent advancements in digital coding architectures, in which biasing PIN
diodes alters the phase response of the scattered light, have realized a more general
spatiotemporal platform for frequency-multiplexed beam steering and shaping at
microwave frequencies [93, 124, 125]. At optical frequencies, optical pumping of
passive phase gradient metasurfaces consisting of nonlinear optical materials has
been demonstrated [112, 126, 127]. However, such systems require the integration
of high-power pump pulses, limiting their practicality for many applications.

In this work, we demonstrate electrically tunable metasurfaces that operate at
telecommunication wavelengths and are modulated at radio frequencies to achieve
spatiotemporal control over the scattered light wavefront and spectrum. Field-effect
tunable metasurfaces are ideal candidates for the demonstration of space-time vary-
ing media, as they can be modulated with frequencies up to tens of MHz [30]. Our
active metasurface employs ITO as an active semiconductor layer that undergoes
a change in charge carrier modulation, and therefore dielectric permittivity. As
described in Section 2.3, this modulation, combined with a geometrically resonant
plasmonic stripe antenna [30, 42], results in a modulation of the reflected light
intensity. The strong mode confinement achieved in this design enables localized
control over the scattered light properties.

We present two implementations of this design. In the first, stripe antennas are
connected to an interdigitated pair of electrodes, and in the second, the metasurface
incorporates 32 independently addressable electrodes. These layouts enable uniform
reflectance control through collective modulation of all antennas enabling control
over the spectrum of light, or the design of two- or multi-level reflectance gratings
that generate diffraction of frequency-shifted beams in space, as outlined in the
following section.

3.2 Design principle for space-time metasurfaces
Active metasurfaces with individually addressable elements enable dynamic control
over light propagation through spatial and temporal modulation schemes. These
configurations are illustrated in Fig. 1.3 and include three key cases: (1) quasi-static
spatial modulation, (2) purely temporal modulation, and (3) combined space-time
modulation. Each case provides unique functionalities for tailoring the momentum
and frequency of light.

In the quasi-static configuration (Fig. 3.1a), the metasurface exhibits a spatially
varying but time-invariant refractive index profile. The far-field response is de-
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scribed as the summation of electric fields reflected from 𝑛 metasurface elements,
with the response from each element described by

𝐸 (𝑥, 𝑦) = 𝐴𝑛 (𝑥, 𝑦) · 𝑒𝑖𝜑𝑛 (𝑥,𝑦) · 𝑒𝑖(k·r−𝜔𝑡) . (3.1)

Here, 𝐴𝑛 and 𝜑𝑛 are the amplitude and phase response of each element as function
of their spatial position in 𝑥 and 𝑦, k is the incident wave vector, r represents the
spatial observation point, 𝜔 is the frequency of light, and 𝑡 the time variable. In
the ideal case, where a uniform amplitude and 2𝜋 phase modulation are achievable
through the refractive index modulation, the metasurface can be configured with a
spatial phase gradient, as shown in the top row of Fig. 3.1a. This phase gradient
imparts tangential momentum to the reflected light, steering it to a desired angle.

For time-modulated metasurfaces (Fig. 3.1b), the refractive index profile varies
temporally but remains spatially invariant. In this case, the time-varying reflected
electric field scattered from each element can be expressed as

𝐸 (𝑡) = 𝐴(𝑡) · 𝑒𝑖𝜑(𝑡) · 𝑒𝑖(k·r−𝜔𝑡) . (3.2)

The frequency response of the scattered light is obtained via a Fourier transform of
𝐴(𝑡) · 𝑒𝑖𝜑(𝑡) , revealing frequency sidebands offset from the central frequency by inte-
ger multiples of the modulation frequency. For ideal metasurfaces configured with
a sawtooth phase profile, the primary frequency shift corresponds to the modulation
frequency (e.g., 1 MHz in the example shown in Fig. 3.1b), while higher-order
harmonics may arise from non-ideal amplitude-phase relations.

Introducing a phase delay 𝛼 to the driving waveform does not affect harmonic
intensities but imparts a phase 𝑙𝛼 to each harmonic 𝑙. This behavior can be used to
decouple phase and amplitude and engineer optical wavefronts in space and time.
For example, two independent electrodes driven with the same waveform but 𝛼1 = 0
and 𝛼2 = 𝜋 produce a binary 0 − 𝜋 phase grating that selectively diffracts odd
harmonics.

In the general case of space-time modulation (Fig. 3.1c), the resulting scattered
field from each element 𝑛 is described as

𝐸 (𝑥, 𝑦, 𝑡) = 𝐴𝑛 (𝑥, 𝑦, 𝑡) · 𝑒𝑖𝜑𝑛 (𝑥,𝑦,𝑡) · 𝑒𝑖(kr−𝜔𝑡+𝛼𝑛) . (3.3)
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Figure 3.1: Momentum and frequency-shift with space- and time-modulation.
Top row: Spatial and temporal configuration of phase response from ideal metasur-
face (2𝜋 phase modulation, uniform amplitude) under different modulation schemes.
Bottom row: Corresponding frequency spectrum and scattering angle calculations
obtained using Fourier transforms in space and time. Three operational regimes are
illustrated: (a) quasi-static control with unit cell size of 1.2 𝜇m, (b) time-modulated
operation with a 1 MHz sawtooth waveform, and (c) space-time modulation with a
phase delay of 𝜋/2 between sawtooth waveforms applied to adjacent unit cells.

For a sawtooth waveform, which produces a single frequency-shifted harmonic with
an ideal metasurface, this configuration allows precise steering of the frequency-
shifted light. In more complex scenarios involving multiple frequency-shifted
beams, tailored waveforms can be engineered for selective steering of target fre-
quencies.

While the examples in Fig. 3.1 assume ideal metasurface arrays with 2𝜋 phase
modulation and uniform amplitude, practical implementations often exhibit limita-
tions such as reduced phase ranges and covarying amplitude, as discussed in the
previous chapter. These limitations lead to the generation of multiple harmonics and
variations in the ratios of unmodulated to modulated light. Figure 3.2 demonstrates
the changes in the relative conversion efficiency of the 0th and higher order har-
monics for a metasurface modulated by a 100 Hz waveform generating a sawtooth
phasefront, with varying degrees of phase modulation. The results show that while
complete 360◦ phase modulation suppresses the 0th harmonic and produces a clean
+1st harmonic signal, smaller phase shifts lead to reduced conversion efficiency into
the desired harmonic. The specific spectral distribution of a metasurface exhibit-
ing covarying amplitude and phase ultimately depends on the applied time-varying
signal and can be analyzed through the Fourier transform of the scattered field.
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Figure 3.2: Calculated frequency spectrum of time-modulated metasurface
with limited phase modulation. In all cases, the metasurface is driven with a 100
Hz sawtooth waveform, generating a linearly varying phasefront. The conversion
efficiency, 𝜂, is presented for phase modulation depths of (a) 360◦, (b) 270◦, (c)
180◦, and (d) 90◦. The frequency spectra are obtained through a Fourier transform
of the scattered time-modulated fields.

3.3 Time-modulated optical metasurfaces
To experimentally demonstrate time-modulated, and ultimately space-time modu-
lated, metasurfaces, we employ an electrically addressable ITO-based plasmonic
metasurface designed to operate in reflection [30]. The design and operational prin-
ciple align closely with those previously discussed in Section 2.3. We first describe
the unit cell design and its quasi-static reflectance properties under applied bias.
Subsequently, we introduce the experimental setup for time-modulated measure-
ments and demonstrate how the metasurface response enables tunable frequency
shifts under time-modulated operation.

Metasurface design
Figure 3.3a illustrates a unit cell of the active metasurface used in this study. While
the carrier modulation mechanism in this ITO-based metasurface mirrors the one
described in Fig. 2.9, we adopt a simplified design in this study for ease of fab-
rication. Each metasurface unit cell comprises a plasmonic stripe antenna over a
hafnium oxide/aluminum oxide laminated (HfO2/Al2O3, HAOL) layer and an active
ITO layer, forming a metal-oxide-semiconductor (MOS) capacitor heterostructure.
This structure is patterned on a gold (Au) back reflector, which serves as the back
gate, while the plasmonic gold antenna functions as the top gate. When illuminated
with transverse electric (TE) polarized light, a gap plasmon resonance confines light
within the ITO and HAOL layers, leading to enhanced optical modulation upon
biasing.
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In the first part of our study, we design a metasurface with two independent elec-
trodes, each contacting alternating groups of 12 antennas. The entire metasurface
measures 120 × 120 𝜇m2 (Fig. 2.9b). The two interdigitated electrodes are posi-
tioned on the right and left sides of the metasurface area.

Figure 2.9c presents the measured metasurface reflectance under applied bias. The
plasmonic resonance, initially at 1475 nm at −4 V, shifts to 1460 nm at 4 V. The
operation wavelength throughout this part of the study is 1530 nm. Figure 2.9d
shows the voltage-dependent reflectance at this wavelength. The corresponding
phase shift at 1530 nm is negligible, as detailed in Appendix B.1. Although the
relative modulation is larger on resonance, the shortest wavelength accessible in
our experimental setup is 1530 nm, which exhibits a limited relative reflectance
modulation (∼ 8%) and near-zero phase shift. Notably, even with these limitations,
the device effectively demonstrates space-time diffraction with high directivity, as
will be discussed in subsequent sections.

Experimental setup
To study the temporal response of the metasurface, we first modulate all antennas
in-phase and measure the reflected frequency spectrum using the experimental setup
in Fig. 3.4. The metasurface is illuminated with 1530 nm light which is amplified
using an erbium-doped fiber amplifier to enhance the reflected signal strength and
enable cleaner measurements. The metasurface is modulated at MHz frequencies
using an arbitrary waveform generator (AWG). A fast photodiode connected to a
spectrum analyzer captures the reflected light. The output of the spectrum analyzer
is fed to a real-time optimization algorithm, which allows the applied waveform to be
tailored for a target frequency spectrum. We note that while applied waveforms can
be optimized analytically based on the quasi-static response from the metasurface
(see Appendix B.2), real-time optimization can account for experimental artifacts,
such as changes in the optical response at higher modulation frequencies, ensuring
more accurate results, as discussed below.

Because the response times of the photodiode (∼10 MHz) and spectrum analyzer
(∼1 GHz) are many orders of magnitude slower than the oscillation of the incident
laser light (∼200 THz), only the MHz frequency sidebands imparted on the 1530
nm light are measured. Therefore, the 1530 nm laser light serves as the carrier
wave to study the modulation dynamics of the metasurface, while any unmodulated
reflected light remains undetected. Since the device primarily operates via amplitude
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Figure 3.3: ITO-based plasmonic metasurface and tunable reflectance response.
(a) Schematic of metasurface unit cell. The structure is periodic in the 𝑦-axis with
a period, 𝑝, and extends 120 𝜇m in the 𝑥-axis. The metasurface is illuminated
from the top with a normally incident plane wave polarized along the 𝑦-axis. The
dimensions labelled are 𝑤Ant = 220 nm, 𝑡Ant = 40 nm, 𝑡HAOL = 16 nm, 𝑡ITO = 17
nm, 𝑡Au = 80 nm, 𝑝 = 400 nm. (b) SEM image of metasurface. The center region
creates a 120 x 120 𝜇m2 active area of nanoantennas which are contacted by the
interconnects on either side of the metasurface. Scale bar: 100 𝜇m. (c) Measured
reflectance spectra of metasurface under varying applied bias from −4 to 4 V. The
dotted line corresponds to the operation wavelength of 1530 nm used throughout
this work. (d) Measured reflectance modulation of the metasurface as a function of
applied bias at an operation wavelength of 1530 nm.

modulation with minimal phase modulation, a significant portion of the reflected
light is unmodulated compared to the frequency-shifted light. However, since only
the modulated light is detected using the photodiode and spectrum analyzer, we can
study the space-time response with excellent signal-to-noise ratio (SNR) without
being limited by the modulation depth. It should also be noted that ITO-based
modulators in principle are capable of achieving modulation frequencies up to GHz
[128, 129]. Therefore, the MHz-frequency operation in this study is limited by the
response time of the photodiode, and not by the metasurface itself.

Control of frequency spectrum
The reflected frequency spectrum of the metasurface can be controlled by applying
standard time-varying waveforms to the metasurface (e.g., sine, square, sawtooth).
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Figure 3.4: Experimental setup for time-modulated metasurface operation and
measurements. The metasurface is illuminated with a laser at frequency 𝜔inc while
being modulated by an arbitrary waveform generator (AWG) that produces a sine
wave at frequency𝜔mod. The reflected light contains both unmodulated components
at 𝜔inc and frequency-shifted components at 𝜔inc ± 𝜔mod. A photodiode connected
to a spectrum analyzer detects the reflected signal, which is used as the input for
a real-time optimization algorithm which enables optimization to tailor the applied
waveform for a target spectrum.

At small applied voltages, the change in reflectance is linear to the applied volt-
age. As a result, the measured frequency response is directly proportional to the
Fourier transform of the applied waveform. Figure 3.5 illustrates frequency spectra
obtained using an ITO-based metasurface operating at 1530 nm with characteristics
similar to the one depicted in Fig. 3.3. The primary difference is a thicker gate
dielectric (𝑡HAOL = 16 nm instead of 8 nm), which necessitated larger voltages to
achieve a comparable gate-tunable reflectance response. Measurements in the small-
modulation-depth regime were conducted using waveforms with a 6 V peak-to-peak
(p-p) amplitude.

Our results demonstrate that the frequency spectrum can be directly tailored by the
applied waveform. This is evident from the observed changes when transitioning
between sine (Fig. 3.5a, b), square (Fig. 3.5c), and sawtooth (Fig. 3.5d) waveforms.
The measured spectra align closely with the frequency components of the applied
waveforms, confirming that the metasurface operates primarily through amplitude
modulation. Additionally, we note that the metasurface response was measurable
up to 10 MHz (Fig. 3.5b), consistent with the the bandwidth limitation of the
photodiode used in the experimental setup.

At larger applied voltages, the metasurface enters a regime where its gate-tunable
reflectance response becomes non-linear, as shown in Fig. 3.3d. In this regime, the
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Figure 3.5: Tunable frequency spectra based on applied waveform. Frequency
spectra of a metasurface illuminated with 1530 nm light and modulated using various
waveforms: (a) sine waveform at 5 MHz, (b) sine waveform at 10 MHz, (c) square
waveform at 1 MHz, and (d) sawtooth waveform at 1 MHz. The insets display
the time-domain reflectance response of the metasurface over a single modulation
period.

reflected frequency spectrum deviates from the spectrum of the driving electrical
signal when voltages span the full modulation depth. To address this, we imple-
mented an experimental feedback loop that iteratively updates the driving waveform
until the desired frequency spectrum is achieved. This approach compensates for
non-linearities of the metasurface response as well as other components, such as
the metasurface interconnects, the printed circuit board (PCB), waveform generator,
photodiode, etc. A genetic algorithm was employed to optimize the amplitude and
phase of the first 20 terms in a Fourier series, generating the final driving waveform
using 1 MHz as the fundamental harmonic.

For an initial demonstration, we optimized the applied waveform to generate only
the 1 MHz signal. The top blue curve in Fig. 3.6a shows the initial sinusoidal
waveform at 1 MHz, while the red curve represents the final optimized waveform.
The corresponding frequency spectra are displayed in Fig. 3.6b. The initial sine
wave produces a strong signal at 1 MHz but also generates unwanted power at
2 MHz. In contrast, the optimized waveform maximizes power at 1 MHz while
suppressing all other frequencies. We refer the reader to Ref. [95] for details on the
optimization algorithm and figure of merit (FOM) selection.
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Figure 3.6: Tailored frequency spectrum using optimized waveform. (a) Driving
voltage waveforms applied to the metasurface shown in Fig. 3.3: a 5 Vp-p sine wave
(blue) and the optimized waveform (red). (b) Corresponding reflected frequency
spectra for the sine wave (blue) and optimized waveform (red). Both the waveforms
and frequency spectra are vertically offset for clarity in visualization.

The optimized waveform includes frequency components up to 20 MHz, exceeding
the 3 dB cutoff of the photodiode at 10 MHz, and is therefore partially filtered during
the experiment. However, it was found that incorporating these higher frequency
components improved suppression of higher-order harmonics. The optimized wave-
form generates time-domain reflected signals that more closely approximate a sine
wave, while the unoptimized sinusoidal input results in a distorted response due to
the non-linear reflectance behavior from the metasurface [95]. In Ref. [95], we
further illustrate how the FOM can be adapted to obtain tailored waveforms that
yield desired harmonics with target relative amplitudes.

3.4 Space-time modulation: Diffraction of frequency-shifted beam
Space-time metasurfaces have the ability to spatially manipulate wavefronts across
the generated spectrum, enabling distinct tasks to be encoded for individual harmon-
ics. While detailed discussions on spatio-temporal configurations for controlling
specific harmonics are presented in Section 3.6, this section focuses on the experi-
mental demonstration of diffraction for a single frequency-shifted harmonic using
the two-electrode metasurface layout introduced in Fig. 3.3b. Figures 3.7a and b
illustrate two driving schemes under investigation. In both cases, the metasurface is
driven with the optimized waveform from Fig. 3.6.

In the first driving scheme, the two antenna groups are modulated in-phase (Fig.
3.7a). Along with the previously presented frequency spectrum in Fig. 3.6b,
we measure the frequency spectrum at both the 0th and +1st diffraction orders
by positioning the photodiode accordingly. In this configuration, nearly all the
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reflected 1 MHz signal is in the 0th order, with a small signal detected at 1 MHz in
the +1st diffraction order. This minor signal is likely due to slight differences in the
amplitude/voltage response between the two independent antenna groups.

In the second driving scheme, the two antenna groups are modulated out-of-phase,
with the two waveforms phase-delayed by half a waveform period (𝜋), as schemat-
ically depicted by the blue and orange colors in Fig. 3.7b. Under this scheme, our
measurements reveal that the 1 MHz signal in the +1st diffraction order is approx-
imately 12 times greater than the signal in the 0th order. The small residual signal
at the 0th order is attributed to variations in the average reflectance of the entire
metasurface in time, caused by the applied waveform as well as the aforementioned
discrepancies in the amplitude/voltage response of the antenna groups.

To comprehensively evaluate the space-time performance of the metasurface, we
employ the second driving scheme (Fig. 3.7b) and spatially scan the photodiode
in Fourier space (Fig. 3.4). This approach allows us to measure the frequency
spectrum at incremental positions, generating an intensity map of the reflected light
as a function frequency and angle (Fig. 3.7c). The left panel displays the measured
data, while the right panel shows spatial cross-sections of the measured intensity for
each integer harmonic of the modulation frequency.

Despite the strong absorption in the metasurface and its reliance on amplitude
modulation (which does not suppress unmodulated light), we observe that 94% of
the modulated light power is in the ±1st diffraction orders at 1 MHz. This represents
a significant improvement in performance compared to the quasi-static diffraction
achievable with amplitude rather than phase modulation [95]. It is important to
note that the limited absolute efficiency of the metasurface stems from the specific
device design used in this study and does not present a fundamental limitation of the
proposed method. In Section 3.7 and the subsequent chapter, we present pathways
toward achieving higher efficiency metasurfaces.

3.5 Tunable diffraction of frequency-shifted beams
Until now, we have utilized a metasurface design based on a pair of interdigi-
tated electrodes, which restricts spatial wavefront engineering to active switching
of diffracted beams at a design specific angle that is fixed during fabrication. To
enhance versatility in the spatial domain, we extended the design to a 32-electrode
ITO-based metasurface. While active metasurfaces with an increased number of
independently addressable electrodes have been demonstrated previously [42], time-
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Figure 3.7: Diffraction of a single harmonic with two-electrode metasurface.
Throughout this figure, the metasurface is modulated using the red optimized volt-
age waveform shown in Fig. 3.6a. (a) All metasurface antennas are modulated
in-phase. Left: Schematic representation of the metasurface response. Right: Mea-
sured frequency spectra with the photodiode positioned at the 0th (blue) and +1st

(red) spatial orders. (b) The driving waveform is applied to the metasurface an-
tennas, with adjacent antenna groups modulated out-of-phase by half a period (𝜋).
Left: Schematic of metasurface response. Right: Measured frequency spectra with
the photodiode positioned at the 0th (blue) and +1st (red) spatial orders. (c) The
metasurface is driven under the out-of-phase condition from (b). Left: Measured
intensity of reflected light as a function of frequency and angle, plotted in log scale.
Right: Spatial intensity cross-sections from the left panel, plotted in linear scale at
1 MHz (blue) and 2 MHz (red).

modulation introduces the additional challenge of high-frequency electrical address-
ing of the metasurface, which necessitates sophisticated design of the control PCB.

In this section, we first present the layout of the 32-electrode metasurface and detail
the high-frequency circuit board necessary for space-time modulation. We then
demonstrate the integration of the metasurface with the PCB, showcasing its ability
to achieve quasi-static diffraction and steering of beams to tunable angles. Finally,
we analyze the spatio-temporal performance of this metasurface and conclude with
a discussion on potential future improvements and measurements that could be
applied to this design.
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Figure 3.8: Plasmonic ITO-based metasurface with 32 independently address-
able electrodes. (a) Metasurface chip integrated onto an adapter PCB via wire
bonding. (b) SEM image of the metasurface showing 4 × 8 independent intercon-
nects on each side and 4 common ground gates leading to each corner. The stripe
antennas are oriented along the horizontal direction. The central ∼ 40 × 120 𝜇m2

region of the metasurface is connected to 32 independent electrodes, while the top
and bottom thirds are shorted. Scale bar: 200 𝜇m. (c) Each electrode controls three
stripe antennas, resulting in an effective period of 1.2 𝜇m. Scale bar: 2 𝜇m.

Metasurface layout and fabrication
A unit cell of the 32-electrode metasurface consists of the same stripe antenna
design as shown in 3.3, with a period of 𝑝 = 400 nm. Similar designs with a 400
nm period have previously been used to realize multifunctional metasurfaces with
96 independently addressable electrodes [42, 46]. Here, we reduce the number of
electrodes to 32 to realize a more compact chip that can be seamlessly integrated into
the optical setup. Additionally, reducing the number of electrodes minimizes the risk
of shorted interconnects through the formation of pinholes during the wire-bonding
process.

Figure 3.8a depicts the 32-electrode chip integrated into an adapter PCB, which is
subsequently mounted onto the driving PCB. Each chip measures 1 × 1 cm2 and
features eight top electrodes and one ground electrode on each side. All ground
electrodes are connected to the common back reflecting plane. A close-up of the
metasurface with its top and bottom electrodes is shown in the SEM image in Fig.
3.8b. The central metasurface area, measuring 120×120 𝜇m2 contains horizontally
oriented stripe antennas. Within this area, the central ∼ 40 × 120 𝜇m2 region
is addressed with 32 independent electrodes, while the top and bottom thirds are
shorted to the top- and bottommost electrodes, respectively. In the central tunable
region, each electrode controls three stripe antennas, resulting in an effective period
of 1.2 𝜇m, as shown in Fig. 3.8c.
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The metasurfaces are fabricated on 2-inch Si wafers with a 1 𝜇m thick thermally
grown silica (SiO2) layer for electrical isolation. The wafers are first cleaned using
RCA 1 and RCA 2 cleaning procedures. The Au back layer and back contacts are
patterned using photolithography with a bilayer photoresist (LOR7B and S1805).
Following this, 5 nm titanium (Ti) and 80 nm Au are deposited using electron beam
(e-beam) evaporation, and liftoff is performed in Remover PG. Next, the ITO layer
is patterned using e-beam lithography with a bilayer polymethyl methacrylate resist
(PMMA, 495 PMMA A2 and 950 PMMA A2). A 10 nm ITO is then deposited
using RF sputtering with a 90/10 wt% indium oxide/tin oxide (In2O3/SnO2) target
at 3 mTorr and 100 W, while flowing 20 sccm argon (Ar) and 7 − 8.5 sccm of an
argon/oxygen (Ar/O2, 90/10 wt%). The Ar/O2 flow rate is adjusted to control the
ITO carrier concentration, with higher carrier concentrations resulting in redshifted
resonances. After liftoff in Remover PG, the HAOL layer is deposited through
thermal atomic layer deposition (ALD) at 150 ◦C using a shadow mask. The
deposition consists of two cylcles of 1 nm Al2O3/6 nm HfO2, without breaking
vacuum, to achieve a total thickness of 14 nm. The stripe antennas and inner
interconnects are then patterned using e-beam lithography with a bilayer PMMA
resist (495 PMMA A4 and 950 PMMA A2). A 2 nm germanium (Ge) adhesison
layer and 40 nm Au layer are e-beam evaporated, followed by liftoff in Remover
PG. Finally, the top contact pads are patterned using photolithography (S1813
photoresist), deposited using e-beam evaporation of 20 nm Ti and 200 nm Au, and
lifted off in Remover PG. The completed devices are diced into 1× 1 cm2 chips and
wire bonded into PCBs.

We note that the layer thicknesses, ITO carrier concentration, and stripe antenna
widths were varied during each fabrication round to achieve strong phase modulation
at target wavelengths between 1530−1560 nm. Although some devices successfully
achieved this target, the experimental demonstrations of space-time metasurfaces
below mostly relied on amplitude modulation.

Design of high-frequency circuit board
A straightforward control board design with 32 individual electrodes, each con-
nected to multiple AWG inputs, can suffer from excessive spatial requirements and
significant crosstalk when signals are applied at MHz frequencies. To address these
challenges and enhance bandwidth, we developed a compact PCB design that elim-
inates the need for multiple ribbon cables. Signals from the AWG are delivered
to the metasurface using controlled-impedance coaxial lines, which are properly
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terminated at the board to ensure signal integrity. Additionally, high-bandwidth in-
tegrated circuit (IC) amplifiers are used to locally buffer the signals, further reducing
crosstalk and ensuring stable signal operation.

The PCB incorporates two AD8113 multiplexers (MUXs), each capable of redi-
recting up to 16 inputs to 16 outputs. In our implementation, the two MUXs are
configured to accept up to 8 inputs from a function generator and dynamically
route them to any of the 32 metasurface electrodes. This routing is managed by
an Arduino-compatible microcontroller unit (MCU, Teensy 4.1), enabling real-time
programmable control. The MCU is powered by a 5 V bench top power supply, and
commands are sent using the Arduino IDE.

To extend the functionality of the circuit board, we implemented full 32-channel
support with both analog-to-digital converters (ADCs) and digital-to-analog con-
verters (DACs) using the AD7616 (ADC) and LT2688 (DAC) chips. This design
enables synchronous voltage control across all 32 channels with arbitrary waveforms
at a sampling rate of approximately 40 𝜇s, corresponding to modulation frequencies
of up to 25 kHz. By comparison, modulation frequencies for AWG-driven meta-
surface control are constrained by the AD8113 multiplexers, which have internal
buffers limiting their usable bandwidth to the 3 − 10 MHz range.

Figure 3.9 illustrates the control board, which has a compact size of 3.6×4.6 inches.
To maintain this compact footprint, the IC side of the board (Fig. 3.9a) is equipped
with eight ultraminiature coax connectors (UMCCs) that interface with the AWG
inputs via SubMiniature version A (SMA) and Bayonet Neill–Concelman (BNC)
cables. This side also houses the two MUXs, along with the ADCs and DACs. The
device side of the board (3.9b) includes the MCU and the input switches, which
control whether the metasurface electrodes are driven by the ADC/DAC system or
directly by the function generator. Metasurfaces can be easily connected to the
board via an adapter PCB (Fig. 3.8a) that fits into the device socket, ensuring the
board’s reusability for multiple metasurfaces.

The bandwidth of the metasurface integrated into the PCB is measured directly
through optical readout using a photodiode, when a square wave is applied to the
metasurface. The −3 dB cutoff frequency is determined to be 5.4 MHz, consistent
with the bandwidth measured electrically at the device socket pins of the PCB (Fig.
3.10). This result indicates that the bandwidth is entirely electronically limited, with
the primary constraint being the MUXs used in the PCB design, as discussed earlier.
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Figure 3.9: High-frequency PCB for control of 32-electrode metasurface. The
PCB measures 3.6 × 4.6 inches. (a) IC side featuring the power source and eight
ultraminiature coaxial connectors (UMCCs) that serve as inputs from the AWG. Key
components include the analog-to-digital converter (ADC), digital-to-analog con-
verter (DAC), and multiplexer (MUX). (b) Device side featuring the microcontroller
unit (Teensy 4.1) with a USB interface. Input switches enable toggling between
control via the AWG and the ADC/DAC system. The metasurface is connected to
the board via a device socket using an adapter PCB.

Substituting the MUXs with higher-bandwidth components could enable the use of
a similar PCB to probe the intrinsic frequency limit of the metasurface.

Quasi-static beam switching and steering
To demonstrate the added spatial versatility enabled by the increased number of
electrodes and the PCB, we performed quasi-static beam switching and steering at
various angles by modifying the spatial voltage profile applied to the metasurface.
Figure 3.11a illustrates the two-level voltage profiles used to achieve beam switching
at a wavelength of 𝜆 = 1490 nm. The repetition number (RN) is defined as the num-
ber of adjacent pixels with the same applied voltage. Experimental measurements
(Fig. 3.11b) show tunable control over the diffraction angle, ranging from 17.9◦

(RN = 2) to 6.8◦ (RN = 5). When a uniform voltage is applied across the entire array
(RN = 0), no diffraction is observed. By comparing the measured far-field intensity
patterns to array factor calculations for metasurfaces with constant amplitude and
varying amounts of phase modulation, we deduced that the metasurface exhibits a
phase shift of approximately 80◦. Considering the inherent coupling between phase
and amplitude modulation in practical metasurface designs, the actual phase modu-
lation might slightly exceed this value, compensating for some degree of amplitude
modulation.



62

Figure 3.10: Experimentally measured bandwidth of metasurface and high-
frequency PCB. Normalized modulation amplitude for metasurface integrated into
PCB, driven by a square waveform. The metasurface modulation amplitude (blue)
is measured through optical readout of the reflected signal using a photodiode, while
the PCB modulation amplitude (orange) is measured electrically at the device socket
pins. In both cases, the modulation amplitude is normalized to its value at 10 Hz.
The gray dotted line indicates the −3 dB cutoff.

Despite the limited phase modulation, we demonstrated that asymmetric radiation
patterns can be generated by applying distinct phase gradient profiles to the same
metasurface (Fig. 3.11c). Calculated radiation patterns for these profiles (Fig.
3.11d) align well with the experimentally measured results (Fig. 3.11e).

These results confirm that, even with modest phase modulation, the metasurface
and PCB setup can achieve tunable diffraction and steering, providing the desired
spatial versatility. While quasi-static control cannot suppress the 0th order diffraction
with limited phase modulation, we will demonstrate in the next section that time-
modulated control enables suppression of the 0th spatial order of frequency-shifted
light. This approach builds upon previous results with a two-electrode metasurface
while incorporating enhanced tunability of the diffraction angle.

Tunable diffraction of frequency-shifted beams
To demonstrate tunable diffraction of frequency-shifted beams, we modulate the
metasurface with a 12 Vp-p sinusoidal waveform at 1 MHz. We then drive the
metasurface with two such waveforms, where one is phase-shifted by 𝜋, replicating
the configuration previously shown in Fig. 3.7. By varying the repetition number,
we achieve tunable diffraction of frequency-shifted beams, showcasing enhanced
spatial versatility enabled by the increased number of electrodes. Unlike the earlier
experiment performed with the two-electrode metasurface, this demonstration em-
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Figure 3.11: Quasi-static beam switching and steering with 32-electrode meta-
surface. (a) Two-level voltage profiles applied to the metasurface for tunable diffrac-
tion, with repetition numbers corresponding to RN = 2 (orange), 3 (yellow), 4 (vi-
olet), and 5 (green). Metasurface pixels are defined as unit cells addressable by
individual electrodes (Fig. 3.8c). (b) Measured far-field intensity patterns associ-
ated with the voltage profiles shown in (a). For reference, we include the radiation
pattern from the case where a uniform voltage is applied across all metasurface
pixels (RN = 0). The dotted line represents the calculated far-field radiation pattern,
assuming constant amplitude and a phase modulation of 80◦ between the two voltage
levels. (c) Three-level voltage profile applied to metasurface, (d) calculated normal-
ized far-field intensity pattern assuming phase values of 85◦, 42.5◦, and 0◦ for the
three voltage levels, and (e) experimentally measured far-field radiation pattern. All
intensity profiles are normalized to their maximal values and offset for visualization.
Measurements and calculations were performed at a wavelength of 𝜆 = 1490 nm.
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ploys a standard, non-optimized waveform to probe the metasurface response across
multiple frequency harmonics. The increased number of frequency harmonics arise
from the non-linear relationship between the applied voltage and amplitude and
phase response of the metasurface.

Figure 3.12 presents the measured intensity as a function of frequency and angle for
different RNs, corresponding to varying number of electrodes driven by the same
time-varying waveform. Adjacent sets of electrodes are offset by half a waveform (𝜋)
to achieve diffraction of individual frequency harmonics. An overview of the four
cases analyzed in Fig. 3.12 reveals that varying the RN alters the the diffraction angle
across the harmonics. In contrast, applying a uniform time-modulated waveform
across the entire metasurface results in no significant diffraction for any harmonic
(Fig. 3.12d). Minor signals observed at the diffracted orders at 1 MHz are attributed
to slight variations in the electrode response, as elaborated in Ref. [95]. These
differences can accumulate over time, particularly during repeated measurements
using two-level time-modulated voltage profiles with voltages near the device’s
breakdown threshold. This accumulation may lead to buildup of charge carriers in
the ITO layer, causing changes in the optical response of specific electrodes [46].

To better illustrate the spatial response from the metasurface and differentiate be-
tween the spatio-temporal configurations, we examine the spatial intensity profile at
frequency harmonics up to 4 MHz for the four configurations shown in Fig. 3.12.
Beyond this range, the signal-to-noise ratio becomes too low to provide reliable
information. The intensity profiles, displayed in linear scale in Fig. 3.13, reveal
that when a uniform time-varying waveform drives the entire metasurface (Fig.
3.13a, RN = 0), all frequency-shifted light remains confined to the 0th spatial order.
However, for the metasurface driven by a a spatio-temporally varying waveform
(Fig. 3.13b), selective diffraction is achieved at particular harmonic frequencies.
Notably, the second harmonic at 2 MHz is selectively diffracted while the 0th order
at this frequency is suppressed. Our results show that by varying the repetition
number, the diffraction angle of the frequency-shifted light can be varied from 9◦ to
approximately 14◦.

The observed diffraction at only the second harmonic indicates that the metasurface
achieves a selective phase shift of approximately 180◦ at this frequency. As discussed
previously in Section 3.2, a phase delay 𝛼 between two driving waveforms imparts
a phase 𝑙𝛼 to each harmonic 𝑙 [95]. In our prior study with the two-electrode
metasurface which primarily relied on amplitude modulation, this behavior could
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Figure 3.12: Tunable space-time diffraction with varying repetition numbers.
Measured intensity of reflected light as a function of frequency and angle, plotted
in log scale. A 12 Vp-p sinusoidal waveform is applied to the metasurface, with
diffraction of frequency-shifted light achieved by offsetting the waveform applied
to alternating sets of electrodes by half a period (𝜋). Results are shown for (a) RN
= 3, (b) RN = 4, (c) RN = 5, and (d) RN = 0, which represents the case where all
antennas are modulated uniformly with the same waveform. The measurements are
performed at a wavelength of 𝜆 = 1510 nm.

enable selective diffraction of odd harmonics based on the phase delay between
adjacent electrodes [95]. For the 32-electrode metasurface studied here, the results
suggest that the device exhibits covariation of amplitude and phase, leading to an
effective phase delay of 𝜋 at 2 MHz, enabling tunable diffraction for this harmonic.

3.6 Active multitasking: Multi-frequency multi-beam steering
One of the key benefits of spatio-temporal modulation in metasurfaces is the ability
to encode information simultaneously in space and time, enabling multiplexing of
channels using a single nanophotonic chip. In the previous experimental studies, we
demonstrated how distinct frequency harmonics could be diffracted by configuring
an active metasurface with phase-delayed driving waveforms. Specifically, in Ref.
[95], we also showed that by phase-delaying individual fundamental frequencies of
a Fourier series waveform across an interdigitated set of electrodes, we can achieve
selective diffraction of desired harmonics. Building on this, we now explore general
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Figure 3.13: Spatial intensity profiles at harmonic frequencies. Intensity profiles
at multiples of 1 MHz obtained from measurements shown in Fig. 3.12. (a) RN
= 0 (gray) represents the case where the entire metasurface is uniformly modulated
with a 1 MHz sinusoidal waveform. (b) RN = 3 (blue solid), 4 (orange dashed), and
5 (yellow dotted) correspond to the configurations where the metasurface is driven
with two out-of-phase waveforms (𝜋 phase offset) applied across adjacent sets of
electrodes, with RN defining the number of electrodes sharing the same waveform.

principles and strategies for adding frequency harmonics, multiplexing frequency
channels, and steering different harmonics to different target angles.

When distinct waveforms with different fundamental frequencies are applied to
metasurface elements in an interdigitated fashion, crosstalk between adjacent ele-
ments can produce undesired scattering at the generated frequency harmonics. One
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approach to mitigate this issue is to divide the metasurface into subarrays, each
driven by distinct waveforms at a different frequencies. While this method elimi-
nates crosstalk, it reduces the effective aperture of each frequency channel, leading
to lower spatial resolution. An alternative strategy involves driving all metasurface
elements simultaneously with multiple waveforms, each at a different frequency. In
this configuration, spatial information can be independently controlled within each
frequency channel by introducing phase delays at specific fundamental frequencies.

To illustrate metasurface control across multiple frequency channels, we consider
two operational regimes: one where external voltage biasing results in pure phase
modulation, and another where biasing produces pure intensity modulation. For
pure phase modulation (Fig. 3.14a), driving all elements in-phase with multiple
fundamental frequencies results in a frequency shift that corresponds to the sum
of the fundamental frequencies. For instance, as shown in Fig. 3.14b, driving a
metasurface with the sum of two sawtooth waveforms at 1 MHz and 2 MHz, re-
spectively, each resulting in sawtooth phase modulation from 0◦ to 360◦, produces a
frequency-shifted reflected beam with its strongest harmonic at 3 MHz. This behav-
ior arises because phase is encoded in the exponential term of an electromagnetic
wave, as described in Eq. (3.3). Moreover, we note that with complete 360◦ phase
modulation, the 0th harmonic can be suppressed, as illustrated in Figs. 3.1 and 3.2.

In contrast, pure amplitude modulation (Fig. 3.14c) more closely resembles the
experimentally demonstrated cases discussed earlier. Here, the 0th harmonic can-
not be suppressed, even when the minimal reflectance reaches 0%. Nevertheless,
distinct frequency harmonics can be generated by applying sinusoidal waveforms.
For example, driving the metasurface with a Fourier series waveform comprising
fundamental frequencies at 1 MHz and 2 MHz results in multiplexed frequency
harmonics at 𝑓0, 𝑓0 + 1 MHz, and 𝑓0 + 2 MHz (Fig. 3.14d). The results shown here
assume reflectance modulation ranging from 1% to 8%.

In this configuration, spatial information can independently be encoded into each
harmonic without crosstalk between channels. For example, a metasurface modu-
lated by a Fourier series waveform with fundamental harmonics at 1 MHz and 2
MHz can be programmed to leave the 1 MHz harmonic unchanged while incorpo-
rating a four-level spatial phase profile into the 2 MHz harmonic. This is achieved
by introducing a phase offset of 𝜋/2 at 2 MHz between adjacent metasurface elec-
trodes. Four distinct waveforms are required to modulate the metasurface in this
case, resulting in the spatio-temporal reflectance profile shown in Fig. 3.14e. A
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Fourier transform of this profile reveals the intensity distribution as function of fre-
quency and polar angle (Fig. 3.14f), demonstrating selective steering of the second
harmonic while maintaining specular reflection of the first harmonic. This method
also enables encoding more complex spatio-temporal information across multiple
harmonics, enabling a potential implementation of active multitasking metasurfaces
for multi-frequency multi-beam steering or even simultaneous focusing and steering
of beams using different frequency channels.

Implementing this concept experimentally faces two main challenges. First, the
number of high-frequency waveforms that can be used to modulate the metasurface
is inherently constrained by the capabilities of the driving electronics. In our current
PCB setup, the metasurface can be driven with up to eight independent waveforms
at MHz frequencies. Larger PCBs with increased number of channels could be
implemented at the cost of a larger PCB form factor. Second, frequency multiplexing
reduces intensity as energy is distributed across multiple channels. While space-time
modulation increases the control and information densities, practical integration of
frequency-multiplexed metasurfaces in applications will require high-efficiency to
counteract intensity losses. Pathways to address this challenge are discussed in
Section 3.7 as well as the subsequent chapters.

3.7 Outlook
Increasing the efficiency of frequency conversion
The conversion efficiency of the frequency harmonics reported in the experimental
results discussed in this chapter was limited by two primary factors: (1) the reliance
on amplitude modulation and (2) the inherent efficiency limitations in the plasmonic
ITO-based metasurface used in this demonstration. We note that while, in principle,
it would be possible to operate at a wavelength with higher phase modulation
(𝜆 = 1470 nm for the two-electrode metasurface discussed in Sections 3.3 and 3.4,
see Appendix B.1), further experiments are necessary to confirm whether this level of
phase modulation can be sustained at high frequencies. To date, phase measurements
of metasurfaces have been reported only within the quasi-static operation regime.
To evaluate the phase response at high frequencies, one approach would be to
modulate the metasurface spatio-temporally and examine whether suppression of
unmodulated specularly reflected light can be observed. By comparing the intensity
of diffracted, frequency-shifted light to undiffracted, unmodulated light, it may be
possible to approximate the effective phase modulation at that specific frequency.
For greater accuracy, the associated reflectance modulation, which is measurable
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Figure 3.14: Harmonic frequency control with phase and amplitude modula-
tion. (a) Schematic of metasurface driven with two time-varying waveforms, 𝑓1𝑡

and 𝑓2𝑡, producing pure phase modulation. The reflected beam is frequency-shifted
by the sum of 𝑓1 and 𝑓2. (b) Calculated intensity as function of frequency and
polar angle for a metasurface driven by the sum of two sawtooth waveforms with
fundamental frequencies 𝑓1 = 1 MHz and 𝑓2 = 2 MHz, resulting in pure phase
modulation ranging from 0◦ to 360◦. (c) Schematic of metasurface driven by two
time-varying waveforms, 𝑓1𝑡 and 𝑓2𝑡, producing pure intensity modulation. The
reflected beam contains multiple frequency-shifted harmonics determined by the
applied waveform. (d) Calculated intensity as function of frequency and polar angle
for a metasurface driven by a Fourier series voltage waveform with fundamental fre-
quencies 𝑓1 = 1 MHz and 𝑓2 = 2 MHz, resulting in intensity modulation from 1%
to 8%. (e) Spatio-temporally varying reflectance profile for a metasurface driven by
a Fourier series waveform with 𝑓1 = 1 MHz and 𝑓2 = 2 MHz. The second harmonic
incorporates a four-level spatial phase profile, introducing a 𝜋/2 phase offset at 2
MHz between adjacent elements spaced 1.2 𝜇m apart. (f) Calculated intensity as
function of frequency and polar angle for the metasurface configuration described
in (e). All calculations are performed at 𝜆 = 1550 nm. Red boxes in (b), (d), and (f)
highlight frequency-shifted harmonics.
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at high frequencies using an oscilloscope, should also be incorporated into this
analysis. Alternatively, it may be possible to use phase imaging cameras, such as
the Phasics wavefront-sensing cameras which may enable real-time phase imaging
[130].

While achieving higher phase modulation could significantly enhance conversion
efficiency, the reflectance of plasmonic ITO-based metasurface remains a critical
limiting factor. To improve the total reflectance or transmittance of space-time mod-
ulation, novel active metasurface designs are required. The transparent conducting
oxide (TCO)-based plasmonic platform employed in this work offers several advan-
tages, including potentially large phase shifts, ease of electrical modulation with
high spatial resolution, and rapid modulation speeds. However, absorption in the
gold and ITO layers limits the platform’s overall efficiency. Alternative materials,
such as cadmium oxide (CdO) [74], have been proposed to address this issue and
achieve higher efficiency in TCO-based platforms. Alternative modulation schemes
employing low loss active materials include the use of electro-optic materials and
liquid crystals. We note that liquid crystals are generally not suitable for space-time
modulation, as they generally support low modulation frequencies ranging up to
hundreds of Hz to few kHz [131]. Electro-optic materials can be modulated at
higher frequencies, but they typically exhibit lower index modulation and therefore
require advanced resonator designs to achieve significant reflectance or phase mod-
ulation. While design strategies incorporating various electro-optic materials are
currently being investigated by many research groups, we will explore the use of
barium titanate as an active material for transmissive in the subsequent chapter.

High-frequency limits of experimental metasurfaces
The 32-electrode metasurface integrated into the high-frequency PCB developed in
this project exhibits a -3 dB bandwidth of 5.4 MHz. In the current setup, the modu-
lation bandwidth is constrained by the multiplexers used in the PCB (AD8113). Re-
placing these components with higher-frequency multiplexers, such as the AD8114
or AD8115, could enable testing of metasurfaces with multiple waveforms at fre-
quencies approaching ∼100 MHz or beyond. While the primary goal of this project
was to demonstrate the proof-of-concept functionality of the PCB together with the
metasurface, integrating these higher-performance components could be considered
for future iterations now that the initial design has been validated.
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Achieving higher modulation frequencies, however, is not solely dependent on the
electronics. The design and material properties of the metasurface also play a cru-
cial role. In principle, ITO-based metasurfaces could support larger modulation
bandwidths through reduced metasurface footprints or through the implementation
of two-dimensional antenna arrays that yield lower capacitance values [30]. Be-
yond ITO, alternative material platforms such as two-dimensional materials [132]
or electro-optic materials [31] have been proposed to enable high-frequency modu-
lation extending into the GHz regime. Together, advancements in both electronics
and materials hold the potential to unlock higher-frequency capabilities for active
metasurfaces.

Non-reciprocity using space-time modulation
The ability to independently control the spatial and spectral properties of light
provides a promising pathway for designing nanophotonic elements that enable
the violation of Lorentz reciprocity. Conventionally, nonreciprocity is achieved by
applying a strong magnetic field, which necessitates bulky ferromagnetic materials
and limits practicality for many applications. Spatiotemporal modulation, however,
offers a more compact alternative by breaking time reversal symmetry without the
need for large magnetic fields. To achieve significant spatial separation of light,
which is a key requirement for optical isolation, the modulation frequency must
approach the frequency of the incident light. As a result, most demonstrations of
nonreciprocal space-time metasurfaces thus far have been in the RF domain [94,
121, 133, 134].

Recent advances in optical metasurfaces have achieved electrical modulation in
the GHz regime [31] and could potentially be extended using the spatiotemporal
modulation schemes outlined in this work to yield small spatial offsets. However,
realizing larger spatial and spectral separations for applications like optical isolation
would require novel optical designs. In this regard, optical pumping of space-
time metasurfaces has emerged as an effective technique for achieving large spatial
separation [115, 126].

3.8 Conclusions
In conclusion, we have demonstrated the experimental operation of near-infrared
metasurfaces that are electrically modulated at MHz frequencies to generate desired
harmonic spectra and independently diffract frequency harmonics in space. This
result is made possible by recent advancements in the modulation frequency and
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degree of spatial phase gradient control achievable in active metasurfaces operating
at optical frequencies. Initially, we employed a two-electrode ITO-based plasmonic
metasurface operating at 1530 nm and modulated it with tailored MHz waveforms
to create time-varying wavefronts that selectively excite desired frequencies while
suppressing unwanted harmonics. The generated frequency harmonics were then
spatially manipulated by introducing a phase delay corresponding to half the wave-
form period between the signals applied to each electrode.

Building on this, we extended the concept of spatiotemporal modulation to a meta-
surface with 32 individually addressable electrodes, enabling tunable diffraction of
frequency harmonics. We designed a high-frequency PCB capable of taking up to
eight inputs from a function generator and routing them to any of the 32 metasurface
electrodes, allowing for the creation of more complex spatiotemporal wavefronts.
This platform opens the door to advanced functionalities beyond tunable diffraction,
such as steering and focusing of frequency-shifted light. Additionally, we outlined
theoretical approaches to leveraging phase- or amplitude-modulated metasurfaces
for implementing mathematical operations, such as addition of frequency harmonics,
or for obtaining frequency multiplexed operation, and active multitasking.

The ability to generate and spatially manipulate frequencies within a single chip-
scale device significantly enhances the control and information density of nanopho-
tonic elements. While fundamental challenges remain, such as the need to improve
modulation bandwidth and the efficiency of metasurface platforms, the methods and
designs presented here offer a pathway for many applications in optical communi-
cation, sensing, and information processing.
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C h a p t e r 4

HIGH-EFFICIENCY ELECTRO-OPTIC METASURFACES
USING BARIUM TITANATE

The material in this chapter was in part presented in [96, 135].

Rapid advances in information technology necessitate the development of func-
tional devices that can meet the growing demands of modern data processing and
communication systems. These devices must operate at ultrafast speeds, consume
minimal power, and integrate seamlessly into compact architectures to keep pace
with increasing data complexity and volume. Beyond conventional electronics, pho-
tonic platforms hold the promise to address these requirements, providing several
benefits including high-speed operation, low energy dissipation, and high accuracy
[136–139]. Achieving these capabilities hinges on the exploration of functional
optical materials that are tailored for next-generation optical processing units.

The development of low-power photonic devices relies on materials with strong
electro-optic responses in thin-film form. Silicon on insulator (SOI) technology is
a widely adopted material platform for silicon photonic circuits due to its compati-
bility with CMOS processes [140–142]. However, its optical tunability is limited,
as refractive index changes are primarily driven by thermo-optic effects [5, 80] or
material doping [143], which typically result in longer response times or higher
losses. Transition metal dichalcogenide (TMDC) monolayers have emerged as
promising alternatives, offering gate tunability, strong light-matter interactions, tun-
able bandgaps, and short response times [132, 144, 145]. Despite these advantages,
TMDC-based devices often exhibit narrow operational bandwidths, limiting their
versatility in broadband applications, and require large interaction lengths due to
their atomically thin active medium.

This chapter focuses on the use of electro-optic materials, specifically barium ti-
tanate, to overcome these challenges and realize high-efficiency active metasurfaces
with low power consumption. We begin with an overview of the theory for electro-
optic tuning. We will then introduce a novel synthesis technique for producing
barium titanate thin films through spalling bulk single crystal substrates, followed
by an experimental characterization of the physical and electro-optic thin film prop-
erties. As a first step toward realizing barium titante-based active metasurfaces,
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we include simulations of high-efficiency transmissive structures for beam steering
at visible frequencies. This chapter concludes with an outlook on future device
architectures incorporating barium titanate for enhanced functionality.

4.1 Electro-optic tuning based on Pockels effect
The optical properties of an anisotropic medium can be described by the index
ellipsoid, which takes its simplest form in the principal coordinate system as

𝑥2

𝑛2
𝑥

+ 𝑦2

𝑛2
𝑦

+ 𝑧2

𝑛2
𝑧

= 1. (4.1)

In this equation, x, y, and z represent the principal axes, along which the displacement
field D and the electric field E are parallel. The terms 𝑛𝑖 correspond to the refractive
indices in direction 𝑖, and the values 1/𝑛2

𝑖
represent the principal values of the optical

impermeability tensor 𝜼 = 𝜖0𝜺
−1, where 𝜖0 is the vacuum permittivity and 𝜺 the

dielectric permittivity tensor. In certain crystals, applying an electric field alters
both the size and orientation of the index ellipsoid. These changes are caused by
shifts in the distribution of bond charges within the crystal and, in some cases, small
deformations of the ion lattice [146], leading to a change in the impermeability
tensor. The resulting modification in the refractive index ellipsoid is characterized
through the electro-optic coefficients 𝑟𝑖 𝑗 𝑘 and 𝑠𝑖𝑘𝑙 , and is expressed as

𝜂𝑖 𝑗 (E) − 𝜂𝑖 𝑗 (0) = Δ𝜂𝑖 𝑗 = 𝑟𝑖 𝑗 𝑘𝐸𝑘 + 𝑠𝑖 𝑗 𝑘𝑙𝐸𝑘𝐸𝑙 . (4.2)

Here, 𝑟𝑖 𝑗 𝑘 and 𝑠𝑖 𝑗 𝑘𝑙 represent the linear (Pockels) and quadratic (Kerr) electro-optic
coefficients, respectively, both of which are material-dependent.

The Pockels effect occurs exclusively in non-centrosymmetric materials, which lack
inversion symmetry. Among the 32 crystal point groups, 21 exhibit this property
and can therefore display the Pockels electro-optic effect. These 21 groups are also
piezoelectric. In contrast, the Kerr effect, a higher-order phenomenon, can occur
in materials with any symmetry but it is typically much weaker. When the Pockels
effect is present, the Kerr effect is generally negligible. The following discussion
will focus on the Pockels effect and its application in active metasurfaces.

Given the symmetry of the dielectric permittivity tensor, the impermeability tensor
is also symmetric. As a result, the indices 𝑖 and 𝑗 in equation (4.2) can be permuted,
such that 𝑟𝑖 𝑗 𝑘 = 𝑟 𝑗𝑖𝑘 . This symmetry reduces the number of independent Pockels
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coefficients from 27 to 18 and allows the use of a contracted notation for the electro-
optic tensor [146] where

𝑟1𝑘 = 𝑟11𝑘

𝑟2𝑘 = 𝑟22𝑘

𝑟3𝑘 = 𝑟33𝑘

𝑟4𝑘 = 𝑟23𝑘 = 𝑟32𝑘

𝑟5𝑘 = 𝑟13𝑘 = 𝑟31𝑘

𝑟6𝑘 = 𝑟12𝑘 = 𝑟21𝑘 .

(4.3)

Under an applied electric field, the deformed index ellipsoid can then be written as
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)
𝑦2 +

(
1
𝑛2
𝑧

+ 𝑟3𝑘𝐸𝑘

)
𝑧2

+ 2𝑦𝑧𝑟4𝑘𝐸𝑘 + 2𝑥𝑧𝑟5𝑘𝐸𝑘 + 2𝑥𝑦𝑟6𝑘𝐸𝑘 = 1.
(4.4)

Here, 𝐸𝑘 represents a component of the applied electric field with 𝑘 = 1, 2, 3
(corresponding to 𝑥, 𝑦, 𝑧). Generally, the principal axes of the deformed ellipsoid
do not coincide with the unperturbed axes, 𝑥, 𝑦, 𝑧, and must be determined through
a principal axis transformation, through which one can extract the refractive index
modulation.

The index modulation achieved through the electro-optic Pockels effect in dielectric
materials is particularly advantageous for realizing low-loss metasurfaces capable of
supporting ultra-fast modulation frequencies exceeding 100 GHz, as demonstrated
in electro-optic modulators [147]. This makes them highly suitable for applications
requiring spatiotemporal modulation of light, which was motivated in the previous
chapter.

Lithium niobate (LiNbO3, LN), long regarded as the benchmark for bulk electro-
optic telecommunication applications, has recently attracted renewed attention in
its thin-film form. Thin film LN enables enhanced performance in nanophotonic
devices through an increased integration density [148–150]. It exhibits a Pockels
coefficient of 𝑟33 = 30.8 pm/V, leading to an index change of 0.0022 under an applied
field strength of 0.15 MV/cm [151]. However, the relatively small index change
necessitates the design of high quality factor resonators (Q > 10,000) to achieve
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significant modulation of scattered light [152]. Additionally, many existing active
modulator designs require large applied voltages (> 20 V), which are incompatible
with standard CMOS backplane architectures. Table 4.1 summarizes the electro-
optic refractive index changes achieved in various nanophotonic devices using thin
film electro-optic materials. For completeness, we also include a comparison to
multiple quantum wells based on the quantum confined Stark effect. In these
structures, a refractive index change occurs as a result of a shift in the interband
transition energy when biased with an electric field [153–155]. Along with the
experimentally observed index changes, Table 4.1 also highlights the wavelength
coverage of these electro-optic materials, indicating their transparency window and
thus suitability for high-efficiency nanophotonic modulators and active metasurfaces
across a broad spectrum.

Active electro-
optic material

Electro-optic
coefficient
(pm/V)

Applied
field
strength
(MV/cm)

Δ𝑛
Wavelength
coverage

Aluminum ni-
tride (AlN)

𝑟13 = 0.67
[156] 1.8 [157] 0.0006 300 nm - 8 𝜇m

[158]
Lithium nio-
bate (LN)

𝑟33 = 30.8
[151] 0.15 [159] 0.0022 420 nm - 5.2 𝜇m

[160]
Organic
electro-optic
(OEO) chro-
mophore
JRD1

𝑟33 = 359
[161, 162] 0.05 [163] 0.005 Above 1.2 𝜇mc

[164]

Barium ti-
tanate (BTO)

𝑟42 = 923
[165] 0.002 [165] (0.0634)a 375 nm [166] -

7 𝜇m [167]

Multiple quan-
tum wells
(MQW)

N/A 0.1 [75]
∼ 0.002b

[168,
169]

915-960 nm
[75], 1.41-1.44
𝜇m [168], 1.53-
1.57 𝜇m [169]

Table 4.1: Refractive index change Δ𝑛 for experimentally reported values of
electro-optic coefficients for various thin films. a The observed effective refractive
index change in the BTO film will differ from this value due to the specifics of the
orientation of different ferroelectric domains. b We report the index change values in
the spectral region where the extinction coefficient 𝑘 is relatively small. c Additional
studies are needed to identify the upper bound of the operating wavelength.

Barium titanate (BaTiO3, BTO) stands out as a versatile perovskite material with
exceptional dielectric, ferroelectric, piezoelectric, and electro-optic properties [170–
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173]. Between 5◦C and 120◦C, BTO adopts a non-centrosymmetric tetragonal
phase (𝑎 = 𝑏 ≠ 𝑐-axis) with its central titanium (Ti) ion displaced along one of the
principal axes. This structural configuration gives rise to spontaneous polarization
and a pronounced electro-optic response. The Pockels coefficients of bulk BTO
(𝑟42 = 1300 ± 10 pm/V, 𝑟33 = 105 ± 10 pm/V, 𝑟13 = 10.2 ± 0.6 pm/V) [139] far
exceed those of widely used LN. Like other electro-optic materials, BTO supports
ultrafast modulation frequencies ranging up to several hundred GHz [174, 175].
It furthermore exhibits a broad transparency window, spanning from 0.4 – 7 𝜇m,
as well as high refractive index values [139, 167], which facilitate the design of
efficient resonators and waveguides across visible and near-infrared wavelengths.
These properties make BTO an ideal material for next-generation photonic and
optoelectronic devices. However, photonic integration often requires transitioning
from bulk crystals to thin films, which presents several challenges.

4.2 Barium titanate thin films
Materials grown in thin film form are often polycrystalline or amorphous, and
therefore typically exhibit lower electro-optic coefficients and reduced refractive
index modulation compared to their single-crystal counterparts. The extent of
this reduction is highly dependent on the growth method. For instance, BTO
thin films grown using metalorganic deposition techniques are often 3-4 times
lower than those of bulk materials [96, 173]. Table 4.2 provides an overview of
the 𝑟42 coefficient reported for BTO prepared using various growth techniques.
Currently, the highest quality BTO thin films have been achieved through molecular
beam epitaxy with an electro-optic coefficient of 𝑟42 = 923 pm/V [165]. However,
epitaxial growth process remains slow and expensive, limiting its scalability for
large-area applications and it still does not match the electro-optic performance of
bulk BTO.

To overcome the challenges associated with thin-film fabrication, we propose
spalling to produce large-area, single-crystalline BTO thin films from bulk sub-
strates. This low-cost, scalable technique has the potential to achieve large electro-
optic coefficients, comparable to those obtained through epitaxial growth. Spalling
is a recently developed kerfless method for separating layers from their host sub-
strates, and was initially applied to III-V semiconductors [182]. In this process, a
metal stressor layer is deposited on a bulk crystalline substrate, introducing com-
pressive stress within the substrate. When the residual stress surpasses a critical
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Synthesis method Refractive index
(𝜆 = 1550 nm)

Electro-optic coef-
ficient 𝑟42 (pm/V)

Modulation
frequency

Bulk (top-seeded
solution growth) 2.286 [176] 1300 [139] < 0.1 GHz

[177]
MBE [165] 2.286 923 65 GHz
PLD [178] 2.27 390 70 GHz
RF sputtering
[179] 2.278 89 419 kHz

CVD [180] 2.13 4.5 17.3 kHz
CSD (sol-gel)
[181]

(1.94 at 𝜆 = 633
nm) (𝑟eff = 27 pm/V)∗ 5 MHz

Table 4.2: Refractive index and electro-optic coefficient 𝑟42 for BTO synthe-
sized using various techniques. The reported refractive index values represent the
average of the ordinary and extraordinary indices. The electro-optic coefficients
correspond to measurements performed at the modulation frequencies specified in
the adjacent column. ∗For sol-gel BTO, an effective electro-optic coefficient is re-
ported due to the polycrystalline nature of the material.

threshold, a crack can be initiated with an external pulling force, such as exfoliation
with tape.

There are two common approaches for creating spalled films. The first involves
electroplating a tensile-stressed metal layer, such as nickel (Ni), to generate the stress
required for crack propagation. The second relies on crystallization-induced stress
in amorphous Si thin films deposited directly on the bulk substrate [183]. During
annealing, the Si film undergoes crystallization and shrinkage, and thus generates
sufficient stress for crack initiation. In this work, we adopt the first method, which
utilizes electroplated Ni to create single-crystalline BTO thin films with controlled
thickness and retained material properties.

Spalling single-crystal barium titanate
Figure 4.1a illustrates a schematic of our approach, which begins with the deposition
of a 30 nm Ti and 30 nm gold (Au) seed layer on a single-crystal BTO substrate.
This seed layer provides a strongly adhesive, conductive base for electroplating, as
BTO itself is an insulating material. We then use a heated nickel chloride solution
to electroplate 1-4 𝜇m of Ni. The Ni thickness is primarily controlled by varying
the plating time, while the solution temperature, plating current, and area are kept
constant. The thickness of the spalled film, also referred to as the spall depth 𝑡, is
determined by a force balance between the tensile force in the electroplated Ni, the
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resulting compressive force in the BTO substrate, and the opening mode fracture
along the crack introduced through the external pull force [182, 184]. In our setup,
this external pull force is applied using a tape attached to a roller, which enables
the exfoliation of continuous, single-crystalline BTO thin films. The resulting BTO
spall is single-crystalline in nature, as confirmed through x-ray diffraction (XRD)
scans shown in Appendix C.1.

The lateral dimensions of spalled BTO films currently range up to a few millimeters,
as dictated by the 4.5 mm diameter of the plating aperture. However, prior studies
on III-V semiconductors have demonstrated that spalling can be scaled to produce
wafer-sized thin films [185, 186]. Additionally, bulk single-crystal BTO substrates
can be reused for multiple spalling cycles by introducing repolishing techniques
such as vibration polishing or chemical-mechanical polishing between cycles (see
Appendix C.2). This reusability further enhances the cost-effectiveness of the
proposed approach compared to alternative growth methods.

Figure 4.1b shows a spalled 𝑐-axis oriented (001), single-crystalline BTO thin
film obtained through this procedure. The spalled BTO film rests on top of the
Ti/Au seed layer, followed by the Ni layer and Kapton tape (from top to bottom).
Optical microscopy reveals a large, continuous BTO area with lateral dimensions of
approximately 1.5 × 3 mm2, alongside smaller spalled regions. Discontinuities in
the spalled film are attributed to nonuniform Ni plating and inconsistencies in the
manual pull force. While Kapton tape was used in this demonstration, alternative
tapes, such as polyvinyl alcohol (PVA) or heat-release tape, could enable easier
transfer of spalled films to other substrates and will be explored in the subsequent
discussion. A profilometer scan of the spalled substrate (Fig. 4.1c) along the dotted
black line in Fig. 4.1b measures the spall depth, which ranges from 15 𝜇m (middle
inset) to less than 1 𝜇m (right inset). The insets in Fig. 4.1c highlight surface
corrugations, which vary from hundreds of nanometers in thicker regions (left inset)
to tens of nanometers in thinner films (right inset). Areas with film thicknesses
around 1 𝜇m or less exhibit bright color variations under white light, indicative of
thin-film interference effects. These observations are consistent across both (001)
and (100) films spalled from single-crystal bulk substrates, as shown in Fig. 4.1d.

Thin film characterization
The brightly colored thin-film regions shown in Fig. 4.1, often obtained at the
edges of spalled films, highlight the potential for producing larger-area films with
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Figure 4.1: Spalled barium titanate thin films. (a) Schematic representation of
procedure for spalling BTO. Left: A seed layer of Ti (green) and Au (yellow) is
deposited on a bulk single-crystal BTO substrate. Ni (blue) is electroplated on top
of the seed layer to induce compressive stress in the substrate. Middle: An adhesive
handle (light grey) is stuck onto the substrate and can be peeled off with a roller
(black). A force balance between the tensile (dotted, black) and compressive forces
(solid, black) as well as the bending moment (orange) dictates the spall depth (white
dashed). Right: The spalled single-crystalline BTO thin film is attached to the
metal back layer and an adhesive handle. (b) Optical microscope image of spalled
(001)-oriented BTO film. Scale bar: 1 mm. (c) Profilometer scan along black
dotted line in (b), performed on the spalled substrate. The vertical axis indicates the
negative of the spall depth −𝑡, with zero corresponding to the level of the unspalled
substrate. Insets show magnified height profiles corresponding to the square boxes,
highlighting variations in spall depth and surface roughness. (d) Optical microscope
images with spalled regions indicating thin film interference effects for (001)- and
(100)-oriented films on the left and right, respectively. Scale bars: 100 𝜇m.
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sub-micron thicknesses that are suitable for photonic device integration. Achiev-
ing such films requires precise control over both thickness and surface roughness,
which can be manipulated by adjusting the electroplated Ni thickness and thus the
corresponding compressive stress induced in the bulk substrate. To further explore
this for single-crystalline BTO, we electroplated two partially overlapping Ni lay-
ers onto a 𝑐-axis oriented single-crystal bulk BTO substrate, creating three distinct
thickness regions, as shown in the inset of Fig. 4.2a. The first layer consisted of
approximately 1.35 𝜇m of Ni, followed by a partially offset second layer of 1 𝜇m
thickness. This configuration allowed us to spall BTO simultaneously from three
regions, each subjected to a different stress state (from left to right: intermediate,
high, and low). Performing all spalls simultaneously minimized variations caused
by inconsistencies in the manual pull force.

Figure 4.2a shows an optical microscope image of the spall performed using PVA
tape. The highest stress state (central area, blue box) yielded the largest spalled
area, spanning millimeter-scale lateral dimensions and spall depths ranging from
5 − 7 𝜇m. The intermediate (orange box) and low-stress states (green box) yielded
continuous BTO areas extending several hundred micrometers, with film thicknesses
between 0.4−2.5 𝜇m and 0.1−1.8 𝜇m, respectively. Notably, the lowest stress state
resulted in the thinnest and smoothest films, characterized by brightly colored areas
exceeding 100 × 100 𝜇m2 and minimal surface features (Fig. 4.2b). To quantify
surface roughness across different film thicknesses, we use atomic force microscopy
(AFM). The scans shown in Fig. 4.2c correspond to the stress regime outlined in
Fig. 4.2b (blue, orange, and green boxes) and reveal a decreasing root mean square
(RMS) roughness 𝑟 with decreasing thickness. Specifically, 𝑟 corresponds to 125
nm in the high-stress region, 66 nm in the intermediate-stress region, and 27 nm
in the low-stress region. RMS roughness was evaluated over the areas marked by
white dashed boxes in Fig. 4.2c.

A similar analysis was performed for spalls obtained from (100)-oriented bulk
crystals and is shown in Fig. 4.2d-f. For the spall shown in Fig. 4.2d, the three
stress states were created by first electroplating approximately 2 𝜇m of Ni, followed
by a second layer with a thickness of 600 − 800 nm. Due to the small difference
in the Ni stressor layer thickness between the intermediate and high-stress regimes,
only minimal differences in roughness are observed in the spalled films from these
two regions. The spall depth 𝑡, measured via profilometry, ranges around 6− 11 𝜇m
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in most regions of the intermediate stress regime, while values between 𝑡 = 10 − 12
𝜇m are obtained for the high-stress regime.

Notably, finer features on the spalled films, such as horizontally or vertically oriented
domain lines, extend across both the intermediate and high-stress regions, as seen
in the blue box in image 4.2e. These features correspond to those found on the bulk
substrate used for spalling, suggesting that the surface quality and domain structure
of the bulk substrates are critical factors influencing spalled thin films (see Appendix
C.3 for further discussion). While the surface quality is comparable between most
parts of the high and intermediate-stress spalls, the second panel (orange box) in
Fig. 4.2e reveals that small regions exhibiting thin-film interference can also be
observed in the (100)-oriented films under intermediate stress conditions.

These thin film interference regions can be achieved more controllably by elec-
troplating a thinner Ni layer, as shown in the low-stress regime. Because the Ni
stressor thickness used in this case was smaller than that used for the (001)-oriented
substrate, we obtain smaller spalled areas in this case. Nevertheless, we can iden-
tify thin film areas spanning up to tens of microns laterally, identified through the
thin-film interference effect, as shown in the optical microscope image (green box,
Fig. 4.2e). Due to the inherently lower surface quality of the (100)-oriented bulk
BTO substrate, we observe some film breakage within the thin-film regions.

Figure 4.2f provides AFM scans of three different regions within the corresponding
panels in Fig. 4.2e. The RMS roughness was evaluated over the white dashed
regions in Fig. 4.2f and corresponds to approximately 235 nm in the high-stress
state (top), 56 nm in the intermediate-stress regime (middle), and 47 nm for the
low-stress regime (bottom).

AFM scans across a range of spalled film thicknesses allowed us to establish a
relationship between roughness 𝑟 and thickness 𝑡 (Fig. 4.3a). Films spalled from
both (001)- and (100)-oriented single-crystal substrates followed similar trends,
with roughness approximating a square root function 𝑟 (𝑡) ≈ 𝐶 · 𝑡0.5, where C is a
constant prefactor. For the fits shown in Fig. 4.3a, 𝐶 = 55.8 and 𝐶 = 74.1 for films
obtained from (001) and (100) substrates, respectively, while the exponents are 0.45
and 0.40. Roughness was generally higher for (100)-orientated films, likely due to
a more inhomogeneous domain structure in the bulk substrate, which contributed
to greater initial surface roughness. Potential causes for this increased surface
roughness in 𝑎-axis oriented substrates are discussed in Appendix C.3.
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Figure 4.2: Control over thickness of 𝑐- and 𝑎-axis spalled BTO films. (a, d)
Optical microscope image of (a) spalled (001) and (d) spalled (100) BTO thin film.
The orange, blue, and green boxes indicate regions obtained through spalling with
an intermediate, thick, and thin Ni stressor layer, respectively. Inset in (a) shows
two overlaid circular electroplated Ni layers on top of a Ti/Au seed layer on the
corresponding BTO substrate. Scale bars: 1 mm. (b, e) Optical microscope images
of the area in the blue, orange, and green boxes in (a) and (d), respectively. (b)
Scale bars (from top to bottom): 250 𝜇m, 100 𝜇m, 100 𝜇m. (e) Scale bars (from
top to bottom): 500 𝜇m, 100 𝜇m, 100 𝜇m. (c, f) AFM images of (c) spalled (001)
and (f) spalled (100) thin films within the areas shown in (b) and (e), respectively.
The dashed white area in each image corresponds to the region over which the RMS
roughness was evaluated. Scale bars: 10 𝜇m.
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Previous studies have reported a linear correlation between the spall depth and Ni
stressor thickness when the stressor is significantly thinner than the substrate [182,
187]. This relation is due to greater compressive strain energy that is introduced into
the substrate with increasing stressor thicknesses [182, 188, 189]. In ferroelectric
materials such as BTO, such compressive strain can induce domain switching [190,
191]. To investigate this phenomenon further, we employed electron back scatter
diffraction (EBSD) to map the crystal orientation across a thin film spalled from
a (100) bulk crystal (𝑎-axis). Figure 4.3b shows the band contrast image of the
scanned area, reflecting the film’s topography, alongside a crystal orientation map
of a 60× 60 𝜇m2 area. The crystal orientation map reveals a large single-domain area
(approximately 40 × 15 𝜇m2) with (100) orientation in the upper half of the scanned
region. A comparison of the band contrast image and the crystal orientation map
indicates that regions with differing domain orientations correspond to topographical
features in the scanned area.

These observations, combined with prior studies, suggest a strong correlation be-
tween the Ni stressor thickness, film thickness, and roughness in spalled BTO thin
films. However, further studies are necessary to map the depth profile of the strain
field in the substrate and understand the relation between film thickness, roughness,
and domain switching. If domain switching in spalled BTO thin films occurs as
a result of spalling, understanding whether it is a static process that occurs during
electroplating of the stressor layer, or a dynamic process occurring as strain energy
is released during exfoliation is crucial. Such insights will enable better control over
spalled film properties, leading to targeted improvements in surface roughness and
domain uniformity.

We also note that the initial quality of the bulk substrate, particularly its domain
configuration, plays a critical role in determining the final domain structure and
surface roughness of the spalled film. Using high-quality, single-crystalline (ideally
single-domain) bulk substrates is therefore essential for producing smooth, spalled
thin films of ferroelectric materials.

Thin film transfer
To fabricate functional devices from spalled films, it is necessary to transfer the
films from the tape used for exfoliation onto a hard substrate. To facilitate this
process, we perform the spall using water-soluble PVA tape for easy removal.
The spalled film, adhered to PVA tape, is initially secured on a glass substrate.
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Figure 4.3: Correlation of thickness and roughness in spalled BTO films. (a)
RMS roughness 𝑟 of spalled (001) and (100) BTO films as function of the spall
depth 𝑡. The inset highlights the roughness for spall depths below 500 nm. (b) Band
contrast image (left) and corresponding crystal orientation map (right) obtained
through electron backscatter diffraction. Scale bars: 20 𝜇m.

Polypropylene carbonate (PPC) is then spin-coated over the entire sample to ensure
uniform adhesion of the entire heterostructure to a polydimethylsiloxane (PDMS)
stamp (Fig. 4.4a, d). The desired region is carefully cut out with a blade and picked
up using the PDMS stamp, which is subsequently immersed in water to dissolve the
PVA tape.

For substrate transfer, we use a resin that curable under ultraviolet (UV) light and
semi-resistant to solvents. The PDMS stamp, now holding the spalled film, is
positioned onto a drop of UV resin on the target substrate (Fig. 4.4b, e), with the Ni
layer (Fig. 4.4b, blue) facing down. For this demonstration, we employ a silicon (Si)
wafer with a 1 𝜇m thick thermal oxide (silicon dioxide, SiO2) layer. After curing the
resin under UV light, the PDMS stamp is peeled off, and the sample is cleaned with
acetone and isopropyl alcohol (IPA) to remove PPC residues on the spalled BTO
film (Fig. 4.4c, f). Although some minor pitting is observed around the spalled
area, likely due to the interaction between the solvent and the PPC residue adhering
to UV resin, the spalled region itself remains clean and free from similar patterns.
Importantly, the absence of gaps between the spall and the UV resin ensures that the
surface roughness of the spalled remains unaffected during this process.

We use the transferred film shown in Fig. 4.4f to fabricate an electro-optically
tunable device for characterizing the Pockels coefficient of spalled BTO thin films.
In this device configuration, the electroplated Ni serves as both a metal back reflector
and electrical contact. For applications requiring the removal of Ni, a two-step tape
transfer process can be employed. In this approach, the spall is initially performed
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Figure 4.4: Transfer of spalled film onto substrate. (a) The spalled heterostructure
(outlined by dashed black lines), consisting of Ni (blue), Au (yellow), Ti (green),
and BTO (magenta), and adhered to PVA tape (gray), is spin-coated with PPC (tan)
and picked up with a PDMS stamp (black). The PVA tape is then dissolved in
water. (b) The spall is picked up with PPC/PDMS and adhered to a substrate (dark
gray) with UV-curable resin (purple). The resin is cured under UV light (purple
arrows). (c) After curing, the sample is cleaned with acetone/IPA to remove PPC
from the spalled BTO. (d)-(f) Dark field optical microscope images of (d) spalled
BTO film adhered to PVA and covered with PPC and PDMS, (e) spalled film adhered
to PPC/PDMS on Si/SiO2 wafer with UV resin, and (f) the transferred film after
cleaning in acetone/IPA. Scale bars: 1 mm.

using a heat release tape, followed by a transfer to PVA tape with the BTO film facing
downward. Once the spalled heterostructure is flipped, the procedure illustrated in
Fig. 4.4 can be followed with the Ni layer exposed on top. The Ni layer can then be
removed by immersing the stack in a Ni etchant, though this approach relies on the
resistance of the UV-curable resin to the etchant.

For applications that require organic-free bonding, alternative methods such as
wafer bonding may offer a viable solutions. However, applying heat and pressure to
spalled BTO thin films could result in additional ferroelectric domain reorientation
or even film breakage. Further research is needed to optimize bonding methods
while preserving their structural and functional integrity.

4.3 Electro-optic characterization
To evaluate the functional properties of the spalled BTO thin films, we focus on
characterizing their Pockels coefficient, a key parameter for electro-optic applica-
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tions. As discussed in Section 4.1, noncentrosymmetric crystal groups, including
BTO in its tetragonal phase, exhibit both electro-optic and piezoelectric effects.
These effects are inherently coupled: The direct piezoelectric effect generates elec-
tric polarization in response to applied stress, while the converse piezoelectric effect
induces strain under an applied electric field. This strain alters the refractive index
through the photoelastic effect, which must be considered alongside the electro-optic
effect to fully understand the material’s behavior.

The Pockels tensor, which characterizes the electro-optic response, therefore in-
cludes contributions from three components: the piezoelectric, electronic, and ionic
effects [192]. At low frequencies, from DC up to approximately 1 MHz, the pho-
toelastic response dominates, as mechanical lattice deformations can follow the
modulation signal. In this range, acoustic phonons also contribute to the modula-
tion [193]. Above the acoustic phonon frequency, typically between 1 to 100 MHz,
a crystal is considered to be ‘clamped’ because the mechanical deformations are
too slow to respond to the modulation signal. At these frequencies, nonlinearities
associated with optical phonons contribute to the Pockels effect and are referred to as
ionic contributions. For frequencies exceeding the optical phonon range (around a
few THz), these ionic contributions become negligible, and the electro-optic effect is
primarily governed by electronic resonances, which have characteristic frequencies
in the PHz regime.

To account for this frequency dependence, the Pockels tensor is typically divided
into two parts: the unclamped tensor, which includes contributions from all three
components and is observed up to few MHz, and the clamped tensor, which only
reflects the higher frequency contributions [177]. Table 4.3 provides an overview
of the unclamped and clamped electro-optic coefficients in bulk BTO.

Pockels coefficient unclamped (pm/V) clamped (pm/V)
𝑟13 = 𝑟23 10.2 ± 0.6 8 ± 2
𝑟33 105 ± 10 40.6 ± 2.5
𝑟42 = 𝑟51 1300 ± 100 730 ± 100

Table 4.3: Pockels coefficients for bulk BTO in the unclamped and clamped
case. [139]

Given the frequency-dependent nature of electro-optic coefficients, it is crucial to
characterize bulk BTO and spalled thin films across a range of modulation frequen-
cies. Various techniques have been developed for this purpose, typically combining
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Figure 4.5: Dispersion of electro-optic coefficient as function of modulation
frequency. Adapted from [194].

high-frequency electric fields with lock-in detection schemes for enhanced precision.
These methods include interferometric approaches [195–197], transmission-based
measurements [198, 199], as well as measurements leveraging integrated devices
[200, 201]. Each approach offers unique advantages, such as increased sensitivity
to small Pockels coefficients, the ability to resolve individual components of the
Pockels tensor vs effective coefficients, and the varying levels of sample preparation
[202].

In the following, we employ a Teng-Man reflectometry setup to characterize the
Pockels coefficients of both bulk BTO substrates and spalled thin films. This
method was selected for its high sensitivity and minimal sample preparation re-
quirements, making it particularly well-suited for assessing electro-optic properties
across different material forms. Below, we first outline the measurement procedure
and subsequently present the experimental results for the characterization of bulk
BTO and spalled thin films.

Teng-Man reflectometry
The Teng-Man measurement technique was originally developed for measuring the
electro-optic coefficient 𝑟33 of poled polymer films [195, 196]. The experimental
setup is shown in Fig. 4.6a, with the inset providing a schematic of the bulk BTO
sample used for calibration. The incident laser beam is linearly polarized at 45◦,
ensuring equal amplitude for the 𝑠- and 𝑝-polarized components. Upon reflection
from the sample, the beam propagates through a Soleil-Babinet compensator (SBC),
an analyzer, and into a detector. The SBC functions as a continuously variable wave
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plate, allowing precise control of the phase retardance through positional adjustment.
A lock-in amplifier is used to modulate the sample.

The setup is used in two configurations: (1) with two irises before and after the
sample, respectively, ensuring a probing diameter of less than 300 𝜇m and signal
collection from the reflected beam after a single pass through the sample (as shown
in the inset of Fig. 4.6a), and (2) with two lenses in place of the irises to probe
smaller areas with tens of microns diameter. In the first configuration, the reflected
intensity is measured with the lock-in amplifier, while in the second, an oscilloscope
can be used due to a stronger signal. For this study, configuration (1) is employed
for measurements of the bulk sample, while both configurations (1) and (2) are used
to evaluate spalled films for comparative analysis.

The working principle of Teng-Man reflectometry involves modulating the phase
retardance between the 𝑠- and 𝑝-waves, denoted asΨsp, using the SBC. The averaged
output intensity is given by

𝐼DC = 𝐼0 + 2𝐼c · sin2
(
Ψsp + Ψc

2

)
= 𝐶0 + 𝐶1 · sin2

(
Ψsp + Ψc

2

)
. (4.5)

Here, 𝐼0 represents the background intensity, and 𝐼c corresponds to half the maximum
intensity. The compensator phaseΨc is controlled by adjusting the retardation setting
and can be written as Ψc = 𝐶2 · 𝑥, where 𝑥 is the SBC position in millimeters. By
fitting the DC intensity measurements at various SBC positions to equation (4.5),
we can extract 𝐶0, 𝐶1, Ψsp, and 𝐶2.

Next, a modulating voltage 𝑉 = 𝑉𝑚 · sin(𝜔𝑚𝑡) at frequency 𝜔𝑚 = 2𝜋 𝑓𝑚 is applied
across the sample. This induces a phase change 𝛿Ψ in both the 𝑠- and 𝑝-waves due
to changes in the refractive index, 𝛿𝑛, and path length, 𝛿𝑠, which are caused by the
electro-optic effect. As a result, the phase change is given by 𝛿Ψ = (2𝜋/𝜆) (𝑠𝛿𝑛 +
𝑛𝛿𝑠), with 𝜆 corresponding to the optical wavelength. The modulated intensity, 𝐼𝑚,
is obtained by differentiating 𝐼DC by using a first-order approximation for 𝑉𝑚 [203],
and can be written as

𝐼𝑚 = 𝛿𝐶0 + 𝛿𝐶1 · sin2
(
Ψsp + Ψc

2

)
+ 𝐶1

2
sin(Ψsp + Ψc)𝛿Ψsp. (4.6)

The second term corresponds to reflectivity changes due to refractive index variation,
while the third term reflects contributions from the phase difference change 𝛿Ψsp.
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In the measurement, we record the absolute value of the modulated intensity |𝐼𝑚 | at
several positions and fit to equation (4.6) to obtain 𝛿𝐶0, 𝛿𝐶1, and 𝛿Ψsp.

The Pockels coefficients are derived using 𝛿Ψsp = Γ𝑚 sin(𝜔𝑚𝑡), where Γ𝑚 is ex-
pressed as

Γ𝑚 =

(
2𝜋𝑟33𝑉𝑚

𝜆

) [
𝑛𝑜𝑛𝑒 sin2 𝜃

(𝑛2
𝑒 − sin2 𝜃)1/2

+ 𝑟13

𝑟33

(
𝑛3
𝑜

𝑛𝑒
(𝑛2

𝑒 − sin2 𝜃)1/2 −
𝑛4
𝑜

(𝑛2
𝑜 − sin2 𝜃)1/2

)]
.

(4.7)

Here, 𝜃 is the incident angle of light on the sample. When the output beam intensity
is biased at the half-intensity 𝐼𝑐, the modulated intensity is in its most linear region.
At this point, 𝐼𝑚/𝐼𝑐 ≈ 𝛿Ψsp. Substituting this relation into the equations above
yields

𝑟33 =

(
𝜆

2𝜋

) (
𝐼𝑚

𝐼𝑐𝑉𝑚

) [
𝑛𝑜𝑛𝑒 sin2 𝜃

(𝑛2
𝑒 − sin2 𝜃)1/2

+ 𝜁

(
𝑛3
𝑜

𝑛𝑒
(𝑛2

𝑒 − sin2 𝜃)1/2 −
𝑛4
𝑜

(𝑛2
𝑜 − sin2 𝜃)1/2

)]−1
.

(4.8)

Here, we define 𝜁 ≡ 𝑟13/𝑟33. For BTO, we assume 𝜁 = 1/10 based on the electro-
optic coefficients reported in bulk BTO [139]. Under the approximation 𝑛𝑜 ≈ 𝑛𝑒 ≈ 𝑛,
Eq. (4.8) simplifies to

𝑟33 =

(
𝜆

2𝜋

) (
𝐼𝑚

𝐼𝑐𝑉𝑚

)
· 10(𝑛2 − sin2 𝜃)1/2

9𝑛2 sin2 𝜃
. (4.9)

In our measurement, light is incident on the sample at 𝜃 = 45◦.

Bulk electro-optic characterization

To calibrate the Teng-Man setup and obtain reference values for the electro-optic
coefficients of bulk BTO substrates used for spalling, we pattern (100)-oriented bulk
substrates (𝑎-axis) with top and bottom electrodes. The bottom electrode consists
of a 5 nm Ti adhesion layer followed by a 100 nm Au layer and is contacted from the
edge of the substrate using silver paste. For the top electrodes, we pattern three 50
nm thick ITO contacts, as shown in Fig. 4.6b. These top contacts are designed to
enable probing of the electro-optic coefficients with both in-plane and out-of-plane
electric fields. Each ITO top electrode also includes an Au bond pad (5 nm Ti / 80
nm Au) for electrical addressing. The choice of crystal orientation for bulk testing



91

Figure 4.6: Electro-optic measurement of bulk BTO. (a) Schematic of Teng-Man
measurement setup. The setup was verified using bulk BTO samples, consisting
of a 100 nm thick Au back electrode and a 50 nm thick ITO top electrode (inset).
Configuration (1) uses irises before and after the sample. In configuration (2), each
iris is replaced with a lens with a focal length of 𝑓 = 3.5 cm. Pol: Polarizer.
PD: Photodetector. Lock-in Amp: Lock-in amplifier. Osc: Oscilloscope. Ref:
Reference signal. (b) 0.5 mm thick (100)-oriented bulk BTO substrate with 100
nm thick Au back reflector and top electrodes consisting of 50 nm thick ITO (area
inside gray dashed lines) and 1 mm2 sized bond pads consisting of 5 nm Ti and 100
nm Au. Scale bar: 2.5 mm. (c) DC intensity 𝐼DC (blue) and modulated intensity
|𝐼𝑚 | (red) obtained for bulk substrate shown in (b).

allows us to potentially probe both 𝑟33 and 𝑟42 coefficients, unlike (001)-oriented
substrates (𝑐-axis), which primarily facilitate 𝑟33 measurements.

Importantly, while the 𝑎-axis orientation allows measurement of additional electro-
optic coefficients, it introduces in-plane birefringence. This birefringence causes
the 𝐸𝑥 and 𝐸𝑦 components of the +45◦ linearly polarized incident plane wave to
experience different refractive indices, resulting in a rotation of the polarization of
the reflected beam. To account for this effect, the Teng-Man setup for 𝑎-axis samples
requires the polarizer to be oriented at +45◦, the SBC at +45◦ and the analyzer at
approximately 0◦. In contrast, 𝑐-axis films conventionally use a configuration with
the polarizer, SBC and analyzer oriented at +45◦, +90◦ and −45◦, respectively. The
measurement configurations are selected based on the expected shape of the 𝐼DC

and |𝐼𝑚 | curves, with 𝐼DC resulting in a single peak around a phase retardation of
180◦ and |𝐼𝑚 | resulting in two maxima at the quadrature points of the DC curve. We
refer to the first configuration as 𝑎-axis configuration while the second is referred
to as 𝑐-axis configuration. All measurements on bulk substrates are performed at a
wavelength of 𝜆 = 1520 nm.

In a first step, we probe the electro-optic coefficient on top of the ITO electrode
area with an out-of-plane modulating field and the Teng-Man setup in the 𝑎-axis
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configuration. Initial measurements yield an electro-optic coefficient of 4.1 pm/V.
We then pole the bulk BTO substrate out-of-plane with a voltage of 200 V across a
thickness of 0.5 mm (poling field of 4 kV/cm) for 1 hour. After poling, the Teng-
Man setup is switched to the 𝑐-axis configuration to obtain clean measurements,
yielding an electro-optic coefficient of 11.4 pm/V. We attribute this increase in the
electro-optic coefficient to a reorientation of the domains from 𝑎-axis to 𝑐-axis in
the probing region. However, due to a preferential (100) orientation of the substrate
and a relatively small poling field, only partial reorientation occurs, resulting in an
electro-optic coefficient smaller than the literature value for 𝑟33.

To probe 𝑟33 more accurately with a (100)-oriented bulk substrate, we move the
probing spot to an area between two ITO top electrodes in the bottom half of the
substrate shown in Fig. 4.6b. This position allows application of an in-plane modu-
lating field in a preferentially 𝑎-axis oriented region. We perform the measurements
using an 𝑎-axis configuration of the Teng-Man setup and obtain an electro-optic
coefficient of 22.3 pm/V. We then apply a voltage of 200 V between the two in-plane
electrodes spaced 1 mm apart (poling field of 2 kV/cm), leading to a drastic increase
in the measured electro-optic coefficient, which reaches 96.4 pm/V. This value is in
good agreement with literature values for bulk BTO (𝑟33,lit = 105± 10 pm/V [139]).
The corresponding measurements for 𝐼DC and |𝐼𝑚 | are shown in Fig. 4.6c, indicating
clear peaks in the modulated intensity curve (red) at the quadrature points of the DC
curve (blue).

Thin film electro-optic characterization

The Pockels coefficient of spalled BTO films is evaluated using the film shown in
Fig. 4.4f. The spalled film, obtained from a 𝑐-axis bulk crystal, has a thickness
of approximately 20 𝜇m and lateral dimensions greater than 0.5 × 1.5 mm2 (Fig.
4.7a). The Ni stressor layer beneath the BTO serves a dual purpose of a metal back
contact and reflective surface. A transparent top electrode is patterned on top of the
spalled BTO using shadow masks. This electrode consists of a 50 nm thick ITO
layer (light green dashed region in Fig. 4.7a) that facilitates optical probing. The
ITO layer is partially overlaid with a 5 nm Ti and 100 nm Au layer (brown dotted
region in Fig. 4.7a) for wire bonding. This electrode configuration allows direct
characterization of the 𝑟33 coefficient under an out-of-plane modulating field, given
the 𝑐-axis orientation of the spalled BTO film.
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Figure 4.7: Electro-optic measurement of spalled BTO thin film. (a) Optical
microscope image of BTO spall from Fig. 4.4f with ITO/Au top electrode. The
light green dashed region indicates the area with transparent ITO for optical probing,
the brown dotted region represents the area with Au on top of ITO. Wires are
bonded to the Au top contact and Ni back layer, enabling probing of the electro-
optic coefficients with an out-of-plane electric field. Scale bar: 500 𝜇m. (b)
Modulated intensity |𝐼𝑚 | as a function of applied voltage 𝑉𝑚 using configuration
(1) of the Teng-Man setup. Inset: DC intensity 𝐼DC (blue) and modulated intensity
|𝐼𝑚 | (red) as function of phase retardation Ψc for the sample shown in (a). Crosses
represent measurement points, and the lines are the fits used to extract the Pockels
coefficient. Error bars correspond to standard deviations and are deduced from
repeated measurements. (c) DC intensity 𝐼DC (blue) and modulated intensity |𝐼𝑚 |
(red) as function of phase retardation Ψc with configuration (2) of Teng-Man setup.
(d) Normalized modulation intensity as a function of modulation frequency. The
red dashed line indicates the -3 dB cutoff frequency at approximately 18 kHz. The
inset illustrates the equivalent circuit of the device, with R1 and R2 representing the
resistances of the top and bottom electrodes, and C representing the capacitance of
the BTO layer.
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We first perform measurements on the spalled film shown in Fig. 4.7a using
configuration (1) of the Teng-Man setup with an iris before and after the sample.
As outlined in the preceding sections, we begin by measuring the DC intensity
as function of the phase retardation Ψc to calibrate the SBC, and then measure
the modulated intensity curve. The inset of Fig. 4.7b shows a representative
measurement for this case with 𝐼DC plotted in blue and |𝐼𝑚 | in red. As expected,
𝐼DC reaches a minimum at Ψc ≈ 0◦ and 360◦ due to the cross-polarization of the
polarizer and analyzer (Fig. 4.6a). Next, we apply a modulating voltage across the
sample with 𝑉𝑚 = 5 V at a frequency 𝑓𝑚 = 10 kHz, which enables a measurement
of the unclamped electro-optic coefficient [177, 193]. The modulated intensity |𝐼𝑚 |
is measured using a lock-in amplifier, with the red points in the inset of Fig. 4.7b
representing averaged data over repeated measurements. Error bars denote standard
deviations across these measurements. The values for 𝐼DC and |𝐼𝑚 | are then fitted
to equations (4.5) and (4.6), respectively, and 𝑟33 is evaluated using equation (4.9)
at the operating wavelength 𝜆 = 1500 nm. Using refractive index values for BTO
from Ref. [173], we determine an electro-optic coefficient of 𝑟33 = 42 ± 3 pm/V.
To confirm that the measured response is governed by the electro-optic Pockels
effect, we demonstrate a linear relationship between the applied voltage 𝑉𝑚 and the
modulated intensity |𝐼𝑚 | in Fig. 4.7b (black line), validating the fitted 𝑟33 value.
The values for |𝐼𝑚 | in Fig. 4.7b are recorded at Ψc ≈ 115◦, where the response is
maximized.

We observe an asymmetry in the two peaks of the modulated intensity in the inset
of Fig. 4.7b, which is attributed to surface roughness leading to scattering in the
reflected signal, as well as partial polarization rotation due to domain switching
during spalling. To limit the impact of these effects, we repeat the measurement
after poling the spalled thin film with an out-of-plane field by applying a constant
voltage of 20 V for one hour. This procedure increases the measured electro-optic
coefficient to 55 ± 5 pm/V. Assuming the same ratio of 𝑟42/𝑟33 as in bulk BTO,
we can project a value of 𝑟42 = 680 pm/V based on the measured 𝑟33 after poling.
Although this value is lower than that of bulk BTO, it significantly exceeds those
achieved using alternative bottom-up growth techniques such as sputtering or pulsed
laser deposition (see Table 4.2).

Furthermore, based on the EBSD scans previously shown in Fig. 4.3b, we know
that there is a correlation between domain orientation and surface roughness and
that single-domain regions are tens of microns in size. To investigate the effect of
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domain structure on the measured electro-optic coefficient, we perform a secondary
measurement using configuration (2) of the Teng-Man setup, where the irises before
and after the sample are replaced with lenses. With this change, we can reduce the
optical probing diameter from several 100 𝜇m to ∼ 50 𝜇m and achieve a cleaner sig-
nal readout. As a result, the DC intensity and modulated intensity can be measured
with an oscilloscope and are shown in Fig. 4.7c in blue and red, respectively. After
fitting the data from a series of measurements, we obtain an electro-optic coefficient
of 𝑟33 = 160 ± 40 pm/V, leading to a projected value of 𝑟42 = 1980 pm/V. Despite
the nonideal roughness and domain structure of spalled BTO, these results suggest
that bulk properties are preserved locally, particularly in potentially single-domain
regions. We anticipate that future improvements to the electro-optic properties of
spalled films will involve obtaining large-area thin films with low roughness or pol-
ishing thin films after spalling to get cleaner reflected signals. Moreover, poling thin
films at elevated electric fields and temperatures may enable complete restructuring
and stabilization of domains in the desired configuration.

All electro-optic measurements discussed until now were performed using a modu-
lation frequency of 10 kHz. Figure 4.7d illustrates the frequency dependence of the
modulated signal up to 1 MHz, showing a -3 dB cutoff frequency, 𝑓−3dB, at approx-
imately 18 kHz. The decrease in modulation intensity is attributed to the RC time
constant of the device, rather than a transition from unclamped to clamped Pockels
coefficients. The circuit model for the spalled BTO film measured for electro-optic
characterization is shown in the inset of Fig. 4.7d.

In the ideal case, 𝑓−3dB can be approximated using the resistance of the ITO layer
(𝜌ITO ≈ 10−4 Ω·cm), the relative permittivity of BTO along the 𝑐-axis (𝜀BTO,c ≈
135), the dimensions of the ITO top electrode (𝑤ITO = 0.5 mm, 𝐿ITO = 1 mm),
as well as the film thicknesses (𝑡ITO = 50 nm, 𝑡BTO = 20 𝜇m). However, the
surface roughness of the spalled BTO film will introduce deviations from these
values. Based on the results shown in Fig. 4.3a, we expect greater than 200 nm
surface roughness for a 20 𝜇m thick spalled BTO film. Since the ITO thickness is
much smaller than the RMS roughness of the BTO film, current flow paths will be
disrupted, increasing ITO resistivity as described by the Fuchs-Sondheimer model
[204, 205]. Assuming an increase in ITO resistivity by two orders of magnitude
(𝜌ITO,rough ≈ 10−2 Ω·cm), the theoretical modulation bandwidth of the spalled film
can be calculated as
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𝑓−3dB =
1

2𝜋𝑅𝐶
=

1
2𝜋

× 𝑤ITO · 𝑡ITO

𝜌ITO,rough · 𝐿ITO
× 𝑡BTO

𝜖0 · 𝜀BTO,c · 𝐿ITO · 𝑤ITO
≈ 592 kHz.

(4.10)

Here, the conductivities of Ni and Au are neglected. 𝑅 represents the resistance
of the ITO electrode, 𝐶 is the capacitance of the spalled BTO film, and 𝜖0 is the
vacuum permittivity. Our calculations indicate that the upper limit of the frequency
bandwidth for the current device is in the range of hundreds of kHz. Empirical
data shows an even lower RC time constant for the measured device, which could
be attributed to an even lower ITO resistivity and increased relative permittivity
of BTO due to local variations in the domain structure. To accurately capture the
transition from unclamped to clamped electro-optic coefficients, alternative device
geometries will need to be explored.

Measurement procedure for characterization of 𝑟42

Thus far, we have focused on an electro-optic characterization that relies on the same
electrodes for both poling and probing, resulting in parallel poling and modulating
fields. However, in the characterization of bulk BTO substrates, we noted that the in-
plane birefringence of 𝑎-axis BTO substrates provides an opportunity to additionally
probe the 𝑟42 coefficient with the Teng-Man setup.

To achieve this, an 𝑎-axis substrate or spalled film must first be poled using an in-
plane field. Following this step, instead of applying a modulating field that is parallel
to the poling field, electro-optic coefficients would be probed at an angle to the poling
field. This requires patterning individual probing electrodes that are integrated
within the gap between the poling electrodes. These electrodes can be oriented at
various angles to the poling field to enable angle-dependent characterization of the
electro-optic coefficients. With this configuration, it becomes possible to probe a
linear combination of 𝑟33 and 𝑟42. This approach is analogous to phase modulator
designs utilizing an 𝑎-axis oriented BTO film with lateral electrodes positioned
at approximately 45◦, which maximize the effective electro-optic coefficient [204,
205].

Building on this understanding, we now shift the focus to design considerations
aimed at maximizing the electro-optic index change. Specifically, we analyze the
requirements for achieving high-performance active metasurfaces using BTO thin
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films and explore designs for active transmissive metasurfaces optimized for opera-
tion at visible wavelengths.

4.4 Design strategy for maximal electro-optic index change
To maximize the electro-optic index change under an applied field, it is crucial to
identify the optimal crystal orientation, the polarization of the electric field relative
to the applied electric field E, and the wavevector k. The subsequent calculations
assume a single-domain BTO thin film and use electro-optic coefficients reported
for bulk barium titanate. Such properties can be realized over areas spanning tens
of microns using the spalling procedure described above. For an analysis of the
achievable index changes in the achievable index in multi-domain configurations of
BTO thin films in comparison to single-domain regions, we refer the reader to Ref.
[193].

As discussed in Section 4.1, the polarity of BTO in its tetragonal phase gives rise to
a strong electro-optic response at room temperature and is defined by the following
Pockels tensor

r =

©«

0 0 𝑟13

0 0 𝑟23

0 0 𝑟33

0 𝑟42 0
𝑟51 0 0
0 0 0

ª®®®®®®®®®®¬
. (4.11)

In this tensor, the dominant electro-optic contributions arise from 𝑟42 = 𝑟51 = 1300
pm/V in bulk crystals [139]. Based on this tensor, the modified index ellipsoid can
be formulated as

(
1
𝑛2
𝑜

+𝑟13𝐸𝑧

)
𝑥2+

(
1
𝑛2
𝑜

+𝑟23𝐸𝑧

)
𝑦2+

(
1
𝑛2
𝑒

+𝑟33𝐸𝑧

)
𝑧2+2𝑦𝑧𝑟42𝐸𝑦+2𝑥𝑧𝑟51𝐸𝑥 = 1. (4.12)

Here, 𝑛𝑜 and 𝑛𝑒 represent the ordinary and extraordinary refractive indices, respec-
tively. We consider the case where the 𝑎-, 𝑏-, and 𝑐-axis of the crystal are aligned
with the 𝑥, 𝑦, and 𝑧 coordinate axis, respectively (Fig. 4.8a). To determine the
conditions for maximizing the index change, we need to perform a principal axis
transformation. Our calculations follow the methodology outlined in Ref. [206],
and show achievable index changes using the Pockels coefficients of bulk BTO.



98

a-axis oriented BTO
We first consider the case of 𝑎-axis oriented BTO, where the 𝑥-axis of our coordinate
system is oriented out-of-plane. For a resonator or waveguide structure on an 𝑎-axis
oriented BTO film, an example of which is shown in Fig. 4.8b, we can identify two
methods of optical excitation. In a TM mode (Fig. 4.8c), the primary direction of
the optical electric field is out-of-plane (along the 𝑥-axis). In contrast, in a TE mode
(Fig. 4.8d), the primary component of the optical electric field is in-plane, either
along the 𝑦- or 𝑧-axis [206, 207]. In a waveguide structure such as the one shown
in [206], the specific in-plane direction depends on the waveguide orientation, with
the optical electric field being perpendicular to it.

We can now qualitatively determine which electro-optic coefficients primarily con-
tribute to the index change using Eq. (4.12) and the orientation of the applied
field:

1. Applied external field along 𝐸𝑧 (waveguide oriented along 𝑦, Fig. 4.8e): For
a TE mode, the optical electric field is primarily along the 𝑧-axis, leading to a
dominant contribution from 𝑟33. For a TM mode, the optical electric field is
along the 𝑥-axis and modulation arises primarily from 𝑟13.

2. Applied external field along 𝐸𝑦 (waveguide oriented along 𝑧, Fig. 4.8f):
Significant refractive index modulation simultaneously requires nonzero 𝑦-
and 𝑧-components of the optical electric field. However, in a TE mode, the
optical electric field is along the 𝑦-axis, while a field along the 𝑥-axis is
obtained for a TM mode.

3. Applied external field along 𝐸𝑥: A similar argument as in the case of an
applied field along 𝐸𝑦 holds in this case. The condition of having an electric
field simultaneously along the 𝑥- and 𝑧-axes cannot be satisfied.

While 𝑟33 can effectively create index modulation in one of the configurations
discussed above, the highest Pockels coefficient, 𝑟42, offers a pathway to more
versatile modulators by relaxing certain design constraints. To utilize 𝑟42, the
resonator (or waveguide) needs to be oriented at an angle 𝜙 relative to the optical
axis, as illustrated in Fig. 4.9a. This configuration allows us to introduce a rotated
coordinate system (𝑥′, 𝑦′, 𝑧′) which is defined as
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Figure 4.8: BTO crystal orientation and resonator layout. (a) Orientation of
the index ellipsoid relative to coordinate system, with the optical axis (𝑐-axis)
aligned along 𝑧. The intersections of the index ellipsoid with the principal axes
define the ordinary and extraordinary refractive indices, 𝑛𝑜 and 𝑛𝑒, respectively.
(b) Cross-section of waveguide structure studied in Ref. [206], featuring an 𝑎-axis
oriented BTO thin film (magenta). Electric field profile of (c) TM and (d) TE modes,
respectively. Arrow in the upper right indicates the orientation of the optical electric
field within the BTO film. In-plane waveguide configurations are shown for (e) a
waveguide along 𝑦 (purple) with an applied field along 𝑧 (between gray electrodes),
and (f) a waveguide along 𝑧 and applied field along 𝑦. Figures adapted from Ref.
[206].

𝑥 = 𝑥′

𝑦 = 𝑦′ cos 𝜙 + 𝑧′ sin 𝜙

𝑧 = −𝑦′ sin 𝜙 + 𝑧′ cos 𝜙.

(4.13)

When an external field 𝐸𝑧′ is applied, the field components transform as 𝐸𝑦 =

𝐸𝑧′ sin 𝜙 and 𝐸𝑧 = 𝐸𝑧′ cos 𝜙. We can then substitute these into Eq. (4.12) and
analyze separately for TE and TM modes. For the TE mode, the optical electric
field is nonzero only along the 𝑧′-axis (𝑥′ = 𝑦′ = 0). This simplifies the expression
to
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[
1
𝑛2
𝑜

sin2 𝜙 + 1
𝑛2
𝑒

cos2 𝜙 + [(𝑟13 + 2𝑟42) cos 𝜙 sin2 𝜙 + 𝑟33 cos3 𝜙]𝐸𝑧′

]
𝑧′2 =[

1
𝑛2
𝑧′
+ 𝑟𝑧′𝐸𝑧′

]
𝑧′2 = 1.

(4.14)

Here, 𝑛𝑧′ and 𝑟𝑧′ are the effective refractive index and Pockels coefficients along the
𝑧′-direction, given by

𝑛𝑧′ =
𝑛𝑜𝑛𝑒√︃

𝑛2
𝑒 sin2 𝜙 + 𝑛2

𝑜 cos 𝜙

𝑟𝑧′ = 𝑟33 cos3 𝜙 + (𝑟13 + 2𝑟42) cos 𝜙 sin2 𝜙.

(4.15)

Figure 4.9b illustrates the variation in 𝑛𝑧′ with 𝜙 for wavelengths between 400 to
700 nm. As the rotation angle increases from 0◦ to 90◦, 𝑛𝑧′ transitions from 𝑛𝑒

to 𝑛𝑜, reconnecting with the configurations discussed in Fig. 4.8e and f. The
corresponding variation in 𝑟𝑧′ is shown in Fig. 4.9c, and reaches a maximum of
𝑟𝑧′,max = 1025 pm/V for 𝜙 = 54◦. In multi-domain BTO films, this optimal angle
shifts closer to 45◦ [165, 193].

Finally, assuming 𝑟𝑧′𝐸𝑧′ ≪ 𝑛−2
𝑧′ , we can use the differential relation 𝑑𝑛 = −1

2𝑛
3𝑑

(
1
𝑛2

)
[146] to approximate the refractive index under an applied field, 𝑛𝑧′,field, at the
optimal angle as

𝑛𝑧′,field = 𝑛𝑧′ −
1
2
𝑛3
𝑧′𝑟𝑧′,max𝐸𝑧′ . (4.16)

Figure 4.9d presents the effective index change, |Δ𝑛𝑧′ | = |𝑛𝑧′ − 𝑛𝑧′,field |, across the
visible spectrum for an applied field of 0.1 MV/cm within BTO. For the calculations
above, we use the refractive index values for BTO found in Ref. [208] and the
unclamped Pockels coefficients summarized in Table 4.3.

We can repeat a similar analysis for the TM mode, where the optical electric field
is only nonzero along the 𝑥′-axis and 𝑦′ = 𝑧′ = 0. Applying the principal axis
transformation in this case results in the following equation[

1
𝑛2
𝑜

+ 𝑟13 cos 𝜙𝐸𝑧′

]
𝑥′2 =

[
1
𝑛2
𝑥′
+ 𝑟𝑥′𝐸𝑧′

]
𝑥′2 = 1. (4.17)

Here, the effective refractive index and Pockels coefficient along 𝑥′, 𝑛𝑥′ and 𝑟𝑥′ , are
defined as
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Figure 4.9: Pockels coefficient and index change for 𝑎-axis BTO after principal
axis transformation. (a) In-plane rotation of principal axes by angle 𝜙 around the
𝑥 = 𝑥′ rotation axis, resulting in new in-plane principal axes 𝑦′ and 𝑧′. (b) Effective
refractive index 𝑛′𝑧 as function of rotation angle 𝜙 and wavelength. (c) Effective
Pockels coefficient 𝑟𝑧′ for the TE mode as function of 𝜙. The dashed gray line
indicates the unclamped bulk value of 𝑟42 for reference. (d) Effective index change
|Δ𝑛𝑧′ | as function of wavelength, calculated using the maximum 𝑟𝑧′ from (c) and an
applied field of 0.1 MV/cm. (e) Effective Pockels coefficient 𝑟𝑥′ for the TM mode
as function of 𝜙. (f) Effective index modulation |Δ𝑛𝑥′ | as function of wavelength
based on the maximal achievable value for 𝑟𝑥′ shown in (e) and an applied field of
0.1 MV/cm. All calculations assume a single-domain, 𝑎-axis oriented BTO film.

𝑛𝑥′ = 𝑛𝑜

𝑟𝑥′ = 𝑟13 cos 𝜙.
(4.18)

As shown in Fig. 4.9e, this configuration yields a significantly smaller Pockels
coefficients with a maximum of 𝑟𝑥′,max = 𝑟13 = 10.2 pm/V at 𝜙 = 0. This value
is two orders of magnitude lower than the maximum effective Pockels coefficient,
𝑟𝑧′,max, discussed earlier. Consequently, the resulting refractive index change, |Δ𝑛𝑥′ |,
is also two orders of magnitude smaller, as depicted in Fig. 4.9f for the same applied
field.
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c-axis oriented BTO
In 𝑐-axis oriented BTO, the optical axis is aligned with the 𝑧-axis of the coordinate
system, as shown in Fig. 4.8a. From Eq. (4.12), it is evident that leveraging 𝑟42

in this configuration requires an in-plane field (𝐸𝑥 , 𝐸𝑦, or a linear combination
thereof). However, applying such fields to 𝑐-axis BTO films inevitably rotates the
index ellipsoid, leading to a polarization rotation that complicates the design of pure
phase or amplitude modulators.

The polarization rotation can be understood by considering a representative case of
a field applied along the 𝑥-axis (𝐸𝑥 ≠ 0) while 𝐸𝑦 = 𝐸𝑧 = 0. Under these conditions,
equation (4.12) simplifies to

𝑥2

𝑛2
𝑥

+ 𝑦2

𝑛2
𝑦

+ 𝑧2

𝑛2
𝑧

+ 2𝑥𝑧𝑟42𝐸𝑥 = 1. (4.19)

The resulting principal axis transformation corresponds to a rotation around the
𝑦-axis by an angle 𝜃, and is given by

𝑥 = 𝑥′ cos 𝜃 + 𝑧′ sin 𝜃

𝑦 = 𝑦′

𝑧 = −𝑥′ sin 𝜃 + 𝑧′ cos 𝜃.

(4.20)

After this transformation, the index ellipsoid along the new principal axes (𝑥′, 𝑦′,
𝑧′) becomes

(
1
𝑛2
𝑥

− 𝑟42𝐸𝑥 tan 𝜃
)
𝑥′2 + 𝑦′2

𝑛2
𝑦

+
(

1
𝑛2
𝑧

+ 𝑟42𝐸𝑥 tan 𝜃
)
𝑧′2 =

𝑥′2

𝑛2
𝑥′
+ 𝑦′2

𝑛2
𝑦′
+ 𝑧′2

𝑛2
𝑧′
= 1. (4.21)

Under the assumption that 𝑟42𝐸𝑥 tan 𝜃 ≪ 1
𝑛2
𝑥
, we can write the effective refractive

indices as

𝑛𝑥′ = 𝑛𝑥 +
1
2
𝑛3
𝑥𝑟42𝐸𝑥 tan 𝜃

𝑛𝑦′ = 𝑛𝑦

𝑛𝑧′ = 𝑛𝑧 −
1
2
𝑛3
𝑧𝑟42𝐸𝑥 tan 𝜃

(4.22)
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Figure 4.10: Rotation of index ellipsoid and index change for 𝑐-axis BTO after
principal axis transformation. (a) Rotation angle 𝜃 as function of wavelength
for an applied field of 0.1 MV/cm. The inset illustrates a schematic of an index
ellipsoid rotated around the out-of-plane 𝑦-axis (dashed). (b) Effective refractive
index modulation |Δ𝑛𝑥′ | (solid blue) and |Δ𝑛𝑧′ | (dotted orange) along the transformed
principal axes (𝑥′, 𝑧′) based on the rotation angle in (a) and an applied field of 0.1
MV/cm.

and the rotation angle is determined by

tan 2𝜃 = − 2𝑟42𝐸𝑥

1
𝑛2
𝑥
− 1

𝑛2
𝑧

. (4.23)

Figure 4.10 shows the rotation angle 𝜃 and the change in effective refractive indices
|Δ𝑛𝑥′ | and |Δ𝑛𝑧′ | as function of wavelength for an applied field of 0.1 MV/cm. Here,
we used 𝑛𝑥 = 𝑛𝑜 and 𝑛𝑧 = 𝑛𝑒. While the achievable index changes in 𝑐-axis BTO are
smaller than those attainable with 𝑎-axis BTO for a TE mode, they are comparable in
magnitude and could enable the design of active polarization modulators (discussed
further in Section 4.8).

4.5 Active transmissive metasurfaces: Unit cell design
BTO is an especially attractive material for active metasurfaces due to its supe-
rior electro-optic properties, short response times, high refractive index, and broad
transparency window spanning visible to near-infrared wavelengths. These charac-
teristics make it highly suitable for dynamic phase and amplitude modulation. This
study focuses on active metasurfaces operating at red, green, and blue wavelengths
(𝜆 = 630, 532, and 460 nm, respectively), with a particular focus on transmissive
designs. Unlike reflective metasurfaces, transmissive metasurfaces enable seam-
less integration with chip-scale light sources to create monolithic, ultra-compact
optical devices capable of dynamic wavefront shaping. However, the shorter inter-
action length in transmissive metasurfaces typically necessitates more sophisticated
designs with higher quality factors, making both their design and experimental
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realization considerably more challenging. As a result, the majority of active meta-
surface research to date has focused on reflective devices.

Previous studies have shown that nanoblock resonators made from amorphous sili-
con (a-Si) can achieve active beam steering in transmission [80]. These resonators
leverage higher-order Mie resonances to attain high quality factors [209], enabling
precise wavefront manipulation. Building on these principles, nanoblock resonators
composed of BTO can offer comparable functionality across multiple wavelengths
while simultaneously achieving shorter response times. As detailed in Section 4.4,
refractive index changes of approximately 0.1 or higher are achievable in 𝑎-axis BTO
under applied fields of 0.1 MV/cm, with further increases possible at higher fields.
This index modulation, combined with negligible optical losses and high-quality
resonances, has the potential to support large phase modulation ranges potentially
extending up to 2𝜋.

Although BTO has a lower refractive index (𝑛BTO ∼ 2.4 − 2.6) compared to amor-
phous silicon (𝑛a-Si = 3.45), comparable quality factors can be attained by increasing
the nanoblock dimensions relative to the operation wavelength. These BTO res-
onators can be gated laterally using electrodes made from a variety of materials,
including metals (Au, Ag, Cu, etc.), dielectrics (ITO, AZO, PEDOT, etc.), or doped
BTO itself (via diffusion, implantation, thermal reduction, etc.). The lateral gating
configuration ensures that the external electric field is parallel to the in-plane optical
field, thereby leveraging the high 𝑟42 Pockels coefficient of BTO.

Active nanoantenna design using avoided crossing
Our transmissive metasurface design incorporates an array of BTO nanoblock res-
onators with lateral ITO electrodes, positioned on a SiO2 dielectric spacer and a
silicon nitride (Si3N4) membrane. The resonators are composed of 𝑎-axis BTO and
oriented at the optimal angle of 𝜙 = 54◦ from the in-plane optical axis to maximize
the effective Pockels coefficient, as illustrated in Fig. 4.9c. The effective refractive
indices of BTO in this configuration are given by
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𝑛𝑇𝑥 = 𝑛𝑧′ =
𝑛𝑜𝑛𝑒√︃

𝑛2
𝑒 sin2 𝜙 + 𝑛2

𝑜 cos2 𝜙

𝑛𝑇𝑦 = 𝑛𝑦′ =
𝑛𝑜𝑛𝑒√︃

𝑛2
𝑒 sin2(𝜙 + 𝜋/2) + 𝑛2

𝑜 cos2(𝜙 + 𝜋/2)

𝑛𝑇𝑧 = 𝑛𝑥′ = 𝑛𝑜

(4.24)

where the notation 𝑥𝑇 , 𝑦𝑇 , and 𝑧𝑇 is adopted for consistency with conventional
coordinate systems. These axes correspond to the 𝑧′, 𝑦′, and 𝑥′ axes, respectively
(Fig. 4.9a).

Using a Si3N4 membrane as the underlying substrate reduces refractive index mis-
match and minimizes optical mode perturbations in the BTO resonator. Further-
more, Si3N4 exhibits low optical losses at visible wavelengths [210], making it
well-suited for operation at red, green, and blue wavelengths. We opt for a mem-
brane thickness of 200 nm to balance optical compatibility with mechanical stability
and robustness for future device fabrication. The reduced substrate thickness also
facilitates the realization of ultra-thin functional optical elements that seamlessly
integrate into advanced optical systems.

In transmissive metasurfaces, achieving a phase shift greater than 𝜋 is often challeng-
ing due to shorter interaction lengths compared to reflective designs. One approach
is to operate at points where two resonances merge, leveraging the combined phase
shift at critical coupling. However, this often results in significant absorption, thus
compromising absolute transmittance and efficiency. To overcome this limitation,
we incorporate a thin SiO2 spacer layer, which allows us to manipulate the coupling
of modes. By optimizing the spacer thickness, we engineer an avoided crossing,
which facilitates large and slowly varying phase shifts alongside high transmittance
values [211], as detailed below.

Figure 4.11a shows the optimized layout of the metasurface unit cell for operation at
red (𝜆 = 630±10 nm). The nanoblock resonator has lateral dimensions of 𝑤𝑥 = 160
nm, 𝑤𝑦 = 300 nm, and a height of ℎ = 180 nm. A larger width along the 𝑦𝑇

axis was chosen due to a lower effective refractive index of BTO along that axis
(𝑛𝑇𝑥 = 2.69, 𝑛𝑇𝑦 = 2.38 at 𝜆 = 630 nm). The SiO2 spacer thickness is 𝑑 = 40 nm,
and the membrane thickness is 𝑡 = 200 nm. The BTO resonator is gated laterally
in equipotential rows along the 𝑦𝑇 axis for one-dimensional wavefront shaping. For
the electrodes, we use ITO modeled as a Drude material with a carrier concentration
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Figure 4.11: Unit cell design of active transmissive metasurface based on BTO.
(a) The unit cell consists of an 𝑎-axis oriented BTO nanoblock resonator with
dimensions 𝑤𝑥 = 160 nm, 𝑤𝑦 = 300 nm, and height ℎ = 180 nm. The resonator is
placed on top of a SiO2 spacer layer of thickness 𝑑 = 40 nm, and a Si3N4 membrane
with thickness 𝑡 = 200 nm. Lateral gating of the resonator is achieved with ITO
electrodes having a width 𝑤𝑒 = 50 nm and height ℎ = 180 nm. The unit cell period
is 𝑝 = 490 nm, which is equal in both 𝑥𝑇 and 𝑦𝑇 direction. The metasurface is
illuminated with a normally incident plane wave that is linearly polarized along
the 𝑥𝑇 direction. (b) Transmittance and (c) phase response as functions of period
and wavelength. The white dashed boxes highlight an avoided crossing with high
transmittance and large associated phase shift. (d) Transmittance and (e) phase
response for a unit cell period of 𝑝 = 490 nm, shown for three different values of
refractive index change (Δ𝑛) in the BTO resonator along the 𝑥𝑇 direction: Δ𝑛 = −0.3
(blue), Δ𝑛 = 0 (orange), Δ𝑛 = +0.3 (yellow). The gray dotted lines in both plots
indicate the target operation regime of 𝜆 = 630 ± 10 nm. The inset in (e) shows the
phase modulation resulting from a change inΔ𝑛 from+0.3 to−0.3. (f) Transmittance
(left, blue) and acquired phase (right, orange) as a function of refractive index change
at a wavelength of 𝜆 = 628.7 nm, where the phase modulation is maximized.
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Figure 4.12: Electric field distribution |𝐸𝑥𝑧 | in metasurface unit cell for varying
index changes. Magnitude of electric field in 𝑥𝑇 − 𝑧𝑇 plane across the center of the
BTO resonator for refractive index changes of (a) Δ𝑛 = −0.22, (b) Δ𝑛 = −0.04, and
(c) Δ𝑛 = +0.3 at 𝜆 = 628.7 nm.

of 𝑁 = 3 · 1020 cm−3 and a mobility of 𝜇 = 40 cm2/(Vs). The ITO electrodes match
the height of the BTO resonators to ensure a uniform field within the resonator.

All parameters, including the period 𝑝, were determined using a parameter sweep.
As shown in Fig. 4.11b, an avoided crossing was identified at the target wavelength
through a sweep of the period, as highlighted with the white dashed box. This region
features high transmittance values that are simultaneously associated with a large,
smoothly varying phase shift, as depicted in Fig. 4.11c. The maximal transmittance
with large phase modulation is achieved for a period of 𝑝 = 490 nm.

Based on a uniform index change in BTO along the 𝑥𝑇 axis (applied field between
the ITO electrodes), we simulated the transmittance and phase as functions of index
change and wavelength. Figures 4.11d and e illustrate the transmittance and phase
response for index changes of Δ𝑛 = −0.3 (blue), 0 (orange), and +0.3 (yellow). The
gray dashed lines denote the target operation window of𝜆 = 630±10 nm. Our results
show that transmittance above ∼ 37 − 68% is maintained across these wavelengths,
with higher minimum transmittance observed at redshifted wavelengths. The inset
of Fig. 4.11e highlights the phase modulation attainable with an index change
from Δ𝑛 = +0.3 to −0.3, achieving a maximum phase modulation of 272.7◦ at
a wavelength of 𝜆 = 628.7 nm. The associated transmittance modulation as a
function of index change is shown in Fig. 4.11f, with the transmittance varying
between 50 − 97% at this wavelength.

Figure 4.12 depicts the electric field distribution across the center of the metasurface
unit cell in the 𝑥𝑇 − 𝑧𝑇 plane. We show the field profiles for the two transmittance
dips in Fig. 4.11e at Δ𝑛 = −0.22 (a) and Δ𝑛 = −0.04 (b), which correspond to
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distinct resonant modes. For Δ𝑛 = −0.22, the mode is strongly confined within the
resonator, whereas for Δ𝑛 = −0.04, the electric field redistributes and shifts toward
the edges of the resonator and the ITO electrodes. This redistribution highlights
the need to investigate the sensitivity of the metasurface response to variations in
ITO properties in future work. By contrast, for an index change of Δ𝑛 = +0.3 (Fig.
4.12c), where we obtain highest transmittance, the electric field coupling to the
resonator is significantly weaker. The weak coupling is evident from the low field
strength and broader field distribution extending beyond the resonator, resulting in
high transmittance. We note that in all three cases, a considerable portion of the
electric field resides in the Si3N4 membrane. This behavior has implications for
the design and implementation of beam steering metasurfaces, and will be further
explored in Section 4.6.

Electrostatic simulations

The electromagnetic simulations described above are complemented by electrostatic
simulations (Fig. 4.13), confirming that the desired index changes can be achieved
with modest applied voltages. Specifically, we find that a refractive index change
of 0.2 at 𝜆 = 632 nm is attainable with an applied voltage of 6 V across a BTO
resonator with a width of 𝑤𝑥 = 180 nm. Scaling these results to the unit cell design
shown in Fig. 4.11a, an applied voltage of 8 V between the ITO electrodes will be
sufficient to induce an index change of 0.3.

We note that this index change can only be achieved by patterning of lateral ITO
electrodes that are directly adjacent to the BTO resonator and fully cover its side-
walls. Due to the high relative permittivity of BTO, there is a strong sensitivity of
the refractive index change Δ𝑛 to the presence of air gaps between the resonator and
the ITO electrode. We characterize this air gap by the distance 𝑤air between the
resonator and the electrode. Our simulations indicate that an air gap as small as 5
nm will cause a nearly two-order-of-magnitude reduction in Δ𝑛 (Fig. 4.13b).

These numerical findings are corroborated by analytical calculations, assuming a
BTO relative permittivity of 𝜖BTO = 𝜖𝑇𝑥 = 2400 · sin 𝜙 + 60 · cos 𝜙 with 𝜙 = 54◦,
reflecting values in the clamped case. The electric field, 𝐸𝑥 , is calculated as

𝐸𝑥 =
𝜖air · 𝑤x,BTO

𝜖𝐵𝑇𝑂 · 𝑤air + 𝜖𝑎𝑖𝑟 · 𝑤x,BTO
·
𝑉applied

𝑤x,BTO
(4.25)

where 𝜖air = 1, 𝑤x,BTO is the lateral dimension of the BTO resonator along the 𝑥𝑇

direction, and 𝑉applied is the applied voltage. The refractive index change within the
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Figure 4.13: Electrostatic simulations of BTO metasurface unit cell. (a) Magni-
tude of electric field in 𝑥𝑇−𝑧𝑇 plane across the center of the BTO resonator assuming
an applied voltage of 6 V between the two ITO electrodes. The refractive index
change Δ𝑛 is probed at the center of the nanoblock, marked with the red spot. (b)
Analytical (dark blue) and numerically obtained (light blue) refractive index change
Δ𝑛 as function of a distance, characterized by the width 𝑤air introduced between the
nanoblock and the ITO electrode on each side.

BTO resonator is then approximated using Δ𝑛 = 0.5 · 𝑛3
BTO𝑟eff,54◦𝐸𝑥 and is shown

using the dark blue curve in Fig. 4.13b. Here, 𝑟eff,54◦ = 1025 pm/V and 𝑛BTO = 2.45
around 𝜆 = 630 nm.

To fabricate a BTO resonator with fully covered sidewalls forming ITO electrodes,
two approaches are viable: angled sputtering to coat the sidewalls, or uniform ITO
deposition over the entire metasurface followed by selective etching between the
electrodes. Future work will focus on realizing designs with simplified fabrica-
tion processes, such as using lateral ITO electrodes with a shorter height, partially
etching the BTO layer to replace the spacer layer with unetched BTO, or integrat-
ing the electro-optic BTO layer with higher-order Huygens metasurface structures
composed of other low-loss dielectrics (such as silicon, amorphous silicon, gallium
arsenide). Such designs could simultaneously benefit from high quality factors and
the electro-optic tunability of BTO.

Angular dispersion
In addition to discussing the sensitivity of the observed mode to fabrication errors, it
is essential to evaluate the system-level sensitivity. Specifically, this pertains to the
incident angle of the illuminating plane wave, which can introduce perturbations to
the optical mode and thereby affect the reported transmittance and phase modulation.
Here, we examine the case where the metasurface is illuminated by a plane incident at
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an angle 𝜃 relative to the 𝑧𝑇 -axis within the 𝑥𝑇 − 𝑧𝑇 plane, as illustrated in Fig. 4.14a.
Our simulations of the transmitted intensity and phase reveal that features similar to
those observed at the avoided crossing under normal incidence – characterized by
high transmittance and a large, smoothly varying phase shift – can be observed up to
an incident angle of approximately 2◦, as indicated by the black dashed boxes in Fig.
4.14b and c, respectively. While these results demonstrate some tolerance to the
incident angle, the stronger angular selectivity of this design compared to alternative
metasurface designs [209], suggests the presence of a degree of nonlocality in the
optical mode which contributes to achieving this performance.

An analysis of the transmittance and phase curves as function of refractive index
changes indicates that as the incident angle increases from 𝜃 = 0◦ to 2◦ (Fig. 4.14d-
f), additional higher-Q modes begin to emerge. At the wavelength corresponding to
peak phase modulation at normal incidence (𝜆 = 628.7 nm), a phase modulation of
up to 251◦ is still maintained at 𝜃 = 2◦ (Fig. 4.14f). However, this is accompanied
by a significant increase in transmittance modulation, evident from the appearance
of additional modes with refractive index variation (blue and yellow curves). The
heightened transmittance modulation will likely reduce performance in applications
such as beam steering at these larger incident angles, as previously discussed in
Section 2.4. Nonetheless, such metasurface designs may find greater utility in
alternative applications, such as optical filters or angularly selective sensors, where
strong angular sensitivity is advantageous.

4.6 Beam steering at red wavelengths
To demonstrate a specific application of the proposed BTO-based metasurface de-
sign, we analyze its beam steering efficiency in transmission and compare it to
previously reported values for the reflective field-effect tunable plasmonic metasur-
faces discussed earlier in this thesis [42, 46]. For this analysis, we consider the case
of a normally incident plane wave, as shown in Fig. 4.11.

Since the proposed design incorporates lateral ITO electrodes that fully cover the
sidewalls of the BTO resonator, we can assume an array configuration with spatially
varying, periodic refractive index changes, where the index change is uniform
throughout the BTO resonator, as schematically depicted in Fig. 4.15a-c. To
simplify the analysis, we adopt a forward design approach, assuming equidistant
index variations between adjacent metasurface unit cells within a supercell period.
This configuration could be further refined by selecting index variations based on
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Figure 4.14: Angular dispersion of resonant mode. (a) Schematic illustration of
metasurface unit cell illuminated by a plane wave incident at an angle 𝜃 relative to
the surface normal (𝑧𝑇 -axis). The electric field E lies perpendicular to the incident
wave vector k in the 𝑥𝑇 − 𝑧𝑇 plane. (b) Transmittance and (c) phase as function of the
incident angle 𝜃 and wavelength. The black dashed boxes mark regions displaying
features similar to those observed at the avoided crossing under normal incidence
(high transmittance and large, smoothly varying phase shift). (d)-(f) Transmittance
as function of wavelength for refractive index changes of Δ𝑛 = −0.3 (blue), Δ𝑛 = 0
(orange), Δ𝑛 = +0.3 (yellow) for incident angles of (d) 𝜃 = 0◦, (e) 𝜃 = 1◦, and (f)
𝜃 = 2◦. Insets in each panel show the associated phase modulation as a function of
wavelength for refractive index changes from Δ𝑛 = −0.3 to +0.3. The gray dotted
line indicates the wavelength of peak phase modulation at normal incidence, located
at 𝜆 = 628.7 nm.

equidistant phase modulation or, more effectively, through an array-level inverse
design strategy that optimizes the index value at each unit cell to account for both
phase and transmittance modulation [46].

As demonstrated by the mode profiles of the metasurface unit cell (Fig. 4.12)
and its angular dispersion characteristics (Fig. 4.14), the design exhibits a degree of
nonlocality. Consequently, array-level optimization in this case requires a numerical
optimization approach. This process needs to be performed using numerical solvers,
such as Lumerical FDTD, to accurately account for interantenna coupling effects and
evaluate the true performance of the metasurface. Despite employing a simplified
forward design methodology in this study, tunable diffraction is achieved with
effective suppression of the specularly transmitted beam.
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Figure 4.15: Beam steering at red wavelengths in transmission. (a-c) Top view
schematic of metasurface array configuration for three different supercells consisting
of (a) two unit cells (Λ2), (b) three unit cells (Λ3), and (c) six unit cells (Λ6). The
BTO resonators are modeled with uniform refractive index variations Δ𝑛 = −0.3
(dark blue), Δ𝑛 = 0 (light orange), and Δ𝑛 = +0.3 (magenta). (d-f) Simulated
transmission efficiency 𝜂𝑇 as function of wavelength and angle for the corresponding
configurations shown in (a-c). The total array sizes are (d) 50× 50, (e) 51× 51, and
(f) 54 × 54 unit cells, respectively. (g-i) Magnitude of electric field |𝐸𝑥𝑧 | in 𝑥𝑇 − 𝑧𝑇

plane across the center of the BTO resonator for the configurations in (a-c), shown
at the wavelength corresponding to maximal suppression of the zeroth diffraction
order, with (g) 𝜆max = 636.4 nm, (h) 𝜆max = 635.3 nm, and (i) 𝜆max = 635.8 nm,
respectively.

Figure 4.15 illustrates the transmission efficiency as function of wavelength and
angle for three different metasurface array configurations. These configurations
consist of supercells with period Λ containing two unit cells (Fig. 4.15a, Λ2),
three unit cells (Fig. 4.15b, Λ3), and six unit cells (Fig. 4.15c, Λ6). While
the first two configurations assign a distinct index variation to each unit cell, the
third configuration (Λ6) utilizes three index variation values, each repeated twice.
Figures 4.15d-f show beam steering as a function of angle for the three different
cases, assuming square metasurface arrays with 50 × 50, 51 × 51, and 54 × 54
elements, respectively. The transmission efficiency, 𝜂𝑇 , of the diffracted orders was
evaluated by normalizing the transmitted intensity with the far-field intensity at 0◦

without a metasurface. The results are summarized in Table 4.4.
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Supercell 𝜆max (nm) 𝜃+1 (◦) 𝜂𝑇,+1 𝜂𝑇,0

Λ2 636.4 58.4◦ 24.2% 6.5%
Λ3 635.3 38.9◦ 17.0% 10.8%
Λ6 635.8 19.4◦ 22.7% 3.9%

Table 4.4: Transmission efficiency and angle of diffracted orders. For each
supercell configuration shown in Fig. 4.15, we report the wavelength with maximal
suppression of the zeroth diffraction order, 𝜆max, the angle of the first diffracted
order, 𝜃+1, the transmission efficiency of the first order, 𝜂𝑇,+1, and the transmission
efficiency of the zeroth order 𝜂𝑇,0.

The metasurface is capable of steering light to a maximal diffraction angle of 𝜃 =

±58.4◦ using a supercell period consisting of two unit cells (Λ2). As summarized in
Table 4.4, suppression of the zeroth-order specularly transmitted beam is achieved in
all three cases, with the highest suppression ratio between the first and zeroth orders
observed for Λ6. This increased suppression ratio for Λ6, particularly compared to
Λ3, can be attributed to the repeated configuration of index variations, which limits
the effect of crosstalk between adjacent unit cells caused by abrupt changes. We
additionally note that the peak suppression ratio in all cases occurs at wavelengths
that are slightly redshifted from the wavelength of peak phase modulation (𝜆 =

628.7 nm). This redshift is linked to a reduced transmittance modulation at these
wavelengths, with minimal transmittance modulation observed at 𝜆 = 638.4 nm
(Fig. 4.11d).

Despite achieving a phase modulation greater than 250◦, we cannot obtain complete
suppression of the specularly transmitted light due to the nonlocality of the optical
modes. This effect is most apparent when comparing the electric field distributions
for Λ3 and Λ6, shown in Figs. 4.15h and i, respectively. For Λ3, the optical
mode is most evidently distorted within the BTO resonator for Δ𝑛 = 0, whereas
for Λ6, a distortion is observed within the Si3N4 membrane. Despite this crosstalk,
we are able to successfully demonstrate tunable beam steering using conventional
forward design methods. Notably, in comparison to previously realized plasmonic
field-effect tunable metasurfaces [46], where the maximal efficiency of the diffracted
order after an array-level inverse design approach was 2.7%, the current all-dielectric
metasurface design achieves a nearly tenfold increase, with transmission efficiencies
approaching 25% for Λ2. Future enhancements in the transmission efficiency of the
diffracted order could be realized through an optimization of the unit cell design
with the objective to minimize crosstalk between adjacent elements or to reduce
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transmittance modulation while maximizing phase modulation, as well as through
system-level improvements leveraging array-level inverse design strategies.

4.7 Extension to RGB wavelengths
Electro-optically tunable metasurfaces based on barium titanate offer the distinct
advantage of a broad transmission window that spans from the visible to the mid-
infrared spectrum. This characteristic makes BTO particularly attractive for the
realization of metasurfaces that operate at multiple wavelengths, relying on similar
optical modes with slightly modified designs. In this section, we demonstrate a
proof of concept for metasurface designs capable of operating at red, green, and
blue (RGB) wavelengths, specifically 𝜆 = 630 ± 10 nm, 532 ± 10 nm, and 460 ± 10
nm, respectively. To model the refractive index values of BTO across the visible
spectrum, we use the dispersion relations provided by Wemple et al. [208]:

𝑛2
𝑜 − 1 =

4.064𝜆2

𝜆2 − 0.2112

𝑛2
𝑒 − 1 =

4.187𝜆2

𝜆2 − 0.2232 .

(4.26)

To facilitate future integration of RGB resonators in a single metasurface array, we
designed all structures with consistent layer thicknesses. For this purpose, we first
blueshift the design shown in 4.11 to enable operation at 𝜆 = 532 nm, and find
comparable performance with nanoblock dimensions of 𝑤𝑥 = 120 nm, 𝑤𝑦 = 250
nm, and ℎ = 150 nm, and a period of 𝑝 = 380 nm. Building on this, we then
extended the design to 𝜆 = 630 nm and 𝜆 = 460 nm. The optimized dimensions for
all three designs are summarized in Table 4.5.

𝜆max phase (nm) 𝑤𝑥 (nm) 𝑤𝑦 (nm) 𝑝 (nm)
632.7 220 280 490
531 120 250 380

459.4 100 200 400

Table 4.5: Dimensions for metasurface unit cell at red, green, and blue wave-
lengths. The wavelength yielding maximal phase modulation 𝜆max phase is reported
together with the lateral resonator dimensions 𝑤𝑥 and 𝑤𝑦, respectively, and the unit
cell period 𝑝. All resonators are designed with a uniform height of ℎ = 150 nm, a
dielectric spacer thickness 𝑑 = 40 nm, and a membrane thickness 𝑡 = 200 nm.

Figures 4.16a-c illustrate the transmittance and phase modulation as function of
index change for each resonator at the wavelength of maximal phase modulation,
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Figure 4.16: Unit cell performance and beam steering at red, green, and blue
wavelengths. (a-c) Transmittance and phase modulation as function of a refractive
index change from −0.3 to +0.3 shown at the wavelength of peak phase modulation
(a) 𝜆max phase = 632.7 nm, (b) 𝜆max phase = 531 nm, and (c) 𝜆max phase = 459.4 nm.
(d-f) Transmission efficiency 𝜂𝑇 as function of wavelength and angle for the three
resonator designs specified in Table 4.5. (g-i) Electric field distribution 𝐸𝑥𝑧 across
the center of the BTO resonator in the 𝑥𝑇 − 𝑧𝑇 plane at the wavelength of maximal
suppression of the zeroth transmitted order.

𝜆max phase. The average transmittance is highest for the green-wavelength resonator,
as this design was specifically optimized for its performance, whereas the red and
blue designs were subject to additional constraints to maintain a consistent resonator
height. For the red wavelength (Fig. 4.16a), the average transmittance is 54%,
accompanied by a phase modulation of 269◦ at 𝜆 = 632.7 nm. At the green
wavelength (Fig. 4.16b), we achieve an average transmittance of 56% with a phase
modulation of 293◦ at 𝜆 = 531 nm. Finally, for operation at the blue wavelength
(Fig. 4.16c), an average transmittance of 21% is achieved together with a phase
modulation of 212◦. These variations in transmittance and phase modulation can be
attributed to different optical modes given a fixed height across all three designs, as
well as differences in the refractive index at the respective wavelengths. We note that
all three resonators were analyzed under an index modulation of Δ𝑛 = ±0.3 which
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corresponds to different applied voltages for each case. Based on the resonator
width 𝑤𝑥 specified in Table 4.5, the required applied voltages are 11 V, 6 V, and 5
V for red, green, and blue, respectively.

Next, we analyzed the beam steering performance by evaluating the transmission
efficiency 𝜂𝑇 as function of wavelength and angle for each design. For all three
designs, we consider the configuration schematically depicted in Fig. 4.15c with
the supercell Λ6, consisting of two repetitions of three equidistant refractive index
variations. The transmission efficiency results for the diffracted order and zeroth
order are summarized in Table 4.6.

𝜆max (nm) 𝜃+1 (◦) 𝜂𝑇,+1 𝜂𝑇,0

635.3 19.4◦ 24.0% 5.1%
531.8 21.0◦ 12.4% 18.9%
458.9 17.2◦ 7.2% 5.3%

Table 4.6: Transmission efficiency and angle of diffracted orders for red, green,
and blue wavelengths. Reported are the wavelength of maximal suppression of
the zeroth diffraction order, 𝜆max, the angle of the first diffracted order, 𝜃+1, the
transmission efficiency of the first order, 𝜂𝑇,+1, and the transmission efficiency of
the zeroth order 𝜂𝑇,0.

Interestingly, the green-wavelength design achieves maximal phase modulation with
minimal transmittance modulation across these designs, however, it exhibits limited
suppression of the zeroth order in the analyzed beam steering configuration. This
limitation likely arises from its small unit cell period (𝑝 = 380 nm), resulting in
increased coupling between adjacent resonators, as shown by the electric field dis-
tributions in Fig. 4.16h. Similarly, the blue-wavelength design shows hybridization
of modes (Fig. 4.6i), however, a stronger zeroth-order suppression can be achieved
in this case. In contrast, the red-wavelength design shows the least mode coupling
(Fig. 4.6i), resulting in improved diffraction efficiency.

Further studies of the optical modes are required to fully understand these differences
and optimize designs for higher suppression ratios between the first diffracted and
zeroth orders. Despite these challenges, this study successfully demonstrates the
feasibility of developing metasurfaces capable of operating at RGB wavelengths.
Our findings provide a strong foundation for future optimization efforts aimed at
integrating of these resonators into an RGB modulator array.



117

4.8 Outlook
In this chapter, we introduced a new synthesis method alongside designs for achiev-
ing high-efficiency transmissive metasurfaces for beam steering at visible wave-
lengths. While significant progress was made, several challenges remain for the
experimental realization of these metasurfaces and their integration into practical
applications. In the following, we outline key tasks that can build upon the insights
gained in this work.

Spalling large-area single-domain BTO films
A critical requirement for integrating spalled BTO films in active metasurfaces is the
production of large-area films that are both single-crystal and single-domain. Such
films maximize the electro-optic response, enabling their use in diverse photonic
applications. Our earlier studies demonstrated that the thickness of spalled films
can be controlled through the thickness of electroplated Ni, which also influences
the RMS roughness of the films. Specifically, we noted that thinner films exhibited
smoother surfaces and likely experienced reduced domain switching caused by
mechanical forces.

Extending this process to larger areas requires a deeper understanding of how
mechanical stresses affect both roughness and thickness. Key questions include
whether domain switching occurs as a static effect during electroplating or a dynamic
process during spalling. Automating the spalling process rather than relying on
manual exfoliation could ensure greater consistency and control, facilitating the
fabrication of large spalled areas suitable for device integration.

Integration into RGB array
Optimizing individual metasurface resonators for distinct wavelengths (red, green,
and bue) is the first step toward integrating them into a modulating element capable
of multi-wavelength operation. Achieving this goal requires careful consideration
of the resonator arrangement to maximize color accuracy and contrast while mini-
mizing interelement crosstalk.

Configurations such as fully interdigitated arrays, such as the one shown in Fig.
4.17, may provide a solution for large fields of view. However, segmenting the array
into subarrays of RGB pixels could reduce crosstalk and improve the color contrast
[212]. Alternatively, stacking transmissive metasurfaces for each wavelength could
facilitate multi-wavelength control. This approach, though promising, requires
detailed analysis of losses introduced by non-resonant layers. Interestingly, stacked
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configurations could also enable two-dimensional wavefront shaping by rotating
each layer in-plane by 90◦.

For arbitrary wavefront shaping, a two-dimensional interconnect scheme may be
necessary. This would likely involve redesigning resonators, possibly with different
crystal orientations, to allow for electric gating along both dimensions. While this
approach could simplify wavefront shaping, it introduces additional design and
fabrication complexities

Figure 4.17: BTO-based RGB modulator array. Broadband (white) light is
incident on an active transmissive metasurface consisting of resonators designed for
RGB control. By applying individual gate voltages to each resonator 𝑛, 𝑉{r,g,b},𝑛,
the transmitted beams can be split in distinct wavelengths and perform different
operations at distinct wavelengths.

Fabrication and alternative design strategies
The experimental realization of transmissive metasurfaces based on the proposed
designs requires precise fabrication of BTO nanoblock resonators with vertical
sidewalls. If BTO exhibits etching behavior similar to titanium dioxide (TiO2), such
precision may be feasible [213]. However, if its etch characteristics align more
closely with other electro-optic materials such as lithium niobate, which typically
etches with a sidewall angle [214], further studies will be needed to evaluate the
impact of sidewall angles on optical performance.

An alternative approach for resonator design could involve relaxing etching re-
quirements by including an underetched BTO layer to partially or fully replace the
dielectric spacer. Alternatively, etching could be avoided entirely by using high-
index materials such as Si or gallium arsenide (GaAs) for the resonators, while
leveraging the electro-optic tunability of an underlying unetched BTO layer.
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Additionally, adopting an out-of-plane electrode configuration instead of lateral
gating may help mitigate crosstalk between metasurface elements by increasing the
spacing between resonators. Such designs would likely benefit from 𝑐-axis BTO
thin films, leveraging the 𝑟33 electro-optic coefficient. Although 𝑟33 is ten times
smaller than 𝑟42 in BTO, it is three times higher than 𝑟33 in LN and may therefore
relax the requirements for the resonator quality factor in comparison to LN.

Polarization tunability
In Section 4.4, we discussed the contributions from the electro-optic coefficients for
various electrode configurations in 𝑎- and 𝑐-axis thin films. In 𝑐-axis BTO, applying
an in-plane electric field rotates the index ellipsoid. In this case, when the incident
wave vector is misaligned with the principal axes, the polarization state becomes a
linear combination of normal modes dictated by the transformed index ellipsoid.

This electrically controllable rotation of the index ellipsoid, as defined in equation
(4.23), could be exploited for realizing polarization-tunable elements. However,
achieving this requires a comprehensive understanding of the BTO anisotropy, res-
onator optical modes, and the interplay between the electro-optic effect, crystal
orientation, and applied electric field. Advanced numerical modeling and experi-
mental validation will be crucial for realizing these devices.

Realization of high-frequency modulators
The instantaneous electro-optic response of BTO makes it an ideal candidate for
high-frequency modulators capable of spatiotemporal light manipulation. Previous
studies have demonstrated modulation frequencies in the GHz range for BTO-
based devices [193]. Developing such active metasurfaces will require optimizing
resonator geometry, electrical addressing schemes, and overall interconnect layouts
to minimize RC time constants. By incorporating these capabilities, metasurfaces
could achieve precise control not only over amplitude, phase, polarization, and
wavevector, but also frequency of light.

4.9 Conclusions
In summary, we have developed a scalable and cost-effective method for fabricating
high-quality single-crystal BTO thin films suitable for integration in advanced func-
tional devices. Spalled films can be obtained with desired crystal orientations, as
demonstrated for (100) and (001) bulk crystals, with film thicknesses ranging from
100 nm to 15 𝜇m and lateral dimensions spanning several hundred micrometers to
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millimeters. The film thickness is controlled by the electroplated Ni layer, which dic-
tates the stress state of the underlying BTO substrate. While stress-induced domain
switching during spalling introduces surface roughness, the intrinsic properties of
bulk BTO are preserved. We characterized the electro-optic Pockels coefficient of
spalled BTO films after transfer to a rigid substrate and measured an electro-optic
coefficient of 𝑟33 = 55 ± 5 pm/V in multi-domain regions and 𝑟33 = 160 ± 40 pm/V
in smaller, likely single-domain regions. Our results indicate that spalled BTO films
can exceed the performance of commercially available thin-film lithium niobate.
Future work should focus on improving surface quality, controlling domain struc-
tures, and developing techniques for transferring isolated BTO thin membranes,
broadening their applicability in scalable photonic device integration.

From a design perspective, we explored how BTO thin films that retain bulk electro-
optic properties can be integrated into transmissive active metasurfaces. Using 𝑎-
axis oriented films allows for a maximization of the effective electro-optic coefficient,
which can be harnessed in resonant active metasurfaces. By applying an in-plane
electric field at 54◦ to the optical axis, and using an incident plane wave polarized
parallel to this field, an effective electro-optic coefficient of 𝑟eff = 1025 pm/V can
be achieved. This enables index changes of up to 0.3 at visible wavelengths with
applied fields around 0.3 MV/cm. Such fields can be induced in BTO nanoblock
resonators through lateral gating along the resonator sidewalls. Through careful
engineering of the resonator geometry and underlying layers, we demonstrated an
avoided crossing of optical modes, enabling high transmittance alongside a large,
smoothly varying phase shift. Specifically, our transmissive metasurface design
achieved a phase modulation of 272.7◦ with transmittance varying from 50-97% at
𝜆 = 628.7 nm assuming an index change of ±0.3. This design was also shown to
enable active beam steering up to ±58◦, with partial suppression of the zeroth-order
transmitted beam due to resonator crosstalk. Using conventional forward design
methods, we obtained a transmission efficiency of the diffracted beam ranges of
around 17−24%, with further improvements anticipated through array-level inverse
design approaches. Additionally, leveraging the broad transparency window of
BTO, we showed that similar designs can be adapted for active beam steering at
RGB wavelengths.

While significant efforts remain for the experimental realization of BTO-based trans-
missive metasurfaces, the advances outlined here establish a strong foundation for
next-generation metasurfaces capable of comprehensive light control across multi-
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ple dimensions. These developments mark a critical step toward active metasurfaces
for universal light manipulation, paving the way for transformative applications in
optical communication, computation, and imaging.
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C h a p t e r 5

TOWARD UNIVERSAL ACTIVE METASURFACES FOR
OPTICAL IMAGING, COMMUNICATION AND

COMPUTATION

The material in this chapter was in part presented in [21, 96].

5.1 Universal active metasurfaces
The ability to dynamically control the optical response in the quasi-static and time-
modulated regimes opens a multidimensional design space that can be fully har-
nessed by developing appropriate nanophotonic structures for arbitrary manipulation
of light. In the previous chapters, we explored how these capabilities can enhance
the information density of metasurfaces while utilizing high-performance materials
that can be seamlessly integrated into designs for both reflection and transmission.
Building on this foundation, we now address the fundamental question: What does
it take to realize a universal optical element (Fig. 5.1) which enables dynamic,
independent, and comprehensive control over all constitutive properties of light in
both reflection and transmission? State-of-the-art wavefront shaping metasurfaces
generally encompass active and continuous control over the amplitude and phase of
light scattered from each nanostructured element. A universal active metasurface,
in comparison, should additionally provide complete control over the polarization,
spectrum and momentum, the orbital angular momentum as well as the shape of
optical pulses. Such a universal active metasurface would have the potential to
serve as a programmable transfer element that can encode arbitrary functions and
perform a variety of complex tasks using a single dynamically tunable component.
As such, it could be integrated into a wide range of applications, including free-space
communications, analog computing, and holographic displays to name a few.

In this chapter, we focus on the pathways toward achieving a universal active meta-
surface for independent and comprehensive, real-time control over all properties
of light, including its amplitude, phase, polarization, momentum, spectrum, orbital
angular momentum, and pulse shape. We identify key challenges and highlight
the respective recent developments in three areas that will drive the realization and
unlock the potential of a universal active metasurface: metasurface design, control
architecture, and advanced operation modes. We outline the target performance
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Figure 5.1: Universal active metasurface. Schematic of a universal active meta-
surface enabling dynamic wavefront shaping in reflection and transmission. This
metasurface should allow for dynamic and independent control of the amplitude,
phase, polarization, wavelength, the orbital angular momentum, and pulse shape of
an electromagnetic wave.

characteristics with regards to a high-performance active metasurface design and
discuss potential pathways for their realization. We further examine challenges to-
ward realizing a two-dimensional control architecture and discuss strategies to over-
come currently existing limitations. We then explore uncharted operation modes
that could be attained with a universal metasurface, providing inspiration for future
applications in the realms of optical imaging, communication, and computation.
Finally, we give a perspective and point toward key technological problems that will
require further research from the nanophotonics community to bring us closer to the
realization of a truly universal active metasurface.

5.2 Metasurface design and promising material platforms
The design of a universal active metasurface forms a convoluted problem involving
several parameters. Passive metasurfaces generally rely on shape- and orientation-
dependent phase retardation introduced by resonant scatterers to create desired
changes in the scattered electric field. In comparison, the performance of an active
structure is determined by its geometrical parameters as well as the choice of the
active material and/or the corresponding modulation scheme. In the following, we
review active metasurface design strategies that hold the potential to realize a uni-
versal active metasurface. The desired objectives can be summarized as follows:
First, a large dynamic range of tuning is desired for deterministic wavefront shap-
ing. Here, the objective is to obtain complete and independent control over the
characteristic properties of light. This includes a 0-to-2𝜋 phase shift upon actuation
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(while maintaining constant amplitude) and 100% intensity modulation efficiency
(with constant phase). We define the latter as 𝜂 = 1 − 𝐼min/𝐼max, where 𝐼min and
𝐼max are the minimal and maximal electric field intensity at a given wavelength,
respectively. In addition, low loss structures are required to ensure high output
efficiencies. To access the time-modulated operation regime, active metasurfaces
further need to support large modulation frequencies. Additional performance met-
rics include broadband operation, allowing for a tunable excitation wavelength and
achromaticity. While these criteria do not form an exhaustive list of requirements for
a high-performance universal metasurface, they determine critical design choices
for the architecture and materials employed in a metasurface unit cell as well as its
modulation mechanism.

Field-effect tuning based on carrier index modulation (discussed in detail in Chapters
2 and 3) has attracted significant attention over the past decade, as it has been
used to experimentally demonstrate a large dynamic range of tuning of amplitude,
phase, and polarization. Individual studies have reported up to 96% reflectance
modulation efficiency [215], greater than 1.5𝜋 phase modulation [42, 53, 54, 216],
as well as a linear to circular and cross-polarization conversion [217]. Field effect
tuning relies on the charge carrier dependent optical properties in semiconductors,
often transparent conductive oxides (TCOs), or in graphene. In semiconductor-
based tuning, a metal (or semiconductor)-insulator-semiconductor heterostructure
[30, 69] is integrated into a resonant unit cell. Upon gating, a local charge carrier
accumulation or depletion zone is created at the insulator-semiconductor interface
(Fig. 5.2a), causing a change in the complex dielectric permittivity, 𝜀 [218, 219].
Additionally tuning the dielectric permittivity into the epsilon-near-zero (ENZ)
regime leads to an extreme localization of the electric field in this zone, which
perturbs the optical resonant mode of the unit cell [220]. This ability to transition the
active material through the ENZ region, and hence dynamically modify the scattering
of a resonant unit cell has led to the development of electronically programmable
active metasurfaces with independently addressable metasurface elements [42, 221].
Moreover, modulation frequencies of up to 10 MHz have been demonstrated using
TCO-based metasurfaces [30, 95], with the potential of accessing GHz frequencies
with optimized design of device electrical interconnects and driver circuits.

The operating wavelength of TCO metasurfaces is chosen based on the bulk carrier
density of the active semiconductor during fabrication. Indium tin oxide (ITO) is a
commonly used active material for operation in the near-infrared. A recent study,
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however, showed that over 70% of the incident light is absorbed in the ITO layer
at its ENZ transition and only 2.7% of the light is reflected [74]. Cadmium oxide
(CdO) was proposed as an alternative transparent conducting oxide with enhanced
optical properties, leading to reflectance values above 22% [74]. For operation
in the mid-infrared (3 − 10 𝜇m), several materials including graphene, and doped
semiconductors such as indium arsenide (InAs) [222] have been proposed. Phononic
materials, such as silicon carbide (SiC) [223], indium phosphide (InP) [224] and
gallium arsenide (GaAs) [225], may provide a promising pathway to realize field-
effect tunable metasurfaces operating beyond 10 𝜇m [226]. This class of materials
supports a phonon-polariton mode that undergoes an ENZ transition in the far-
infrared while maintaining a low extinction coefficient. For operation in the visible,
transition metal nitrides stand out as an emerging class of materials that undergo an
ENZ transition between 400 nm – 800 nm [226, 227].

Atomically thin polar van der Waals (vdW) materials and transition metal dichalco-
genides (TMDCs) offer an alternative pathway to extend the operation wavelength
of active metasurfaces to the visible spectrum. These materials support strong
excitonic resonances at wavelengths determined by the dielectric properties of the
TMDC material. By integrating the 2D semiconductor material into a capacitive
structure and biasing the gate electrode, charges can be injected into the active layer.
Due to the exciton-charge interaction, a modification of the excitonic resonance is
observed [228–230]. As a result, a large change in refractive index can be achieved
[231, 232]. The index changes at excitonic resonances manifest themselves in phase
and amplitude modulation even without explicit optical resonators. An integration
into planar heterostructures forming resonant cavities further enhances the observed
dynamic range of tuning [233–235]. Recently, black phosphorus (BP) was proposed
as an excitonic material suitable for active metasurfaces. The intrinsic anisotropy
along the crystal axes [236] of BP allows for dynamic polarization control [237].
Currently, patterning of 2D materials and integration into metasurface building
blocks is being pursued to further enhance light-matter interactions and enable ad-
vanced optical functions [83]. Recent experimental demonstrations of this include a
tunable zone plate lens allowing for a modulation of the focal intensity [238] as well
as a nanostructured array for dynamic control of the scattering pattern, supporting
modulation frequencies of up to 625 MHz [132].

Despite the progress on the dynamic modulation achieved using field-effect tunable
metasurfaces, there are several limitations that need to be overcome for use in ap-
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plications. One of the challenges with metasurfaces based on thin films of excitonic
materials is the scalability of devices to large areas (greater than 500 𝜇m2). The
highest quality 2D semiconductor films are obtained through mechanical exfolia-
tion. This approach becomes especially challenging when multiple layers need to
be stacked on top of each other. Recent advances with robotically assisted thin film
transfer [239, 240] may provide a potential pathway toward realizing scalable active
heterostructures. Nevertheless, current TMDC-based active structures require cryo-
genic temperatures to realize their full dynamic range of tuning [132]. Additionally,
while the operating wavelength of TCO-based metasurfaces can be changed to some
degree via an appropriate choice of material doping, the operating wavelength range
for TMDC-based structures is intrinsically fixed by the excitonic transition of the
material. Field-effect tunable metasurfaces further require a high electric field con-
finement and mode overlap of their active media with resonant nanocavity structures
to obtain strong light-matter interactions. This can be achieved via plasmonic res-
onators and cavities, which, however, contribute to high absorption and thus lower
device efficiencies. Alternatively, a double distributed Bragg reflector cavity was
proposed to enhance light-matter interactions in a BP-based planar heterostructure
[241]. Using this design, a phase modulation of 300◦ was predicted along with a
minimum reflectance above 50% at an operating wavelength of 2.9 𝜇m, where BP
exhibits lower losses. Further research is required to explore a potential extension
of this platform to an active metasurface with independently addressable unit cells.

Electro-optic tuning of metasurfaces offers a promising approach to low-loss meta-
surfaces. As discussed in Chapter 4, the Pockels effect relies on a linear variation
of refractive index in response to an applied electric field (Fig. 5.2b) [242]. This
is a broadband phenomenon which appears in non-centrosymmetric crystals, such
as lithium niobate (LN) [243], barium titanate (BTO) [173], and aluminum nitride
(AlN) [157] amongst others. Electro-optically tunable materials further support
ultrafast modulation frequencies (>100 GHz in electro-optic modulators [244]).
While polycrystalline or amorphous thin film materials typically exhibit smaller
electro-optic coefficients compared to single crystal materials (see Table 4.2), com-
mercially available high-quality LN thin films have recently propelled the integration
of electro-optic materials into active metasurfaces [105, 245]. Another significant
advance entailed a recent demonstration of epitaxially grown thin-film BTO with an
approximately 30× larger electro-optic coefficient compared to LN [165]. Reports of
active metasurfaces integrating BTO as a tunable layer, however, have thus far been
limited to lower electro-optic coefficients [139]. In Chapter 4, we propose spalling
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BTO thin films from bulk single crystals to overcome this challenge. While our
measurements indicate that spalled thin films retain bulk electro-optic properties,
further research is needed to realize seamless integration of spalled films into active
structures. Organic electro-optic (OEO) chromophores, in comparison, provide a
promising pathway for low-cost, high-throughput integration using methods such
as spin-coating, micro-dispensing or ink-jet printing [161, 246, 247]. They have
additionally enabled a strong modulation of the transmitted intensity at frequencies
up to 5 GHz [31]. However, we note that high electric field intensities may cause
photo degradation of the chromophores due to the presence of oxygen in the active
material [248]. Besides the Pockels effect, the quantum confined Stark effect offers
an alternative route to obtain a fast, electro-optically tunable response. In this case,
a change in refractive index is induced upon an applied electric field, which causes
a shift in the interband transition energy [153–155]. Based on this principle, Wu
et al. [75] recently proposed an all-dielectric active metasurface based on multiple
quantum wells (MQWs). In this work, active beam switching was realized with a
phase shift of 70◦ and a simultaneous reflectance modulation efficiency of 𝜂 ∼ 73%.

We refer the reader to Table 4.1 for a summary of the electro-optic refractive in-
dex change obtained in various nanophotonic devices using the active dielectric
materials highlighted here. Due to a modest index change, the active electro-optic
layer generally needs to be coupled to a high-quality (Q) resonant mode to obtain a
strong modulation of the scattered wavefront using active metasurfaces. To this end,
several metasurface designs relying on guided mode resonances have been realized
[75, 152]. However, in this case, the extended mode along one dimension com-
plicates the design of compact resonant elements for two-dimensional metasurface
arrays with independently addressable unit cells. Active metasurfaces governed by
optical bound states in the continuum (BICs) or quasi-BICs [249–251] may offer
another promising pathway to incorporate electro-optic materials into high-Q res-
onant structures [252] and thus represent one approach to the design of non-local
active metasurfaces [77]. Non-local metasurfaces rely on a collective mode gener-
ated by an array or subset of metasurface elements. Similarly, Weiss et al. [245]
proposed a design strategy relying on the mode overlap of a Fabry-Pérot resonance,
a localized surface plasmon resonance, and a surface lattice resonance. Notably,
the surface lattice resonance only appears when the array periodicity coincides with
the localized surface plasmon resonance of the metasurface elements. Therefore,
further investigations are required to analyze whether this modulation scheme can
be extended to gain active control on an individual unit cell level.
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Figure 5.2: Promising material platforms for universal active metasurface. (a)
Field-effect tunable metasurface. When the active semiconductor is integrated into a
metal (or semiconductor)-oxide-semiconductor layer, a charge accumulation layer is
formed upon application of a gate voltage. (b) Electro-optically tunable metasurface
relying on Pockels effect. An electric field E (white arrows) applied across an electro-
optic (EO) thin film of a non-centrosymmetric crystal leads to a linear change
in refractive index Δ𝑛. (c) Liquid crystal-based metasurface. The liquid crystal
molecules (LC) reorient in an external electric field. (d) Active metasurface based
on phase change materials (PCM). The active material undergoes a phase transition
from crystalline to amorphous when heated above a threshold temperature 𝑇threshold.

Liquid crystals are well understood materials that have been widely deployed in
display applications, and thus offer another active medium for realizing active meta-
surfaces with individually addressable unit cells. Here, a tunable optical response is
obtained due to the optical birefringence of the liquid crystal molecules, which re-
orient upon application of a thermal [35, 253] or electrical stimulus (Fig. 5.2c) [20,
254]. The corresponding large refractive index change ranges from Δ𝑛 = 0.15− 0.4
across the visible and infrared spectrum (∼ 460 nm – 80 𝜇m) [20, 255]. A com-
monly used active metasurface design approach relies on Huygens’ scatterers which
are based on the spectral overlap of electric and magnetic dipoles. By actuating
individual unit cells using an electrical bias, the liquid crystal orientation can be
locally modified, as shown by Li et al. [108] in a transmissive liquid crystal-based
metasurface. Alternatively, an active reflective liquid-crystal structure was recently
realized based on Fabry-Pérot nanocavities that support multiple resonances across
the visible spectrum [19]. Here, a continuously tunable phase shift across 2𝜋 is
obtained while maintaining a high reflectance above 40%. It is worth noting that as
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the metasurface pitch is reduced to values below 1 𝜇m, crosstalk between unit cells
arises due to the elastic motion of liquid crystals [20, 256]. Furthermore, due to the
response time of the molecules, the modulation frequencies are limited to several
kHz, with currently fastest rates of 40 kHz reported in commercial light detection
and ranging (LiDAR) devices [131].

Phase change or phase transition materials, by contrast, produce structural changes
in the active layer upon Joule heating (Fig. 5.2d), and take advantage of the large
difference in complex refractive index achievable in different phases of the same
material. Phase change materials, such as germanium-antimony-telluride (GST)
and its derivatives [41, 257], undergo a non-volatile transition from an amorphous
state to a crystalline state. Phase transition materials, on the other hand, rely on a
volatile insulator-to-metal transition in materials such as vanadium dioxide (VO2)
[34, 258]. Both material categories have been integrated into active structures ex-
hibiting multi-level phase tuning. Experimental realizations of active metasurfaces
using an electrical stimulus, however, have thus far been limited to modulation
frequencies of 3 kHz [258]. Optical control has enabled significantly faster modu-
lation rates, with amorphization in GST induced upon 50 fs long laser pulses [259].
(Notably, the recrystallization required repetitive pulsing of the fs laser for 1 s at
960 Hz.) Furthermore, several metasurface designs realizing tunable functions,
such as active beam switching [258, 260] and bifocal lensing [260], have been
demonstrated using phase change and phase transition materials. Nevertheless, the
implementation of a metasurface with independently addressable elements requires
further investigations on thermal heat management. In a preliminary study, Kim
et al. [261] theoretically showed that thermal crosstalk between adjacent elements
in a VO2-based metasurface could potentially be mitigated by incorporating heat
conduction layers into the design.

High-performance active metasurfaces comprise structures that allow independent
and comprehensive control over all properties of light. A full 2𝜋 phase coverage
with close to unity amplitude has previously been obtained through strategies such
as coupling of a resonator to a back reflector [152]. Additional independent control
over the amplitude was attained using dual-gated structures [53], which can cover
the entire complex amplitude space based on distinct voltage configurations [54,
216]. Notably, however, the design of compact and efficient active metasurfaces
becomes increasingly challenging with the addition of each degree of freedom.
At each step, the design problem constitutes of a thorough co-optimization of the
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active material, the geometrical parameters of the metasurface element, as well as
the external control variable. Furthermore, it becomes crucial to weigh trade-offs
between different objectives for a desired application. As such, the task of finding
an optimally functioning universal active metasurface is ideally formulated as an
inverse design problem.

While inverse design has been widely explored for the geometrical optimization of
unit cells in passive metasurfaces [57, 60, 62], active metasurfaces present a unique
challenge in which the performance of a device must be optimized at multiple
states simultaneously [262]. This concept of multi-state optimization has been
theoretically demonstrated to optimize the function of active metasurfaces based on
phase change materials [262, 263] or liquid crystals [64], which can switch between
two states. In these studies, a shape or topology optimization was conducted on a
single unit cell level using multi-objective optimization algorithms. For the design
of a continuously tunable metasurface, however, the number of operation states
of a metasurface dramatically increases. This challenge is further amplified with
the independent addressability of metasurface elements. Several groups have thus
employed a so-called array-level inverse design (see Chapter 2) [46, 264]. Here, the
value of the external bias is optimized at each element to overcome the limitations
posed by a forward-designed active unit cell, which exhibits co-varying phase and
amplitude and smaller than 2𝜋 phase shift upon actuation. We would like to note
here that a common challenge in obtaining high-performance active metasurfaces
is the degraded array performance despite working with structures that exhibit a
large phase modulation and high reflectance. While some of these discrepancies
can be attributed to fabrication imperfections, an important aspect that needs to be
addressed is mutual coupling between neighboring metasurface elements [265].

Table 5.1 provides an overview of the performance of different modulation mecha-
nisms in terms of the initially defined objectives. Field-effect tunable metasurfaces
relying on carrier modulation and liquid crystal-based active structures stand out in
terms of the achievable intensity modulation efficiency and the phase modulation.
While field-effect tunable metasurfaces outperform in terms of the modulation fre-
quency, liquid crystal-based architectures enable higher efficiency designs in both
reflection and transmission. However, a drawback of current liquid-crystal based
structures is the lack of subwavelength control in the visible due to mutual crosstalk.
Meanwhile, metasurfaces relying on electro-optic tuning seem promising in terms
of their efficiency and the accessible modulation frequencies. The operation wave-
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length can additionally be chosen from a broadband regime. However, the small
index changes in the active material pose additional challenges to the realization
of high-Q resonant metasurface unit cells at small dimensions needed for full two-
dimensional control. Metasurfaces based on 2D materials or phase change/phase
transition materials may provide an effective alternative to satisfy the desired objec-
tives, however, several challenges need to be surmounted before these technologies
can be used in applications, including the design of low-loss broadband structures
with individual unit cell control. Ultimately, the realization of an optimal universal
metasurface will rely on inverse design which is part of an overall hierarchical co-
design of the active metasurface components: from the desired dielectric function of
an active layer to an optimization of the unit cell shape as well as the configuration of
the external stimuli. Multi-objective optimization algorithms could further support
the design of metasurface unit cells that are robust to fabrication imperfections. To
this end, an active area of research will consist of the development of computationally
efficient algorithms. Supplementing the algorithms with physics-based models and
constraints will enable efficient search and optimization of experimentally feasible
design spaces [266].

5.3 Two-dimensional metasurface control
To shape arbitrary wavefronts in space, a universal active metasurface needs to
be fully reconfigurable in two dimensions. This is of particular interest for many
imaging and communication applications, which may require directional scanning
of beams across a scene. Two-dimensional control further enhances the information
processing capability of an optical computing metasurface by dramatically increas-
ing the number of independently addressable unit cells. However, this increased
number demands sophisticated control architectures that allow for compact chip
packaging with subwavelength unit cell spacings. Additionally, the control archi-
tecture should have minimal interference with the optical response of an active
metasurface, i.e., ideally the control system should not cause any degradation in the
dynamic range of tuning or the attainable efficiency. Most demonstrations of active
metasurfaces to date have consisted of a collective modulation of an entire array of
scatterers [77, 244, 258] or addressing of individual unit cells along one dimension
of the array (while connecting the scatterers along the perpendicular direction) [42,
216]. In the following, we highlight the active modulation schemes most suitable for
achieving two-dimensional control based on the photonic modes and the nature of
the external stimulus. We then discuss several pathways of designing an appropriate
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control architecture and evaluate the impact the respective approaches may have on
the performance of an active metasurface.

To achieve an active metasurface that can be controlled in two dimensions, the
resonant photonic mode needs to be confined along the lateral, longitudinal, and
vertical dimension of the metasurface. This has been achieved in various active
metasurface platforms using geometrically resonant scatterers in field-effect tunable
metasurfaces [42] or liquid crystal-based structures [20]. In the case of a guided
mode resonance [75], an extended mode is formed. Thus, independent control of
metasurface elements can only be performed along the direction perpendicular to the
guided mode, limiting this approach to one-dimensional spatial modulation. Simi-
larly, active non-local metasurfaces [77] rely on phase modulation over length scales
that are larger than the wavelength (and thus an individual metasurface element), but
potentially smaller than the metasurface aperture. While this does not necessarily
exclude two-dimensional control, additional research efforts are required to evaluate
how non-local metasurfaces can be used for arbitrary wavefront shaping.

Additional constraints toward the realization of a two-dimensional control archi-
tecture are imposed by the nature of the external stimulus, which can be electrical,
thermal, optical, chemical, or mechanical. Mechanical deformations, that are caused
by, for example, stretching of an elastic substrate [274, 275], have previously been
used to demonstrate two-dimensional beam focusing. However, prior research relied
on changes that are introduced over the entire array configuration. As a result, the
realized devices are restricted in terms of achieving different functions using a single
chip. Similarly, it is challenging to confine changes induced using external chem-
ical sources (such as the hydrogen or oxygen flow in hydrogenation metasurfaces
[40]) or thermal sources [35, 276] to subwavelength spaces. Advanced schemes
to inhibit the interference of neighboring unit cells would be necessary, requiring
extensive multiphysics analysis and design. In comparison to these concepts, all-
optical modulation relies on a pump-probe experiment, in which an intense pump
pulse generates free carriers in the active medium and thus alters the properties of
the scattered probe pulse [277]. Alternatively, interference of the two beams [278]
or optical pumping of metasurface elements [279] can introduce structural and re-
fractive index changes in the active medium. In either case, the resolution of the
spatial pattern generated on the metasurface is given by the diffraction-limited spot
of the pump laser. The requirement of additional pump lasers and beam scanners to
write individual elements, however, inhibits a compact integration.
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Over recent years, electrical biasing of metasurface elements has emerged as a
promising pathway to enable two-dimensional control on a single unit cell level.
The introduction of localized effects using an electrical stimulus has led to the
development of several technologies ranging from electrically induced structural
changes in phase change materials [118, 257] or liquid crystals [20] to mechanical
deformations of scattering elements [37]. Due to its versatility in being able to
be integrated with several modulation schemes, the following discussion aims to
highlight potential pathways toward realizing a two-dimensional electrical biasing
network and their respective challenges.

One route to designing an interconnect architecture for a two-dimensional active
metasurface is to create individual biasing lines for each metasurface element.
Kim et al. [221] recently experimentally demonstrated two-dimensional wavefront
control using a plasmonic, field-effect tunable metasurface. In this work, fan-outs
were used to electrically address each individual unit cell (Fig. 5.3a). The gate
electrodes were designed orthogonal to the scatterer orientation, as illustrated in
Fig. 5.3a. This configuration results in minimal perturbation of the resonance
when the scatterers are excited with linearly polarized light in the 𝑦-direction. A
common challenge with a biasing architecture like this, however, is its scalability.
For metasurfaces with thousands or even millions of scattering elements, larger
spacings between unit cells are required due to routing complexities. To overcome
this limitation without sacrificing the metasurface aperture, multiple scatterers can
be connected to one electrode, as shown in [221]. Notably, as the unit cell size
approaches the incident wavelength, the field-of-view of the metasurface is strongly
reduced. Additionally, an increased amount of undesired scattering is expected for
coarsely resolved phase profiles, as previously shown for gradient beam steering
metasurfaces [42].

An alternative strategy relies on row-column or perimeter tuning of individual unit
cells. This approach involves connecting the metasurface elements in individual
rows and columns (Fig. 5.3b), respectively, allowing for a dramatic reduction of bi-
asing lines from 𝑁2 (for individual unit cell control) to 2𝑁 for an array consisting of
𝑁 ×𝑁 unit cells. Row-column tuning is commonly used in commercial spatial light
modulators consisting of large arrays of pixels (more than 1000 × 1000 elements).
Spatial light modulators comprise non-resonant pixels relying on a phase accumu-
lation in thick liquid crystal layers [280]. Arbitrary wavefront shaping is achieved
using either a dynamic random-access memory (DRAM) or a static random-access
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Figure 5.3: Two-dimensional metasurface control architectures. (a) Biasing of
individual elements with voltage𝑉mn in a 𝑚×𝑛 array, where 𝑚 and 𝑛 are the number
of rows and columns, respectively. (b) Row-column tuning of elements using biasing
lines 𝑉xn and 𝑉ym. A switching transistor and storage capacitor are built in at each
element. (c) Cross-section across two pixels of a liquid crystal-based spatial light
modulator relying on DRAM. The backplane consists of the biasing line, a thin film
transistor (TFT) and a capacitor (C). These elements are covered by a reflector, the
liquid crystal (LC) layer, the ground electrode, and the cover glass.

memory (SRAM) circuit [280, 281]. The backplane of a DRAM unit cell consists
of the biasing line, a single thin film transistor (TFT) and a capacitor to switch and
store the state of an element, respectively. Figure 5.3c illustrates a schematic cross
section across two pixels of a liquid crystal-based spatial light modulator in a DRAM
architecture. By periodically scanning the biasing line in each row and column, re-
spectively, the capacitor at each pixel is charged with the required voltage. SRAM
circuits, in comparison, are purely digital and built using multiple logic gates per
element to encode the desired voltage. Consequently, DRAM architectures allow
for smaller pixel sizes that are usually in the range of 2 − 10 𝜇m [281, 282].

To achieve high resolution wavefront control with a wide field-of-view, researchers
are pursuing strategies to further downscale the pixel size in spatial light modulators.
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Conventionally, the biasing line, the switching TFT, and the storage capacitor are
arranged laterally in one plane, as schematically shown in Fig. 5.3c. The TFT
channel length cannot be further reduced in this configuration, as a concentration
of large currents into small regions causes an increase in temperature that leads
to channel degradation [256]. To overcome this limitation, vertically stacked thin
film transistors (VSTs) and vertical channel thin film transistors (VTFTs) have been
proposed [256, 283–285]. A VST architecture relies on an overlap of the biasing
line and the TFT/capacitor elements to reduce the pixel area. Using this approach,
Choi et al. [283] realized spatial light modulators with pixels as small as 1 𝜇m in the
lateral direction. VTFTs allow additional downscaling of the pixel in the longitudinal
direction by forming the channel along the sidewall of the vertical structure [256,
284, 285]. The main challenge of using this approach is the patterning and material
deposition required to obtain the vertical structure [256].

In comparison to spatial light modulators, metasurfaces consist of resonant scatter-
ing elements. As a result, the phase accumulation occurs due to the scatterer rather
than the liquid crystal layer thickness. Liquid crystal-based metasurfaces therefore
support reduced cell thicknesses that allow operation under smaller applied voltages.
The smaller liquid crystal layer thickness additionally allows for shorter response
times. Li et al. [286] recently realized a two-dimensional liquid crystal-based meta-
surface based on row-column tuning with a pixel size of 1× 1 𝜇m2. It is to be noted
that the reduced liquid crystal layer thickness in metasurfaces limits the effects of
fringing electric fields, which degrade device performance due to smeared out phase
profiles [287, 288]. Nevertheless, the elastic motion of the molecules, which leads to
crosstalk between adjacent unit cells, limits further reductions in pixel size [256]. In
comparison, active materials that are used in field-effect or electro-optically tunable
metasurfaces do not face this limitation (with the appropriate design of a localized
resonant mode). The advancements in downscaling pixels using vertically stacked
or vertically oriented TFTs could provide a potential pathway for the integration of
subwavelength DRAM circuits into active metasurfaces. Rather than having a con-
tinuous ground plane, the back reflector of an active metasurface would need to be
transformed into a ground gate electrode oriented perpendicular to the top electrode
(Fig. 5.3b). In addition, a transistor and capacitor need to be integrated to enable
sequential scanning of rows/columns. Non-volatile phase change memory materials
[289, 290] could provide a promising platform to introduce the required latency into
the interconnect architecture without the need of an additional capacitor. However,
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elaborate thermal analyses need to be performed to ensure that there is no thermal
crosstalk between adjacent elements.

A crucial aspect in the design of electrical circuits for row-column tuning is the
dwell time required to configure or change the state of each metasurface element.
The added dwell time is expected to have a direct impact on the accessible mod-
ulation frequencies of active metasurfaces. Fast scanning of biasing lines would,
in principle, enable applications such as holographic displays, where our eyes re-
ceive an image that is averaged over fractions of a second. However, the additional
time required to scan all row/column elements across large two-dimensional arrays
may potentially limit access to the time-modulated operation regime of an active
metasurface. This becomes particularly relevant for modulation mechanisms that
support frequencies beyond the MHz regime. An alternative approach suggested
row-column tuning without a capacitive element [291]. This would, in principle,
allow driving frequencies of several MHz to GHz based on the modulation mech-
anism. In this design, however, the attainable functions of an active metasurface
are restricted to those that can be represented as a convolution of two linearly in-
dependent responses associated with the orthogonal directions of the array. As a
consequence, this approach inhibits arbitrary wavefront shaping.

In summary, while there are existing interconnect architectures for biasing of in-
dividual unit cells, the designs implemented in active metasurfaces to date are not
scalable. Row-column tuning using a capacitive element offers an alternative ap-
proach with a drastic reduction in biasing lines. Existing TFT technologies for
spatial light modulators have been downscaled to a pixel size of ∼1 𝜇m2. For op-
eration in the visible, however, further reductions in size are required to increase
the field-of-view. Thus, careful redesign of the biasing network and analysis of
interelement crosstalk is required to develop an appropriate interconnect architec-
ture for two-dimensional control. Additional studies are needed to understand the
impact of dwell time reconfiguration on time-modulated operation. Table 5.2 pro-
vides a summary of challenges toward the realization of a two-dimensional active
metasurface based on row-column tuning (with latency). Further, we would like to
note that most reported works on active metasurfaces and spatial light modulators
in this section have relied on operation in reflection only. Therefore, we need to
explore alternative materials and biasing architectures that have a minimal impact
on the output efficiency and thus enable metasurface operation both in reflection and
in transmission. An important consideration for the realization of two-dimensional
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active metasurfaces is its CMOS-compatibility, which would be required to utilize
existing fabrication techniques in commercial semiconductor foundries. Finally, we
note that as we move to large-scale active metasurfaces, we need to rely on low-
cost, high-throughput fabrication techniques, such as immersion lithography [142],
nanoimprint lithography [292], or rolling mask lithography [293].

5.4 Applications of universal active metasurfaces
Successfully realizing a universal active metasurface would have significant impacts
upon many research directions currently being pursued within the field of optics.
In the following, we discuss the limitations of existing technologies in the fields of
optical imaging, communication, and computation, and explore novel applications
that could be realized with the added capabilities of a universal active metasurface.

Optical imaging
Optical imaging is a crucial component of realizing many next-generation technolo-
gies, including autonomous vehicles, machine vision for drones, biomedical and
diagnostic techniques, holography, and quantum information technologies. One of
the most important building blocks of optical techniques is the lens. Whilst conven-
tional lenses have been able to demonstrate desirable optical imaging techniques,
they are bulky, heavy, and expensive, preventing them from being integrated into
wearable and lightweight devices. Metalenses, on the other hand, exhibit a signifi-
cantly reduced form factor, allowing for their integration into these devices. While
the current cost of fabrication for metalenses is considerably higher than their bulky
counterparts, metalenses have the potential to exhibit exotic functionalities, such
as achromatic or 3D imaging, through precise engineering of their subwavelength
elements.

Unlike conventional lenses, the resonant scatterers of passive metalenses are gen-
erally highly dispersive in nature. This leads to strong chromatic aberration away
from a particular wavelength, and hence they have usually been designed for single-
wavelength operation [106, 294, 295]. Recently, several metalenses capable of
focusing a set of discrete wavelengths without chromatic aberration [296, 297] and
over a finite continuous wavelength range [28, 107, 297–301] have been demon-
strated. One approach that has been adopted to realize this extended achromaticity is
to use integrated-resonant unit elements (IRUEs), in which coupled metallic nano-
rods supporting multiple plasmonic resonances provide a linear phase profile with
1/𝜆 [301]. However, the diameters of these passive metalenses are limited to the



138

order of 100 𝜇m by the requirement for large group delays [300], restricting their
spatial resolution and performance. Furthermore, as these are passive systems, the
focal lengths are fixed and cannot be varied post-fabrication. Varifocal metalenses
using active metasurfaces have been demonstrated through field-effect tuning [42],
integrating phase-change materials [302] and mechanical modulation with elastic
substrates [303]. However, these metalenses are typically single-wavelength op-
eration, as they suffer from chromatic aberrations. This is due to a non-linear
relationship between the phase of the scatterers and wavelength, stemming from
insufficient control over their phase profiles. Thus, a universal metasurface with ar-
bitrary phase control of its elements could potentially exhibit dynamic focal-length
tuning whilst potentially replicating the appropriate phase profiles of the passive
metasurface elements, leading to the realization of a tunable achromatic metalens.

One optical technique that has been realized with passive metalenses is three-
dimensional (3D) imaging. To date, depth-sensing has been realized using two main
approaches: light-field imaging [304, 305] typically uses multiple metalenses, either
interleaved or off-set from each other. Alternatively, engineering of point spread
functions (PSFs) [306–309] relies on metasurfaces with complimentary PSFs to
achieve both axial and lateral sensitivity. However, these approaches tend to suffer
from a combination of poor spatial resolution, poor axial resolution, limited field
of view, limited depth of focus and/or limited wavelength range, depending upon
the device. Importing the universal metalens discussed in the previous paragraph
into 3D optical imaging systems would offer several advantages over current de-
vices. First, reconfigurable metalenses could be programmed to perform functions
sequentially in time that are currently performed by spatially separated distinct com-
ponents. Examples of this are taking several snapshots in different imaging planes or
redefining the PSF. Thus, the entire aperture of the device could be utilized for each
function, resulting in improved spatial lateral resolution. Furthermore, continuous
tuning of the focal length would offer higher axial resolution than passive devices
with a set of discrete focal lengths. A universal active metasurface could also allow
some degree of tuning over the depth-of-focus and wavelength operations ranges,
so that a single device could be used for multiple applications.

Another sought-after technique in optical imaging is holography. Passive and active
metasurfaces have been used to demonstrate static [295, 310, 311] and dynamic [40,
312, 313] holography. However, many of the previous demonstrations of dynamic
holography involve switching part of the hologram on or off, often through chemical
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reactions. To the best of our knowledge, there has yet to be a demonstration of
a truly reconfigurable hologram metasurface at optical wavelengths, in which any
arbitrary two-dimensional image could be displayed. To achieve this feat, precise
dynamic control over each individual unit cell would be required. Moreover, a meta-
surface capable of displaying three-dimensional holographic images would need to
exhibit control over both amplitude and phase independently [314]. Thus, the uni-
versal metasurface would be an ideal platform for demonstrating two- and three-
dimensional holograms that could be dynamically and arbitrarily changed. Fur-
thermore, the universal metasurface could potentially remove anomalous speckles
from images and demonstrate sophisticated holographic techniques such as render-
ing surface textures of 3D holographic objects through its independent control of
phase and amplitude, realizing a quality of holographic display not achievable with
current technology.

Optical communication
Space-time or time-modulated metasurfaces are a class of active metasurfaces that
simultaneously impart a spatial and temporal phase gradient to incoming light
[94, 116, 119]. Their control over the spectral content of the scattered light has
made them an exciting candidate for many applications in optical communications
from LiDAR to deep space communications. While the concept of time-modulated
metasurfaces has previously been demonstrated in the radio frequency (RF) domain,
it has only recently become feasible in optical frequencies with the realization of
active metasurfaces with decreased response times, allowing for higher modulation
frequencies [44, 94, 95, 117, 118]. Recently, there has been a surge of interest in the
photonics community to realize time-modulated metasurfaces in the optical domain
because of their ability to: 1) create a dispersionless spatial phase gradient with
constant amplitude, 2) enable multi-channel communication in a single aperture,
and 3) exhibit nonreciprocal behavior.

As discussed in Section 5.2, many active metasurfaces suffer from the coupling
of phase and amplitude which limits the efficiency of a given optical function and
creates unwanted scattering of light, especially if 2𝜋 phase span is not achieved in
the quasi-static domain. In space-time metasurfaces, the conversion efficiency from
the fundamental frequency to the harmonic of interest is still limited by amplitude-
phase coupling [119]. However, the spatial phase can be tuned across a 2𝜋 range
by shifting the phase of the applied waveform at each metasurface element using
a series of external phase shifters. This allows for the creation of a nonresonant,
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dispersionless phase shift with constant amplitude, which can effectively overcome
the challenges associated with coupled phase and amplitude in quasi-static active
metasurfaces.

Another capability that is realized by space-time metasurfaces is multicasting and
multiplexing of information [94, 118, 119, 315]. Multicasting refers to sending a
single input to multiple outputs, separated either in space or frequency. Multiplexing
encodes multiple inputs into a single output wave that can be demultiplexed back
into the original signals at the receiver. Figure 5.4 illustrates possible multicasting
and multiplexing schemes achievable with a time-modulated metasurface operating
at optical frequencies and modulated with RF signals. It is important to note that,
in general, the frequency harmonics generated by a space-time metasurface will
be steered to different angles, regardless of the spatial phase-gradient. However,
because the attainable modulation frequencies in state-of-the-art active metasur-
faces are multiple orders of magnitude smaller than optical frequencies, the angular
separation between generated harmonics will be negligible and for the purpose of
this discussion, we will ignore this angular separation. Figure 5.4a shows a sim-
ple frequency multicasting device that accepts one input frequency, generates new
harmonic sidebands, and uses a subwavelength spatial phase-gradient to direct the
output light to a given angle. For such a device, all metasurface elements are identi-
cal and modulated with the same RF waveform, phase-shifted in space. Extending
this concept, one can apply two alternating waveforms to every other metasurface
element to achieve a more complex multicasting functionality, depicted in Fig. 5.4b.
Here, the temporal and spatial phase-gradients of each modulating waveform can be
altered to tune the angle and spectral content of the two scattered wavefronts. Finally,
by using metasurface elements with different resonance wavelengths [316], multiple
input frequencies can be accepted and multiplexed to multiple independently tunable
output channels, as depicted in Fig. 5.4c. While the spatial phase gradients depicted
in Figure 5.4 are assumed to be subwavelength blazed gratings, alternative optical
functions can be realized for each wavefront by designing appropriate spatial phase
configurations. The ability to control multiple channels simultaneously increases
the amount of information that can be sent and received with optical frequencies in
a single aperture.

Lastly, another exciting capability of space-time metasurfaces is their ability to vi-
olate Lorentz reciprocity by breaking time-reversal symmetry [44, 94, 116, 317].
The spatio-temporal modulation of refractive index creates an effective motion of
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Figure 5.4: Multicasting and multiplexing schemes with space-time metasur-
faces. Metasurfaces are illuminated with optical frequencies and modulated with
RF signals. In all schematics,𝑉𝑚 (𝑡) denotes a time-varying voltage of frequency 𝑓𝑚
applied to the metasurface, 𝑓0 is the frequency of light incident on the metasurface,
and the output light is a sum of the incident frequency with integer multiples of
the modulating frequency. (a) A single input is converted to multiple frequencies
and steered to a given angle. (b) A single input frequency incident on a space-time
metasurface driven with two waveforms of differing frequency and spatial phase
gradient. This results in two spatially tunable beams, each consisting of a different
spectrum of harmonics. (c) A space-time metasurface consisting of two alternating
elements with different resonant frequencies. This allows two input frequencies to
be individually steered, while controlling the harmonic content of each beam.

phase within the device, causing incoming light to see a direction-dependent phase
gradient. This effect is commonly demonstrated by applying a large in-plane mag-
netic field, requiring a bulky ferromagnetic magnet. Space-time metasurfaces can
break time-reversal symmetry in a compact and lightweight device, increasing the
range of possible applications. A simple device that is enabled by this functionality
is a unidirectional beam splitter which acts as a conventional beam splitter when
illuminated from one side and allows light to pass normally when illuminated from
the other. Additionally, the nonreciprocal separation of angles between incident
and transmitted signals can allow for full-duplex communication: a communication
network consisting of devices that can simultaneously send and receive information.
Interference between received and transmitted signals is a common problem that
limits full-duplex communication. This is solved by designating one frequency to
receive signals and another to transmit, increasing the complexity and cost of the
overall device.

Space-time metasurfaces allow for full 2𝜋 coverage with constant amplitude, mul-
ticasting and multiplexing functionalities, and nonreciprocal behavior, enabling
various complex communication functionalities in a single aperture. Such compact
devices are highly desirable in applications such as LiFi, LiDAR, space communi-
cation.
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Optical computation
Due to their control over phase and amplitude in space and time, a great amount
of research has been dedicated to metasurfaces for optical computing. The field
of optical computing has been an active research topic for many decades but the
reliance on nonlinear phenomena to create logic gates (requiring high power densities
and long propagation distances) has prevented optical processors from surpassing
the performance of their electronic counterparts [318]. Despite its limited use
in industrial applications, optical computing has many inherent advantages over
electrical computing such as capability for highly parallelized processing, high rate
of data transfer, and low power requirements [319, 320].

Recently, metasurfaces have been used as tools for optical signal processing to
perform functions such as edge detection, differentiation, and solving differential
equations [321–325]. In these devices, one of two techniques is commonly employed
to process input information: the use of spatial Fourier transforms or Green’s
function [319]. In the spatial Fourier transform approach, a 4 𝑓 lens system is
used with a precisely designed metasurface spatial filter at the Fourier plane of
the two lenses. In contrast, demonstrations using Green’s function devices directly
encode the desired transform to a single metasurface layer, without using lenses to
take the Fourier and inverse Fourier transforms. In their pioneering demonstration,
Silva et al. [322] implement both techniques to take spatial derivatives of an input
waveform. Their first device uses a metasurface sandwiched between two gradient
index (GRIN) lenses. The GRIN lenses take Fourier and inverse Fourier transforms
and the metasurface is specially designed to take the first derivative of the input
signal. In contrast, the authors also used a multilayered metamaterial slab to create
the Green’s function associated with a second derivative. By directly implementing
this function, the device does not need to work in the Fourier space and removes
the requirement of the GRIN lenses. Many variations of these techniques have
been demonstrated recently, further illustrating the computational capabilities of
metasurfaces [326–329].

In all works discussed thus far, a passive metasurface or metamaterial is designed for
a single functionality. A universal tunable metasurface would provide the freedom to
control the transfer function of a device even after fabrication. A single metasurface
could be used as an effective ‘optical calculator’ to, for example, impart a spatially
dependent multiplicative factor on an input waveform, then be reconfigured to
take the derivative of a different waveform. This freedom greatly increases the



143

applications of a single metasurface. In addition, arbitrary control over all properties
of light allows for a general transfer function in a single metasurface layer. A recent
study by Kulce et al. [320] investigated the fundamental information limits of
a single layer metasurface consisting of individually controllable complex valued
transmission coefficients. This work considered a signal from an input aperture,
sent through a series of linear transforms, and received at an output aperture. The
authors showed this system could be reproduced by a single universal metasurface
consisting of at least 𝑁𝑖×𝑁𝑜 individually addressable elements, where 𝑁𝑖 and 𝑁𝑜 are
the pixels of the input and output apertures, respectively. Thus, for a universal active
metasurface with a sufficiently large aperture and density of individually addressable
elements, any series of linear transfer functions can be implemented and changed
in time, in a single layer. While implementing a finite number of linear transforms
in series is useful, many scientific problems require a feedback loop and iterate
toward a solution. For example, solving differential equations without an analytic
solution and machine learning algorithms that typically start with an initial guess,
adapt this guess, and repeat until a solution is obtained which meets certain accuracy
criteria. To implement such algorithms optically, we envision integrating a universal
metasurface in a cavity and adapting its amplitude/phase profile over time until a
solution is achieved. An alternative to this approach could be to cascade a finite
number of metasurfaces in space. While this arrangement has a limit on the number
of times an input signal interacts with a metasurface layer, interesting functionalities
could be explored by designing the device to create near-field coupling between
the metasurface layers. Such a highly connected system could potentially be used
to reproduce neural networks where each metasurface element represents a neuron
and connections between neurons could be controlled via manipulation of the near-
field coupling. These proposed devices represent forward-looking perspective of
possible uses for a universal metasurface and illustrate the wide range of applications
for metasurfaces in digital and analog optical computation.

5.5 Outlook and conclusions
Over the last few years, there has been remarkable progress toward dynamic manip-
ulation of light using active metasurfaces. In this chapter, we highlighted several
technologies that are particularly promising for the realization of a universal ac-
tive metasurface for arbitrary, on-demand wavefront shaping. Table 5.1 provides
a summary of the performance of state-of-the-art active metasurfaces in terms of
their dynamic range of tuning, the attainable output efficiencies, the modulation fre-
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quency, and the wavelength coverage. While none of the current designs meets all
target performance characteristics, ITO-based field-effect tunable multifunctional
metasurfaces [42, 217, 221] currently most closely resemble the conceptual uni-
versal active metasurface. These metasurfaces have been used to demonstrate a
diverse set of functions based on individual unit cell control. High modulation
frequencies of field-effect tunable metasurfaces (in the range of several MHz [30])
further give access to advanced operation modes, which rely on the concept of
space-time modulated metasurfaces [95]. However, the large absorption observed
in these gate-tunable plasmonic metasurfaces is a major drawback of this approach.

Active metasurfaces, which use electrically controlled reorientation of liquid crystal
molecules, are also a promising pathway toward the realization of the universal
metasurface. Liquid crystals offer an advantage of active tuning with low losses
and are thus widely used in applications. Researchers have realized both reflective
[19] and transmissive [20, 35] liquid crystal-based structures exhibiting a large
dynamic range of tuning. Furthermore, multi-resonant designs have been proposed
for operation across the visible spectrum [19]. A significant limitation, however,
arises due to the slow response times of liquid crystal molecules, restricting the
operation of such metasurfaces to the quasi-static regime. Electro-optic materials
could therefore be an effective alternative for active metasurfaces supporting high
modulation frequencies along with low losses. Current leading designs, however,
are based on high quality extended modes [75] which, in principle, inhibit the
perspective of two-dimensional control of the wavefront shape. Thus, novel designs
of subwavelength high-Q metasurface elements need to be developed, which will
localize the mode in three dimensions.

Another challenge which needs to be surmounted for the realization of a universal
active metasurface is the design of an appropriate two-dimensional control network.
Electrical biasing of metasurface unit cells has emerged as a promising pathway
for individual unit cell control in a variety of modulation schemes. Here, the main
challenge lies in developing electrical circuits that allow for subwavelength unit cell
control in large arrays with thousands to millions of elements. The design of individ-
ual biasing lines for each metasurface element [221] provides an intuitive approach
to realizing two-dimensional control in the near future. However, it is challenging
to integrate this control architecture into compact subwavelength spacings. Thus,
row-column tuning may provide an effective alternative to dramatically reduce the
number of biasing lines. The latency required to scan and configure each element
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demands an integration of additional transistors and capacitors in the biasing net-
work. In this aspect, continuous efforts made toward miniaturizing existing thin
film transistor technology used in spatial light modulators [256, 283] may have a
direct impact on the mechanisms in which next-generation active metasurfaces are
configured.

Based on current challenges toward the realization of a universal metasurface, we
anticipate the following areas to play a critical role in the development of versatile
active metasurfaces:

1. Advanced fabrication techniques and new materials: Low-loss active ma-
terials supporting high modulation frequencies form a crucial component
of a high performance universal metasurface. The current leading material
platform in this aspect constitutes of electro-optic materials. Commercially
available lithium niobate thin films have allowed for considerable progress
toward achieving a large dynamic range of tuning. However, the correspond-
ing metasurface designs rely on extended or non-local high-quality resonant
modes to capitalize on the modest electro-optic refractive index changes.
Further progress in the fabrication of thin crystalline films of electro-optic
materials may enable their integration with alternative unit cell designs for
individual element control. An example of this was discussed in Chapter
4 through the integration of spalled single-crystal barium titanate thin films
in active metasurfaces. Alternatively, the search for new low loss materials
and material compounds for integration into field-effect tunable metasurfaces
may provide an effective pathway to obtaining power efficient active meta-
surfaces that support high modulation frequencies. In this context, machine
learning-assisted materials discovery will play a critical role to find materials
or material compounds that exhibit optimal complex dielectric functions for
low loss operation [330–332].

2. New metasurface design concepts: On a unit cell level, a universal meta-
surface requires individual unit cell control, independent manipulation of all
characteristic properties of light, and a tunable operation wavelength. Meta-
surfaces based on electro-optic materials require novel design strategies for
developing subwavelength metasurface unit cells which can both exhibit high
quality factors and localize the optical mode in three dimensions. Notably,
resonant operation of active metasurfaces results in a coupled response of mul-
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tiple properties of the scattered electric field, such as its amplitude and phase.
This creates undesired effects in the wavefront of scattered light. Dual-gated
metasurfaces, enabling the application of two independent voltages to a single
unit cell, have therefore been proposed to demonstrate independent control
over the amplitude and phase of the reflected light [53, 54, 216]. An extension
of this concept to multi-gated structures could provide independent control
over more than two characteristic properties of the scattered light. Alterna-
tively, independent control over the scattered light properties may be realized
by stacking metasurfaces, where each surface controls a different property of
light [333]. Further advances in the design of efficient transmissive active
metasurfaces would be instrumental for the realization of compact optical
components consisting of metasurface stacks. Finally, further advances in the
design of multi-spectral active metasurfaces are needed to obtain a tunable op-
eration wavelength. This may involve designs of geometrically multi-resonant
structures [19, 316], or an integration of different active materials into one
unit cell.

3. Multiphysics modeling for two-dimensional electrical control architectures:
Two-dimensional control of active metasurfaces is necessary to move active
metasurfaces into the realm of practical applications and harness their full
potential. In this regard, further efforts toward multiphysics modeling of the
metasurface together with its electrical control network are required to eval-
uate the feasibility of different designs. In the case of a two-dimensional
biasing network, the gate electrodes pass through the area where light is di-
rectly interacting with the resonant scatterer. This is different from the case of
one-dimensional control, where metasurface unit cells are electrically biased
from the side. Therefore, it is critical to analyze the impact of the control cir-
cuit on the optical response of a resonant metasurface element. This includes
analyzing the impact of biasing lines on the overall dynamic range of tuning
and device efficiency as well as potential crosstalk between high-frequency
signals across closely spaced biasing lines. Additional studies addressing
the electrical response times are required to determine inherent limits to the
modulation frequencies arising from the employed interconnect architectures.
Finally, a thermal analysis is needed to evaluate heat damage thresholds upon
downscaling electrical components as well as thermal crosstalk effects be-
tween adjacent unit cells.
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4. Miniaturization of electrical control components and integration into meta-
surfaces: In order to obtain high-resolution beam shaping with a large field-
of-view, we need to develop large scale metasurfaces with subwavelength unit
cells. Row-column tuning of a two-dimensional array provides an effective
pathway to limit the number of biasing lines. However, the row- / column-wise
reconfiguration requires a latency that is achieved through the integration of
additional transistors and capacitors in the circuit. Further research is required
to realize sub-micron scale electrical circuits that allow to switch and store the
state of an individual element. Current metasurface designs then need to be
adapted to incorporate the biasing network into each individual unit cell. A
grand challenge in this aspect also lies in the realization of two-dimensional
transmissive metasurfaces, which experience minimal loss in efficiency due
to the biasing network.

With the realization of a universal active metasurface, we expect an explosion of
novel applications in the realms of optical imaging, communication, and computa-
tion, some of which have been discussed in this chapter. An integration of the active
metasurface with nanophotonic light sources, such as vertical cavity surface emit-
ting lasers (VCSELs) [334, 335], may further lead to the emergence of chip-scale
light sources that allow for arbitrary beam shaping in real-time. Moreover, coupling
of the universal metasurface to quantum emitters will enable the realization of novel
quantum devices that could be used to capture and manipulate the state of single
photons [336, 337]. For efficient use in applications, we ultimately foresee using
deep learning approaches to identify the optimal control sequences applied to the
metasurface, resulting in the desired optical response. The ability to encode active
metasurfaces using advanced computational methods will thus enable the creation
of a universal optical processing unit that can function independently and reprogram
itself based on the desired task at hand.
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Modulation
mechanism

Intensity
mod.
efficiency
𝜂

Phase mod.
(with corre-
sponding 𝜂)

Refl. 𝑅

or Transm.
𝑇 at largest
phase shift

Mod.
freq.

Operation
wavelength

Field-effect
(carrier
modula-
tion)

96%
[215]

360◦ (𝜂 =

48%) [216]

8% Refl.
[42], 4%
Refl. [216]

30 MHz
[267]

1510 nm
[42] − THz
[39]

Field-effect
(excitonic
transition)

50%, ∗

[234]

42◦
(𝜂 = 29%),
∗ [132]

45% Refl., ∗
[132]

625 MHz,
∗ [132]

620 nm
[238] − 755
nm [156]

Electro-
optic
tuning

37%
Chro-
mophores
(Transm.)
[268],
40% LN
[245],
73%
MQW
[75]

70◦
(𝜂 = 73%)
MQW [75]

5% MQW
Refl. [75]

5 GHz
[31]

915 nm
[75] − 1550
nm [245]

Liquid
crystals

80%
(Transm.)
[35]

180◦
Transm.
(𝜂 = 75%)
[269],
360◦ Refl.
(𝜂 = 38%)
[19]

36%
Transm.
[20]

40 kHz
[131]

460 nm
[19] − GHz
(Transm.)
[270]

Phase
change
and phase
transition

82% GST
[271],
88%
GSST
[259],
78% VO2
[34]

180◦ (𝜂 =

78%) [34]
20 % Refl.
[34]

20 THz
[259]

0.38 𝜇m
[272]
− THz
(Transm.)
[273]

Table 5.1: Summary of experimentally demonstrated values for different mod-
ulation mechanisms. Intensity modulation efficiency 𝜂, phase modulation, and the
corresponding reflectance (𝑅) or transmittance (𝑇) at the largest phase shift, as well
as the modulation frequencies and the operation wavelength regime. The modu-
lation frequency refers to the highest frequency at which the amplitude response
of an active metasurface resembles the applied signal. All reported values are for
nanophotonic structures operating in reflection unless otherwise noted. ∗Values
obtained using either a heterostructure or a spatial light modulator.
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Modulation mechanism Challenges toward row-column tuning (with la-
tency)

Liquid crystals crosstalk in subwavelength pixels due to elastic
motion of molecules

Field-effect tuning potential reduction in modulation frequency
based on dwell time

Electro-optic tuning potential reduction in modulation frequency
based on dwell time

Electro-mechanical defor-
mations (MEMS/NEMS)

interference of mechanical motion with bias-
ing lines, potential reduction in modulation fre-
quency based on dwell time

Phase change materials
thermal crosstalk in subwavelength pixels, po-
tential reduction in modulation frequency based
on dwell time

Phase transition materials thermal crosstalk in subwavelength pixels

Table 5.2: Challenges toward row-column tuning for various modulation mech-
anisms relying on an electrical stimulus.
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C h a p t e r 6

CONCLUSIONS

In this thesis, we explored and developed new pathways toward realizing an elec-
trically programmable, universal active metasurface for dynamic, independent, and
comprehensive control over the properties of light. The work outlined here en-
compasses multiple facets, including the investigation of system-level metasurface
operation modes, optimized array configurations, unit cell design, and integration of
novel materials. The findings presented here establish a comprehensive framework
for next-generation nanophotonic platforms with enhanced information processing
capabilities.

We first leveraged plasmonic, field-effect tunable metasurfaces using indium tin
oxide (ITO) as a platform to develop an array-level inverse design approach which
co-optimizes the array phase and amplitude profiles for a desired objective function.
Through iterative optimization methods, we demonstrated that nonintuitive array
configurations could enhance the directivity of beam steering metasurfaces by up
to 84% compared to conventional forward designs, despite nonideal amplitude and
phase response from the antenna components of a previously realized ITO-based
metasurface [42]. Experimental validation for a metasurface with approximately
220◦ phase modulation further confirmed that inverse-designed metasurfaces yield
improved beam steering performance. We extended this optimization framework to
alternative objective functions, including the design of metasurface arrays for flat top
beams, tunable full-width at half-maximum, and multi-beam steering configurations.
These results establish array-level inverse design as a powerful tool for overcoming
antenna-level nonidealities in practical metasurface applications.

While array-level inverse design enhances the capability of active metasurfaces
to perform a variety of functions with improved performance, optimization be-
comes increasingly challenging as the complexity of the target function increases,
particularly when simultaneous optimization of multiple tasks is required. To ad-
dress this challenge, we extended the operational regime of optical metasurfaces
to space-time modulation using the previously introduced ITO-based metasurface.
In this regime, a near-infrared metasurface is modulated with tailored waveforms
at MHz frequencies to generate frequency harmonics offset from the incident laser
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frequency by integer multiples of the modulation frequency. By introducing phase
offsets between the waveforms applied to adjacent electrodes, we experimentally
demonstrated tunable diffraction of desired frequency harmonics up to an angle of
14◦. We then extended this concept theoretically, demonstrating spatiotemporal
wavefront configurations that enable multi-frequency, multi-beam steering, realiz-
ing an example of active multitasking metasurfaces with increased channel capacity.
While challenges remain in experimentally enhancing the modulation bandwidth
and efficiency of the generated frequency harmonics, our results highlight the po-
tential of space-time modulated metasurfaces in enhancing the channel capacity
in next-generation active metasurfaces and enabling advanced components such as
nonreciprocal optical elements.

To enhance device efficiency and extend the operation wavelength range, we shifted
our focus to electro-optically tunable metasurfaces based on the Pockels effect in
barium titanate (BTO). Convential bottom-up growth techniques typically result in
BTO thin films with reduced electro-optic coefficients. To overcome this limitation,
we developed a scalable and cost-effective fabrication method that relies on spalling
single-crystal thin films from bulk substrates using a metal stressor layer. Using
this approach, we successfully obtained mm-scale 𝑎-axis and 𝑐-axis thin films with
thicknesses ranging from 100 nm to 15 𝜇m. While stress-induced domain switching
during spalling introduces surface roughness, we verified that the spalled thin films
retain their bulk electro-optic properties. Ellipsometric Teng-Man measurements
revealed a Pockels coefficient of 𝑟33 = 55±5 pm/V in multi-domain regions and 𝑟33 =

160± 40 pm/V in smaller, likely single-domain regions, exceeding the performance
of commercially available thin film lithium niobate.

Buidling on these material advancements, we then designed transmissive metasur-
faces leveraging the bulk electro-optic properties of BTO. Our calculations indi-
cate that, with an optimal crystal orientation and applied field configuration, index
changes of up to 0.3 are attainable with applied fields around 0.3 MV/cm at visible
wavelengths. Using this response, we simulated a transmissive metasurface oper-
ating at 𝜆 = 628.7 nm, achieving a phase modulation of 272.7◦ with an associated
transmittance modulation from 50 − 97%. Using this design, we simulated beam
steering up to ±58◦ with diffracted transmission efficiencies between 17 − 24%.
Finally, leveraging the broad transparency window of BTO, we adapted this design
for beam steering in transmission at RGB wavelengths.
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To conclude, we outlined pathways toward the realization of a universal active meta-
surface, highlighting the need for advancements in materials, design methodologies,
and scalable control architectures for two-dimensional wavefront shaping. We en-
vision key research directions that include the discovery of low-loss, high-speed
tunable materials, the development of unit cell designs that enable independent con-
trol over multiple properties of light, and the miniaturization of electrical control
networks for large-scale metasurfaces. Addressing these challenges will require a
multidisciplinary approach integrating nanophotonics, materials science, and com-
putational design. Ultimately, the results presented in this thesis provide a foundation
for realizing reprogrammable, intelligent optical systems that dynamically adapt to
diverse technological demands in transformative applications.
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A p p e n d i x A

ARRAY-LEVEL INVERSE DESIGN

A.1 Iterative genetic optimization
The following pages provide further details on the implementation and robustness
of the results obtained with the iterative genetic optimization approach introduced
in Chapter 2. We would like to note here that a variety of global optimization
algorithms, including particle swarm optimization, simulated annealing, and others
can be used for the purpose of array-level optimization.

Numerical framework
Figure A.1 shows a flowchart of the optimization approach implemented in our study
using the global optimization toolbox on MATLAB R2018b. For beam steering,
the input of the algorithm comprises of the steering angle 𝜃r, as well as the objective
function 𝐹𝑂𝑀 (𝑥, 𝜑(𝑉), 𝐴(𝑉)) that takes into account the tunable scattered light
properties of the metasurface. Here, 𝑥 is the 1D vector representing the array
configuration that needs to be optimized. In addition, we define the following global
variables: the total number of antennas 𝑁tot, the number of optimization rounds 𝑟tot,
as well as an array containing the number of possible variables 𝑛𝑣𝑎𝑟𝑠 which are to
be optimized in each iteration. For the active metasurface with 96 tunable antennas,
𝑛𝑣𝑎𝑟𝑠 is defined as [4, 8, 24, 48, 96] such that the optimal solution is found within
a maximal number of five iterations.

The concept of iterative genetic optimization relies on an initially reduced search
space. The algorithm aims to optimize for a sequence of small number of variables
that are periodically repeated over the entire array. Once an optimal solution 𝑥opt

is found, 𝑛𝑣𝑎𝑟𝑠 is incrementally increased to the next value. An initialization with
𝑘 = 𝑛𝑣𝑎𝑟𝑠(𝑖 + 1)/𝑛𝑣𝑎𝑟𝑠(𝑖) repetitions of the current optimized solution 𝑥opt guides
the algorithm in larger solution domains. This procedure is repeated until all 𝑁tot

antennas are considered as free variables in the final iteration. Once 𝑛𝑣𝑎𝑟𝑠(𝑖) = 𝑁tot,
the current optimization round is terminated and 𝑥opt is stored along with its corre-
sponding function value in an array. This iterative optimization process is repeated
for 𝑟tot rounds, after which the solution with the maximal 𝑓opt is given as output.
This step is necessary due to the stochastic nature of genetic optimization. Note
that prior knowledge from blazed grating design allows us to make the algorithm
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Figure A.1: Flowchart of iterative genetic optimization for an array of 𝑁tot =
96 antennas. The inner loop represents the iterative genetic optimization with
increasing number of optimization variables to approach the high dimensionality
of the underlying optimization problem. The outer loop describes a series of
optimization rounds that allow to take the optimal solution over multiple repetitions.

more efficient. The number of variables that are to be optimized in the first iteration
can be determined as a function of the steering angle 𝜃r, using the grating equation
defined in Eq. (2.3).

Optimization parameters
A matrix containing the metasurface-specific tunable phase-amplitude relation is
provided as an input to the algorithm. Then, a discrete integer optimization is
performed including the matrix rows (that define the scattered light response for
various voltages). The lower and upper bounds are variable and define the first and
last row of the matrix, respectively. The default creation, crossover, and mutation
functions of discrete genetic optimization enforce each variable to be an integer, as
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discussed in [338]. To accommodate for the large number of parameters that are
to be optimized, the population size is increased to 200. The optimized results are
obtained with a crossover fraction of 0.95 and an elite count of 20. Each iteration
stops when the average change in the best function value over 250 generations is
less than 10−6.

Computational cost
In contrast to forward-designed array profiles that rely on an analytical equation
(Eq. 2.3), the inverse design approach comes with enhanced computational cost due
to a consideration of the antenna-specific functional response. For the problems
analyzed in this work, the optimal solution in each iteration is reached within 200-
600 generations. A single computation (𝑟tot = 1) for an iterative optimization of 96
variables performed on our workgroup computer (Intel Xeon E5-2687W processor,
20 cores) takes approximately 12 min.

The required computation time highly depends on the total number of variables
that are to be optimized. Figure A.2 shows the average computation time with
TOCavg for a single iterative optimization round as a function of 𝑁tot. The aver-
age time was evaluated over 𝑟tot = 10 optimization rounds for six different angles
(𝜃r = 9.0◦, 10.9◦, 13.6◦, 18.3◦, 28.1◦, 70.7◦). Notably, the computation time scales
linearly as 𝑂 (𝑁tot) in the investigated regimes while the solution space scales ex-
ponentially as 𝑂 (𝑠𝑁tot) where 𝑠 is the number of sampling points. For our study,
the antenna-specific scattered light response was sampled at 𝑠 = 65 discrete voltage
points through full-wave simulations [42]. The difference in scaling is attributed to
the stopping criteria: In the current implementation, the algorithm stops once the
average change in best function value over 250 generations is less than 10−6. As the
most significant contribution of the directivity enhancement occurs for the initial
optimization in a reduced solution domain, each subsequent iteration adds approxi-
mately 250 generations to the optimization process that result in minor performance
enhancements. Therefore, a linear increase in computation time is observed. In
future work, the stopping criteria can be optimized such that the computational cost
is reduced without a significant loss in best performance.

Robustness of optimization algorithm
Genetic algorithms rely on a random initial population that contains possible so-
lutions to a given problem. Selection procedures only permit survival of the best
solutions to the next generation. Operators inspired by natural genetic variation
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Figure A.2: Averge computation time TOCavg as function of optimiza-
tion variables 𝑁tot. Data points TOCavg (blue) are obtained as a mean
over 𝑟tot = 10 optimization rounds and six different steering angles (𝜃r =

9.0◦, 10.9◦, 13.6◦, 18.3◦, 28.1◦, 70.7◦). The linear relation between TOCavg and
𝑁tot is illustrated with an orange dashed line.

(crossover and mutation) further introduce variability into population members.
Due to the stochastic operations in genetic optimization, convergence characteris-
tics differ between individual optimization rounds [71]. Thus, it is common practice
to report the optimal solution as the one with maximal FOM over an extended dataset
obtained over 𝑟tot optimization rounds. To verify the robustness of the best result,
we analyzed the distribution of the optimized directivity over 𝑟tot = 20 optimization
rounds. In addition, we perform a comparison of the distribution to two alternative
optimization methods: a direct, non-iterative optimization of the entire antenna
array with an initial guess based on linear phase profiles and a direct optimization
without a user-defined initial guess. In the latter case, the algorithm generates a
random initial solution to seed the algorithm. Figure A.3a shows the range of opti-
mized directivities for the three analyzed methods for a steering angle of 𝜃r = 18.3◦.
In all three cases the beam directivity is strongly enhanced in comparison to forward
designs. Direct optimization of 96 variables with an initial guess based on forward-
designed linear phase profiles results in a maximal increase in directivity of 77%
compared to the previously demonstrated stairstep forward design with 𝐷forward =
39.5. Meanwhile, an increase of up to 80% is reported with a direct optimization
using a randomly generated initial guess. In comparison, the iterative optimization
approach which relies on an incremental increase of the solution space facilitates a
maximal increase in directivity of up to 84%, as reported in Section 2.3. While the
optimized directivity approaches similar values in all three cases, there is a distinct
difference in the robustness of the final result. The direct optimization with an initial
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Figure A.3: Robustness of optimization algorithm. (a) Distribution of the opti-
mized directivity over 𝑟tot = 20 optimization rounds for a steering angle of 𝜃r = 18.3◦.
The results are illustrated for three different optimization methods: a direct, non-
iterative optimization approach of the entire array with an initial guess based on
forward-designed linear phase profiles (orange), a direct optimization without a
user-defined initial guess (yellow), and an iterative optimization approach with an
incremental increase of the solution space (green). The red horizontal line in the
boxplot marks the median of the distribution, while the upper and lower edges of the
box indicate the 25th and 75th percentile. The whiskers extend to the most extreme
optimized directivity points that are not considered outliers and are marked in red
crosses. Histograms of the optimized directivity distributions with a bin width of
0.5 are illustrated in (b), (c), and (d), respectively.

guess based on forward design drives the algorithm to similar local minima, as the
forward designs do not account for the antenna-specific amplitude-phase correlation
(Fig. A.3b). A subset of the solutions that can escape these local minima results
in marginally higher directivities. By contrast, the direct optimization with a ran-
dom initial guess (Fig. A.3c) leads to stronger directivity enhancements due to an
unbiased and thus more extensive exploration space. Finally, the iterative approach
relies on an optimization of the array profile in a reduced solution domain before
passing the optimized result from the prior iteration as an initial guess to the next
iteration. By doing so, this method ensures that the antenna-specific scattered light
response is accounted for when supplying the algorithm with an initial solution in
each iteration. As a result, higher directivities are obtained with increased robust-
ness, as illustrated by the strongly increased median in the corresponding boxplot in
Fig. A.3a. For the case studied here, 75% of the optimized performances lie within
3% of the maximal directivity 𝐷opt,iter = 72.7 (Fig. A.3d).



158

A.2 Metasurface fabrication
To fabricate the metasurfaces used in Chapter 2 of this thesis, we followed the
fabrication procedure for the ITO-based field-effect tunable metasurface by Kafaie
Shirmanesh et al. [42]. First, we clean silicon (Si) substrates with a 1 𝜇m thick silica
(SiO2) layer on top using standard cleaning processes. Then the outermost parts
of the connection pads are patterned using photolithography. After developing the
exposed photoresist, we deposit a 20 nm thick titanium (Ti) layer followed by a 200
nm thick gold (Au) layer via e-beam evaporation. The excess resist and the Ti/Au
film are removed through a lift-off process in acetone. Then the Au back reflector
is patterned using electron-beam lithography (EBL) [VISTEC EBPG 5000+] at an
acceleration voltage of 100 keV after spinning an e-beam resist layer. The exposed
e-beam resist layer is then developed and 3 nm of chromium (Cr) followed by an 80
nm-thick Au layer are deposited using an e-beam evaporator. In a next step, a 9.5
nm-thick alumina (Al2O3) layer is deposited on the samples through shadow mask
via EBL. Once the exposed resist is developed, we sputter a 5 nm thick ITO layer
via room-temperature RF magnetron sputtering. The deposition pressure is 3 mTorr
and the applied RF power is 48 W. The plasma is struck by using argon (Ar) gas
with a flow rate of 20 sccm, and argon/oxygen gas (Ar/O2:90/10) with a tunable flow
rate is used to control the carrier concentration of the deposited layer [53]. After
lifting off the excess e-beam resist and films, the contact pads of the ITO layer are
patterned 𝑣𝑖𝑎 EBL followed by a deposition of a Ti/Au film (20 nm/200 nm) using
an e-beam evaporator. We then deposit the hafnium oxide/aluminum oxide laminate
(HAOL) gate dielectric layer through shadow masks by ALD [53]. In the next step,
the nanoantennas as well as the inner contact lines are patterned on the sample
using EBL. After developing the exposed e-beam resist, a 2 nm-thick germanium
(Ge) layer followed by a 40 nm thick Au layer is deposited on the sample using an
e-beam evaporator. Once the lift-off process is done, a 60 nm thick SiO2 layer is
deposited as the top coat through shadow mask via e-beam evaporation. Finally, 96
metasurface element pads and 4 ITO pads are wire-bonded from the sample to 100
conducting pads on a sample mounting printed circuit board (PCB) which itself is
controlled by using a voltage-driving PCB [42].

A.3 Experimental setup for phase and amplitude measurements
To characterize the tunable optical response of the fabricated beam steering meta-
surface, we measured the spectra of the reflected light amplitude (reflectance) and
phase under different applied biases. Figure A.4 shows the optical setup used to
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Figure A.4: Optical setup for amplitude, phase and beam steering measure-
ments. The metasurface sample is illuminated by a tunable NIR laser. The reflected
beam from the metasurface is directed to a detector (amplitude measurement) and
an IR camera (phase and beam steering measurements). The incident beam is also
guided to the IR camera to be used as a reference for generation of the interference
fringe patterns.

measure the phase shift as well as the reflectance modulation provided by the meta-
surface. In order to measure the phase of the light reflected from the metasurface,
the metasurface is illuminated by a tunable NIR laser which is focused on the sample
by an objective with a long working distance (Mitutoyo M Plan Apo 20x, NA = 0.40,
WD = 20 mm) after passing through a polarizer. The reflection from the metasurface
as well as the incident laser beam (to serve as a reference beam) are then directed
to an infrared (IR) camera, creating interference fringe patterns. The incident laser
beam is focused on the edge of the metasurface nanoantenna array. As a result,
the scattered beam is reflected partly from the metasurface and partly from the Au
backplane. This results in a lateral shift in the interference fringe patterns of the
metasurface and the backplane when the applied bias is changed. We then fit these
two cross-sections to sinusoidal functions and obtain the relative delay between
the fitted sinusoidal curves when changing the applied voltage. The phase shift
acquired due to the applied bias is then retrieved [53]. In the next step, to measure
the reflectance, the surface of the metasurface is illuminated by the NIR laser beam.
Then, the beam reflected from the metasurface is guided to a spectrometer and the
reflectance is calculated as
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Figure A.5: Comparison of simulated and experimentally measured optical
response of ITO metasurface. (a) Phase shift and (b) reflectance for field-effect
tunable metasurface introduced in [42] obtained through full-wave simulations (𝜆 =

1510 nm) and experiments (𝜆 = 1522 nm).

Reflectance [%] = 100 × 𝑅MTS − 𝑅dark

𝑅reference − 𝑅dark
(A.1)

where 𝑅MTS, 𝑅reference, and 𝑅dark are the raw reflectance from the metasurface
sample, a mirror and the background, respectively.

A.4 Analytical model accounting for experimental artifacts
Here, we discuss the changes that are made to the analytical model to reproduce
experimentally measured beam steering radiation patterns. The data is based on
simulations and experiments performed by Kafaie Shirmanesh et al. [42]. Figure
A.5 shows a comparison of the simulated and experimentally measured phase and
reflectance data. While the measured phase shift closely matches the simulated
response, the experimentally measured reflectance 𝑅meas is increased by an offset
of approximately 7%. This increase is attributed to a misalignment between the
incident light polarization and the antenna, leading to enhanced specular reflection.
In addition, the misaligned component of the incident light does not contribute to the
phase accumulation and hence cannot be considered for optimization of the beam
directivity. Therefore, we model the actual reflectance of the metasurface 𝑅actual as
𝑅meas −Δr with Δr being a constant value that is determined as an average difference
in reflectance over the applied bias range. To account for this change, the intensity
at 0◦ is increased by Δr.

Using the approximated reflectance of the metasurface, we computed the far-field
radiation patterns for forward-designed four-level stairstep phase profiles. Figure
A.6 shows a comparison of the analytically predicted far-field radiation pattern to the
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Figure A.6: Predicted and measured far-field radiation patterns with adapted
model. Analytically computed (gray) and experimentally measured (colored) nor-
malized intensity 𝐼/𝐼max vs polar angle 𝜃 for forward-designed stairstep phase profiles
with repetition numbers of (a) RN = 1, (b) RN = 2, (c) RN = 3, (d) RN = 4, (e), RN
= 5, (f) RN = 6. The operational wavelength is 𝜆 = 1522𝑛𝑚.

experimentally measured beam steering performance for repetition numbers varying
from RN = 1 to 6. We would like to note that in addition to the altered reflectance
values, we also consider a continuously varying change in the characteristic pitch
size of the metasurface from 490 nm − 510 nm, with the largest pitch size being at
the center of the metasurface. By doing so, we are able to obtain an excellent match
between the analytically predicted and experimentally measured beam steering per-
formance. Small discrepancies in the sidelobe intensity are attributed to the fact
that the adapted model is purely based on an approximate reflectance response of
the metasurface. We further remark that due to the limited detectable angular range
in our experimental setup, beam steering measurements could not be performed for
RN = 1.
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A p p e n d i x B

SPACE-TIME MODULATED METASURFACES

B.1 Active metasurface phase measurements
Figure B.1 plots the maximum phase shift achieved by our active metasurface as
a function of wavelength. The largest phase shift occurs between 1465 nm and
1470 nm, corresponding to the minimum reflectance measured in Fig. 3.3d. The
phase shift of this device at the design wavelength for this work (1530 nm) is near-
zero (< 20◦). While there is larger amplitude and phase modulation at shorter
wavelengths (∼ 1470 nm), we chose to work at 1530 nm because it is the shortest
wavelength we could access with sufficient power in our experimental setup. This
work could be repeated closer to resonance using the same principles discussed
here and the final results would be identical, but the overall efficiency of the device
would be higher. Specifically, there would be a higher ratio of total modulated light
to unmodulated light. However, since our measurement technique already filters
out unmodulated light, in this work we are still able to show the same principles of
space-time modulation and engineer the power sent to each modulated frequency
with good signal-to-noise ratio (SNR).

It is noteworthy that this work demonstrates space-time diffraction with excellent
directivity at each modulated frequency using a device with such limited reflectance
and phase modulation. If this device was modulated in the quasi-static regime,
it would exhibit very low diffraction efficiency. By using space-time modulation,
roughly the same total amount of light is diffracted as in the quasi-static case, but
the light sent to the +/- 1st orders are separated in frequency from the 0th order
(normally reflected light) which allows for easier detection with high SNR. This is
a major benefit of space-time metasurfaces.

B.2 Waveform optimization based on quasi-static metasurface response
In Section 3.3, we discussed how a real-time optimized waveform can be used to
generate desired frequency spectra. An alternative approach would be to use the
quasi-static metasurface response and perform an analytical optimization to design
tailored waveforms. This method follows a similar principal to the optimization
techniques introduced in Chapter 2, but instead of optimizing in the spatial domain,
we optimize the covarying amplitude and phase in time.
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Figure B.1: Quasi-static phase shift of two-electrode active metasurface. The
plotted phase shift is the absolute value of the change in phase between an applied
bias of -6 V and 6 V.

To formulate the waveform, we express it as a polynomial function𝑉 (𝑡) = ∑
𝑛 𝑎𝑛 ·𝑡𝑛−1

where 𝑛 − 1 represents the degree of the polynomial. The optimization minimizes a
figure of merit (FOM) defined as 2 · ∑𝑖 𝑝𝑖/𝑝1 + mean

(
𝑉 (𝑡)

)
, where 𝑝𝑖 is the power

at the 𝑖-th harmonic. Initial optimizations with varying polynomial degrees indicate
that a 7-th degree polynomial results in the highest ratio between the +1st and 0th

harmonic while maintaining minimal mean voltage. It is desirable to maintain a
mean voltage close to 0 V to avoid accumulation of charge carriers in the ITO layer
over time. We additionally impose a constraint to have equal values at the beginning
and end of a waveform period, preventing sudden voltage jumps that would be
challenging to realize at high frequencies.

For illustration, we performed an optimization for a metasurface operating at 1555
nm using its quasi-static reflectance and phase response (Fig. B.2a). The resulting
optimized waveform is given by

𝑉 (𝑡) = 1.6 + 1.4 · 𝑡 − 8.4 · 𝑡2 − 2.3 · 𝑡3 + 3.4 · 𝑡4 − 9.9 · 𝑡5 + 6.4 · 𝑡6 + 9.4 · 𝑡7. (B.1)

The mean voltage of this waveform (Fig. B.2b) is 0.1176 V, while the suppression
ratio of 𝑝1/𝑝0 is 19.96 (Fig. B.2c).

Despite the high suppression ratio predicted in calculations, experimental results
using a 10 kHz waveform did not exhibit suppression of the unmodulated, specularly
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Figure B.2: Polynomial waveform optimization based on quasi-static response.
(a) Experimentally measured quasi-static reflectance and phase response (points) and
fits to experimental data (dashed) used for optimization. (b) Optimized polynomial
voltage waveform as function of time. The time-axis is labeled in arbitrary units as
the 100 points can be spaced apart at desired increments to obtain target frequencies.
(c) Conversion efficiency as function of frequency for optimized waveform at 10 Hz.

reflected light. This discrepancy suggests that the reflectance and phase response
of the metasurface in the quasi-static regime differ from those attainable at high
frequencies. While high-frequency reflectance can be measured using an oscil-
loscope, alternative techniques are required to accurately characterize the phase
response at target modulation frequencies. To address this limitation, we integrated
a real-time optimization algorithm in our experimental setup, as shown in Fig. 3.4.
Although real-time optimization requires longer processing times due to iterative
measurements, it enables significantly improved performance for a variety of target
frequency spectra [95].
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A p p e n d i x C

BARIUM TITANATE-BASED ACTIVE METASURFACES

C.1 XRD scans for bulk substrates and spalled film
Commercially bought BTO substrates [339] were produced via top-seeded solution
growth and were single-crystalline with multiple domains. We confirmed the single-
crystallinity of bulk substrates and spalled films through 𝜃 − 2𝜃 x-ray diffraction
(XRD) scans. As shown in Fig. C.1, the prominent peaks for both the bulk substrate
and spalled thin film correspond to the (001) and (100) orientations, along with
their higher-order diffractions. These peaks arise due to the multi-domain nature
of the substrates and films, combined with the millimeter-scale x-ray probing spot.
To probe the domain structure at a finer scale, we employed electron backscatter
diffraction (EBSD), as discussed in Fig. 4.3. Similar results were obtained for
(100)-oriented crystals.

Figure C.1b shows the 𝜃−2𝜃 scan for a thin film spalled from a (001)-oriented single-
crystal. The reduced intensity observed for the thin film is primarily attributed to its
surface roughness and reduced thickness. In addition to the signal from BTO, we
also measure a minimal contribution from the underlying Ni layer due to the size
and position of the x-ray probing spot relative to the spalled film area.

C.2 Reusability of single-crystal BTO substrates through repolishing
One major advantage of spalling compared to alternative growth techniques is the
ability to reuse bulk substrates by introducing a polishing step between spalls.
Considering that the substrates are typically 0.5 − 1 mm thick, and each iteration
removes less than 50 𝜇m of material thickness, the effective cost of a spall can
be lowered up to 20-fold, bringing the expense down to tens of dollars per square
centimeter.

In this study, various polishing procedures were tested and the RMS roughness 𝑟

of each was compared to that of as-bought substrates. Figure C.2a shows an AFM
scan of an as-bought substrate with 𝑟 = 5.9 nm. Hand polishing of BTO substrates
yields planarized surfaces but results in a significantly higher RMS roughness of
𝑟 = 66.4 nm. While spalls can still be performed with this level of roughness, it is
insufficient for many applications.



166

Figure C.1: XRD data for (001)-oriented bulk substrate and spalled thin film.
𝜃 − 2𝜃 scan for (a) bare bulk substrate and (b) spalled thin film on a Ti/Au seed
layer and electroplated Ni. BTO diffraction orders corresponding to various crystal
orientations are labeled in both figures, Ni diffraction orders are indicated in gray in
(b).

To address this, we explored vibration polishing using a slurry of silica (SiO2)
or alumina (Al2O3) nanoparticles, which significantly reduce surface roughness.
Figures C.2b and c show AFM scans of the BTO substrate after vibration polishing
with 60 nm-sized SiO2 particles for 7 hours and 50 nm-sized Al2O3 particles for
3 hours, respectively. The resulting RMS roughness values were 𝑟 = 27.2 nm and
𝑟 = 9.4 nm. The stronger reduction in surface roughness achieved with Al2O3

particles is attributed to their higher material hardness relative to BTO.

It is important to note that while vibration polishing does not planarize the substrate,
it effectively restores surface roughness to near-initial levels, enabling large-scale
spalls suitable for device integration, as shown in Fig. 4.1b.

C.3 Surface quality of (100) and (001)-oriented bulk substrates
Commercially bought single crystal BTO substrates [339] are produced using top-
seeded solution growth (TSSG). This process involves growing boules from molten
solutions at elevated temperatures. During this process, the controlled cooling
and crystallization of the molten material enable the formation of high-quality
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Figure C.2: AFM scans of BTO substrate as-bought vs polished after spalling.
(a) As-bought BTO substrate, (b) as-bought BTO substrate, vibration polished with
60 nm-sized SiO2 particles for 7 hours, (c) BTO substrate post-spall, vibration
polished with 50 nm-sized Al2O3 particles for 3 hours. Scale bars: 10 𝜇m.

single crystals [340]. After the boule is formed, sections of it are cut and polished
to create substrates. These substrates are typically multidomain in nature, with
distinct regions corresponding to different orientations of the polar axis (spontaneous
polarization).

This multidomain structure forms as BTO undergoes a structural phase transition
from the cubic to tetragonal phase upon cooling below its Curie temperature. This
transition generates spontaneous polarization, with the formation of domains being
influenced by various factors such as the cooling rate, internal and external stresses,
and thermal gradients during TSSG [341]. These conditions lead to the formation
of 90◦ and 180◦ domain walls, which separate regions with differing polarization
orientations. Further details on the domain structure of BTO can be found in Refs.
[341–345].

We note significant differences in the bulk substrate quality between (100)- and
(001)-oriented crystals, as illustrated in Fig. C.3. The (100)-oriented substrates
feature prominent 90◦ domain patterns and finer surface ridges (domain bundles).
In contrast, (001)-oriented substrates exhibit a more uniform appearance with fewer
domain boundaries. This discrepancy likely arises from the anisotropic strain in the
in-plane directions of 𝑎-axis crystals during cooling, which promotes the formation
of additional domain walls. The higher domain density in (100)-oriented substrates
results in increased surface roughness. The elevated roughness carries over to
spalled thin films, leading to a more irregular topography. By contrast, the smoother
surface of (001)-oriented substrates yields spalled films with more controllable and
uniform surface properties.



168

Figure C.3: Single crystal BTO substrates with domains. Optical microscope
image of (a) (100)-oriented single crystal substrate with domains, and (b) (001)-
oriented single crystal substrate with domains. Scale bar: 2.5 mm.
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