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Abstract

This thesis concerns the computational complexity of high performance decoding algorithms. The primary objective is to design the most efficient maximum-likelihood (ML) decoders for both block codes and convolutional codes. By efficient, we mean an implementation of ML decoding algorithms on trellises that minimize the computational complexity (the total number of additions and comparisons). Trellises are graph representations of codes. Since decoding complexity is completely determined by the particular trellis employed, the problem is equivalent to constructing the minimal trellis (one that has the minimum number of edges, vertices and bifurcations) for a given code.

There are four parts to this research. The first problem we attacked was to construct the minimal trellises for block codes over the coordinate permutations. The related problem of finding a coordinate permutation that minimizes the number of vertices at a given depth in the minimal trellis for a binary linear block code [36] has been proven to be NP-complete. Our approach was based on the concept of span of the generator matrices, which connects the code parameters and the trellis complexity. New bounds on measures of trellis complexity such as $|E|$ (the total number of edges) and $|V|$ (the total number of vertices) were obtained from the analysis of the span distribution. Aiming to minimize the total span in a generator matrix, an efficient, effective “divide-and-conquer” algorithm and variants were proposed to search for the optimal or a good trellis structure for any block code. For example, it took about 12 minutes on a Sun Sparc Station 20 to find one optimal permutation for the [48,24,12] QR code from 48! candidates.

By introducing the concept of trellis–canonical generator matrices and a simple algorithm to compute one, we developed a general theory of minimal trellises for convolutional codes. In this theory, punctured convolutional codes no longer have to be treated as special cases. By then, the minimal trellises for block and convolu-
tional codes were both well-defined. This allowed one to make a direct performance-complexity comparison between block codes and convolutional codes.

The ratio of performance (measured by the asymptotic coding gain-ACG) and complexity (measured by the logarithm trellis edge complexity-LTC) defines the coding efficiency. By means of the span analysis, we also proved a universal lower bound on the complexity to performance ratio. It implies that $\frac{\text{LTC}}{\text{ACG}}$ can never be smaller than 1 for any code, block or convolutional. In some cases, the bound is optimal or asymptotically optimal. The study suggests that optimal codes in terms of minimum distance or free distance do not necessarily offer the best coding efficiency.

The last problem addressed in this dissertation is the implementation of maximum-likelihood decoding and the computational complexity for convolutional codes. By combining the optimal sectionalization technique [45] with minimal trellis theory, a low complexity hybrid decoding algorithm was developed. For some partial unit memory convolutional codes, its decoding complexity is significantly superior to other known algorithms. There are two components of the computational complexity. One is the edge metric computation cost $\theta$. We proved a lower bound on $\theta$ which is independent of the computation mechanism (sequential or parallel). This bound is optimal in some cases. The other is the cost of the state metric updating which is inferable from the trellis structure. This sets a lower bound on the computational complexity for any implementation.

Finally we give a general review of research activities on this subject and present a list of open problems.
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Chapter 1  Introduction

1.1  Trellis evolution

In this chapter, we give a brief introduction to the minimal trellis theory for block codes. Facts to be used in the following chapters are presented without proofs. For details and proofs, please read the partially tutorial paper by A. Kiely et al. [40].

The idea of representing block codes by trellises was originally introduced by Bahl et al. [7]. Such trellises can be used as templates for encoding and decoding. There are several possible definitions\footnote{For example, the tailbiting trellises [75] are different from our definition.}, but we shall use the following:

**Definition:** A trellis for a block code $C$ over the symbol set $\mathcal{A}$ of $q$ elements\footnote{In this thesis, we assume $\mathcal{A} = GF(2)$, unless otherwise specified. However, many of the generalizations to $GF(q)$ are straightforward.} is a triple $\mathcal{T} = (V, E, \rho)$ satisfying:

1. (Decomposition of $V$) $V = \bigcup_{i=0}^{n} V_i$,
   where $|V_i| > 0$ for any $i$, $|V_i \cap V_j| = 0$ if $i \neq j$. An element of $V$ is called a vertex. We require $|V_0| = |V_n| = 1$. The unique vertex in $V_0$ is the root of the trellis. The unique vertex in $V_n$ is the sink of the trellis.

2. (Decomposition of $E$) $E = \bigcup_{i=1}^{n} E_i$,
   where $|E_i| > 0$ for any $i$, $|E_i \cap E_j| = 0$ if $i \neq j$. An element of $E$ is called an edge.

3. $\rho : U \xrightarrow{1:1} E$, where $U \subseteq V \times V \times \mathcal{A}$ such that $\rho^{-1}(E_i) \subseteq V_{i-1} \times V_i \times \mathcal{A}$ and $|\rho^{-1}(E_i)| = |E_i|$. For any $x \in E$, let $\rho^{-1}(x) = (a, b, c)$, then $a, b, c$ are called the tail, the head and the label of $x$, respectively.

4. A sequence $d_1d_2d_3\ldots d_n$ over $\mathcal{A}$ is a codeword of $C$ if and only if there is a
sequence \( x_1 x_2 x_3 \ldots x_n \), where \( x_i \in E_i \), such that \( a_1 \in V_0, \ b_i = a_{i+1}, \ b_n \in V_n \) and \( c_i = d_i \), where \( \rho^{-1}(x_i) = (a_i, b_i, c_i) \). The sequence \( x_1 x_2 x_3 \ldots x_n \) is called a path and \( c_1 c_2 c_3 \ldots c_n \) is the label of the path.

5. No two distinct paths have the same label. For any \( x \in E \), there is at least one path containing \( x \). For any \( v \in V \), there is at least one path containing \( v \).

*Merging* is the primitive operation to produce a new trellis from an old one. It includes two processes. *Vertex merging:* For two distinct elements of \( V_i \), \( u \) and \( v \), a new triple \( T^* \) is obtainable by deleting \( v \), replacing every \( v \) in \( \rho^{-1}(E) \) by \( u \). *Edge merging:* For two distinct elements of \( E_i \), if they have identical tail, head and label under \( \rho \), combine them as one edge. Repeat edge merging until \( |\rho^{-1}(E_i)| = |E_i| \).

Edge merging is only possible after vertex merging.

After merging operations, the new trellis may not be one for the same code. In this thesis, we are only interested in "legal" mergings that do not change the code.

**Definition:** A trellis \( T \) is said to be redundant if there exist vertex or edge mergings such that the merged triple \( T^* \) is a trellis for the same code. On the other hand, an efficient trellis is one without redundancy (which is in general not unique).

For an efficient trellis, it is easy to see that \( |V_i| \leq \min(q^{n-i}, q^i) \).

If we draw a picture for a trellis, it is a labeled digraph. This justifies our using graph terminologies such as edge, vertex, root, tail. The above definition excludes the tree structure as a legal trellis. However, any trellis is obtainable from a tree by mergings.

**Example 1.1** The [6,3,3] shortened Hamming code

Consider the [6,3,3] code with generator matrix

\[
G = \begin{pmatrix}
1 & 1 & 1 & 0 & 0 & 0 \\
0 & 1 & 1 & 1 & 1 & 0 \\
0 & 0 & 1 & 0 & 1 & 1
\end{pmatrix}.
\]
Figure 1.1: The tree structure for the [6,3,3] code. Those vertices in the same ellipse can be merged.

Figure 1.2: One trellis for the [6,3,3] code. Those vertices in identical frame can be merged. For example, the two vertices in squares are to be merged.
Figure 1.3: An efficient trellis for the [6,3,3] code.

Figure 1.1, 1.2 and 1.3 depict how an efficient trellis is evolved from the tree structure. It is further noted that it contains at most four primitive structures: extension, expansion, merger and butterfly, as shown in Figure 1.4 [40]. (This is true for binary linear block codes, but not true in general for nonlinear codes.)

The evolution algorithm for binary code:

Begin:

Construct the tree structure.

Merge all terminal vertices and do edge merging.

WHILE (The trellis has redundancy)

{ 

Do merging operations.

}

End.

The evolution algorithm will find an efficient trellis for any linear or nonlinear binary code. The refined evolution algorithm can find the minimal trellis (to be
Figure 1.4: The primitive structures of trellises for block codes. A: Extension. B: Expansion. C: Merger. D: Butterfly.

defined) for both linear and nonlinear code\(^3\) [51].

In the following discussion, we assume codes are linear, though some results are applicable to nonlinear codes.

1.2 Trellis complexity measures

There are a number of different ways to measure the complexity of a trellis.

- The total number of edges \(|E|\), the total number of vertices \(|V|\) and the total number of bifurcations (mergers) \(M\).

- The edge dimension profile \(e_i = \log_2 |E_i|\) and the vertex dimension profile \(s_i = \log_2 |V_i|\).

- The maximum vertex dimension \(s_{max} = \max(s_i)\). The maximum vertex dimension \(e_{max} = \max(e_i)\).

- The total span of a MSGM \(m_G\) (See Chapter 2).

\(^3\)The minimal trellis for nonlinear codes is not unique.
These complexity measures are related via the following equations.

\[ M = |E| - |V| + 1, \quad (1.1) \]
\[ |E| = \sum_{i=1}^{n} 2^{e_i}, \quad (1.2) \]
\[ |V| = \sum_{i=0}^{n} 2^{s_i}, \quad (1.3) \]
\[ m_G = \sum_{i=1}^{n} e_i = \sum_{i=0}^{n} s_i + k. \quad (1.4) \]

1.3 The minimal trellis

Among all possible trellis representations for a code, the one minimizing \(|E|\) is the minimal trellis.

**Theorem 1.1** A trellis is minimal if and only if it is efficient [51].

In [58], McEliece showed how to construct a minimal trellis from a generator matrix. This trellis has \(n+1\) levels of vertices and \(n\) levels of edges. The vertex levels are called depths and are numbered from 0 to \(n\); the edge levels are called stages and are numbered from 1 to \(n\). The \(i\)th stage of edges corresponds to the \(i\)th stage of encoding or decoding using the trellis as well as the \(i\)th column in the generator matrix. It was also shown that the minimal trellis simultaneously minimizes \(|E|, |V|, M\) and \(s_{\max} [58, 80]\).

Let \(V_n\) be the \(n\)-dimensional vector space over the finite field \(GF(2)\). Given a vector \(x = (x_1, x_2, x_3, \ldots, x_n) \in V_n\), let

\[ L_x = \min\{i : x_i = 1\}, \quad (1.5) \]
\[ R_x = \max\{i : x_i = 1\}. \quad (1.6) \]

Then \(m_x = R_x - L_x + 1\) is called the span of \(x\). \([L_x, R_x]\) is the support of \(x\). Any entry in the support is active. The support of a code is the union of supports of all codewords.
**Definition:** A generator matrix \( G^T = (r_0, r_1, r_2, \ldots, r_{k-1})^T \) over \( V_n \) for a linear \([n, k, d]\) code is a minimal span generator matrix (MSGM) if and only if it satisfies the “LR” properties, defined as follows:

\[
L_{r_i} \neq L_{r_j} \text{ if } i \neq j, \tag{1.7}
\]
\[
R_{r_i} \neq R_{r_j} \text{ if } i \neq j. \tag{1.8}
\]

The number \( m_G = \sum_i m_{r_i} \) is the span of \( G \).

**Definition:** At depth \( i \), the \( i \)th past code \( P_i \) is the set of codewords whose support are in \([1, i]\); the \( i \)th future code \( F_i \) is the set of codewords whose support are in \([i+1, n]\).

These two sequences of subcodes are nested in the following manner:

\[
\{0\} = P_0 \subseteq P_1 \subseteq P_2 \subseteq \cdots \subseteq P_n = C, \tag{1.9}
\]
\[
\{0\} = F_n \subseteq F_{n-1} \subseteq F_{n-2} \subseteq \cdots \subseteq F_0 = C. \tag{1.10}
\]

The dimensions of these codes are denoted by:

\[
p_i = \dim(P_i), \tag{1.11}
\]
\[
f_i = \dim(F_i), \tag{1.12}
\]

and can be easily read from the MSGM: \( f_i \) is the number of rows for which the leftmost nonzero entry lies in column \( i + 1 \) or later, and \( p_i \) is the number of rows for which the rightmost nonzero entry lies in column \( i \) or earlier. It follows that \( p_i \) and \( f_i \) have the following properties,

\[
0 = p_0 \leq p_1 \leq p_2 \cdots \leq p_n = k, \tag{1.13}
\]
\[
k = f_0 \geq f_1 \geq f_2 \cdots \geq f_n = 0, \tag{1.14}
\]
\[
p_i \leq p_{i-1} + 1, \quad i = 1, \ldots, n. \tag{1.15}
\]
\[
f_{i-1} \leq f_i + 1, \quad i = 1, \ldots, n. \tag{1.16}
\]
Theorem 1.2 (Forney [27]).

\[ s_i = k - f_i - p_i, \quad (1.17) \]
\[ e_i = k - f_{i+1} - p_i. \quad (1.18) \]

Example 1.2 The [6,3,3] shortened Hamming code

Consider the [6,3,3] code again. The following table demonstrates the connection between the MSGM (shown in Example 1.1) and trellis complexities.

<table>
<thead>
<tr>
<th>Position</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Future code ( f_i )</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Past code ( p_i )</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Vertex dimension ( s_i )</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Edge dimension ( e_i )</td>
<td>-</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td># of active elements</td>
<td>-</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>1</td>
</tr>
</tbody>
</table>

1.4 Trellis complexity bounds

1.4.1 The DLP bounds

Motivated by the idea of Generalized Hamming Weight (GHW) [84], Forney defined the dimension/length profile (DLP) for block codes [28].

Definition: Let \( K_i(C) \) be the maximum dimension of any subcode of an \((n, k, d)\) linear block code \( C \) whose support size is no greater than \( i \), \( 0 \leq i \leq n \). The sequence \( K_0(C), K_1(C), \cdots, K_n(C) \) is the dimension/length profile.

Lemma 1.1

\[ p_i \leq K_i(C), \quad (1.19) \]
\[ f_i \leq K_{n-i}(C). \quad (1.20) \]
Combining Theorem 1.2 and Lemma 1.1, trellis complexities are lower bounded by the DLP [28, 37, 40, 43, 84].

**Theorem 1.3**

\[
\begin{align*}
  s_i & \geq k - K_i(C) - K_n-i(C), \\
  e_i & \geq k - K_{n-i-1}(C) - K_i(C), \\
  |E| & \geq \sum_{i=1}^{n} 2^{k-K_{n-i-1}(C)-K_i(C)}, \\
  |V| & \geq \sum_{i=0}^{n} 2^{k-K_{n-i}(C)-K_i(C)}.
\end{align*}
\]

The DLP bounds are not easy to apply, since the DLP is hard to compute for most codes. One notable exception is that the DLP of the entire family of Reed-Muller codes are completely determined in [37, 38]. It turns out that the DLP bounds hold with equality for every RM code.

### 1.4.2 Bounds based on tables of known best linear codes

Let \( K(n, d) \) be the largest possible dimension of a linear block code of length \( n \) and minimum hamming distance \( d \). Then

\[
K_i(C) \leq K(i, d).
\]

**Theorem 1.4** [22, 40]

\[
\begin{align*}
  s_i & \geq k - K(i, d) - K(n-i, d), \\
  e_i & \geq k - K(n-i-1, d) - K(i, d), \\
  |E| & \geq \sum_{i=1}^{n} 2^{k-K(n-i-1,d)-K(i,d)}, \\
  |V| & \geq \sum_{i=0}^{n} 2^{k-K(n-i,d)-K(i,d)}.
\end{align*}
\]

These bounds are, in general, looser than the DLP bounds, but are, on the other hand, easier to compute since tables of \( K(n, d) \) are available [14].
1.4.3 Bounds based on the code’s span

Since the sum of edge dimensions equals the total span of the MSGM (see lemma 4.1), an analysis of the spatial distribution of the total span results in new lower bounds on trellis complexities. We present these bounds in section 2.2.

1.4.4 Permutation-invariant bounds

For a fixed coordinate ordering, the minimal trellis structure is unique. However, different permutations of the symbols yield different minimal trellises. It is not known yet if for any code there exists one permutation which simultaneously minimizes all trellis complexities.

**Definition:** A bound on trellis complexity is permutation-invariant if it holds for any symbol permutation.

The DLP bounds and the bounds based on the code tables are permutation-invariant. The bounds based on the code’s span, in contrast, are not permutation-invariant.

1.5 Summary

In this chapter, we defined the minimal trellis structure and associated trellis complexity for block codes. The construction of a minimal trellis based on the minimal span generator matrix was presented in [58]. If the symbol ordering is fixed, the minimal trellis structure is unique and the trellis complexities can be read directly from the MSGM. Lower bounds on trellis complexities were also presented.

The rest of the thesis is organized as follows. In Chapter 2, we investigate the complexity of minimal trellises for block codes over all coordinate permutations. Our approach is based on the concept of the span of a generator matrix, which connects the code parameters and the trellis complexity. New bounds on trellis complexities such as $E$ (the total number of edges) and $V$ (the total number of vertices) are obtained from the analysis of the *span distribution*. Aiming to minimize the total span of
a generator matrix, an efficient, “divide-and-conquer” algorithm and variants are proposed to search for the optimal trellis structure (corresponding to an optimal coordinate permutation) for any block code.

In Chapter 3, by introducing the concept of trellis–canonical generator matrices and a simple algorithm to compute one, we develop a general theory of the minimal trellises for convolutional codes. In this theory, punctured convolutional codes no longer have to be treated as special cases. By then, the minimal trellises for block and convolutional codes are both well-defined. This allows one to make a direct performance–complexity comparison between block and convolutional codes.

The tradeoff between performance (measured by the asymptotic coding gain–ACG) and complexity (measured by the logarithm trellis edge complexity–LTC) is the theme of Chapter 4. Via the span analysis, we prove a universal bound on the complexity to performance ratio. It implies that \( \frac{\text{LTC}}{\text{ACG}} \) can never be smaller than 1 for any code, block or convolutional. In some cases, the bound is optimal or asymptotically optimal. The study suggests that optimal codes in terms of minimum distance or free distance do not necessarily offer the best tradeoff.

Chapter 5 deals with the implementation of maximum–likelihood decoding and the computational complexity for convolutional and block codes. By combining the optimal sectionalization technique [45] and the minimal trellis theory, a low complexity hybrid decoding algorithm is developed. For some partial unit memory convolutional codes, the resulting decoding complexity is significantly superior to other known algorithms. There are two parts to the computational complexity. One is the edge metric computation cost \( \theta \). We prove a lower bound on \( \theta \) which is independent of the computation mechanism (sequential or parallel), and which is optimal in some cases. The other is the cost of the state metric updating which is inferable from the trellis structure. This establishes a lower bound on the computational complexity for any implementation.

In the last chapter, we propose some directions for future research.
Chapter 2  Permutation Trellis
Complexity of Block Codes

2.1  The problem

If a block code $C$ is being used on a memoryless channel, permuting the columns of its generator matrix will not affect the code’s performance. But as Bahl *et al.* [7] were the first to note, a coordinate permutation of $C$ may drastically alter its trellis complexity. In this chapter, we measure the trellis complexity by the total number of edges $E(C)$ in a minimal trellis. However, the discussion extends to other complexity measures.

Given an $[n, k, d]$ linear code $C$ with generator matrix $G$, let the coordinates of codewords be labeled, from left to right, as $1, 2, 3, \ldots, n$. Let $S_n$ be the permutation group on $\{1,2,3,\ldots n\}$. For any $\sigma \in S_n$, $\sigma C$ denotes the code with generator matrix $\sigma G$ obtained by permuting the columns of $G$ according to $\sigma$. $\Gamma_C$ is defined as the set of codes equivalent to $C$, viz. $\Gamma_C = \{\sigma C : \sigma \in S_n\}$. The permutation edge complexity (PEC) of $C$ is defined as

$$E_C = \min_{\sigma \in \Gamma_C} \{E(C')\}. \quad (2.1)$$

A similar definition applies to other trellis complexity measure.

In this chapter, we consider the problem of finding $E_C$ and a permutation achieving it, for a fixed code. In section 2.2, we present a lower bound on the permutation edge complexity via an analysis of the span distribution of a MSGM. It strongly suggests that minimizing the total span will minimize $E_C$. A heuristic algorithm for finding “good” coordinate permutations for a given code is presented in section 2.3.
2.2 The span distribution and PEC

In Lemma 4.2, we shall prove a relation between the total span and the edge dimension distribution, i.e., the sum of the edge dimensions equals to the total span. It is well known [57, 58] that for a fixed column ordering, the edge complexity is minimized by minimizing the total span in a generator matrix. But it is not clear if the permutation edge complexity can be minimized by minimizing the permutation total span. However, the total span is easier to handle. Many examples show that the permutation total span and the permutation edge complexity can be minimized simultaneously. We believe that this is true for most codes, if not all. In this section, we shall further study the properties of the edge dimension distribution and its connection with the total span and edge complexity.

2.2.1 The A-sequence

Let $A_C^i$ be the number of active elements in the MSGM of a linear code $C$ at column position $i$. $A_C^1, A_C^2, \cdots, A_C^n$ is a sequence\(^1\) with many interesting properties.

**Lemma 2.1** The above defined A-sequence has the following properties:

1. 
   \[ \sum_{i=1}^{n} A_C^i = m_C \triangleq \text{the total span.} \]  \hspace{1cm} (2.2)

2. 
   \[ |A_C^{i+1} - A_C^i| \leq 1, \quad \text{where} \quad 1 \leq i \leq n - 1. \]  \hspace{1cm} (2.3)

3. 
   \[ 1 \leq A_C^i \leq \min(i, n - i + 1, k). \]  \hspace{1cm} (2.4)

4. 
   \[ E(C) = \sum_{i=1}^{n} 2^{A_C^i}. \]  \hspace{1cm} (2.5)

\(^1\)It is the edge dimension profile. But we denote it by $A_C^i$ instead of $e_i$ in order to introduce A-sequences for the code.
5. For any $i > 1$, compare all pairs $A_C^i$ and $A_C^{i-1}$. Suppose there are a greater, $b$ equal and $c$ less, then

$$a + b = b + c = n - 1 - a \geq k, \quad \text{and} \quad a, c \leq k.$$  \hspace{1cm} (2.6)

Proof:

1. See the proof of Lemma 4.2.

2. A row is active at one column position if its entry is active. In a MSGM, at most one row becomes active or inactive at each column position. At column position $i$, if one row becomes active, $A_C^i$ is increased by 1 from $A_C^{i-1}$. If one row becomes inactive, $A_C^i$ is decreased by 1. If one row becomes active and another becomes inactive or neither happens, $A_C^i$ stays. $A_C^i$ is necessary positive since we assume no zero columns.

3. $A_C^i$ reaches its maximum if and only if for any $1 < j \leq i$, $A_C^j$ is increased by 1 from its preceding. That means $A_C^i \leq i$. By symmetry, $A_C^i \leq n + 1 - i$. In any case, $A_C^i$ must be smaller than $k$.

4. This sequence is in fact the edge dimension distribution. See Chapter 1.

5. Each greater means one more active row; each equal may mean one more active row; each less means one less active row. Since there are $k$ rows and $a + b + c = n - 1$, all follow. This is implied by conditions 2 and 3. \[\Box\]

Lemma 2.1 combined with the following lemma set tight conditions on the shape of edge dimension distributions.

**Lemma 2.2** If the code’s minimal distance is $d$, then $kd \leq m_G \leq k(n + 1 - k)$.

Proof: The lower bound is proved in Lemma 4.1. To prove the upper bound, consider the case when all $A_C^i$’s reach their maxima (See part 3 of Lemma 2.1). \[\Box\]

**Example 2.1** There are codes that attain the upper and lower bounds in Lemma 2.2.

For any *Maximum Distance Separable* (MDS) Code, $d = n - k + 1$. The upper bound and the lower bound meet. The total span and edge complexity are constant
over all coordinate permutations. Hence, MDS codes are the worst codes for trellis representation.

**Definition:** An A-sequence for an \([n, k, d]\) code of total span \(m\) is a sequence of integers satisfying conditions 1,2,3 in Lemma 2.1. \(A_{m,n,k}\) is the set of all A-sequences of given \(m, n, k\).

### 2.2.2 The bounds on PEC

Given a MSGM whose span is \(m\), for a fixed code, there is more than one possible A-sequence corresponding to \(m, n, k\). Any true edge dimension distribution achieving total span \(m\) is an A-sequence, but the reverse is not true. However, we can check if the given MSGM corresponds to a good coordinate permutation.

Let

\[
E(m; n, k)_{\mathcal{C}} = \sum_{i=1}^{n} 2^{A_i_{\mathcal{C}}}. \tag{2.7}
\]

Then, define

\[
\overline{E}(m; n, k) = \max_{x \in A_{m,n,k}} E(m; n, k)_x, \tag{2.8}
\]

\[
\underline{E}(m; n, k) = \min_{x \in A_{m,n,k}} E(m; n, k)_x. \tag{2.9}
\]

Then the following hold:

\[
\overline{E}(m; n, k) \geq \overline{E}(m - 1; n, k) \geq \ldots \geq \overline{E}(n; n, k). \tag{2.10}
\]

\[
\underline{E}(m; n, k) \geq \underline{E}(m - 1; n, k) \geq \ldots \geq \underline{E}(n; n, k). \tag{2.11}
\]

**Theorem 2.1 (Lower Bound)**

Let

\[
s = \left\lfloor \frac{n + 1 - \sqrt{(n + 1)^2 - 4m}}{2} \right\rfloor, \tag{2.12}
\]

\[
t = m + s^2 - ns - s. \tag{2.13}
\]
where \(|x|\) is the largest integer less than or equal to \(x\). Then

\[ E(m; n, k) = (n - 2s + t + 4)2^s - 4. \quad (2.14) \]

Proof: For the A-sequence attaining \(E(m; n, k)\), its elements must be as nearly equal as possible. For example, if \(A_C^i = a + s, A_C^j = a,\) and \(s \geq 2, a \geq 1,\) we may increase \(A_C^j\) by one and decrease \(A_C^i\) by one at the same time. The new sequence generates a smaller \(E(m; n, k)\), since \(2^{a+s-1} + 2^{a+1} < 2^{a+s} + 2^a\). However, the above procedure fails if \(A_C^j\) is saturated (i.e., reaches its maximum, see Lemma 2.1). Hence, for every \(k, A_C^k\) either attains its maximum or differs from all other unsaturated elements at most 1. Its shape is depicted in Fig. 2.1.

The total span in the unshaded area is

\[ s(n - 2s + 2) + s(s - 1), \quad (2.15) \]

and the shaded area contributes \(t\) to the total span, where

\[
0 \leq t = m - s(n - 2s + 2) - s(s - 1) < n - 2s, \quad (2.16)
\]
\[
0 \leq t = m + s^2 - ns - s < n - 2s. \quad (2.17)
\]

Solving Eqn. (2.17), we obtain:

\[ s = \left\lfloor \frac{n + 1 - \sqrt{(n + 1)^2 - 4m}}{2} \right\rfloor. \]

Substituting this A-sequence into (2.7), (2.14) follows. \(\blacksquare\)

**Theorem 2.2 (Upper Bound, Case I)**

Suppose

\[ u = [\sqrt{m - n} + 1] \leq k. \quad (2.18) \]
Then

$$E(m; n, k) = (3 + a)2^u + 2^{b+1} + 2(n - 2u - a) - 4,$$  \hspace{1cm} (2.19)

where

$$m - n - (u - 1)^2 = a(u - 1) + b, \quad \text{and} \quad \begin{cases} a = 0, & 0 \leq b < u - 1. \\ a = 1, & 0 \leq b < u - 1. \\ a = 2, & b = 0. \end{cases}$$ \hspace{1cm} (2.20)

Proof: In contrast to the proof of Theorem 2.1, elements of this A-sequence must be as polarized as possible. The maximum of $A_i's$ must be as large as possible. Fig. 2.2 portrays its shape where the sequence is not necessarily presented in order. The total span in the unshaded area is:

$$n + (u - 1)^2.$$ \hspace{1cm} (2.21)

Since $u$ is the maximal number such that the sequence has shape as Fig. 2.2, the shaded area has span

$$0 \leq m - n - (u - 1)^2 = a(u - 1) + b < 2u - 1.$$ \hspace{1cm} (2.22)
Solving (2.22), we get

\[ u = \lfloor \sqrt{m - n} + 1 \rfloor. \]  \hspace{1cm} (2.23)

Substituting this A-sequence into (2.7), the upper bound follows. \[ \Box \]

**Figure 2.2:** An A-sequence achieving \( \overline{E}(m; n, k) \), where the total span is \( m \) and there is at most one \( A^i = k \). The sequence is not presented in order.

**Figure 2.3:** An A-sequence achieving \( \overline{E}(m; n, k) \), where the total span is \( m \) and there is at least one \( A^i = k \). The sequence is not presented in order.
Theorem 2.3 \textit{(Upper Bound, Case II)}

If

\[ \lfloor \sqrt{m-n+1} \rfloor \geq k, \]

let

\begin{align*}
    l &= \left\lfloor \frac{m-n-2-k^2+3k}{k-1} \right\rfloor, \quad (2.24) \\
    s &= m-n-2-k^2+3k-lk+l. \quad (2.25)
\end{align*}

Then

\[ E(m; n, k) = (l+2)2^k + 2^{s+1} + 2(n-2k-l) - 2. \quad (2.26) \]

Proof: Fig. 2.3 portraits the shape (the elements are not in order). The total span in the unshaded area is:

\[ k^2 - 3k + kl + n - 2 - l. \quad (2.27) \]

The span in the shaded area satisfies

\[ 0 \leq m - n - 2 - k^2 + 3k - lk + l < k - 1. \quad (2.28) \]

Solving these inequalities gives the conclusion. ■

Remarks: Theorems 2.1, 2.1, and 2.3 are similar to Theorems 4 and 6 in [40]. These are independent work of Lin and Kiely et al., respectively. While the theorems in [40] are applicable to q-ary codes, the results here give exact value for binary case. Theorem 2.4 gives tighter bounds. The idea of presenting the A-sequence graphically, which makes the proofs shorter and clearer, is from Kiely and Dolinar.

Example 2.2 The [8,4,4] extended Hamming code

For this code, one MSGM is

\[
\begin{pmatrix}
    11110000 \\
    00111100 \\
    00001111 \\
    01100110
\end{pmatrix}
\]
with \( m = 18 \). The corresponding A-sequence is \((1, 2, 3, 3, 3, 3, 2, 1)\). \( \bar{E}(18; 8, 4) = 44 \), which is equal to the permutation edge complexity. \( \bar{E}(18; 8, 4) = 48 \).

**Example 2.3** The \([24,12,8]\) Golay code

Consider the Golay code with generator matrix:

\[
\begin{pmatrix}
1111 & 1111 & 0000 & 0000 & 0000 & 0000 \\
0000 & 1111 & 1111 & 0000 & 0000 & 0000 \\
0000 & 0000 & 1111 & 1111 & 0000 & 0000 \\
0000 & 0000 & 0000 & 1111 & 1111 & 0000 \\
0000 & 0000 & 0000 & 0000 & 1111 & 1111 \\
0011 & 0011 & 1100 & 1100 & 0000 & 0000 \\
0000 & 0000 & 0111 & 0111 & 1100 & 1100 \\
0110 & 0110 & 0110 & 0110 & 0000 & 0000 \\
0000 & 0000 & 0110 & 0110 & 0110 & 0110 \\
0001 & 0001 & 0001 & 1110 & 1000 & 1000 \\
0000 & 0101 & 0111 & 1001 & 1010 & 0000 \\
0000 & 0011 & 0110 & 1010 & 1100 & 0000 \\
\end{pmatrix}
\]

The MSGM of the code shown above \([27]\) has total span \( m = 136 \) and achieves permutation edge complexity 3580. \( \bar{E}(136; 24, 12) = 3068 \), which is 512 less. Since \( u = 11 < k = 12, a = 1, b = 2 \), Theorem 2.2 tells \( \bar{E}(136; 24, 12) = 8198 \), which is much greater than the actual \( E_C \). This shows that the actual edge dimension distribution tends to approach the lower bound.

We can refine the bounds on \( E(m; n, k) \) if \( A_{max} = \max\{A^i_C : 1 \leq i \leq n\} \) is known. The set of A-sequence may be reduced. The proof of the following theorem is similar to that of Theorem 2.1, 2.2, and 2.3.

**Theorem 2.4**

\[
\bar{E}(m, A_{max}; n, k) = 3 \cdot 2^{A_{max}} - 4 + p \cdot 2^{A_{max}} + 2^{q+1} + 2 \cdot (n - p - 2A_{max}) \quad (2.29)
\]
where \( m - n - (A_{\text{max}} - 1)^2 = p \cdot (A_{\text{max}} - 1) + q, \quad p \geq 0, \quad 0 \leq q \leq A_{\text{max}} - 2. \)

\[
E(m, A_{\text{max}}; n, k) = 3 \cdot 2^{A_{\text{max}}} - 4 + q \cdot 2^{p+1} + 2^p \cdot (n + 1 - 2A_{\text{max}} - q)
\tag{2.30}
\]

where \( m - A_{\text{max}}^2 = p \cdot (n + 1 - 2A_{\text{max}}) + q, \quad p \geq 0, \quad 0 \leq q \leq n - 2A_{\text{max}}. \)

**Theorem 2.5** Suppose for \( \sigma \in S_n, m, \) the span of \( \sigma G \) is minimal over all permutations. Then

\[ E(m; n, k) \leq E_C \leq \overline{E}(m; n, k). \tag{2.31} \]

If the actual edge complexity

\[ E(\sigma C) \leq E(m + 1; n, k), \tag{2.32} \]

then there exists a permutation such that the total span and the permutation edge complexity are minimized. If

\[ E(\sigma C) = E(m; n, k), \tag{2.33} \]

then \( \sigma \) is such a permutation.

**Example 2.4** The Hamming code in Example 2.3 has the minimal total span and the permutation edge complexity.

If the generator matrix of a code \( C \) is equivalent, under row operations and column permutations, to the form\(^2\):

\[
\begin{pmatrix}
A & 0 \\
0 & B
\end{pmatrix}
\tag{2.34}
\]

where \( A, B \) are submatrices, \( 0 \) is zero matrix, then the span of \( C \) is the sum of spans of subcodes generated by \( A \) and \( B \). Its permutation edge complexity is the sum of that of the subcodes.

\(^2\)This is called “Direct-Sum” code.
Finally, we show how the discussion here can be extended to other complexity measures. Let \( s_G = \sum_{i=0}^{n} s_i \). Then

\[
  s_G = \sum_{i=0}^{n} (k - p_i - f_i) = \sum_{i=0}^{n-1} (k - p_i - f_i) \tag{2.35}
\]

\[
  = \sum_{i=0}^{n-1} (k - p_i - f_{i+1}) - f_0 \tag{2.36}
\]

\[
  = m_G - k. \tag{2.37}
\]

Hence, \( v_G \) and \( m_G \) are always minimized simultaneously. We thus can develop bounds on the permutation vertex complexity \([40]\).

### 2.3 The algorithms

In previous sections we have developed a number of lower bounds on the permutation-trellis complexity of a given block code. In this section, we will describe a fast heuristic algorithm we have developed which succeeds in finding a permutation with relatively low edge complexity. The objective function used by the algorithm is the total span of the code, rather than edge count.

#### 2.3.1 The basic algorithm

This algorithm consists of three parts: the \textit{preprocessor}, the \textit{permuter}, and the \textit{postprocessor}. The preprocessor consists of preliminary row operations, which put \( G \) into either \textit{RRE} or \textit{MS} form, and then sort the rows so that the weight of row 1 is a minimum, the weight of row 2 in those positions where row 1 is zero is a minimum, the weight of row 3, in those positions where rows 1 and 2 are both zero is a minimum, etc. A generator matrix in this form is denoted as \( G_1 \). If the columns of \( G_1 \) are viewed as k-bit binary expansions of integers in the range 0 to \( 2^k - 1 \), then the “column permuter” arranges the columns in ascending order, with the resulting matrix denoted as \( G_2 \). Finally, the postprocessor converts the matrix \( G_2 \) into MS form, \( G_3 \), so that the total span can be computed.
Example 2.5 (Simple Case)

Consider the cyclic [7,4,3] Hamming code with generator polynomial $g(x) = x^3+x+1$, then the corresponding cyclic generator matrix

$$G_1 = \begin{pmatrix}
1 & 2 & 3 & 4 & 5 & 6 & 7 \\
1 & 0 & 1 & 1 & 0 & 0 & 0 \\
0 & 1 & 0 & 1 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 & 1 & 1 & 0 \\
0 & 0 & 0 & 1 & 0 & 1 & 1
\end{pmatrix} \quad (2.38)$$

which, having the LR property, is a MSGM (span=16), and is also already in “$G_1$” form. The decimal equivalents of the seven columns are as follows:

<table>
<thead>
<tr>
<th>column</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>decimal equivalent</td>
<td>8</td>
<td>4</td>
<td>10</td>
<td>13</td>
<td>6</td>
<td>3</td>
<td>1</td>
</tr>
</tbody>
</table>

Thus, sorting the columns into increasing order gives the matrix

$$G_2 = \begin{pmatrix}
7 & 6 & 2 & 5 & 1 & 3 & 4 \\
0 & 0 & 0 & 0 & 1 & 1 & 1 \\
0 & 0 & 1 & 1 & 0 & 0 & 1 \\
0 & 1 & 0 & 1 & 0 & 1 & 0 \\
1 & 1 & 0 & 0 & 0 & 0 & 1
\end{pmatrix} \quad (2.39)$$

Using the “minimal-span” algorithm given in [58], we obtain the following minimal-span form for $G_2$:

$$G_3 = \begin{pmatrix}
1 & 1 & 1 & 1 & 0 & 0 & 0 \\
0 & 1 & 1 & 0 & 1 & 0 & 0 \\
0 & 0 & 1 & 1 & 1 & 1 & 0 \\
0 & 0 & 0 & 0 & 1 & 1 & 1
\end{pmatrix} \quad (2.40)$$
The span of $G_3$ is seen to be 15, one less than that of $G_1$, and indeed this is the minimal possible span among all column-equivalent versions of the original code $C$, and the corresponding trellis has 36 edges, which is also minimal.

### 2.3.2 Relaxation

The basic greedy algorithm is myopic. If it falls into local minimum, it cannot jump out and reach the global minimum.

**Example 2.6** *The relaxation on the [5,3,2] code*

Consider the [5,3,2] code with RRE generator matrix:

$$ G = \begin{pmatrix} 1 & 0 & 0 & 1 & 1 \\ 0 & 1 & 0 & 0 & 1 \\ 0 & 0 & 1 & 1 & 0 \end{pmatrix} \quad (2.41) $$

If we sort the rows according to the basic algorithm, we obtain

$$ G_1 = \begin{pmatrix} 1 & 2 & 3 & 4 & 5 \\ 0 & 1 & 0 & 0 & 1 \\ 1 & 0 & 0 & 1 & 1 \\ 0 & 0 & 1 & 1 & 0 \end{pmatrix} \quad (2.42) $$

If we reorder the columns into ascending order, we obtain

$$ G_2 = \begin{pmatrix} 3 & 1 & 4 & 2 & 5 \\ 0 & 0 & 0 & 1 & 1 \\ 0 & 1 & 1 & 0 & 1 \\ 1 & 0 & 1 & 0 & 0 \end{pmatrix} \quad (2.43) $$
The MS form of $G_2$ is

$$G_3 = \begin{pmatrix} 0 & 0 & 0 & 1 & 1 \\ 0 & 1 & 1 & 1 & 0 \\ 1 & 0 & 1 & 0 & 0 \end{pmatrix}$$ (2.44)

which has span 8, and edge count 16, which is not the smallest possible. To overcome this kind of problem, we can modify the algorithm to allow preliminary pairwise column exchanges. For example, if we interchange columns 1 and 4 of the original matrix $G$, and then apply the basic algorithm, we arrive at

$$G_3' = \begin{pmatrix} 1 & 0 & 0 & 1 & 1 \\ 0 & 1 & 1 & 1 & 0 \\ 1 & 1 & 0 & 0 & 0 \end{pmatrix}$$

which has smaller span (7) and edge count (14) than the previous permutation, and indeed this permutation is globally minimal.

In this example, the exchange of one column representing an information bit and one column representing a parity check bit is crucial to obtain the global minimum. We call this relaxation. There are two kinds of relaxation, i.e., deterministic and stochastic. By deterministic, we mean the two columns to be exchanged are chosen according to some pre-defined rules. By stochastic relaxation, on the other hand, the columns are determined by random numbers generated according to some pre-defined distribution functions. In either cases, the choice could be rejected. For example, to expect the maximal impact on the code trellis structure, we would like to reject parity check bit depending on only 1 or 2 information bits.

**Example 2.7** The $[24,12,8]$ Golay code

The search algorithm found one optimal permutation for $[24,12,8]$ Golay code in short time. See Example 2.4.

**Example 2.8** The $[48,24,12]$ extended quadratic residue code
The [48,24,12] self-dual code is the extended [47,24,11] QR code. One generator polynomial of the [47,24,11] QR code is \(1 + x + x^2 + x^3 + x^5 + x^6 + x^7 + x^9 + x^{10} + x^{12} + x^{13} + x^{14} + x^{18} + x^{19} + x^{23}\). The modified algorithm found the following optimal equivalent code in 12 minutes on a Sun Sparc 10 workstation. In 1996, Berger and Be'ery gave another optimal permutation based on the “twisted squaring construction” [9].

### 2.3.3 One optimal permutation for [48,24,12] QR code

If the dual distance \(d^\perp\) is known, the bounds in Theorem 1.4 can be refined. Since the dual code of \([n, k, d, d^\perp]\) code is an \([n, n-k, d^\perp, d]\) code, and since Forney (Theorem 3 in [28] and in many others) has shown that the DLP for the dual code \(C^\perp\) is related
to the DLP for the primal code $C$ by

$$K_i(C) = i - (n - k) + K_{n-i}(C^\perp), \text{ for } i = 0, 1, \ldots, n,$$

(2.45)

the following theorem follows:

**Theorem 2.6**

$$p_i \leq \begin{cases} 
K(i, d) \\
i - (n - k) + K(n - i, d^\perp)
\end{cases}$$

(2.46)

$$f_i \leq \begin{cases} 
K(n - i, d) \\
k - i + K(i, d^\perp)
\end{cases}$$

(2.47)

If we define

$$K_i^*(n, k, d, d^\perp) = \min(K(i, d), i - (n - k) + K(n - i, d^\perp)),$$

(2.48)

we also have the lower bound

$$E_C \geq \sum_{i=0}^{n-1} 2^{k-K_i^*(n,k,d,d^\perp)-K_{n-i-1}^*(n,k,d,d^\perp)}.$$  

(2.49)

Consider the [48,24,12] extended quadratic residue code. Since this code is self-dual, we have $d^\perp = 12 = d$ and

$$p_i \leq \begin{cases} 
K(i, 12) & 0 \leq i \leq 24 \\
i - 24 + K(48 - i, 12) & 24 \leq i \leq 48
\end{cases}$$

(2.50)

$$f_i \leq \begin{cases} 
K(48 - i, 12) & 24 \leq i \leq 48 \\
24 - i + K(i, 12) & 0 \leq i \leq 24
\end{cases}$$

(2.51)
If we look up the tables of $K(i, d)$ in [14], the above inequalities give the following DLP of the code:

<table>
<thead>
<tr>
<th>i:</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p_i$:</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>$f_i$:</td>
<td>24</td>
<td>23</td>
<td>22</td>
<td>21</td>
<td>20</td>
<td>19</td>
<td>18</td>
<td>17</td>
<td>16</td>
<td>15</td>
<td>14</td>
<td>13</td>
<td>13</td>
</tr>
</tbody>
</table>

and the values of $p_i, f_i$ with $25 \leq i \leq 48$ are given by the formula $p_i = f_{48-i}$ and $f_i = p_{48-i}$. Substituting the DLP bounds into (2.49), we find that $E_C \geq 860,156$. The code we found achieves the DLP bounds, and so $E_C = 860,156$ for the [48,24,12] extended QR code [22, 9].

2.3.4 Extending and puncturing

The algorithm described in the previous section seems to work quite well for codes of even length, but for odd length codes, its performance is sometimes disappointing. We have discovered a useful trick that overcomes this problem in many cases. If we have an odd-length $[n, k]$ code $C$, we apply the algorithm to the extended, even length, $[n+1, k]$ code $C'$, obtaining a good permutation for $C'$. We then delete the overall parity-column from the permuted, extended code.

If the extended code is invariant under a transitive permutation group, then any column of the extended code can be deleted ([54], Corollary 8.15), so that by deleting the column which reduces the span as much as possible, a good permutation for the original code usually results.

Example 2.9 Consider the $[15,5,7]$ code BCH with generator polynomial $1 + x + x^2 + x^4 + 5 + x^8 + x^{10}$. 
The optimal generator matrix of the extended code is:

\[
\begin{pmatrix}
0000000011111111 \\
0000111111110000 \\
0011001111001100 \\
0101010101010101 \\
1111111100000000
\end{pmatrix}
\]

Deleting column 8 results in one good equivalent code.

2.4 Summary

In this chapter we studied the bounds on PEC given the total span of the generator matrix. We also proposed efficient heuristic algorithms to search for optimal or good permutations for any block codes.

In appendix A, we list computer simulation results of these algorithms on various codes.
The basic algorithm:

**Preprocessor:**

- Transform the original matrix into Row-Reduced Echelon form (sometime MS form is enough). Then each column is either an information column or a parity check column.

- Sort the rows: Let one row of least weight as the first row. Suppose the first $m$ rows have been chosen, row $m+1$ is chosen to be one with least weight at positions where previous chosen rows all are 0.

**Permuter:**

- Permuting the columns such that all 1’s in the first row are in one side. For example, $(0,0,1,0,1,0,1,1,0,0)$ is permuted to $(0,0,0,0,0,1,1,1,1,1)$. At this point, the input matrix can be represented as:

\[
\begin{pmatrix}
0 & 1 \\
G_a & G_b
\end{pmatrix}
\]

- Record the permutation if necessary. Then send $G_a$ and $G_b$ to lower level permuters to process next row. This can be easily realized by divide-and-conquer programming.

**Postprocessor:** Apply the "minimal-span" algorithm given in [58].
The modified algorithm:

Step 1: Setup termination conditions (i.e., the maximal number of iterations).
Step 2: Apply the basic greedy algorithm.
Step 3: Termination conditions are met? If yes, go to step 6. If no, go to step 4.
Step 4: Choose one information column and one parity check column.
Step 5: If choice is accepted, exchange them then go to step 2. Otherwise go to step 4.
Step 6: End.

The algorithm for odd length codes:

Step 1: Add a parity check column to the original code.
Step 2: Apply the modified searching algorithm to the extended code.
Step 3: Delete the added column. Check LR conditions if necessary.

The algorithm for codes with transitive permutation group:

Step 1: Add a parity check column to the original code.
Step 2: Apply the modified searching algorithm to the extended code.
Step 3: Delete the column which reduces the span maximally. Check LR conditions if necessary.
Chapter 3  The Trellis Complexity of Convolutional Codes

3.1 Introduction

Since its introduction for convolutional codes, the trellis has proven to be a powerful tool for understanding and analyzing the dynamics of convolutional codes and their decoding algorithms. This success spurred extensive research on minimal trellis representation for block codes. For a long time, ironically, it seemed that people understood the minimal trellis structures of block codes very well but knew relatively little about the minimal trellis structures of convolutional codes. In the recent work of [61] and [73, 72], theories of minimal trellis representation for convolutional codes were first presented. These advancements were motivated by the research on block codes partially presented in previous chapters.

In this chapter, we shall answer the following questions concerning a convolutional code:

- What is the minimal trellis structure?
- What is the trellis-canonical PGM?
- How can we obtain the minimal trellis structure and the trellis-canonical PGM?
- What properties should the trellis-canonical PGM have?

The rest of this chapter is organized as follows. In section 3.2, we briefly review the fundamentals of algebraic theory of convolutional codes which is to be used throughout the rest of this chapter. A complete treatment of this subject can be found in [59]. In section 3.3, we elaborate the idea of minimal trellis structure of
convolutional codes and define the trellis-canonical PGM. Section 3.4 presents a general algorithm for finding the minimal trellis structure, given any PGM as input. While the algorithm always terminates, it does not guarantee the output to be trellis-canonical. However, as proved in section 3.5, for the class of most useful PGMs, viz, the canonical PGMs, there exists a simpler algorithm which always terminates and guarantees a trellis-canonical output. In section 3.6, we show that permutations can reduce the trellis complexity of a convolutional code substantially. The last section is the conclusion.

3.2 The basic theory of convolutional codes

An \((n,k)\) binary convolutional code \(C\) is a \(k\)-dimensional subspace of \(F(D)^n\), where \(F(D)\) is the field of rational functions in \(D\) over \(GF(2)\). A generator matrix \(G(D)\) for \(C\) is a \(k \times n\) matrix over \(F(D)\) whose rows form a basis for \(C\). It follows that any convolutional code has a polynomial generator matrix (PGM) whose entries are all polynomials. Hereafter, we only consider PGMs.

Let a PGM for \(C\) be

\[
G(D) = G_0 + G_1 D + G_2 D^2 + \cdots + G_L D^L = (G_{i,j}(D)),
\]

where \(G_i\) is a \(k \times n\) binary scalar matrix, and \(G_{i,j}(D)\) is a polynomial. Without loss of generality, we assume \(G_0\) and \(G_L\) be non-zero. Denote the degree of a polynomial \(P(D) = \sum_{i=0}^{L} a_i D^i\) be \(L\) if \(a_L \neq 0\) or \(P(D) = 0\). Then, for each row \(i\) of \(G(D)\), define its degree \(\text{deg}_i = \max_j \{\text{degree of } G_{i,j}(D)\}\). The degree of a polynomial matrix is the maximum degree of all its entries. The internal degree \(\text{intdeg} \ G(D)\) of \(G(D)\) is the maximum degree of all its \(k \times k\) minors. The external degree \(\text{extdeg} \ G(D)\) of \(G(D)\) is the sum of its row degrees.

A \(k \times n\) polynomial matrix \(G(D)\) is called basic if, among all polynomial matrices of the form \(T(D)G(D)\), where \(T(D)\) is a nonsingular \(k \times k\) matrix over \(F(D)\), it has
the minimum possible internal degree, i.e.,

\[ \text{intdeg } G(D) \leq \text{intdeg } T(D)G(D). \]

A \( k \times n \) polynomial matrix \( G(D) \) is called \textit{reduced} if its external degree cannot be reduced by a sequence of elementary row operations, i.e.,

\[ \text{extdeg } G(D) \leq \text{extdeg } T(D)G(D). \]

where \( T(D) \) is a square polynomial matrix whose determinant is a nonzero scalar. A PGM \( G(D) \) for the convolutional code \( C \) is \textit{canonical} if and only if it is both reduced and basic. It turns out that every PGM is equivalent to a canonical PGM.

Suppose \( G(D) \) is canonical. Then, \( \text{deg}_i \) is called the \textit{Forney index} of row \( i \). Let the Forney indices be denoted by \( f_1 \leq f_2 \leq \cdots \leq f_k \). The largest Forney index \( f_k = L \) is the \textit{memory} of the code and the sum \( m = f_1 + f_2 + f_3 + \cdots + f_k \) is the \textit{degree} of the code.

### 3.3 Minimal trellises for convolutional codes

The dynamics of a convolutional code can be depicted by a finite state machine. If we assume the starting point be the zero state and make time expansion of the finite state diagram, we construct a conventional trellis for this code. This trellis in principle is infinite but has a very regular structure consisting of a short initial transient section called the \textit{head} and repeated copies of what we shall call the \textit{trellis module}. In a truncated trellis there is also a section called the \textit{tail}. In each trellis module, there are \( 2^m \) initial states and \( 2^m \) final states. In general, the conventional trellises for convolutional codes have a regular structure as shown in Figure 3.1. Thus we may concentrate on one trellis module instead of the whole trellis to analyze such trellis complexity measurements as the number of edges, the number of vertices and the spatial distribution of these edges and vertices, all with respect to each information bit.
Figure 3.1: General Trellis Structure for Convolutional Codes.

A convolutional code has many trellis modules other than the conventional one. The minimal trellis modules are those which are simpler than others, in terms of some trellis complexity measurements. Based on minimal trellis modules, the minimal trellis structure is built. To demonstrate this idea, consider the discrete semi-infinite generator matrix $G^*$ for a convolutional code.

$$G^* = \begin{pmatrix} G_0 & G_1 & G_2 & \cdots & G_L \\ G_0 & G_1 & G_2 & \cdots & G_L \\ G_0 & G_1 & G_2 & \cdots & G_L \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ G_0 & G_1 & G_2 & \cdots & G_L \end{pmatrix}$$ (3.2)

A convolutional code is thus like a block code with infinite length. The techniques developed in [58, 42] can be used to construct the minimal trellis. As we shall see, however, the situation is more complex than for block codes.

If we concatenate the $L + 1$ matrices $G_0, G_1, G_2, \cdots, G_L$, we obtain a $k \times (L + 1)n$ scalar matrix, which we denote by $\tilde{G}$:

$$\tilde{G} = (G_0 \ G_1 \ G_2 \ \cdots \ G_L)$$ (3.3)
Then

\[
G^* = \begin{pmatrix}
\tilde{G} \\
S(\tilde{G}) \\
S^2(\tilde{G}) \\
\vdots 
\end{pmatrix}
\]  

(3.4)

where \( S(\cdot) \) is the shift-right-one-block operator. We call each shifted version of \( \tilde{G} \) a \textit{layer} of \( G^* \). For example, \( S^3(\tilde{G}) \) represents the third layer in \( G^* \).

Each trellis module corresponds to one complete vertical section of \( G^* \), i.e.,

\[
\hat{G} = \begin{pmatrix}
G_L \\
G_{L-1} \\
\vdots \\
G_1 \\
G_0
\end{pmatrix}
\]  

(3.5)

According to the trellis theory for block codes [58], if there are \( e_i \) active elements in the \( i^{th} \) column of \( \hat{G} \), the number of edges in the corresponding trellis module is

\[
E = \sum_{i=1}^{n} 2^{e_i}.
\]

If the number of active elements can be reduced in a trellis module, the edge complexity measurement, defined as the number of edges per information bit, can be reduced.

Unlike block codes, it is not enough to put the matrix \( \hat{G} \) into LR-form [58]. For two different rows \( i,j \) in \( \hat{G} \), it may happen that

\[
R_i = R_j + n.
\]  

(3.6)

In other words, with respect to \( G^* \), row \( i \) in one layer of \( G^* \) has identical right end with row \( j \) in the next layer. Therefore, the spanlength of row \( i \) or \( j \) could be reduced further.
Definition: A PGM $G(D)$ is LR-minimal if for any two different rows of $G^*$, $r_i$ and $r_j$, the following holds:

(a) $L_{r_i} \neq L_{r_j}$. \hfill (3.7)

(b) $R_{r_i} \neq R_{r_j}$. \hfill (3.8)

The following lemma says that it is not necessary to check Eqn. (3.7) and (3.8) for all rows in $G^*$.

Lemma 3.1 A PGM $G(D)$ is LR-minimal if and only if for any two different rows in $\tilde{C}$, $i$ and $j$,

(a) $L_i \neq L_j$ mod $n$. \hfill (3.9)

(b) $R_i \neq R_j$ mod $n$. \hfill (3.10)

Proof: Without loss of generality, suppose $G(D)$ to be LR-minimal, and $L_i - L_j = s \cdot n$ for some $i$, $j$ and $s \geq 0$, then $s \neq 0$. But the left end of row $j$ in the $s^{th}$ layer of $G^*$ is $L_j + s \cdot n$, which is equal to the left end of row $i$ in the first layer of $G^*$. This contradicts the LR-minimal assumption. So Eqn. (3.7) and (3.8) imply Eqn. (3.9) and (3.10).

Similarly, if Eqn. (3.9) and (3.10) hold, then $G(D)$ must be LR-minimal. 

The conditions (3.9) and (3.10) or (3.7) and (3.8) are therefore both called the LR properties of convolutional codes. In practice, conditions (3.9) and (3.10) are usually more convenient to use.

Definition: A PGM is trellis-canonical if it is canonical and, in one trellis module, minimizes

- the total number of edges.

- the total number of states.

- the total number of bifurcations.

Lemma 3.2 A PGM is trellis-canonical if and only if it is canonical and LR-minimal.
Proof: It follows that the LR-properties minimize the total number of edges per information bit, the total number of states per information bit, as well as the total number of bifurcations per information bit and some other complexity measurements simultaneously. See [58, 80].

Thus, obtaining the minimal trellis structure is equivalent to obtaining the trellis-canonical PGM.

3.4 The basic algorithm

The question now arises as to how to reduce the trellis complexity for a given convolutional code. Analogous to what we did with block codes, the main objective is to reduce the number of active elements in a trellis module. If the LR properties do not hold on \( G^* \), further reduction of trellis complexities is possible. Since the scalar generator matrices for convolutional codes are infinite, we can not simply apply row operations on \( G^* \).

In general, there are five cases to be considered. For some classes of convolutional codes, the problem can be simplified. We don’t consider the effect of column permutations until section 3.6.

In what follows, we assume \( i < j \) and let the \( m^{th} \) row of the polynomial generator matrix \( G(D) \) be denoted by \( Row[m] \).

For any two rows \( r_i \) and \( r_j \) in \( G^* \), let the corresponding rows in \( G(D) \) be \( Row[I] \), \( Row[J] \), respectively.

**CASE I:**

\[
\text{GCD}(Row[m]) \neq 1
\]  

(3.11)

i.e., the greatest common divisor of the \( m^{th} \) row of \( G(D) \) is a nonzero scalar. We divide \( Row[m] \) by its GCD.
CASE II:

\[ L_{r_i} = L_{r_j} \quad \text{and} \quad R_{r_i} \geq R_{r_j} \quad (3.12) \]

If \( r_i \) and \( r_j \) are in the same layer, it is enough to add \( \text{Row}[J] \) to \( \text{Row}[I] \). If \( r_i \) and \( r_j \) are in different layers, there exists some positive integer \( s \) such that \( D^s \) is a divisor of every entry in \( \text{Row}[I] \). In other words, the rule of CASE I applies first.

CASE III:

\[ R_{r_i} = R_{r_j} \quad \text{and} \quad L_{r_i} < L_{r_j} \quad (3.13) \]

If \( r_i \) and \( r_j \) are in the same layer, it is enough to add \( \text{Row}[J] \) to \( \text{Row}[I] \). If \( r_i \) and \( r_j \) are in different layers, there exists a positive integer \( s \) such that the row operation:

\[ \text{Row}[I] = \text{Row}[I] + D^s \cdot \text{Row}[J] \quad (3.14) \]

will shorten the spanlength.

CASE IV:

\[ L_{r_i} = L_{r_j} \quad \text{and} \quad R_{r_i} < R_{r_j} \quad (3.15) \]

CASE V:

\[ R_{r_i} = R_{r_j} \quad \text{and} \quad L_{r_i} \geq L_{r_j} \quad (3.16) \]

In these two cases, if \( r_i \) and \( r_j \) are in the same layer, it is enough to add \( \text{Row}[I] \) to \( \text{Row}[J] \). If \( r_i \) and \( r_j \) are in different layers, there exists some positive integer \( s \) such that \( D^s \) is a divisor of every entry in \( \text{Row}[I] \). Then return to CASE I.

**Example 3.1** The \((3,2)\) code

Consider the code with PGM:

\[ G(D) = \begin{pmatrix} D^2 & 0 & D^2 \\ D & 1 + D & 0 \end{pmatrix} \quad (3.17) \]
This code is LR-minimal. But it is not trellis-canonical. This example shows that we must consider CASE 1.

Now we come to an algorithm to find the trellis-canonical PGM with a general PGM as input. The algorithm calls a subroutine CHECK_GCD(\text{Row\_Vector}) to check CASE I on the PGM.

\begin{verbatim}
The subroutine to check CASE I: CHECK_GCD(Row\_Vector).

Begin:
IF (GCD(Row\_Vector) \neq 1)
    Row\_Vector=Row\_Vector/GCD(Row\_Vector);
RETURN(Row\_Vector).
End.
\end{verbatim}

However, the algorithm actually examines the LR properties on $\tilde{G}$ instead of $G^*$ and does all operations on $G(D)$. After any row operation on $G(D)$, subroutine CHECK_GCD(\text{Row\_Vector}) is called again. The output PGM is guaranteed LR-minimal. In the algorithm, $i$, $j$ are different integers and $0 \leq i, j \leq k - 1$. $s$ is a non-negative integer.
The algorithm for general PGMs: ALG1.

Begin:
FOR \( (m = 0 \text{ to } k - 1) \) CHECK.GCD(\(Row[m]\));
WHILE (LR properties do not hold on \(\tilde{G}\))
{
  IF (\( (R_i = R_j + s \cdot n) \text{ and } (L_i < L_j + s \cdot n) \))
  {
    \(Row[i] = Row[j]D^s + Row[i]\);
    CHECK.GCD(\(Row[i]\));
  }
  IF (\( L_i = L_j \text{ and } R_i \geq R_j \))
  {
    \(Row[i] = Row[j] + Row[i]\);
    CHECK.GCD(\(Row[i]\));
  }
  IF (\( (L_i = L_j \text{ and } R_i < R_j) \) or \( (R_i = R_j \text{ and } L_i \geq L_j) \))
  {
    \(Row[j] = Row[j] + Row[i]\);
    CHECK.GCD(\(Row[j]\));
  }
}
End.

Theorem 3.1 The algorithm ALG1 is convergent.

Proof: Without loss of generality, assume \(L_i = L_j + sn\). Since

\[
GCD(\text{Row}[i]) = GCD(\text{Row}[j]) = 1
\]
after calling the GCD checking subroutine, $s$ must be 0. If $R_i \geq R_j$, adding row $j$ to row $i$ will reduce the total of active elements in $\tilde{G}$. This corresponds to adding $\text{Row}[n]$ to $\text{Row}[m]$. If $R_i < R_j$, adding row $i$ to row $j$ will also reduce the total number of active elements in $\tilde{G}$. This corresponds to add $\text{Row}[m]$ to $\text{Row}[n]$. Since the total number of active elements in $\tilde{G}$ is finite, it will terminate after a finite number of steps. 

### 3.5 The simplified algorithm

**Definition:** A PGM is strictly row-reduced if the spanlength of the corresponding $\tilde{G}$ can not be reduced by an operation of the form

$$\text{Row}[m] = \text{Row}[n]D^s + \text{Row}[m],$$  \hspace{1cm} (3.18)

where $s$ is some integer and $m \neq n$.

In fact, this property is equivalent to the LR properties.

**Theorem 3.2** A PGM is strictly row-reduced if and only if it is LR-minimal.

**Proof:**

*Not LR-minimal $\iff$ not strictly row-reduced.*

If the LR properties fail, then for two different rows in $\tilde{G}$ and some $s \geq 0$, there are four cases:

1. $L_m = L_n + s \cdot n$ and $R_m \geq R_n + s \cdot n$
   
   $\text{Row}[m] = \text{Row}[n]D^s + \text{Row}[m]$ will reduce the spanlength of $\tilde{G}$.

2. $L_m = L_n + s \cdot n$ and $R_m < R_n + s \cdot n$
   
   $\text{Row}[n] = \text{Row}[m]D^{-s} + \text{Row}[n]$ will reduce the spanlength of $\tilde{G}$.

3. $R_m = R_n + s \cdot n$ and $L_m \geq L_n + s \cdot n$
   
   $\text{Row}[n] = \text{Row}[m]D^{-s} + \text{Row}[n]$ will reduce the spanlength of $\tilde{G}$. 


4. \( R_m = R_n + s \cdot n \) and \( L_m < L_n + s \cdot n \)

\( \text{Row}[m] = \text{Row}[n]D^s + \text{Row}[m] \) will reduce the spanlength of \( \tilde{G} \).

Thus, the PGM must be not strictly row-reduced.

**Not strictly row-reduced \( \implies \) not LR-minimal.**

If an operation like Eqn. (3.18) can reduce the spanlength of \( \tilde{G} \), either

\[
L_m = L_n + s \cdot n
\]

or

\[
R_m = R_n + s \cdot n
\]

will be true, since \( L_{\text{Row}[n]D^s} = L_n + s \cdot n \) and \( R_{\text{Row}[n]D^s} = R_n + s \cdot n \). Here \( s \) may be negative. Both cases imply that the PGM is not LR-minimal. \( \blacksquare \)

### 3.5.1 The basic encoder

**Lemma 3.3** A PGM \( G(D) \) is basic if and only if

\[
\gcd \left( \Delta_i(D), \ i = 1, 2, \ldots, \binom{n}{k} \right) = 1 \quad (3.19)
\]

where \( \Delta_i(D) \) are determinants of \( k \times k \) minors of \( G(D) \).

Proof: For a proof of this lemma, see [59]. \( \blacksquare \)

For basic PGMs to be LR-minimal, it is not necessary for them to be strictly row-reduced.

**Definition:** A PGM is row-reduced if the spanlength of the corresponding \( \tilde{G} \) can not be reduced by an operation of the form of Eqn. (3.18) where \( s \geq 0 \).

**Theorem 3.3** A basic PGM \( G(D) \) is LR-minimal if and only if it is row-reduced.

Proof: Let the greatest common divisor of row \( i \) be \( d_i(D) \), then \( \Delta_k(D) \), the determinants of \( k \times k \) minors of \( G(D) \), are all divisible by \( d_i(D) \). Since \( G(D) \) is basic, \( d_i(D) = 1 \) from Lemma 3.3.
Suppose $G(D)$ is not LR-minimal, then CASE II, III, IV, V might be true. In any of these four cases, operations like (3.18) can reduce the spanlength of $\tilde{G}$ and $s \geq 0$, as we saw in the previous section. Hence, $G(D)$ is not row-reduced.

If $G(D)$ is not row-reduced, then an operation like (3.18) that reduces the span of $\tilde{G}$ will necessarily reduce the span of $G^*$ or $G(D)$ is not LR-minimal.

**Lemma 3.4** If a PGM is LR-minimal, then it is reduced.

Proof: To prove this theorem, we need a result in [59].

**Lemma 3.5** Let the indicator matrix $G_{id}$ of PGM $G(D)$ be

\[ G_{id}(i, j) = \text{coefficient of } D^{f_i} \text{ in } G_{i,j}(D) \]

where $f_i$ is the degree of row $i$ of $G(D)$. Then $G(D)$ is reduced if and only if $G_{id}$ has rank $k$.

Now we examine the indicator matrix $G_{id}$ of a basic PGM which is LR-minimal. $G_{id}$ has the same right end set as $\tilde{G}$. Since $G(D)$ is LR-minimal, $\tilde{G}$ has LR property. Therefore, $G_{id}$ has R property, which means $G_{id}$ has rank $k$.

**Theorem 3.4** A basic PGM is trellis-canonical if and only if it is row-reduced.

Proof: If a basic PGM is trellis-canonical, it must be LR-minimal. From Theorem 3.3, it is also row-reduced.

If a basic PGM is row-reduced, then it is LR-minimal. Lemma 3.4 guarantees that it is reduced, too. Thus, the PGM is trellis-canonical.

### 3.5.2 The canonical encoder

**Theorem 3.5** A canonical PGM is trellis-canonical if and only if it is row-reduced.

Proof: This follows from Theorem 3.4 and the fact that canonical PGMs are basic.
3.5.3 The simplified algorithm: ALG2

For the class of basic PGMs, a simplified algorithm readily follows from the theorems in the preceding section. All symbols have the same meanings as in ALG1.

---

The algorithm for basic PGMs: ALG2.

Begin:
WHILE (LR properties do not hold on $\tilde{G}$)
{
  IF \((R_{i} = R_{j} + s \cdot n) \) and \((L_{i} < L_{j} + s \cdot n) \)
  \(Row[i] = Row[j]D^s + Row[i];\)
  IF \((L_{i} = L_{j} \) and \(R_{i} \geq R_{j}\)
  \(Row[i] = Row[j] + Row[i];\)
  IF \((L_{i} = L_{j} \) and \(R_{i} < R_{j}\) \) or \((R_{i} = R_{j} \) and \(L_{i} \geq L_{j}\) \)
  \(Row[j] = Row[j] + Row[i];\)
}
End.

---

Theorem 3.6 The algorithm ALG2 terminates correctly.

Proof: ALG2 is basically the same as ALG1, so it terminates. Since basic PGMs will still be basic after any number of elementary row operations, ALG2 needs not worry about $GCD$ of any row in $G(D)$ at any time. When ALG2 terminates, the result PGM is basic and row-reduced, i.e., trellis-canonical. 

Hence, in general, we would reduce the code to be basic then apply ALG2.
3.6 The Column Permutations

To illustrate the effect of column permutations on the trellis complexity of convolutional codes, we consider the (8,4,3) partial-unit-memory code with canonical generator matrix [1]:

\[ G(D) = \begin{pmatrix}
11111111 \\
11101000 \\
10110100 \\
10011010
\end{pmatrix} + \begin{pmatrix}
00000000 \\
11011000 \\
10101100 \\
10010110
\end{pmatrix} D. \]

Applying ALG2 to this code, we obtain the canonical-minimal PGM for this code:

\[ G(D) = \begin{pmatrix}
11111111 \\
00101111 \\
01001011 \\
00101110
\end{pmatrix} + \begin{pmatrix}
00000000 \\
11011000 \\
10101100 \\
01110110
\end{pmatrix} D. \]

The matrix for the corresponding trellis module turns out to be:

\[
\begin{pmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 1 & 0 & 1 & 1 & 0 & 0 & 0 \\
1 & 0 & 1 & 0 & 1 & 1 & 0 & 0 \\
0 & 0 & 1 & 1 & 1 & 0 & 1 & 0 \\
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
0 & 0 & 0 & 1 & 0 & 1 & 1 & 1 \\
0 & 1 & 0 & 0 & 1 & 0 & 1 & 1 \\
0 & 0 & 1 & 0 & 1 & 1 & 1 & 0
\end{pmatrix}
\]

The number of edge symbols in one trellis module is 480. Since it represents four bits, it follows that the trellis complexity is 120 symbol-edges\(^1\) per information bit.

However, if column permutations are allowed, the permutation \((01243567)\) results

\(^1\)If one edge corresponds to 3 symbols, it counts 3 symbol-edges.
in an equivalent code whose PGM is:

\[
G(D) = \begin{pmatrix}
1111111 \\
1110000 \\
1010110 \\
10011010
\end{pmatrix} + \begin{pmatrix}
0000000 \\
1101100 \\
10110100 \\
10001110
\end{pmatrix} D.
\]

The trellis-canonical form of this code is:

\[
G(D) = \begin{pmatrix}
1111111 \\
0001111 \\
01010011 \\
00110110
\end{pmatrix} + \begin{pmatrix}
0000000 \\
1101100 \\
10110100 \\
00111010
\end{pmatrix} D.
\]

The trellis complexity turns out to be 104 symbol-edges per information bit.

### 3.7 Conclusion

In this chapter, we have shown that every convolutional code has a unique minimal trellis structure, which is usually much simpler than the conventional trellis structure. We also presented algorithms to construct the minimal trellis for any convolutional code. These results allow us to make a direct performance-complexity comparison for block and convolutional codes, which we do in the next chapter.
Chapter 4 LTC versus ACG

4.1 Introduction

In Chapter 1, we presented the minimal trellis theory for block codes. Algorithms were developed in Chapter 2 to search the minimal trellis structures for various codes. The results in Chapter 3, on the other hand, enable us to obtain the minimal trellis structures for convolutional codes. Since the minimal trellis structure determines the computational complexity of the Viterbi decoding algorithm or its variants, we are now in a good position to make a comparison of convolutional codes and block codes.

What is LTC?

In this chapter, the trellis complexity is restricted to mean the number of trellis edges per information bit. Since this number is typically large, we use logarithmic trellis complexity (LTC) which is the base–2 logarithm of trellis complexity. Let $|E|^1$ be the total number of edges in the minimal trellis for block codes or the minimal trellis module for convolutional codes, then

$$LTC = \log_2 \frac{|E|}{k}.$$  \hspace{1cm} (4.1)

However, the comparison is not yet complete. For example, if there is no coding at all, the LTC would be minimal, but any decoding is meaningless. Thus, the coding performance is an indispensable ingredient in this discussion.

Usually $E_b/N_0$, the ratio of energy per information bit to noise spectral density to achieve some specified error probability, is the measure of a communication system. The amount of improvement of a coded system over uncoded systems is measured by the saving in $E_b/N_0$. Assuming a Gaussian channel and BPSK modulation, the

\footnote{Assume the optimal permutation. If the optimal permutation is unknown, we use the best known results.}
asymptotic coding gain reflects the “merit” of a particular coding scheme or the amount of improvement as the decoded bit error probability goes to zero. On the other hand, for non-Gaussian channel and many popular modulation schemes such as Trellis Coded Modulation (TCM) and Multi-Level Coded Modulation (MLCM), the coding gain heavily depends on the signal constellation and the symbol-to-signal mapping besides the code itself. Under such a circumstance, there does not exist an omnibus quantity to exactly measure the coding gain. To preclude this dilemma, we employ ACG as the index of coding performance.

**What is ACG?**

The *asymptotic coding gain* (ACG) is defined as the product of the code rate and the minimal (block codes) or free (convolutional codes) distance.

\[ ACG = \frac{k}{n} d = Rd \quad (4.2) \]

There are several advantages to using the ACG as the coding performance measurement.

- ACG is a simple, neat combination of the most important code parameters.

- ACG is independent of any particular modulation technique or channel conditions.

- ACG does have practical implication. It reflects the coding gain for Gaussian channel and BPSK modulation when the signal-to-noise ratio is large.

- It is broadly agreed that Gaussian channel and BPSK is the benchmark on testing binary codes.

**What is the comparison?**

In a fair comparison of codes, there are two criteria.

1. The ACG which indicates the coding performance. After all, we use codes to combat errors in communication. Thus the higher the ACG, the better the code.
2. The LTC–ACG ratio which measures the coding efficiency. This quantity helps one select the best code meeting the performance or complexity specifications. While there are many codes achieving the ACG requirement, they do not have the same coding complexity. A smaller LTC–ACG ratio means saving in decoding effort.

In this chapter, we shall examine the relationship between LTC and ACG for both block codes and convolutional codes. Since it is extremely difficult to compute the exact LTC-ACG ratio for most codes, we present a universal lower bound, which is similar to a result in [43]. In section 4.2, block codes are considered. Section 4.3 addresses convolutional codes. The comparison between block codes and convolutional codes is discussed in sections 4.3 and 4.4.

4.2 Block codes

4.2.1 The theorem

In this section we shall derive a lower bound on the LTC–ACG ratio by bounding the total number of edges in the minimal trellis in terms of $n$, $k$, and $d$. This can be done by studying the properties of a MSGM.

Lemma 4.1 For any $[n, k, d]$ linear code, $m_G \geq kd$.

Proof: Each row of the MSGM is itself a non–zero codeword. There are at least $d$ non–zero entries in each such codeword. Hence $m_{r_i} \geq d$. Summing over all rows leads to the conclusion. 

Lemma 4.2 For any $[n, k, d]$ linear code, $\sum e_i = m_G$.

Proof: An entry $a_{ij}$ in the generator matrix is called active if $L_{r_i} \leq j \leq R_{r_i}$. We shall count the number of active entries in two ways. The number of active elements in row $r_i$ is $|\{j : L_{r_i} \leq j \leq R_{r_i}\}|$, which is $m_{r_i}$. Thus the total number of active elements is the sum of all row spans, i.e., $m_G$. 
On the other hand, the number of active elements in column $j$ is

$$\left| \left\{ i : L_{r_i} \leq j \leq R_{r_i} \right\} \right| = k - \left| \left\{ i : j + 1 \leq L_{r_i} \right\} \right| - \left| \left\{ i : j > R_{r_i} \right\} \right|$$

$$= k - f_{j+1} - p_j$$

$$= e_j$$

Thus $\sum_i e_i = m_G$. 

**Theorem 4.1** For any linear block code

$$LTC \geq ACG - \log_2 R.$$  

Proof: By the arithmetic–geometric inequality,

$$|E| = \sum_i 2^{e_i}$$

$$\geq n (2^{\sum_i e_i})^{\frac{1}{n}}$$

$$\geq n2^{\frac{m_G}{n}} \text{ (By Lemma 2).}$$

Hence

$$LTC = \log_2 \frac{|E|}{k}$$

$$\geq \log_2 \frac{n}{k} 2^{\frac{m_G}{n}}$$

$$\geq \log_2 \frac{n}{k} 2^{\frac{kd}{n}} \text{ (By Lemma 1)}$$

$$= \log_2 \left( \frac{n}{k} + \frac{kd}{n} \right)$$

$$= ACG - \log_2 R.$$ 

**Corollary 4.1** $LTC \geq ACG$, with equality if and only if $R = 1$.

Proof: Since $R \leq 1$, $-\log_2 R \geq 0$. Then $LTC \geq ACG$. 

If \( \text{LTC} = \text{ACG} \), \( R \) must be 1.

For the \([n,n,1]\) code, \( \text{ACG} = 1 \). Since \( e_i = 1 \), \( \text{LTC} = \log_2 \frac{\sum_{i=1}^{k} \frac{1}{k}}{k} = 1 = \text{ACG} \). \( \blacksquare \)

### 4.2.2 Some examples

**Example 4.1** The \([n,n-1,2]\) parity-check code.

\[
\begin{pmatrix}
1 & 1 & 0 & \cdots & 0 \\
0 & 1 & 1 & \cdots & 0 \\
0 & 0 & \cdots & \cdots & \cdots \\
0 & 0 & \cdots & 1 & 1
\end{pmatrix}
\]

The MSGM for the \([n,n-1,2]\) code.

Its minimal trellis has \( 4(n-1) \) edges. Thus \( \text{LTC} = 2 \).

The ACG is

\[
2^{\frac{n-1}{n}}.
\]

Hence

\[
\frac{\text{LTC}}{\text{ACG}} = \frac{n}{n-1}.
\]

Note that this ratio is always strictly greater than 1 but it approaches 1 as the code length goes to infinity. Hence (4.6) is asymptotically tight in this case.

**Example 4.2** The \([n,1,n]\) repetition code.

\[
\begin{pmatrix}
1 & 1 & 1 & \cdots & 1
\end{pmatrix}
\]

The MSGM for the \([n,1,n]\) code.

The ACG is 1 and

\[
\text{LTC} = 1 + \log_2 n.
\]

Therefore, the LTC-ACG ratio is

\[
\frac{\text{LTC}}{\text{ACG}} = 1 + \log_2 n.
\]

Since \( R = 1/n \), the bound (4.6) is exact in this case.
Example 4.3 First order Reed–Muller codes.

In [37, 38], the optimal trellises for Reed-Muller codes were completely determined. For the first order RM codes, \( n = 2^m, k = m + 1, d = 2^{m-1} \), and \( ACG = \frac{m+1}{2} \).

The edge dimension distribution is:

\[
\begin{align*}
\text{dimension} : & \quad 1 \quad 2 \quad 3 \quad \cdots \quad m-1 \quad m \\
\text{number of} : & \quad 2 \quad 2^2 \quad \cdots \quad 2^{m-2} \quad 2^{m-1}
\end{align*}
\]

(This means that there are two stages with edge dimension one and so on)

Then

\[
E = 2 + \sum_{i=1}^{m} 2^i 2^{i-1} = 2 + \frac{4^{m+1} - 4}{6}.
\]

Therefore

\[
\frac{LTC}{ACG} = \frac{2(\log_2(4^{m+1} + 8) - \log_2 6(m + 1))}{m + 1}
\]

and

\[
\lim_{n \to \infty} \frac{LTC}{ACG} = 4.
\]

The left end \( (L_i) \) set is \( \{0, 2^0, 2^1, \cdots, 2^{m-1}\} \). The right end \( (R_i) \) set is \( \{2^m - 1, 2^m - 2^0 - 1, \cdots, 2^m - 2^{m-1} - 1\} \). The total span

\[
m_G = \sum_{i=1}^{m+1} (R_i - L_i + 1)
\]

\[
= \sum_{i=1}^{m+1} (R_i + 1) - \sum_{i=1}^{m+1} L_i
\]

\[
= \sum_{i=0}^{m-1} (2^m - 2^{i+1}) + 2^m
\]

\[
= (m - 1)2^m + 2
\]
From 4.11

\[ \text{LTC} \geq \frac{(m - 1)2^m + 2}{n} - \log_2 R \]

\[ = m - 1 + \frac{2}{n} + m - \log_2 (m + 1). \]  

(4.23)  

(4.24)

Thus

\[ \lim_{n \to \infty} \frac{\text{LTC}}{ACG} \geq 4 \]

which coincides with the exact value. But (4.6) gives 3 as a lower bound.

The following theorem is a stronger result than Theorem 3 in [44], with a simpler proof. It shows that we can also obtain lower bounds on other trellis complexities as well.

**Theorem 4.2** Let \( s_{\max} = \max\{s_i\} \), then

\[ s_{\max} \geq \frac{k(d - 1)}{n - 1}. \]

(4.25)

Proof:

\[ \sum_{i=0}^{n} s_i = nk + k - \sum_{i=0}^{n} f_i - \sum_{i=0}^{n} p_i \]

\[ = nk + k - \sum_{i=1}^{n} f_i - \sum_{i=0}^{n-1} p_i - k - k \]

\[ = \sum_{i=1}^{n} e_i - k = m_G - k \]

(4.26)  

(4.27)  

(4.28)

Since \( s_0 = s_n = 0 \), we have

\[ (n - 1)s_{\max} \geq \sum_{i=0}^{n} s_i = m_G - k \geq kd - k, \]

(4.29)

i.e.,

\[ s_{\max} \geq \frac{k(d - 1)}{n - 1} > \frac{k(d - 1)}{n}. \]

(4.30)
4.2.3 The asymptotic analysis

To study the asymptotic behavior of the LTC–ACG ratio, we first note that in [43], some asymptotic results on \( s_{\text{max}} \) were presented. These results are closely related to the discussion in this chapter. In the sequel, \( S_n \) is the symmetric permutation group of order \( n \). \( R_{\text{max}}(x) \) is the McEliece–Rodemich–Rumsey–Welch [63] upper bound, given by

\[
R_{\text{max}}(x) \leq \min_{0 \leq u \leq 1 - 2x} 1 + g(u^2) - g(u^2 + 2xu + 2x), \tag{4.31}
\]

where

\[
g(u) = H_2((1 - \sqrt{1 - x})/2), \tag{4.32}
\]

and \( H_2(x) \) is the binary entropy function defined as

\[
H_2(x) = -x \log_2 x - (1 - x) \log_2 (1 - x). \tag{4.33}
\]

\( R_{\text{max}}(x) \) is strictly less than any other known upper bound, thus providing the best bound in the following theorems.

**Theorem 4.3** [43] For any sequence of block codes with parameters \( (n, k_n, d_n) \), if \( \lim_{n \to \infty} \frac{k_n}{n} = R, \lim_{n \to \infty} \frac{d_n}{n} = \delta \) and \( R\delta \neq 0 \), then

\[
\liminf_{n \to \infty} \frac{s_{\text{max}}}{n} \geq \frac{R - R_{\text{max}}(L\delta)}{(L - 1)} \tag{4.34}
\]

for any integer \( L \geq 2 \).
In the original statements in [43], $s_{\text{max}}$ is replaced by

$$s^* = \min \{ s_{\text{max}} : S_n \text{ acts on the column vectors} \}. $$

However, there is no real difference.

**Theorem 4.4** Let $C$ be a sequence of block codes with parameters $(n, k_n, d_n)$ such that $\lim_{n \to \infty} \frac{k_n}{n} = R$, $\lim_{n \to \infty} \frac{d_n}{n} = \delta$ and $R \delta \neq 0$, then

$$\lim_{n \to \infty} \inf \frac{\text{LTC}}{\text{ACG}} \geq \max_{L \geq 2} \frac{R - R_{\text{max}}(L \delta)}{R \delta (L - 1)}. \quad (4.35)$$

Proof: Since $s_i \leq e_i \leq s_i + 1$,

$$2^{s_{\text{max}}} \leq \sum_i 2^{e_i} \leq |E| \leq n 2^{s_{\text{max}} + 1}.$$  

We have

$$s_{\text{max}} - \log k \leq \text{LTC} \leq s_{\text{max}} + 1 + \log \frac{n}{k},$$

which implies

$$\lim_{n \to \infty} \frac{\text{LTC}}{n} = \lim_{n \to \infty} \frac{s_{\text{max}}}{n}. \quad (4.36)$$

Hence

$$\lim_{n \to \infty} \inf \frac{\text{LTC}}{\text{ACG}} = \frac{\lim_{n \to \infty} \inf \frac{\text{LTC}}{n}}{\lim_{n \to \infty} \frac{\text{ACG}}{n}} \quad (4.37)$$

$$= \frac{\lim_{n \to \infty} \inf \frac{s_{\text{max}}}{n}}{\lim_{n \to \infty} \frac{kd}{n^2}} \quad (4.38)$$

$$\geq \max_{L \geq 2} \frac{R - R_{\text{max}}(L \delta)}{R \delta (L - 1)}. \quad (4.39)$$
Corollary 4.2

\[ \lim_{n \to \infty} \inf \frac{LTC}{ACG} \geq 2 \]  \hspace{1cm} (4.40)

Proof: By the Plotkin bound, \( \delta \leq \frac{1}{2} \). Suppose \( \delta = 0.5 \), then \( L\delta \geq \frac{1}{2} \). Note that \( R_{\text{max}}(x) = 0 \) if \( x \geq 0.5 \). With \( L = 2 \), (4.35) becomes:

\[ \lim_{n \to \infty} \inf \frac{LTC}{ACG} \geq 2. \]  \hspace{1cm} (4.41)

If \( \delta < 0.5 \), let \( L = \lceil \frac{1}{2\delta} \rceil \). It is easy to check that \( L\delta \geq \frac{1}{2} \) and \( L > 1 \). Substituting \( L \) in (4.35), we have

\[ \lim_{n \to \infty} \inf \frac{LTC}{ACG} \geq \frac{1}{\delta(L - 1)} \]  \hspace{1cm} (4.42)

\[ \geq \frac{1}{\delta(\frac{1}{2\delta} + 1 - 1)} \]  \hspace{1cm} (4.43)

\[ = 2. \]  \hspace{1cm} (4.44)

\[ \text{Unfortunately, (4.40) does not cover Example 1 to Example 3 and many popular codes, including higher order RM and BCH codes. Combining (4.6) and (4.40) gives the following asymptotic lower bound for linear codes.} \]

\textbf{Theorem 4.5} For any sequence of linear codes with fixed \( R, \delta \),

\[ \lim_{n \to \infty} \inf \frac{LTC}{ACG} \geq \begin{cases} 
2 & \text{if } R\delta > 0 \\
1 & \text{if } R\delta = 0 
\end{cases} . \]  \hspace{1cm} (4.45)
4.3 The convolutional codes

4.3.1 The LTC-ACG ratio

A convolutional code is of infinite length. But if we retain the first $M$ rows of the scalar generator matrix and ignore the rest, the resulting subcode is in fact a block code. If $M$ is large enough, the minimal trellis (without column permutation) of the block code mainly consists of the trellis modules. This simple observation allows us to approximate convolutional codes by block codes.

The $s$th truncation of an $(n, k)$ convolutional code is an $[n(f_k + s), ks]$ block code whose generator matrix $G^s$ is just the first $ks$ rows of the scalar generator matrix $G^*$. Denote the $s$th truncation of the code $C$ by $C^s$. If $G^*$ corresponds to the trellis-canonical generator matrix for the convolutional code, $G^s$ is a MSGM for $C^s$.

Lemma 4.3 Let $\text{LTC}_*$ be the trellis complexity index of code $\ast$. (The subscript is omitted when understood.) Then

$$\lim_{s \to \infty} \text{LTC}_{C^s} = \text{LTC}_C.$$

Proof: If $s$ is sufficiently large, the minimal trellis for $C^s$ contains $s - f_k$ copies of the trellis module, in addition to a head and a tail whose matrix forms are:

$$G_{\text{head}} = \begin{pmatrix}
G_0 & G_1 & G_2 & \cdots & G_{L-1} \\
G_0 & G_1 & \cdots & G_{L_2} \\
\vdots & \vdots & \vdots & \cdots \\
G_0 & & & & \\
\end{pmatrix}$$

$$G_{\text{tail}} = \begin{pmatrix}
G_L \\
G_{L-1} & G_L \\
\vdots & \vdots & \vdots & \cdots \\
G_1 & \cdots & G_{L-2} & G_{L-1} & G_L \\
\end{pmatrix}$$
Then
\[ \text{LTCC} = \log_2 \frac{(s - f_k)|E| + |E_{tail}| + |E_{head}|}{k \cdot s} \]

where \(|E_{tail}|, |E_{head}|\) and \(|E|\) are the number of edges in the tail, the head and one trellis module, respectively.

Apparently,
\[
\begin{align*}
0 < |E_{tail}| &< f_k |E|, \\
0 < |E_{head}| &< f_k |E|.
\end{align*}
\]

The trellis complexity index for \(C^s\) can thus be bounded by
\[
\log_2 \frac{(s - f_k)|E|}{k \cdot s} < \text{LTCC} < \log_2 \frac{(s + f_k)|E|}{k \cdot s}.
\]

Note that \(n, k\) and \(f_k\) are fixed.

Let \(s\) go to infinity:
\[
\lim_{s \to \infty} \log_2 \frac{s - f_k}{s} + \log_2 \frac{|E|}{k} + \log_2 \frac{|E|}{k} + \lim_{s \to \infty} \log_2 \frac{s + f_k}{s}
\]

\[
\begin{align*}
\text{LTCC} &= \log_2 \frac{|E|}{k} \leq \lim_{s \to \infty} \text{LTCC} \leq \log_2 \frac{|E|}{k} = \text{LTCC}
\end{align*}
\]

**Theorem 4.6** For any convolutional code \(C\),
\[
\text{LTCC} \geq \text{ACG} - \log_2 R.
\]

**Proof:** Since every codeword of \(C^s\) is a codeword of \(C^{s+1}\) and \(C\),
\[
d^s \geq d^{s+1} \geq d_{free}.
\]
From Theorem 4.1,
\[
\text{LTC} \geq \text{ACG} - \log_2 \frac{ks}{n(f_k + s)}.
\]

Thus
\[
\begin{align*}
\text{LTC} &= \lim_{s \to \infty} \text{LTC}_{C^*} \\
&\geq \lim_{s \to \infty} \frac{k}{n} d^* - \log_2 R \tag{4.53} \\
&\geq \text{ACG} - \log_2 R. \tag{4.55}
\end{align*}
\]

\[\square\]

Corollary 4.3 For any convolutional code,
\[
\frac{\text{LTC}}{\text{ACG}} > 1. \tag{4.56}
\]

4.3.2 Asymptotic analysis

In this section, we shall investigate the asymptotic behavior of the LTC–ACG ratio for convolutional codes. However, what asymptotic analysis means here is a little different. For block codes, we examine a sequence of codes whose length, dimension and minimum distance all are variable, but whose relative distance and rate converge to some number, respectively. For convolutional codes, we study properties of a sequence of codes of variable memory \( f_k \) (usually in increasing order), but with fixed values of \( n \) and \( k \). Figure 4.1 shows that for the best-known \((2,1,f_k)\) convolutional codes, the LTC–ACG ratio approaches, and then crosses, the line of slope 2, as the memory increases. In fact, we can prove that this is true for any nondegenerate sequence of convolutional codes. To do this, we will continue to employ block codes to “approximate” convolutional codes.

Consider the sequence of block codes \( C^*_{f_k} \), which are the \( s \)th truncations of an \((n,k)\) convolutional code \( C_{f_k} \) with free distance \( d_{f_k} \). If \( f_k \) and \( s \) approach infinity independently, we can hardly expect a meaningful result, so hereafter let \( s = \lambda f_k \) for some constant \( \lambda > 1 \).
Figure 4.1: The plot of LTC versus ACG for optimal $(2, 1, f_k)$ codes. Small circles represent codes with increasing memory.
For this sequence, the rate is convergent:

\[
\lim_{\epsilon_k \to \infty} \frac{ks}{n(f_k + s)} = \frac{\lambda}{1 + \lambda} \cdot \frac{k}{n} \quad (4.57)
\]

\[
= \frac{\lambda}{1 + \lambda} R \quad (4.58)
\]

\[
> 0. \quad (4.59)
\]

The asymptotic relative distance would be

\[
\delta = \lim_{f_k \to \infty} \frac{d_{C_{f_k}^j}}{n(f_k + s)} \quad (4.60)
\]

\[
= \frac{1}{n(1 + \lambda)} \lim_{f_k \to \infty} \frac{d_{C_{f_k}^j}}{f_k} \quad (4.61)
\]

\[
= \frac{1}{n(1 + \lambda)} \lim_{f_k \to \infty} \frac{d_{f_k}}{f_k}. \quad (4.62)
\]

**Definition:** A sequence of convolutional codes is degenerate if

\[
\lim_{f_k \to \infty} \inf \frac{d_{f_k}}{f_k} = 0. \quad (4.63)
\]

For a nondegenerate sequence whose relative distance is convergent, from Theorem 4.5, we have

\[
\lim_{f_k \to \infty} \inf \frac{LTC_{C_{f_k}^j}}{n(f_k + s)} = \frac{1}{n(1 + \lambda)} \lim_{f_k \to \infty} \inf \frac{LTC_{f_k}^j}{f_k}
\]

\[
\geq 2 \lim_{f_k \to \infty} \frac{ACG_{C_{f_k}^j}}{n(f_k + s)}. \quad (4.64)
\]

**Lemma 4.4**

\[
\lim_{f_k \to \infty} \frac{LTC_{C_{f_k}^j} - LTC_{f_k}}{f_k} = 0 \quad (4.65)
\]

**Proof:** From (4.49) we have

\[
\lim_{f_k \to \infty} \log_2 \frac{\lambda - 1}{\lambda} \frac{LTC_{C_{f_k}^j} - LTC_{f_k}}{f_k} < \lim_{f_k \to \infty} \frac{LTC_{C_{f_k}^j} - LTC_{f_k}}{f_k} < \lim_{f_k \to \infty} \frac{\log_2 \frac{\lambda + 1}{\lambda}}{f_k},
\]
i.e.,
\[
| \lim_{f_k \to \infty} \frac{LTC_{C^*_f_k} - LTC_{f_k}}{f_k} | < \lim_{f_k \to \infty} \frac{c}{f_k} \to 0,
\]
where \(c\) is a constant. \(\blacksquare\)

**Theorem 4.7** For any nondegenerate sequence of convolutional codes with fixed \(n\) and \(k\),
\[
\lim_{f_k \to \infty} \inf \frac{LTC_{f_k}}{ACG_{f_k}} \geq 2.
\]

Proof: First divide the sequence into subsequences such that the relative distance of each subsequence is convergent. For each subsequence, from Lemma 4.4 and equation (4.64)
\[
\lim_{f_k \to \infty} \inf \frac{LTC_{f_k}}{ACG_{f_k}} = \lim_{f_k \to \infty} \inf \frac{\frac{LTC_{f_k}}{f_k}}{\frac{d_{free}}{f_k}} = \frac{\lim_{f_k \to \infty} \inf \frac{LTC_{C^*_f_k}}{f_k}}{\lim_{f_k \to \infty} \frac{d_{free}}{f_k}} \geq \frac{2n(1 + \lambda) \lim_{f_k \to \infty} \frac{ACG_{C^*_f_k}}{n(f_k+s)}}{R \lim_{f_k \to \infty} \frac{d_{free}}{f_k}} = \frac{2\lambda}{1 + \lambda} \frac{Rn(1 + \lambda)\delta}{\lim_{f_k \to \infty} \frac{d_{free}}{f_k}} \geq \frac{2\lambda}{1 + \lambda} \lim_{f_k \to \infty} \frac{d_{free}}{f_k} = \frac{2\lambda}{1 + \lambda} > 2
\]

since \(\lambda\) can be arbitrarily large.

The theorem follows by taking the minimum over all subsequences. \(\blacksquare\)

### 4.4 More examples

In the appendix, we list the ACG and the LTC for a large number of "good" convolutional codes, and a few block codes. Plots are also presented to offer better visual
understanding of the LTC-ACG ratio. In Fig. 4.2 we show a scatter plot of collected (ACG,LTC) pairs to provide a direct comparison. In all these plots, there is one line of slope one and one of slope two. Theorem 4.1 and 4.6 guarantee that all points are above the line of slope one. It is interesting that the plots reveal that for most “good” convolutional codes of relative small memory, the LTC-ACG ratios fall in the \(1.5 \sim 2.0\) region. For example, for the \((8,4,3,8)\) PUM code, it is 1.68. For the “NASA” standard \((2,1,6,10)\) code, the ratio is 1.60 which is smaller than any other known “good” codes. For block codes, the LTC-ACG ratio is generally above the slope two line, implying worse efficiency. This partially supports the general belief that block codes are “worse” than convolutional codes.

### 4.5 Conclusion

In this section, we studied the performance/complexity tradeoff for block and convolutional codes. An interesting analogy to real life is

\[
\frac{\text{Investment}}{\text{Profit}} \sim \frac{\text{LTC}}{\text{ACG}}.
\]

We first obtained bounds on the LTC-ACG ratio by examining the span distribution for block codes. The connection of these bounds with the work of [43] has been discussed. The powerful span analysis produced even stronger result.

Intuitively, all theorems regarding block codes can be generalized to convolutional codes, and we did use block codes to approximate convolutional codes. But caution is still needed to avoid plausible arguments. The generalization is thus subtle. Although empirical study suggested that block codes usually have worse efficiency than convolutional codes, it is too early to conclude that block codes are worse.
Figure 4.2: A scatter plot of (ACG,LTC) pairs for the codes in the Appendix. Convolutional codes are indicated with small circles and block codes with *'s.
Chapter 5  Trellis Decoding Complexity

5.1 Introduction

Since its introduction in 1967, the Viterbi Algorithm (VA) has been recognized as an attractive decoding technique for convolutional codes. Unfortunately, the complexity of the standard VA prohibits its use in many applications. Recently, extensive research has been done on reducing the decoding complexity of Viterbi-like algorithms for block codes [22, 37, 38, 40, 45, 57, 58, 64]. This in turn spurred research on low complexity maximum likelihood decoding for convolutional codes [33, 60, 61, 72].

By decoding complexity, we mean the number of addition equivalent operations required per decoded information bit. In chapter 3 (also see [60]), a complexity lower bound for bit-by-bit Viterbi decoding was given. A general algorithm for achieving this lower bound was proved. However, even lower decoding complexity is achievable by grouping consecutive channel outputs and using group-by-group Viterbi decoding. To achieve this, we propose a Hybrid Trellis Decoding Algorithm (HTDA), which exploits sectionalization techniques for block codes [45]. Hole and Ytrehus recently proposed a Two–Step Trellis Decoding Algorithm (TSTDAs) for decoding Partial Unit Memory (PUM) convolutional codes [33]. The TSTDAs also takes advantage of grouping channel outputs. But the HTDA is applicable to most codes while the TSTDAs is efficient only for codes with parallel branches (e.g., PUM codes). We shall see that the HTDA is more efficient than the TSTDAs even for some PUM codes.

In section 5.2, the basic Viterbi decoding algorithm is briefly analyzed. Section 5.3 contains a concise description of the TSTDAs. In Section 5.4, the HTDA is detailed. An example is presented to show that the HTDA is more efficient than the TSTDAs for PUM codes, which in turn is superior to the standard VA for comparable punctured codes [33]. In section 5.5, we shall discuss the bounds on the decoding complexity of the HTDA.
5.2 The basic algorithm

An optimal decoder (Figure 5.1) produces an estimate $v$ of the transmitted sequence $u$ given the channel output $r$, such that the a posteriori probability $P(v|r)$ is maximized. If all codewords are equally likely to be transmitted, this is tantamount to maximizing $P(r|v)$, the likelihood of $r$ given $v$.

![Figure 5.1: A General Decoder.](image)

Assume a memoryless channel which outputs real numbers. Let $f_i(\cdot)$ be the channel transition probability densities, where $i \in GF(2)$. The optimal decoding strategy may as well maximize any monotonic increasing function of $P(r|v)$. For example,

$$D(r, v) \overset{\text{def}}{=} \sum_i (-1)^{e_i} m(r_i) = 2P(r|v) - \sum_i (\log f_0(r_i) + \log f_1(r_i))$$  \hspace{1cm} (5.1)

is such a function, where $m(r_i) = \log(f_0(r_i)/f_1(r_i))$. Hereafter we assume the optimal decoder input is $m(r_i)$. Then a simplified VA can be employed in decoding.

The Viterbi algorithm is best understood by examining the trellis structures for convolutional codes. In Chapter 3 we defined the minimal trellis for convolutional codes. However, the internal structure of a trellis module may vary. For example, the trellis module considered in Chapter 3 is of depth\(^1\) $n$ where the label length of each edge is one (the primitive trellis). A depth-1 trellis module is one whose label lengths are $n$ for all edges. Figure 5.2 shows two trellis modules for the same code. A general trellis module may have $m$ depths and multiple label lengths, provided that $\sum_{i=1}^{m} l_i = n$, where $l_i$ is the label length of depth $i$. (This is analogous to the trellis

\(^1\)The meaning of depth and stage in this Chapter is different from that in Chapter 1.
"segmentation" for block codes [45].) On the other hand, the trellis complexity of any "segmentation" of the trellis module is completely determined by the minimal trellis structure proposed in chapter 3.

![Trellis Diagrams](image)

Figure 5.2: a: Depth–1 trellis module. b: Depth–4 trellis module.

Now consider the simple trellis module shown in Figure 5.3. There are four states, 00, 01, 10 and 11. Let $l_{i}^{01}$ be the label of the edge from state 01 to state 11. $d_{00}^{i}$ denotes the distance accumulated up to stage $i$ at state 00. To update the distance of state 00 at stage $i + 1$ with decoder input $r$, first the edge metrics $D(l_{00}^{i}, r)$ and $D(l_{10}^{i}, r)$ are computed and added to $d_{00}^{i}$ and $d_{10}^{i}$, respectively. The VA chooses the smaller number as the updated $d_{00}^{i}$ and the corresponding path as the survivor. After all four states have been updated, the VA either chooses a survivor as its output or repeats the same procedure on the identical module with a different received vector.

There are three kinds of computations (measured by the number of addition equivalent operations) involved in the VA: the computation of edge metrics, $P_E$; the accumulation of distance, $P_A$; and the updating of state distance, $P_U$. If one trellis module represents $k$ information bits, we define the decoding complexity of the VA

...
as
\[
\gamma_{VA} = \frac{P_E + P_A + P_U}{k}.
\] (5.2)

For a depth-\(n\) trellis module, an algorithm to compute \(\gamma_{VA}\) was given in chapter 3 (also see [60, 61]). However, more efficient decoding is possible using general trellis modules. The TSTDA and the HTDA introduced in this paper use depth-1 trellis modules, though HTDA is applicable to general trellis modules.

### 5.3 Two-step trellis decoding

In [33], a two-step trellis decoding procedure for high rate convolutional codes was presented. A set of edges is called a parallel branch if every edge originates from the same state and ends on the same state as well. The TSTDA first decodes all parallel branches by a local Viterbi decoder, then constructs a simplified trellis module where every parallel branch is replaced by the survivor chosen by the local Viterbi Decoder. The VA is then applied to this reduced trellis module to complete the decoding.

The efficiency of the TSTDA is heavily dependent on the existence of parallel branches. The higher the percentage of parallel branches, the more efficient the algorithm. Thus it is suitable for partial unit memory convolutional codes, which have many parallel branches.
5.4 Hybrid trellis decoding algorithm

For convenience of analysis, we may divide trellis decoding into two distinct processes. The first is to compute edge metrics. The second is to accumulate and update state distances. In the TSTDA, the two processes are interweaved to achieve lower decoding complexity. In fact, keeping these two processes separated leads to more efficient decoding. Since the computation effort required by the second process is essentially determined by the infrastructure of the trellis module chosen, e.g., the number of edges and states used, little saving can be expected. We shall therefore focus on reducing the cost of edge metric computation.

5.4.1 Edge metric computation

Let the edge label set be $\mathcal{C}$, which is a $[n, k^*, d]$ linear block code. For each edge $e$, its metric is

$$\sum_{i=1}^{n} (-1)^{l_{e} r_{i}},$$

where $l_{e}$ is the edge label. For a single codeword in $\mathcal{C}$, $n - 1$ additions are required to compute its metric. Since different codewords may share internal results, more efficient methods are available for computing the metrics [45]. For example, once the metric for $(0010101)$ is known, the metric for $(1101010)$ can be obtained by negation. Let $\theta_{C}$ be the minimal number of addition equivalent operations required to compute all metrics. $\theta_{C}$ is more than a function of $n$, $k^*$ and $d$, but heavily depends on the infrastructure of the code.

5.4.2 State distance updating

This part of the computation is primarily determined by the number of edges and number of vertices in a trellis module. One exception is that when there exist parallel branches. In this case, the HTDA compares all edge metrics in a parallel branch and selects the smallest one before accumulating state distance rather than accumulating the state distance for every edge before comparing and selecting the smallest one.
Denote the reduced computation for distance accumulating and distance updating by $P_A'$ and $P_U'$, respectively. The decoding complexity of the HTDA is then

$$\gamma_{HTDA} = \frac{\theta_c + P_A' + P_U'}{k}. \quad (5.4)$$

### 5.4.3 One example

Consider the (8,4,3,8) PUM code with the trellis-canonical generator matrix

$$G(D) = \begin{pmatrix} 11111111 \\ 01010011 \\ 00110110 \\ 00001111 \end{pmatrix} + \begin{pmatrix} 00000000 \\ 11110000 \\ 01011100 \\ 01100110 \end{pmatrix} D \quad (5.5)$$

whose primitive trellis is demonstrated in Figure 5.4.

![Trellis Diagram](image)

Figure 5.4: The simplified structure of the primitive trellis module for (8,4,3,8) PUM code. Each big vertex represents a set of vertices in the primitive trellis. The sequence above the figure is the edge dimension profile. The sequence below the figure is the state dimension profile.

By grouping the eight sections, a depth-1 trellis is obtained. There are 128 edges in this trellis and 2 parallel edges between any pair of vertices. The edge label set is
a [8,5,2] block code whose generator matrix is:

\[
\begin{pmatrix}
1111111 \\
01010011 \\
00110110 \\
00001111 \\
01100110
\end{pmatrix}
\]

Because of the presence of the all-one vector, it is enough to compute the metrics for the [8,4,2] code with generator matrix

\[
\begin{pmatrix}
01010011 \\
00110110 \\
00001111 \\
01100110
\end{pmatrix}
\]

We do this by computing the first four bits and the last four bits separately, then combining them using 16 additions. The first four bits form a [4,3,2] code and can be split again into two [2,2,1] codes. Each [2,2,1] code needs 2 additions. To get the metrics for the [4,3,2] code from the two [2,2,1] codes, 8 additions are enough. The last four bits form a [4,2,2] code. Similarly, 8 additions are enough to compute its metrics. Thus, to compute the edge metrics for the [8,5,2] code requires only 9 additions per decoded information bit. This number is smaller than that required by any algorithm in [45]. Because the two parallel edges in each parallel branch are complementary (defined in example 5.1), comparison is not needed to select the survivor. It turns out that the HTDA requires only 25 additions and 14 comparisons to decode each information bit, compared to 42 additions and 22 comparisons for the TSTDA [33] and 88 additions and 22 comparisons for the VA on a depth-n trellis [60]. Clearly the HTDA is significantly superior for this code.
5.5 Complexity bounds

In this section, we will investigate decoding complexity bounds for the HTDA. As we have seen, the HTDA consists of two parts: the computation of edge metrics, which depends on the label set and the state distance accumulating and updating which is determined by the structure of the trellis module. In [45], various techniques to compute edge metrics were presented. Each of them produces an upper bound for $\theta_C$. However, the discussion in [45] is very specific. To improve their results, we will prove some general lower bounds as well as upper bounds for $\theta_C$. These bounds are shown to be exact in some cases. The bounds do not depend on the computation mechanism employed. Since the computation of state distance accumulating and updating can be accurately computed from the trellis structure, we are not interested in bounds for this part of the computation.

5.5.1 Lower bounds on $\theta_C$

To derive the bounds on edge computation, it is necessary to express the problem in rigorous mathematic language.

**Problem Formulation:** Given a subset (code) $C = \{c_1, c_2, \ldots, c_N\}$ of the vector space $V_n$ over GF(2) and $n$ real numbers $r_1, r_2, \ldots, r_n$, for each codeword $c_j = \{c_j^1, c_j^2, \ldots, c_j^n\} \in C$, let its metric $M_{c_j} = \sum_{i=1}^{n} (-1)^{c_j^i} r_i$. For an algorithm $\Lambda \in \mathcal{A}^*$ as in Figure 5.1, where $\mathcal{A}^*$ is the set of all algorithms using allowed operations (which are to be defined) to compute $M_k$, $k = 1, \ldots, N$, let the number of addition equivalent operations used be $\theta_{\Lambda}$. Then $\theta_C = \min_{\Lambda \in \mathcal{A}^*} \theta_{\Lambda}$.

It is quite difficult to exactly compute $\theta_C$ in general, but not the bounds.

**Example 5.1** Gray Code.

Suppose the code is the whole vector space $V_n$. There are $2^n$ codewords. Two codewords $c_a$ and $c_b$ are said to be complementary if $c_a^i + c_b^i = 1$ for any $i \in \{1, 2, \ldots, n\}$. Since $M_a + M_b = 0$, only one of them actually needs computing. Thus the $2^n$ vectors
of $V_n$ are divided into two disjoint sets, as shown for $n = 3$:

\[
\begin{array}{ccc}
  r_1 & r_2 & r_3 \\
  c_1 & 1 & 0 & 0 & c_5 & 0 & 1 & 1 \\
  c_2 & 1 & 0 & 1 & c_6 & 0 & 1 & 0 \\
  c_3 & 1 & 1 & 1 & c_7 & 0 & 0 & 0 \\
  c_4 & 1 & 1 & 0 & c_8 & 0 & 0 & 1 \\
\end{array}
\]

In group A the codewords are in Gray code order. This requires 2 additions to compute $M_{c_1}$. Since $M_{c_2} = M_{c_1} - 2r_3$, $M_{c_3} = M_{c_2} - 2r_2$, $M_{c_4} = M_{c_3} + 2r_3$, only one addition is needed to compute each of them. It turns out that only 5 additions are necessary to compute all 8 codeword metrics. In general we have

\[
\theta_C \leq 2^{n-1} + n - 2.
\]  

We shall prove that this is also the best we can do.

However, it is not clear yet what kinds of operations are legal in this computing. In the above example, only three elementary operations, i.e., addition, negation and shifting, were used. Hereafter, we shall assume that only these three operations are legal. This assumption is reasonable because in all modern computers, the addition of two real numbers can be regarded as a unit of complexity. (In some cases this complexity may be partially transferred to hardware.) Since shifting does not produce any metric, we incorporate it with the other two operations. Figure 5.6 depicts the
two major operations, addition and negation.

\[ \text{(a) } C = A + B. \quad \text{(b) } B = -A. \]

Figure 5.6: a: Addition. b: Negation.

**Theorem 5.1** Let \( C \) be a binary code consisting of \( N \) vectors of length \( n \), and suppose there are \( k \) pairs of codewords which are complementary. Then

\[ \theta_c \geq N + n - k - 2. \quad (5.7) \]

Proof: For any codeword \( c \), we may construct a directed tree \( T_c \) showing the process of computing \( M_c \) for a given algorithm. For example, if \( c = 1001 \), Figure 5.3 is such a tree for some algorithms. The vertices representing the \( n \) real numbers are initial vertices while all others are called operation vertices. The vertex representing \( M_c \) is called the root. Each operation vertex corresponds one operation and the result.

Every vertex has at most one out degree and two in degrees. Each tree is the minimal representation of the process of computing \( M_c \) in the sense that deleting any edge or vertex won’t produce \( M_c \).

We number all trees such that the root value of \( T_j \) can’t be generated by \( T_i \), \( 1 \leq i < j \) or their subtrees. This ordering is always possible. This implies that any two trees have at least one different operation vertex.

Now we count the number of distinct operation vertices in the forest of all trees. In \( T_1 \), there are at least \( n - 1 \) operation vertices. Note that the root of \( T_2 \) is not in \( T_1 \), the root of \( T_3 \) is not in \( T_1 \) or \( T_2 \), or in general the root of \( T_j \) is not in \( T_i \) for any \( i < j \); all these roots are distinct operation vertices. Thus there are at least \( N + n - 2 \)
distinct vertices in the forest. Since in the best case, $k$ roots are negation operations, the theorem follows. 

Corollary 5.1 Let $C$ be a $[n, k, d]$ linear code, then

$$\theta_C \geq \begin{cases} 2^k + n - 2 & \text{if } 1 \not\in C \\ 2^{k-1} + n - 2 & \text{if } 1 \in C. \end{cases} \tag{5.8}$$

Example 5.2 Hadamard Code.

Consider the order-$2^n$ Hadamard code. It has $2^n$ codewords and distance $2^{n-1}$. The DFT algorithm requires $n2^n$ additions to compute its metrics. The lower bound of Theorem 5.1 is $2^{n+1} - 2$ additions.

Example 5.3 The $[8, 5, 2]$ code in section 5.4.3.

The lower bound is 22 additions, compared to 32 additions in the actual algorithm.

5.5.2 Upper bounds on $\theta_C$

Any algorithm gives an upper bound. In [44], four different upper bounds were given. Since we at most compute the metrics for the whole vector space, (5.6) is a simple upper bound. The “brute force” computing algorithm which computes each metric independently is obviously the worst case. For each codeword, exactly $n-1$ additions are necessary. Assuming there are $k$ pairs of complementary codewords, only $N - k$ metrics need to be computed. Therefore, we have

Theorem 5.2 Let $C$ be a $(n, N, d)$ code with $k$ pairs of complementary codewords.

Then

$$\theta_C \leq \min\{2^{n-1} + n - 2, (n-1)(N-k)\}. \tag{5.9}$$

Example 5.4 The whole vector space.
For the whole vector space, assuming $k = n$ and $\mathbf{1} \in C$ in Corollary 5.1, the upper bound and the lower bound coincide, which proves the optimality of Example 5.1.

For a pair of complementary vectors, Theorem 5.1 gives the lower bound $n - 1$, which is also identical with the upper bound given by Theorem 5.2.

### 5.6 Bounds on arbitrary segmented trellises

Consider a minimal trellis module whose $\hat{G}$ is a $m \times n$ matrix of row dimension $k$. The state dimensions are $s_0, s_1, \cdots, s_n = s_0$ and the edge dimensions are $e_1, e_2, \cdots, e_n$. If the minimal trellis module is partitioned into $L$ sections, and the state dimensions are $s_{t_0} = s_0, s_{t_1}, s_{t_2}, \cdots, s_{t_{L-1}}, s_{t_L} = s_n$, then edge dimension in section $l$ is

$$e_l' = e_{t_l} + \sum_{i=t_{l-1}+1}^{t_l-1} (e_i - s_i). \quad (5.10)$$

Assume the label set of section $l$ is an $[n_l, k_l] \text{ code} C_l$, then the decoding complexity of this sectionalized trellis module is

$$\sum_{i=1}^{L} (2^{e_{i+1}^l} + \theta_{C_i} - 2^{s_{i+1}^l}) \quad (5.11)$$

addition equivalent operations.

There are parallel edges in the trellis only if there are constant rows in the polynomial generator matrix. Suppose there are $2^{P_i}$ parallel edges between some pairs of vertices in section $l$, the decoding complexity would be

$$\sum_{i=1}^{L} (2^{e_{i}^l} + 2^{e_{i-P_l}^l} + \theta_{C_i} - 2^{s_i^l}) \quad (5.12)$$

addition equivalent operations. In the case these $2^{P_i}$ edges in each parallel branch are complementary pairs, the decoding complexity reduce to

$$\sum_{i=1}^{L} (2^{e_{i-1}^l} + 2^{e_{i-P_l}^l} + \theta_{C_i} - 2^{s_i^l}). \quad (5.13)$$
5.7 Conclusion

In this chapter, we have studied the practical trellis decoding complexity and its relation with the abstract trellis complexity. A Hybrid Trellis Decoding Algorithm (HTDA) for convolutional codes was proposed and compared with Two-Step Trellis Decoding Algorithm (TSTDA) [33]. The HTDA is shown to be superior, in terms of decoding complexity, to the TSTDA and the standard Viterbi Algorithm (VA) for comparable punctured codes. Upper and lower bounds on the decoding complexity of the HTDA are also presented. These bounds are exact in some cases.
Chapter 6  Conclusion

Shannon's original theory showed that channel capacity is attainable via coding. However, it did not provide clues about how to construct such codes and how to decode. It has thus been a major focus of communication research to devise codes and (especially recently) low complexity decoding algorithms that approach the promised (by Shannon) performance limits.

Observing the prolific research on the trellis complexity of error-correcting codes and lattices and the interplay of coding and computational complexity, the IEEE Information society published a special issue on codes and complexity. (November, 1996, IEEE Trans. Inform. Theory.) This special issue includes 32 papers covering five topics: the trellis complexity of block codes and lattices, dynamical systems and convolutional codes, decoding algorithms and performance/complexity tradeoff, coding and computational complexity and symbolic dynamics and constrained codes. All these papers are well-written and mostly self-contained. Any reader interested in doing research in the above areas is strongly recommended to read the special issue.

Finally, we now present some interesting open problems to conclude this thesis.

The permutation trellis complexity of block codes.

- **Open Problem 1:** In Chapter 2, we showed that the permutation trellis complexities are closely related to the permutation total span. We also developed algorithms minimizing the permutation total span of block codes. A number of optimal or good permutations for many codes thus were obtained. Behind the success, however, it has not been proved if other permutation trellis complexities could be minimized by minimizing the permutation total span. We do not even know if the total span and the edge complexity could be minimized by one permutation for an arbitrary code. Any proof or counter-example to the above
questions is highly desired.

- **Open Problem 2:** In [36], the authors proved that the problem of finding a column permutation that minimizes the number of vertices at a given depth in the minimal trellis for a binary linear block code is NP-complete. Is the problem of finding one optimal coordinate permutation (see Chapter 2) for a binary linear block code also NP-complete? A proof of the above statement is highly welcome. Also, more effort should be devoted to find more powerful fast algorithms to find the optimal permutations for various codes.

**The minimal trellis structure of convolutional codes.**

- **Open Problem 3:** In the computer-aided search for the permutation edge complexity of the (8,4,3,8) partial unit memory code, surprisingly, we found that each of the $8! = 40\,326$ coordinate permutations had minimal edge complexity either 120 or 104. This strongly suggests an equivalence among permutations, which if understood theoretically, could make it simpler to find the permutation trellis complexity and even one permutation achieving it. Block codes also demonstrate this phenomenon.

**The complexity/performance tradeoff.**

- **Open Problem 4:** The plots in chapter 4 and the tables in appendix A showed that an optimal convolutional code (in terms of free distance) does not necessarily offer the best complexity/performance ratio. Thus, in an engineering point of view, we would like to know what kind of codes offers the best complexity/performance ratio, provided that the performance is above a given threshold.

- **Open Problem 5:** On the other hand, the matrix $\hat{G}$ of the trellis–canonical PGM falls in the category of “low-complexity templates”. One interesting question is what is the best convolutional code (in terms of the free distance) that a given template can support.
• **Open Problem 6:** More accurate bounds on the LTC/ACG ratio would also be welcome.

The trellis decoding complexity.

• **Open Problem 7:** The implementation of Viterbi-like algorithms is quite a different problem. It deals with the trellis sectionalization, the metric computing scheme and the VLSI design, *etc.* Thus, calculating the decoding complexity (the total number of addition equivalent operations) is a very important but complex engineering problem.

• **Open Problem 8:** We proved lower bounds on the metric computation complexity in chapter 5. But more work is needed to do to improve the bounds and design optimal computing scheme.

• **Open Problem 9:** The birth of Turbo codes and Turbo decoding algorithms has opened a new frontier for modern telecommunication research. Recent research showed that the Turbo decoding algorithm is related to the backward–forward propagation algorithm (in learning theory) and belief propagation in Bayesian network (in artificial intelligent theory). Like the Viterbi algorithm, Turbo decoding algorithm can be classified as “decoding on graph”. Under certain conditions, the Turbo decoding algorithm reduces to the Viterbi algorithm. We believe that the study of all these algorithms will open a new page in the history of communication and coding theory and engineering.
Appendix A  Good Permutations for Block Codes

In this appendix we present tables listing some interesting binary block codes, together with our current best estimate of their permutation trellis complexities. In the table, the “Upper Bound” represents the fewest edges in any BCJR trellis for a permutation of the listed code that our algorithm has been able to find in limited time. The “Complexity” is the average trellis complexity over information space dimension, which is the number of edges in the best trellis found so far, divided by the number of information bits $k$ in the code. This is a rough measure of the decoding complexity per decoded bit, if the Viterbi algorithm is used on the trellis. The “Lower Bound” is the bound from eqn. (2.49) (except for the [7, 4, 3, 4] Hamming code). The codes parameters are, from left to right, length, dimension, distance, and dual distance.
Remarks:

- The * means that the permutation found by the search algorithm is optimal.

- One optimal permutation of the [24, 12, 8, 8] extended Golay code was discovered by Forney in [27].

- Kasami et al. in [37, 38] first showed that the standard permutation of Reed-Muller codes is optimum, which based on the results of [84]. These results include some codes in the table such as the [8, 4, 4, 4] self-dual code, [16, 5, 8, 4] BCH code, [16, 11, 4, 8] BCH code, [32, 6, 16, 4] BCH code, [32, 26, 4, 16] BCH code, and [32, 16, 8, 8] BCH code.

- The optimal permutation of the [32, 21, 6] BCH code corresponds to 14,972 edges in the optimal trellis [83].

- The [17, 9, 5, 6] QR code is from [39].

- The generator matrix for the [31, 10, 12, 5] JMG code is

\[
\begin{pmatrix}
100000000010101011110010010101
010000000111110001011111011111
0010000000101001101111111011111
00010000001000110011111110111110
00001000001110011000110011010101
000001000001100011101101101000011
0000001000110011110101100000110
000000001000011010101011100100101
000000000100011010101011110010010
0000000000110101011110010010100
\end{pmatrix}
\]
Table A.1: Code table of good permutations: Part I.

<table>
<thead>
<tr>
<th>Code</th>
<th>Upper Bound</th>
<th>Complexity</th>
<th>Lower Bound</th>
</tr>
</thead>
<tbody>
<tr>
<td>[7,4,3,4]*</td>
<td>36</td>
<td>9</td>
<td>36</td>
</tr>
<tr>
<td>*Hamming code</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[8,4,4,4]*</td>
<td>44</td>
<td>11</td>
<td>44</td>
</tr>
<tr>
<td>*Self-dual code</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[15,5,7,4]</td>
<td>156</td>
<td>31.2</td>
<td>148</td>
</tr>
<tr>
<td>*BCH code</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[15,7,5,4]</td>
<td>300</td>
<td>42.8</td>
<td>172</td>
</tr>
<tr>
<td>*BCH code</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[15,11,3,8]</td>
<td>196</td>
<td>17.8</td>
<td>148</td>
</tr>
<tr>
<td>*BCH code</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[16,5,8,4]*</td>
<td>172</td>
<td>34.4</td>
<td>172</td>
</tr>
<tr>
<td>*BCH code</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[16,7,6,4]</td>
<td>420</td>
<td>60</td>
<td>236</td>
</tr>
<tr>
<td>*BCH code</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[16,11,4,8]*</td>
<td>252</td>
<td>22.9</td>
<td>252</td>
</tr>
<tr>
<td>*BCH code</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[17,9,5,6]</td>
<td>412</td>
<td>45.8</td>
<td>380</td>
</tr>
<tr>
<td>*QR code</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table A.2: Code table of good permutations: Part II.

<table>
<thead>
<tr>
<th>Code</th>
<th>Upper Bound</th>
<th>Complexity</th>
<th>Lower Bound</th>
</tr>
</thead>
<tbody>
<tr>
<td>[18,9,6,6] QH code</td>
<td>732</td>
<td>81.33</td>
<td>508</td>
</tr>
<tr>
<td>[23,12,7,8] Golay code</td>
<td>3068</td>
<td>255.7</td>
<td>2684</td>
</tr>
<tr>
<td>[24,12,8,8]* Golay code</td>
<td>3580</td>
<td>298.3</td>
<td>3580</td>
</tr>
<tr>
<td>[31,10,12,5] BCH code</td>
<td>7068</td>
<td>706.8</td>
<td>3484</td>
</tr>
<tr>
<td>[31,10,12,5] JMG code</td>
<td>7500</td>
<td>750</td>
<td>3484</td>
</tr>
<tr>
<td>[31,16,7,8] BCH code</td>
<td>5884</td>
<td>367.75</td>
<td>4796</td>
</tr>
<tr>
<td>[32,6,16,4]* BCH code</td>
<td>684</td>
<td>114</td>
<td>684</td>
</tr>
<tr>
<td>[32,11,12,6] BCH code</td>
<td>11804</td>
<td>1073.09</td>
<td>5948</td>
</tr>
<tr>
<td>[32,16,8,8]* BCH code</td>
<td>6396</td>
<td>399.75</td>
<td>6396</td>
</tr>
</tbody>
</table>
Table A.3: Code table of good permutations: Part III.

<table>
<thead>
<tr>
<th>Code</th>
<th>Upper Bound</th>
<th>Complexity</th>
<th>Lower Bound</th>
</tr>
</thead>
<tbody>
<tr>
<td>$[32,21,6,12]$ BCH code</td>
<td>17340</td>
<td>825.7</td>
<td>8316</td>
</tr>
<tr>
<td>$[32,26,4,16]$* BCH code</td>
<td>1180</td>
<td>45.4</td>
<td>1180</td>
</tr>
<tr>
<td>$[47,24,11,12]$ QR code</td>
<td>794620</td>
<td>33109.2</td>
<td>645116</td>
</tr>
<tr>
<td>$[48,24,12,12]$* Self–dual code</td>
<td>860156</td>
<td>35839.8</td>
<td>860156</td>
</tr>
<tr>
<td>$[64,39,10,8]$ BCH code</td>
<td>95839228</td>
<td>2.46 $10^5$</td>
<td>161020</td>
</tr>
<tr>
<td>$[64,45,8,16]$ BCH code</td>
<td>1739004</td>
<td>38644.5</td>
<td>143868</td>
</tr>
<tr>
<td>$[64,51,6,24]$ BCH code</td>
<td>231228</td>
<td>4533.88</td>
<td>82556</td>
</tr>
<tr>
<td>$[64,57,4,32]$ BCH code</td>
<td>5676</td>
<td>99.6</td>
<td>5084</td>
</tr>
<tr>
<td>$[80,40,16,16]$ Self–dual code</td>
<td>1937899516</td>
<td>4.845 $10^7$</td>
<td>146931708</td>
</tr>
</tbody>
</table>
Appendix B  Tables of LTC versus ACG

In this appendix, we list the ACG and the LTC for a large number of good convolutional codes, and a few block codes. The Partial-Unit-Memory codes are from [1]. Other convolutional codes are from various publications but all could be found in [21].

From left to right, The parameters of PUM codes are read as length, dimension, degree, free distance. For all other convolutional codes they are read as length, dimension, memory, free distance. For block codes, the parameters are length, dimension, distance.
Table B.1: Selected best (2,1,m) codes. (From pp. 85–88 in [21])

<table>
<thead>
<tr>
<th>Code</th>
<th>LTC</th>
<th>ACG</th>
<th>LTC-ACG Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>(2,1,2,5)</td>
<td>4</td>
<td>2.5</td>
<td>1.60</td>
</tr>
<tr>
<td>(2,1,3,6)</td>
<td>5</td>
<td>3</td>
<td>1.67</td>
</tr>
<tr>
<td>(2,1,4,7)</td>
<td>6</td>
<td>3.5</td>
<td>1.71</td>
</tr>
<tr>
<td>(2,1,5,8)</td>
<td>7</td>
<td>4</td>
<td>1.75</td>
</tr>
<tr>
<td>(2,1,6,10)</td>
<td>8</td>
<td>5</td>
<td>1.60</td>
</tr>
<tr>
<td>(2,1,8,12)</td>
<td>10</td>
<td>6</td>
<td>1.67</td>
</tr>
<tr>
<td>(2,1,10,14)</td>
<td>12</td>
<td>7</td>
<td>1.71</td>
</tr>
<tr>
<td>(2,1,11,15)</td>
<td>13</td>
<td>7.5</td>
<td>1.73</td>
</tr>
<tr>
<td>(2,1,12,16)</td>
<td>14</td>
<td>8</td>
<td>1.75</td>
</tr>
</tbody>
</table>
Table B.2: Selected best (2,1,m) codes, continued. (From pp. 85–88 in [21])

<table>
<thead>
<tr>
<th>Code</th>
<th>LTC</th>
<th>ACG</th>
<th>LTC–ACG Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>(2, 1, 14, 18)</td>
<td>16</td>
<td>9</td>
<td>1.78</td>
</tr>
<tr>
<td>(2, 1, 15, 19)</td>
<td>17</td>
<td>9.5</td>
<td>1.79</td>
</tr>
<tr>
<td>(2, 1, 16, 20)</td>
<td>18</td>
<td>10</td>
<td>1.80</td>
</tr>
<tr>
<td>(2, 1, 18, 22)</td>
<td>20</td>
<td>11</td>
<td>1.82</td>
</tr>
<tr>
<td>(2, 1, 21, 24)</td>
<td>23</td>
<td>12</td>
<td>1.92</td>
</tr>
<tr>
<td>(2, 1, 23, 26)</td>
<td>25</td>
<td>13</td>
<td>1.92</td>
</tr>
<tr>
<td>(2, 1, 25, 27)</td>
<td>27</td>
<td>13.5</td>
<td>2.00</td>
</tr>
<tr>
<td>(2, 1, 27, 28)</td>
<td>29</td>
<td>14</td>
<td>2.07</td>
</tr>
<tr>
<td>(2, 1, 30, 30)</td>
<td>32</td>
<td>15</td>
<td>2.13</td>
</tr>
</tbody>
</table>
Table B.3: Selected best (3,2,m) codes. (From pp. 90 in [21])

<table>
<thead>
<tr>
<th>Code</th>
<th>LTC</th>
<th>ACG</th>
<th>LTC-ACG Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>(3,2,2,3)</td>
<td>3.58</td>
<td>2.00</td>
<td>1.79</td>
</tr>
<tr>
<td>(3,2,3,4)</td>
<td>5.00</td>
<td>2.67</td>
<td>1.87</td>
</tr>
<tr>
<td>(3,2,4,5)</td>
<td>6.00</td>
<td>3.33</td>
<td>1.80</td>
</tr>
<tr>
<td>(3,2,5,6)</td>
<td>7.00</td>
<td>4.00</td>
<td>1.75</td>
</tr>
<tr>
<td>(3,2,6,7)</td>
<td>8.00</td>
<td>4.67</td>
<td>1.71</td>
</tr>
<tr>
<td>(3,2,7,8)</td>
<td>9.00</td>
<td>5.33</td>
<td>1.69</td>
</tr>
<tr>
<td>(3,2,8,8)</td>
<td>10.00</td>
<td>5.33</td>
<td>1.88</td>
</tr>
<tr>
<td>(3,2,9,9)</td>
<td>11.00</td>
<td>6.00</td>
<td>1.83</td>
</tr>
<tr>
<td>(3,2,10,10)</td>
<td>12.00</td>
<td>6.67</td>
<td>1.80</td>
</tr>
</tbody>
</table>
Table B.4: Selected best (4,3,m) codes. (From pp. 90 in [21])

<table>
<thead>
<tr>
<th>Code</th>
<th>LTC</th>
<th>ACG</th>
<th>LTC-ACG Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>(4,3,3,4)</td>
<td>5.00</td>
<td>3.00</td>
<td>1.67</td>
</tr>
<tr>
<td>(4,3,5,5)</td>
<td>7.00</td>
<td>3.75</td>
<td>1.87</td>
</tr>
<tr>
<td>(4,3,6,6)</td>
<td>8.00</td>
<td>4.50</td>
<td>1.78</td>
</tr>
<tr>
<td>(4,3,8,7)</td>
<td>10.00</td>
<td>5.25</td>
<td>1.90</td>
</tr>
<tr>
<td>(4,3,9,8)</td>
<td>11.00</td>
<td>6.00</td>
<td>1.83</td>
</tr>
</tbody>
</table>
Table B.5: Selected best (3,1,m) codes. (From pp. 89 in [21])

<table>
<thead>
<tr>
<th>Code</th>
<th>LTC</th>
<th>ACG</th>
<th>LTC-ACG Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>(3, 1, 2, 8)</td>
<td>4.58</td>
<td>2.67</td>
<td>1.72</td>
</tr>
<tr>
<td>(3, 1, 3, 10)</td>
<td>5.58</td>
<td>3.33</td>
<td>1.68</td>
</tr>
<tr>
<td>(3, 1, 4, 12)</td>
<td>6.58</td>
<td>4.00</td>
<td>1.64</td>
</tr>
<tr>
<td>(3, 1, 5, 13)</td>
<td>7.58</td>
<td>4.33</td>
<td>1.75</td>
</tr>
<tr>
<td>(3, 1, 6, 15)</td>
<td>8.58</td>
<td>5.00</td>
<td>1.72</td>
</tr>
<tr>
<td>(3, 1, 7, 16)</td>
<td>9.58</td>
<td>5.33</td>
<td>1.80</td>
</tr>
<tr>
<td>(3, 1, 8, 18)</td>
<td>10.58</td>
<td>6.00</td>
<td>1.76</td>
</tr>
<tr>
<td>(3, 1, 9, 20)</td>
<td>11.58</td>
<td>6.67</td>
<td>1.74</td>
</tr>
<tr>
<td>(3, 1, 10, 22)</td>
<td>12.58</td>
<td>7.33</td>
<td>1.72</td>
</tr>
<tr>
<td>(3, 1, 11, 24)</td>
<td>13.58</td>
<td>8.00</td>
<td>1.70</td>
</tr>
<tr>
<td>(3, 1, 12, 24)</td>
<td>14.58</td>
<td>8.00</td>
<td>1.82</td>
</tr>
<tr>
<td>(3, 1, 13, 26)</td>
<td>15.58</td>
<td>8.67</td>
<td>1.80</td>
</tr>
</tbody>
</table>
Table B.6: Selected best (4,1,m) codes. (From pp. 89 in [21])

<table>
<thead>
<tr>
<th>Code</th>
<th>LTC</th>
<th>ACG</th>
<th>LTC-ACG Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>(4, 1, 2, 10)</td>
<td>5.00</td>
<td>2.50</td>
<td>2.00</td>
</tr>
<tr>
<td>(4, 1, 3, 13)</td>
<td>6.00</td>
<td>3.25</td>
<td>1.85</td>
</tr>
<tr>
<td>(4, 1, 4, 16)</td>
<td>7.00</td>
<td>4.00</td>
<td>1.75</td>
</tr>
<tr>
<td>(4, 1, 5, 18)</td>
<td>8.00</td>
<td>4.50</td>
<td>1.78</td>
</tr>
<tr>
<td>(4, 1, 6, 20)</td>
<td>9.00</td>
<td>5.00</td>
<td>1.80</td>
</tr>
<tr>
<td>(4, 1, 7, 22)</td>
<td>10.00</td>
<td>5.50</td>
<td>1.82</td>
</tr>
<tr>
<td>(4, 1, 8, 24)</td>
<td>11.00</td>
<td>6.00</td>
<td>1.83</td>
</tr>
<tr>
<td>(4, 1, 9, 27)</td>
<td>12.00</td>
<td>6.75</td>
<td>1.78</td>
</tr>
<tr>
<td>(4, 1, 10, 29)</td>
<td>13.00</td>
<td>7.25</td>
<td>1.79</td>
</tr>
<tr>
<td>(4, 1, 11, 32)</td>
<td>14.00</td>
<td>8.00</td>
<td>1.75</td>
</tr>
<tr>
<td>(4, 1, 12, 33)</td>
<td>15.00</td>
<td>8.25</td>
<td>1.82</td>
</tr>
<tr>
<td>(4, 1, 13, 36)</td>
<td>16.00</td>
<td>9.00</td>
<td>1.78</td>
</tr>
</tbody>
</table>
Table B.7: Selected block codes and PUM codes.

<table>
<thead>
<tr>
<th>Code</th>
<th>LTC</th>
<th>ACG</th>
<th>LTC-ACG Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>[8,4,4] Self-dual Code</td>
<td>3.46</td>
<td>2.00</td>
<td>1.73</td>
</tr>
<tr>
<td>[24,12,8] Golay Code</td>
<td>8.22</td>
<td>4.00</td>
<td>2.06</td>
</tr>
<tr>
<td>[32,16,8] BCH Code</td>
<td>8.64</td>
<td>4.00</td>
<td>2.16</td>
</tr>
<tr>
<td>[48,24,12] Self-dual Code</td>
<td>15.13</td>
<td>6.00</td>
<td>2.52</td>
</tr>
<tr>
<td>[n,n−1,2] Parity-check Code</td>
<td>2.00</td>
<td>( \frac{2(n-1)}{n} )</td>
<td>( \frac{n}{n-1} )</td>
</tr>
<tr>
<td>[n,1,n] Repetition Code</td>
<td>( 1 + \log_2 n )</td>
<td>1</td>
<td>( 1 + \log_2 n )</td>
</tr>
<tr>
<td>(8,4,3,8) PUM Code</td>
<td>6.70</td>
<td>4.00</td>
<td>1.68</td>
</tr>
<tr>
<td>(24,12,7,12) PUM Code</td>
<td>15.58</td>
<td>6.00</td>
<td>2.60</td>
</tr>
<tr>
<td>(24,12,10,16) PUM Code</td>
<td>18.58</td>
<td>8.00</td>
<td>2.32</td>
</tr>
</tbody>
</table>
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