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COMPLEI'E CORRECTION OF MOMENI'S FOR LACK OF 

HIGH CONT ACT .AND FOR HISTOGRAM BIAS 

There are two types of data which must be handled statis­

tically, that data which by its very nature can take on only 

discrete values {e.g. the number of teeth in a person's mouth or 

the electrostatic charge on an oil drop), and that whose values 

range over a continuum (e.g. the annual rainfall at a given local­

ity or the length of the human tibia.) It is customary to refer 

to the distribution for the .former type as a "point .frequency" 

distribution and to that for the latter as a "histogram" distribu­

tion. In the event that a distribution is such that extreme values 

of the observed data occur infrequently (that is, if when frequency 

is plotted as ordinate with the observed data as abscissae, the 

resultant graph is asymptotic to the axis of abscissae at both ends), 

the distribution is said to possess "high contact"~ 

Assuming that there exists an actual, smooth frequency 

curve for a given histogram distribution which is known only by the 

frequency of occurence of data within various ranges, it is clear 

that moments computed by summing the product of the frequency for 

each range by the appropriate power of the abscissa of the mid-point 

of that range will be in error unless the frequency curve is a 

straight line and only the zeroth and first moments are desired. 
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In addition, a further error is introduced in computing the 

moments if the curve does not have high contact at both ends. 

The former type of error is referred to as histogram bias. 

The first practicable correction for histogram bias was 

devised by W. F. Sheppfl.Ed (W. F. Sheppard, 11 Calculation of the 

Most Probable Values of Frequency Constants", Proceedi:qg_s of the 

London Mathematical·Societx, Vol . XXIX, pp. 553-380; 1898). E. 

Pairman and Karl Pearson developed a system for applying correc­

tions both i'or histogram bias and for lack of high contact 

(E. Pairman & Karl Pearson, "Corrections for· Moment Coefficients", 

Biometrika, Vol. XII, p. 251 et seq. ). The methods employed in the 

above papers are somewhat complex and led to attempts at simplifica­

tion by Palin Elderton (W. Palin Elderton, Frequency Curves and 

Correlation, pp. 24-27, Charles and Edwin Layton, London, 2nd 

Edition, 1927), and Dinsmore Alter (D. Alter, "Correction of Sample 

Moment Bias Due to Lack of High Contact and to Histogram Grouping", 

The ..Annals of Mathematical Statistics, Vol. X, pp. 192-195, 1959). 

The present paper attempts to combine simplicity of mathematical 

theory with ease of application. 

A set of observations is made which falls within a range 

of length 1 on the axis of x. Dividing the range into n equal inter­

vals, we choose a scale such that these intervals are of unit length. 

Let x1 be the midpoint of the first unit interval, Xj_ the midpoint 

of the ith.. Let Ai be the number of experimental observations 
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falling within the interval whose midpoint is Xj_; then z. Aj_ 

i,, I 

is the total number of observations and is also required to be 

1 the area under the frequency curve y{x) from CX. = x1 - 2 to 

~ = Xn + ½· 
From the standard expression for the mth moment 

(1) 

where y is the ordinate of the desired frequency curve. 

Since y(x), the desired frequency curve is not known we 

must approximate to it for purposes of evaluating the integral in 

(1) by a group of suitable approximation curves, each covering one 

of the unit intervals of abscissa. Our fundamental assumption for 

the histogram distribution is that a satisfactory approximation 

curve for the ith interval is a quartic such that the areas under 

each of the (i-2)nd, (i-l)th, ith, (i+l)th, and (i+2)nd unit 

intervals are equal to the experimentally measured A's for these 

intervals. The practice of using quartic approximations originated 

with Sheppard and is here retained since in cases where the fourth 

moment is of the same order of magnitude as the zeroth moment, the 

correction due to the quartic term is of the order of 3% and even 

in ordinary cases the correction can be as much as .5% in the fourth 

moment. Let the equation of the quartic to be used as the approxima­

tion curve for the ith unit interval be 
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The above five conditions on the areas under the unit 

intervals of the quartic give five conditions from which the 

coefficients of equation ( 2) may be determined. 

A,-z 

~ C< i /60 + ~c,· +e,· 

,~2 
+ .i!!_h . /60 Cl, -+ ~'a. c· +cl. 6 <J- • 2 i' I. L

0 +e,_ 

2882. 
.J.. .S~'f..6. ~~ c.- + 2"'· + e,· ,,, 6 o a.- (, if- L 

-t-

(2) 

(5) 

Solving (5) for ai, bj_, etc. and substituting into (2) 

we obtain: 

I 
::.-

-+(Ai+,-A,.,)(1360 t - .3 20 t' J 

+ (A,+,+ Ai-1)( 9'- I 2 0 t z + 80 t"') 

-+-(tl,+1. .,..A ,:.1)(-2oot + 1bo t 3)] 

( 4) 
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If the data is such that it may by an a priori method be 

extrapolated, such extrapolated values may be used for A_1, A0 , 

Extrapolation for these A's will, however, not 

be necessary for the purposes of this paper. 

It is to be remembered that although we have forced five 

areas under Y:is_+t to the observed values, only the middle unit 

interval is used in obtaining the moments, thus increasing the 

validity of the representation. It follows that (1) becomes 

y..,_ 

?: j (x.- +t)"' !:f,r,- +-t. ol t 
""1. 

( 5) 

we obtain, upon integration, 
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Terms containing a factor of degree less than m-4 can 

be neglected since moments higher tllan the fourth are rarely, 

if ever, desired. 
I 

In order to obtain/~ it remains merely to sum equation 

(6). We notice that 

and 

therefore 

-t (A 0 •,4 ,) [ ~ ,..., + (1M-l)~•'Z.)i~no-J] 

+ (Ao-A,)[(wi-1) \ _"' ·'- -i.C....,· 1H""'·,.)(-· 3 J °' .., • .,, ] 
' 8 

minus similar terms in f from the upper end of the distribution. 

The summation of the remaining terms which appear in (6) 

may be accomplished in an analogous manner. When combined, they 

yield the fundamental formula 
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( 7) 

We observe that in equation (7) the first term is the 

uncorrected 11 raw" moment; the second and third terms constitute 

the well known Sheppard's correction for histogram grouping; the 

terms involving ex'. comprise the correction for lack of high 

contact at the lower end of the distribution; and the terms 

involving ~ comprise the correction for lack of high contact at 

the upper end of the distribution. At this point the formula may 
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be applied using any or all of the corrections independentlyo 

For purposes of computation it is possible to assume 

that that quartic which was used as an approximation for yin the 

third interval of xis valid as an approximation for yin the first 

and second intervals. A similar assumption may be made at the 

upper end of the distribution. To adapt (7) to these assumptions 

it is simplest merely to evaluate A0 , A._1, An-ti, An+2 by means of 

the quartics for the third in.terval of x and for the (n-2)th inter­

val of x and to substitute the values so obtained into (7). The 

resulting expression for the moments is: 

+ >lf(k1-1X"'•i)(~-3) "'·"' [ / 
24 0( L~(2(,,S77A,-,7y,or.4'1.-1-,f'~l'S"A, 

-3S4'2. / A'I- + 71,8'A,)l 
(8) 

i · o/ ..,_, [,;"'o (l(,A .. ,...;- Cf I A •. 3 -t-21 s- J/., .... - '-8 I A.,., t- 2, I A.,)] 

-+ Wl(;o,-1) ..,_"' [..1..- ( ... A + ,I A )il -;z f n11-o -..,2. ~-y J,z.3,,,._ 3 -1,r .,.~ -l'3A.,_1 -r:r71/..,'j 

+- ~("1·2(,,., ... J~ ... - 3[t-1",z. o f~~i-r:.A.~t'l.17A.,.,h'rS-,4,._"-+1os-74,,_, - 89ti4.,fl 

.f ni(n.-1)(1t1-'Z-)(~-)) m·'r [, (- A + . _ _ 
?-'I- ~ /7~ -7tte.8 ""'f JH''Z.IA,..1 (.e;,J 8f' ,4,._... 

• .,L ' 7 'r Or, A;, •I - t ' 'J" 77 A ., ) J 
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The curve y = /x has been used to demo.nstrate the 

various corrections mentioned above. Table I gives the values 

of the first four moments of y = /x from x = 0 to x = 1 using 

ten divisions of the abscissa to form ten Ai's; uncorrected (a), 

with Sheppard's corrections only (b), with Pairman-Pearson correc­

tions (c), with Alter's corrections (d), using formula (7) and 

graphical extrapolation (e), using tables prepared from formula (8) 

(f). 

Table II gives the values prepared from formula (8) for 

use as coefficients of the Ai's in computing the first four moments. 

The coefficients are included only for the case of n = 10. 
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