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ABSTRACT

The structure and catalytic mechanism of the serine protease
trypsin was investigated using x-ray crystallography, enzyme
kinetics and hydrogen isotope exchange. The role of serine pro-
teases in eucaryotic cell transformation was examined by studying
the binding of *?°I-labeled dog plasminogen to normal and SV40-trans—
formed Balb/c 3T3 cells.

X-ray structural analysis using the difference Fourier tech-
nique showed that benzamidine, a non-covalent, reversible inhibitor
of trypsin, binds in the specificity binding pocket of the enzyme and
blocks substrate access to the active center. Benzamidine binding
provided a reasonable model for the binding of specific side chains
and permitted us to construct a model for specific substrate binding.
The difference Fourier technique was also used to show that silver
ions inhibit trypsin by binding between the aspartic acid and histidine
side chains in the catalytic site. This observation was used to
assign difference infrared spectral peaks to the side chain of Asp 102
in the catalytic site. A new level in understanding the catalytic
mechanism was achieved using this information.

In the course of these crystallographic investigations, new,

more efficient and accurate techniques of data collection were
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developed based upon a detailed study of the sources of background
radiation in x-ray diffractometry. These techniques involve new

methods for reducing and accurately accounting for background

effects.

A pH-dependent conformational change could introduce arti-
facts in the determination of the pKa's of catalytic groups using
either rapid kinetic or slower spectroscopic techniques. The rate
of Na—carbobenéoxy—L—lysine—_p_—nitrophenyl ester (CLNE) hydrolysis
by trypsin over the range pH 2 to pH 5 was observed to test for such
a conformational change. Pre-incubating the enzyme at pH 2 and
PH 6. 9 for up to three hours had no effect on the hydrolysis rate;
therefore, within these limits, there was no pH-dependent conforma-
tional change which directly affected catalysis.

In an attempt to determine the pKa of His 57 directly, the.
exchange of tritum with the C-2 protons in the histidine side chains
of trypsin was measured. This exchange was found to be slower
than any previously measured C-2 tritium exchange. The half—fime
for exchange into His 57 was 73 days, and this apparently took
place when the active site imidazole had rotated
away from its active conformation. The apparent pKa of His 57 in

this inactive "out' conformation was 6. 6.
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Increased proteolytic activity exhibited by many cells after
transformation is due to plasminogen activation to the trypsin-like
enzyme plasmin. Plasmin is responsible for a number of morpho-
logical changes which accompany transformation and some experi-
ments have suggested that plasmin or plasminogen might bind to
transformed cell surfaces in preference to normal cell surfaces.

We therefore studied the time dependence of plasminogen binding to
3T3 and SV 3T3 cells. The binding to 3T3 cells on a per-cell basis
either decreased during the course of a three-day incubation or de-
creased between the first and second days and then rose again on the
third day ("'"V'" shaped binding curve). The binding to the SV 3T3
cells was usually "V'" shaped. After three days of incubation, all of
the plasminogen bound to the SV 3T3 cells had been degraded while
there was still substantial plasminogen associated with the 3T3 cells.
The degradation by the transformed cells was independent of the
plasmin-dependent morphological changes normally exhibited by
these cells. The uptake of serum plasminogen by the cells apparently
involved several processes and may be accompanied by cell-surface

proteolysis in the case of the transformed cells.
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PREFACE

This thesis summarizes work which is reported in detail in

reprints and preprints appearing in the Appendices.
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INTRODUCTION

Of the many ways to control the biological activity of proteins
(e. g., induction or repression of their syntheses at the translational
(1) or transcriptional levels (2)), specific modification or destruc—
tion are the most direct. Biological systems are frequently con—
trolled by these simple methods, and the serine protease family of
enzymes plays a major role in many of these systems (3).

The serine proteases are enzymes which hydrolyze peptide
bonds via a series of base catalyzed nucleophilic substitutions.
In many respects trypsin is the archetypical serine protease.
Trypsin is synthesized in the pancreas of mammals as an inactive
precursor which is later activated in the duodenum (4) by the
cleavage of one critical peptide bond near the amino-terminal end of
the polypeptide chain (5). After activation, trypsin's primary
function is to digest food protein. While the serine proteases are
most frequently recognized as the primary tools in dietary protein
digestion, they are also essential components in many other biologi-
cal processes; for example, blood clotting (6), bacterial sporulation
(7), and fertilization (8). Trypsin's sharp specificity for basic side
chains of :ﬂthe correct lengths (9, 10) has meant that a large number

of physiologically important reactions are performed by enzymes



reéembling trypsin. These trypsin-like enzymes of physiological
control attack just one or two specific peptide bonds in a whole
system of proteins.

Kinetic studies on a variety of amide and ester substrates have
shown that the mechanism of serine protease catalysis (Eq. 1) in—

volves a number of intermediates (11la — 11h).

T i
E+S = ES = ES = EP; = EP, = EP, = E+ P, (1)
+
F

Here, E represents free enzyme, S thé substrate, ES and EP, en— |
zyme substrate and product complexes, EST and EP;ZT tetrahedral
intermediates, EPZa an acyl enzyme, P, the amine or alcohol portion
of the product and P, the carboxylic acid portion of the product. For
amides, the rate determining step is generally acylation,

E+S— EPZa, while deacylation, EPZaL — E + P, is usually rate-
determining for esters. The characteristic differences between each
of the digestive serine proteases—-trypsin, chymotrypsin and
elastase——lie in their specificity for hydrolyzing the peptide bonds
between different amino acids in the protein substrate. Trypsin, the
most specific of the digestive enzymes, hydrolyzes those ’

peptide bonds that immediately follow either of the two basic amino

acids, lysine or arginine (12). Chymotrypsin hydrolyzes peptide



bonds that follow several of the amino acids with larger hydrophobic
side chains, and elastase binds the small side chains of glycine,
alanine, or serine at the equivalent binding site (13). The complete
amino acid sequences and three-dimensional molecular structures
have now been worked out for trypsin (14) and its proenzyme (15),
chymotrypsin (16) and its proenzyme (17), and elastase (18). These
structures along with that of subtilisin (19), a bacterial serine pro-
tease, have been valuable in developing an understanding of how
these enzymes bind their substrates and how they catalyze the sub-
sequent chemical reactions.

I have studied the serine proteases by examining the structure
and catalytic mechanism of bovine trypsin, the archetype, and by
investigating the role that the trypsin-like enzyme plasmin plays in
the manifestation of transformed properties by eucaryotic cells in

culture.

THE STRUCTURE OF INHIBITED TRYPSIN

In 1971, Bob Stroud, Lois Kay, and Richard Dickerson solved
the three-dimensional structure of Diisopropyl-fluorophosphate
inhibited trypsin (DIP-trypsin) at 2.7 A resolution (14). Their work

presented a picture of the folding of the polypeptide chain and amino



acid side chains along with a view of how the DIP-inhibiting group
blocked the active center of the enzyme. The structure of DIP-
trypsin was very similar to the structures of bovine a—~chymotrypsin
and bovine elastase, two other pancreatic digestive serine pro-
teases. The structures of these three proteins differed most
sharply in the regions of their specificity binding pockets—-the
portion of the active site of the serine proteases which binds the
side chains of substrates. In order to determine how the side chains
of specific substrates bind to trypsin, we determined the structure
of trypsin with the specific substrate side chain analogue benzami-
dine bound in the pocket (9; Appendix I). Benzamidine binding pro-
vided a reasonable model for the binding of specific side chains and
permitted us to construct a model for specific substrate binding.
Benzamidine-trypsin allowed us to study trypsin's binding
pocket while DIP-trypsin probed the serine hydroxyl group in the
active center, which is responsible for the nucleophilic substitution
during catalysis. Recently, the structure of DIP-trypsin has been
extensively refined in our laboratory at 1.5 A resolution using a new
technique for automated Fourier and real-space refinement developed
by John L. Chambers. The trypsin structure is currently the most

accurately determined enzyme structure.



ENZYME SPECIFICITY AND SUBSTRATE BINDING

The x—-ray crystal structures of the serine proteases have
shown that their active sites are almost identical, and can be sub-
divided into catalytic and substrate binding sites.

The serine proteases differ in their specificities not because of
their catalytic sites, which are all identical, but because of differ—
ences in their substrate binding sites. Trypsin, chymotrypsin and
elastase all have specific side chain binding pockets on their sur-
faces close to the catalytic sites. These pockets are lined by
residues 214-220 and 189-192. Cysteine residues 220 and 191 are
linked by a disulfide bond. In trypsin, residue 189 is an aspartic
acid, and its negatively charged carboxyl group (p]E{a = 4,6 (20)) lies
at the bottom of the pocket (14). Trypsin is specific for basic amino
acids because the positively charged side chains bind tightly in
this pocket (9, 21, 22, 23). It has been suggested that side chain
binding in this pocket induces conformational changes in the enzyme-
substrate complex which help to accelerate catalysis (24). In chymo-
trypsin, residue 189 is a serine (25). The pocket is relatively
hydrophobic and uncharged at neutral pH's, thus explaining chymo-
trypsin's specificity. In both trypsin and chymotrypsin, residue

216, a glycine, is at the entrance to the binding pocket. In elastase,



a valine replaces the glycine at 216 (26); its large side chain blocks
the pocket and only allows the binding of amino acids with small side
chains (18).

Other parts of the enzyme are involved in binding other parts
of the substrate molecule as well as the side chain so that the sus-
ceptible substrate bond is aligned appropriately on the surface.
Ideally, one would like to study the three—dimensional structure of
an enzyme-substrate complex by x-ray crystallography and, in so
doing, gain new insights into the mechanism of serine protease
catalysis. Unfortunately, it has not yet been possible because the
catalyzed reaction takes place almost immediately after the substrate
is bound and the system becomes an enzyme-plus-product complex.
Data for a three—-dimensional structure analysis cannot be collected
in so short a time. Allan Fersht and M. Renard (11g) have pointed
out, however, that it may be possible to use equilibrium methods to
trap intermediates in the reaction pathway and study their structures.
Dr. G. Petsko is currently trying to trap crystaliine intermediate
structures using very low temperatures (private communication).
Until the structures of such intermediates have been determined,
crystallographers will be limited to studying substrate analogue
binding. From such studies, we can make inferences about the

structural transformations which occur during the reaction.



The best analogues to true trypsin substrates are the naturally
occurring trypsin inhibitors, They have evolved in parallel with the
enzymes so that they bind extremely tightly to the active site. Such
protein inhibitors are crucial in the physiological control of the
serine proteases (27). For example, if pancreatic trypsin inhibitors
were not synthesized with the serine proenzymes, one prematurely
activated molecule of trypsin could start an autocatalytic chain re-
action which would activate the other serine proenzymes and destroy
any nearby proteins. The inhibitors are present to prevent such
catastrophes. The structure of a 6500 molecular weight bovine
pancreatic trypsin inhibitor (PTI) was determined by R. Huber and
his associates (28, 29). Chemical modifications had shown that
Lys 15 of this inhibitor was involved in the trypsin-PTI association
(30). By combining models of the PTI with the known structures of
trypsin and chymotrypsin, substrate binding models were developed
in our laboratory (9, 14), and independently by Huber et al. (29) and
Blow et al. (31).

To construct our model an arginine side chain was built into
the inhibitor structure replacing the side chain of Lys 15. Models
of trypsin and the modified inhibitor were brought together so that
the "Arg 15" side chain was superposed onto the benzamidine density

in the difference map. The side chain of Gln 192 was moved to



accommodate the inhibitor. Otherwise, the trypsin active-site
configuration was that of benzamidine trypsin. The resulting com-
plex (Figure 10 of Appendix I) was essentially the same as that pro-
posed earlier by Stroud et al. (14).

This model for enzyme-substrate interaction embodies a sub—
strate conformation that evolved to bind tightly to the enzyme, and
an enzyme conformation which is presumably like that induced by
binding of specific substrate side chains. Benzamidine binding is,
therefore, a good model for substrate side chain binding, showing a
number of interactions that we expect to be present during the
specific interaction between real substrates and trypsin. For
example, several hydrogen bonds and a ready-made hand-in-glove
association orient the susceptible peptide bond close to the active
site. The identical models proposed for the enzyme-substrate-
inhibitor complexes have now been verified by the determination of
the crystal structure of the PTI-trypsin complex (22). The soybean

trypsin inhibitor-trypsin complex has also been determined (23).

THE CATALYTIC SITE

The catalytic site of all serine proteases is characterized by

a serine hydroxyl group (residue 195, in chymotrypsinogen number-



ing system). Diisopropyl-fluorophosphate (DIFP)(32) and phenyl-
methane-sulfonyl-fluoride (PMSF') (33) react with this hydroxyl and
irreversibly inhibit serine proteases, regardless of their substrate
specificity. This hydroxyl is hydrogen-bonded to the N of His 57
which in turn hydrogen-bonds via N61 to Asp 102 (14, 16, 17, 19,
34). Their direct participation in catalysis has been established
unequivocally. Chemical modification of any of these three residﬁes
can greatly diminish or abolish catalysis (32, 33, 35, 36, 37, 38).

The idnization properties of the side chains of His 57 and
Asp 102 have been the subject of considerable controversy. The pH
activity profile for trypsin is bell-shaped with a maximum near
pH 8. The high pH limb of the profile is due to an active-inactive
conformational equilibrium which depends on the titration of the
amino terminus (11d). The low pH limb depends on only a single
group between pH 3 and pH 7 which titrates with a pKa of 6.8. The
pKa's of the histidine and aspartic acid side chains in solution are
normally 6.0 and 3.6 (39), respectively; therefore, the active site
pKa of 6. 8 has frequently been assigned to His 57.

Hunkapiller et al. (40) have used 13C-NMR to show that the
active site imidazole in a-lytic protease, a bacterial serine pro-
tease homologous to the pancreatic enzymes, remains neutral above

pH 4. They inferred from their work that Asp 102 was the group
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with the pKa of 6. 8. Roger Koeppe Il and Robert Stroud have used
infrared difference spectroscopy to directly show that the pKa of
Asp 102 in trypsin is 6.8 (41).

Any discrepancy between pKa's determined using enzyme
kinetics and spectroscopy might be attributable to slow pH-dependent
conformational changes which could occur during the long incubation
times required for the spectroscopic measurements. One way to
approach the question of whether a slow conformational change affects
the pH dependence of serine protease hydrolysis is to conduct
kinetic experiments with the enzyme pre—incubated at different pH's.
Using this method, Rodriguez and Hollaway (42) detected a pH-
dependent conformational change for phosphofructokinase having a
half-time of about four minutes. We have looked for such a confor—
mational change in trypsin and found that pre-incubation of trypsin
for up to three hours at 0°C at pH 2.0 or at pH 6. 9 had no effect on
the rate of hydrolysis of Na—carbobenzoxy—L—lyslne-—_E-—nitrophenyl
ester (CLNE) by trypsin (43; Appendix II). We also found that CLNE
hydrolysis depended on the titration of a single group between pH 3
and pH 7. This group is Asp 102 (41); therefore, the pKa of His 57
in trypsin must be below 3.

To further probe the ionization behavior of the histidines in

trypsin, we studied the pH dependence of tritium incorporation into
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the C-2 position of the imidazole side chains (44; Appendix III). We
found that the C-2 exchange rates in trypsin are slower than

any previously reported imidazole exchange rates and that the

side chain of His 57 appears to be involved in a conformational equili-
brium. Apparently, when the imidazole ring of His 57 resides in its
active "in" conformation, tritium exchange at the C-2 position is
sterically hindered. When it is in its inactive "out" conformation, in
which it is swung out into the surrounding solution, it can undergo
the exchange. The apparent pKa of His 57 in the "out'" conformation
is 6.6. The exchange occurs with a half-time of 73 days which
suggests that 2% of the molecules have His 57 in the "out' conforma-
tion.

The structure of trypsin around the catalytic site perturbs the
pKa's of Asp 102 and His 57. The mechanistic importance of this
perturbation is that aspartic acid acts as a chemical base which
can readily accept a proton from the histidine side chain during
catalysis. Aspartic acid 102 and histidine 57 shuttle protons
back and forth from enzyme to substrate, and s0 the mechanism can
best be described as nucleophilic attack with base catalysis by His 57
and Asp 102. The important differences between this reaction and a
non-enzymatic hydrolysis are the binding to the enzyme and the

efficient proton shuttle.
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Interfering with this shuttle has disasterous effects on cataly-
sis. For example, by methylating the N of His 57 in chymotrypsin,
the shuttle can no longer operate nvormally, and the rate of catalysis
drops by a factor of 5000 to 200, 000 for specific substrates (36).
Silver ions are known to be potent inhibitors of trypsin and chymo-
trypsin (37); therefore, we prepared crystals of silver—-bound DIP-
trypsin in order to determine the site of silver binding (38; Appendix
IV). Our crystallographic study showed that the pr.imary silver ion
binding site lies between Asp 102 and His 57 at the catalytic site.
Thus, silver blocks the proton shuttle and therefore inhibits
catalysis.

During the course of the silver-binding study, I realized that a
new technique of background data collection which was used in other
laboratories to speed the data collection process was fraught with
systematic errors. We investigated the sources of background radi-
ation and developed two new techniques which eliminated the system-
atic errors (45, 46), but still allowed substantial savings in data
collection time. This first background study (45; Appendix V) led
to a number of suggested improvements in the experimental appara-
tus which we later incorporated into our data collection system. The
modifications in our equipment yield improved signal-to—noise ratios

and permit further reductions in the data collection time and the use
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of smaller specimens (46; Appendix VI).
MECHANISM OF HYDROLYSIS BY SERINE PROTEASES

Crystallograpﬁic studies, together with a vast amount of
chemical information, have produced detailed models of the activation
of the proenzymes and the mechanism of serine protease hydrolysis.
The most recent developments in serine protease enzymology are
summarized along with our interpretation of the mechanism in the

review in Appendix VII (47).

SERINE PROTEASES AND EUCARYOTIC CELL TRANSFORMATION:

PLASMINOGEN BINDING

With the substantial insight into the structures of serine pro-
teases and their mechanism of catalysis provided by biophysical and
biochemical research, I shifted my attention to the many physiologi-
cal functions mediated by serine proteases. Along with Jerry Tobler
and Robert Stroud, I have studied one problem associated with the
question of how serine proteases act in controlling the proliferation
of animal cells in culture; namely, how do the serine protease pre-

cursor plasminogen and the active enzyme plasmin bind to
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established lines of normal and transformed fibroblasts in culture?
Our interest in the plasminogen system was generated by several
experiments. Plasminogen, an approximately 95,000 molecular
weight protein found in blood, is normally activated in response to
blood clot formation and plasmin's primary function is the dissolution.
of the clot. Burger found that gentle proteolysis can stimulate
quiescent cells to initiate a round of replication (48), and others have
shown that proteolysis can occasionally mimic or potentiate the
activity of peptide hormones which are known to stimulate cell
growth (49). Dr. E. Reich and his colleagues have found that the
enhanced proteolytic activity exhibited by many cells transformed by
oncongenic DNA, RNA viruses, or chemical carcinogens is impor-—
tant in mediating certain morphological changes characteristic of
transformation (50, 51). Unkeless e_til. (52) have shown that trans-
formed cells synthesize an enzyme which activates serum plasmino-
gen to plasmin. The increased proteolytic activity of transformed
cells due to plasmin is responsible for these morphological changes
(53, 54). Cells which have undergone these morphological changes
are spherical, tend to clump, and retract from the substratum.
When cells are grown in plasminogen-free serum or in serum con-—
taining high concentrations of plasmin inhibitors, the morphological

changes do not occur (54). Ossowski et al. (55) reported that simian
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virus 40 (SV 40) transformed hamster embryo fibroblasts bind more
- 125I-labeled plasminogen than their normal counterparts. These
binding data and reports of proteolytic activity associated with the
plasma membranes of transformed cells (50, 55, 56) suggested the
possibility of a specific cell surface-plasmin interaction. We have
studied the binding of !¥I-labeled dog plasminogen to normal and

SV 40 transformed Balb/c 3T3 fibroblasts and its relationship to the
plasmin-dependent morphological changes (PDMC) exhibited by the
transformed cells (Appendix VIII).

Our results show a significant and rather remarkable differ-
ence between the binding and processing of plasminogen by normal
and SV 40 transformed mouse Balb/c 3T3 cells. Both cell types bind
substantial amounts of plasminogen (~105 molecules/cell). The
binding to 3T3 cells on a per—cell basis either decreases dramati-
cally during the course of a three-day incubation or decreases be-
tween the first and second days and then rises again on the third
day (""V' shaped binding curve). The binding to the SV 3T3 cells is
usually "V'" shaped. The transformed cells degrade the plasminogen
much more rapidly than the normal cells. After three days of growth
in the presence of }?I-labeled plasminogen, all of the plasminogen
associated with the transformed cells was digested iﬁto small poly-

peptides and individual amino acids while a substantial portion of the
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plasminogen associated with the normal cells was still intact. Our
inhibitor studies showed that the degradation was essentially indepen-
dent of the activation of plasminogen in the growth medium by the
plasminogen activator which is synthesized by the cells. Therefore,
the degradation is cell-specific and independent of PDMC, The
striking differences in plasminogen degradation may depend on cell
surface proteases present on the transformed but not the normal
cells, or on differences in endocytosis and lysozomal proteolysis,

or both. Clearly, the phenomenon is complex and will require
further study before it can be explained by models which incorporate
the present, rather limited, understanding of endocytosis. We are
are continuing our investigations of plasminogen binding using auto-
radiography in order to localize the sites of plasminogen degradation
and further characterize the processes involved in the binding and

degradation.
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The high-resolution structure of bovine trypsin inhibited with DFP{ was deter-
mined by Stroud et al. (1971 and R. M. Stroud, L. M. Kay, A. Cooper & R. E.
Dickerson, Abstr. 8th Int. Congr. Biochem. 1970). The experiments reported here
were designed to study the specific side-chain binding pocket of trypsin using
benzamidine, which is a competitive, specific inhibitor of trypsin. High-resolution
electron density syntheses and difference syntheses unambiguously identify the
side-chain binding pocket, which normally recognizes and binds the side chains
of arginine or lysine during proteolysis. Several important conformational dif-
ferences in the protein structure are apparent between DIP- and BA-trypsins,
and these are discussed with particular reference to inhibition, the binding of
lysine and arginine, subsequent orientation of the target at the active site, and
the enhancement of tryptic activity towards non-specific substrates seen on
binding small alkyl amines or guanidines in the specific binding pocket.

The BA-trypsin structure provides a good model for the binding of real sub-
strate side chains to trypsin during catalysis, explaining the sharp trypsin
specificity for lysine or arginine side chains (Weinstein & Doolittle, 1972) and
the lack of specificity for stereochemically different basic side chains. Benzami-
dine is shown to inhibit trypsin by steric interference with the inferred position
of good substrates, even when they do not carry any side chain.

Apart from the substitution of benzamidine and DIP, the most significant
differences between DIP-trypsin and BA-trypsin involve complete repositioning
of the side chain of GInl92, alterations in the side chains of Aspl102, His57 and
Ser195 at the active site, and changes in the solvent structure around this region.
The carboxyl group of Asp189, which is responsible for trypsin specificity, shows
no movement on binding benzamidine. The amidinium cation of benzamidine
forms a salt bridge with Asp189 in BA-trypsin; a similar salt bridge can be con-
structed between the side chains of model substrates with lysyl or arginyl side
chains and Aspl89. The y-oxygen of Ser190 is displaced by a 120° rotation about
its a—B bond on binding benzamidine and the binding pocket closes to sandwich
the inhibitor ring between the peptide planes of 190-191 and 215-216. These
contacts are presumably found in the enzyme-substrate complex with specific
substrates.

1 Abbreviations used: DFP, diisopropyl fluorophosphate; DIP, diisopropyl phosphoryl;
DIP-trypsin, diisopropyl fluorophosphate-inhibited trypsin; BA-trypsin, benzamidine-inhibited
trypsin. In equations the latter are further abbreviated to BAT and DIPT. The amino acid
abbreviations follow standard convention, and the amino acid residue numbering is that adopted
by Stroud et al. (1971).
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The active site structure at pH 8-0 is discussed with particular reference to the
microscopic pK, values of Aspl02 and His57, the pK, of the Asp~His system,
end the mechanistic consequences of these assignments.

1. Introduction

Trypsin shows its greatest activity for proteolysis between pH 7-0 and 9-0 (Northrop
& Kunitz, 1932). It has been one of our goals to study the structure of trypsin within
this pH range in order to minimize the possibility of examining an inactive confor-
mation of the enzyme. Trypsin undergoes at least three pH-dependent conforma-
tional changes between pH 0-5 and 7-0, which are detectable by optical rotary dis-
persion (Lazdunski & Delaage, 1967). More subtle, but nonetheless mechanistically
significant pH-dependent changes in the conformation, particularly around the
active site, have been detected in the serine proteases using more sensitive tech-
niques (Vandlen & Tulinsky, 1973). One of the difficulties of studying native trypsin
within the most active pH range is its rapid rate of autolysis. Firmly bound inhibi-
tors reduce the possibility of autolysis. For this reason, our first crystallographic
studies were carried out on DIP-trypsin, in which the enzyme had been irreversibly
inactivated by covalent modification of the reactive serine 195 using a non-specific
inhibitor (DFP, Fig. 1).

Benzamidine (Fig. 1) is a competitive, specific and reversible inhibitor of trypsin,
which binds with a K, = 1:8x10-% M (Mares-Guia & Shaw, 1965). Its amidinium

2 CH 0
3 |
. i \,CH-o—rla—F
6 : 2 CH3 (I)
7 /C).i
HoN7+ NH, CH3 CH3
(I) (1)
nooHn
Il GHyG—NH-C—C—O—E
R
(I(a))R= —H
/C"\|2 ,Cliz ¥
(II(b))R= —CHp CHz NH3
CH2 /NH /NH
(II(c))R= —Chip "CHp "G +
NH,
% _OEt
0y OEt /
c CHa

C.
HON'+NHz  HoN '+ NH,
(I3L) (3L)
Fi1a. 1. Chemical structures: (I) benzamidine; (II) diisopropyl fluorophosphate; (III) N-acetyl

amino acid ethyl esters, (a) acetyl glycine ethyl ester, (b) acetyl lysine ethyl ester, (c¢) acetyl
arginine ethyl ester; (IV) ethyl p-amidino benzoate; (V) ethyl p-amidino phenyl acetate.
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cation interacts specifically with the binding pocket of trypsin in a manner that is
probably similar to that of an arginine side chain on a specific substrate.

In studying BA-trypsin, we hoped to learn more about the highly specific binding
pocket of trypsin, how it functions in co-operation with the active site, and how
certain small molecules shut down tryptic catalysis, while others serve to enhance
the catalytic rate for substrates with small, non-polar side chains.

2. Experimental

(a) Preparation of crystals of inhibited trypsin

(i) Benzamidine-inhibited trypsin

Bovine trypsin (150 mg) (Mann Fine Chemical Company) and benzamidine hydro-
chloride (57 mg) (Aldrich Chemical Company) were dissolved in 5-0 ml cold 0-05 m-Tris
buffer (pH 8:17) and stored at 5°C for 30 min. 500 mg of anhydrous MgSO, were added
slowly with constant stirring at 5°C. The solution was clarified by centrifugation and
sterilized by passing it through a Millipore filter into 3 sterile vials. The vials were stop-
pered and stored at 5°C.

Tiny needles were observed in the solution after about 1 month; these crystals grew
to small, but usable size (about 0-4 mm X 0:2 mm X 0-2 mm) in about 2} months.

(i1) Diisopropyl phosphoryl trypsin

Bovine trypsin was inhibited with DFP according to the procedure of Cunningham
(1954).

150 mg of DIP-trypsin was dissolved in 3-75 ml distilled water at room temperature
and the pH was adjusted to 7-5 with 0-05 N-NaOH. 1-25 ml of a solution of MgSO, (15 g
anhydrous salt dissolved in 50 ml water) was added slowly with stirring. The solution
was clarified by centrifugation and sterilized by passing it through a Millipore filter into
2 or 3 sterile vials. The vials were stoppered and stored at room temperature. Rod-shaped
crystals of usable size usually took at least 2 months, and often much longer, to grow.

(ii1) State of the trypsin in the crystals

Preparations of DIP-trypsin and BA-trypsin crystals are quite similar. In order to
retard autolysis of the reversibly inhibited trypsin, BA-trypsin solutions were refrigerated.
It was then necessary to raise the precipitant (MgSO,) concentration by about 339,
above that used in the DIP-trypsin crystallizations. In both cases, the pH was between
7:56 and 8:2, in the region where the uninhibited enzyme would be most active. Further-
more, evidence summarized by Stroud et al. (1971) leads us to believe that the structure
of DIP-trypsin at pH 7-5 is very similar to native trypsin at pH 7-5 in gross conforma-
tion and state of protonation.

Chromatography of solutions prepared from crystals of DIP-trypsin and BA-trypsin
indicates that both contain mixtures of inhibited « and B-trypsins and small amounts
of other partially cleaved molecules. Although the ratios vary, they tend toward a 1:1
ratio of « to B-trypsin, a mixture richer in «-trypsin than the commercial trypsin or the
DIP-trypsin from which the crystals were prepared. B-Trypsin contains a single poly-
peptide chain of 223 amino acids, while «-trypsin has a single tryptic scission between
Lys145 and Ser146, and shows almost identical activity to a-trypsin (Schroeder & Shaw,
1968).

(b) X-ray data collection

Complete 3-dimensional X-ray diffraction data from BA-trypsin and DIP-trypsin were
collected to a resolution of 2-7 A. Data for DIP-trypsin were collected on an extensively
modified Supper diffractometer using Ni-filtered CuKa X-radiation. A graphite mono-
chromator designed by Dr Sten Samson was built and incorporated into the system for
collection of BA-trypsin data (Stroud et al., 1974). In all, 32 crystals were used for DIP-
trypsin and 6 for BA-trypsin. The difference in number is due to the reduced rate of
crystal decay in the monochromatized beam.

15
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It was surprising to find that the mean difference in diffracted amplitudes {|4F|)
between BA-trypsin and DIP-trypsin (4F = Fgap — Fprprp) was greater than the mean
difference between DIP-trypsin and a thallium derivative previously used in phase ana-
lysis. The value of {|4F|>/{|Fs|) was 21:6%, at least 6 to 7 times the expected errors
from all sources, and was roughly constant out to 2-7 A, indicating that quite specific
changes were occurring in the enzyme between highly isomorphous crystals (Fig. 2).

An estimate of the expected error in a single measurement, arising from all sources,
was made by comparing data sets from 2 different crystals of DIP-trypsin, one set taken
with Ni-filtered CuK« radiation (Fp,) and the other with monochromatized CuK« X-rays
(Fpm). The mean value of these differences, shown in Fig. 2, gives a mean residual,

R = z (lFPm = FPnI)/ZlFPm[y
hkl hkl

of 519, after corrections and scaling (including all zero intensities) or 4-2-5%, from the
mean value of Fp.

Datea were corrected for absorption, time-dependent decay, geometry, monochromator
polarization, etc., and scaled together to obtain Fg,p and Fppr according to the procedure
of Stroud et al. (1974). Final scaling of the two data sets was accomplished with a 2-
parameter (K’, B’) exponential function derived by least-squares minimization of

E'(s) = [K’ exp {B's* {| Fgar|>s — {|Fpier|)s}1%
computed from 20 zones of 8 = 2 sind. The cell dimensions of BA-trypsin and DIP-trypsin
crystals were identical within experimental error. The space group and cell dimensions
are:

space group: P2,2,2, a = 54:84-0-05 A
b = 587+4+0-05 A
¢ = 67-64+0-05 A.

(c) Electron density calculations

A difference electron density synthesis was calculated using phases ¢p and figures of
merit, m, previously determined for DIP-trypsin (Stroud et al., 1974) using the expression

dp(r) = %2 m AF; exp {2mir-s + ¢p},

where 4F, = (|Fgar| — | Fower|)s: Reflections where Fpap or Fpppr were less than 26
were left out of the synthesis, and the map was calculated at intervals of 0-01 in y and z,
and 0-02 in z, making the finest interval 0-6 A.

The difference map was contoured at intervals of 0-05 electrons/A3, omitting the zero
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and first contour in both the negative and positive density, using an approximate (statisti-
cally determined) absolute scale factor (Stroud et al., 1974). Five sections of the map in
the region of benzamidine binding are shown in Plate I. The root mean-squared error
{4p2)* in this map is 0-069 electrons/A3, and a comparison of the difference and DIP-
trypsin electron density maps may be found in Table 1. The highest uninterpreted ‘‘noise”
density peak corresponds to 2-5 times the calculated value for the standard deviation of
difference density in the map, indicating that all the observed electron density changes
above the noise have been accounted for.

Molecular movements that were less than the resolution (2:7 A) were calculated from
the difference map using vector moments evaluated for pairs of equal positive and nega-
tive features, and by analysis of the difference between the density map, computed using
terms

(2IFBA’I‘I - |FDIPT|) m exp {tépipr}s

and the density map for DIP-trypsin obtained previously (Stroud et al., 1974). Peaks in
the difference map were integrated and their electron equivalents evaluated assuming
that the benzamidine peak in the difference map contained its full complement of 64
electrons (Table 2). Actually, this peak represents (benzamidine—solvent) density;
however, an approximation of this kind is probably more accurate than any estimate of
the absolute scale of the protein. It also accounts for the factor (m?2)/2, which reduces
apparent electron densities in difference maps (Henderson & Moffat, 1971).

TABLE 2

Intensities of some difference map peaks scaled to the integrated
benzamidine density with its full complement of 64 electrons

Peak region Positive peak  Negative peak

electronst electrons
Hisb7 59 89
Cystine bridge (191-220) 80 9-6
GIn192 22-6 180
Benzamidine 64-0 —
DIP — 90-8

T Relative peak contents were evaluated by integration and scaled so that the benzamidine
peak corresponds to 64 electrons.

An estimate of the error in a shift calculated from vector moments was made by com-
puting an “error vector moment.”” The error vector moment for a pair of positive and
negative difference peaks is equivalent to the vector moment for the pair, except that
the root mean-squared electron density error rather than the observed electron density
is integrated over the peak volumes. The expected error in a shift was evaluated by divid-
ing the error vector moment by the number of electrons, IV, in the group which moves:

‘““error vector moment’’ _ 1',“ + [olp)r dr +v6[ — [elpindr

N N

shift error =

Plate I shows an analysis of part of the difference density in a view showing the relevant
region of the molecular model of DIP-trypsin to which a skeletal model of benzamidine
has been added simultaneously. Superposition was accomplished with a half-silvered
mirror (Richards, 1968). Newly ordered solvent molecules whose densities lie only par-
tially in these sections are indicated by W, and W,
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3. Results

(a) Interpretation of the map

The whole difference map, which is remarkably clean, allows a detailed interpre-
tation of peaks with an integrated electron content down to about three electrons
(corresponding to a spherical peak of diameter 2:7 A, with density of 3x (dp®)};
Table 1).

The large positive peak (BA) shows how benzamidine binds to trypsin in the
specific binding pocket. Evidently, the uniquely high specificity of trypsin and the
binding energy of benzamidine, about 6-2 kcal/mol (Mares-Guia & Shaw, 1967), lead
to one-site binding in contrast to other pancreatic serine proteases. a-Chymotrypsin,
for example, often binds small substrate analogues at multiple sites (A. Tulinsky,
personal communication). The benzamidine density reaches a maximum of about
+0-45 /A% in the centre of the phenyl ring, and shows quite distinct necking in
the region of the C;,~C(;, bond. Solvent molecules are displaced from the binding
pocket when benzamidine is bound, so that this density represents benzamidine
minus solvent. The broad negative peak beneath benzamidine is due to a displace-
ment of partially ordered solvent from the binding pocket. The amidinium cation

Fi16. 3. Part of the DIP-trypsin electron density map showing the position of the DIP inhibitor
bound to the y-oxygen of Ser195. The first contour represents 0-25 e/A3. The calculated noise is
between 1 and 2 contour levels, and the mean figure of merit was 0-71 out to 2:7 A resolution.
Atomic positions are labeled. The lower isopropyl group enters the binding pocket, while the
upper one is not visible, presumably because of thermal motion.
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of benzamidine interacts with the negatively charged carboxyl group of Aspl89 at
the back of the binding pocket. N 4, of benzamidine lies 2:9 A from one of the car-
boxyl oxygens. The large negative region in the map is due to the subtraction of
DIP density. The ring atom C, in benzamidine lies on a region of zero electron
density, and there is a scarp at the top of the ring around C,~C,,. One of the iso-
propyl groups on DIP lies very close to the region of C5—C4y—C, (Fig. 3), so

Fi1G. 4. The structure around the active site and binding pocket in BA-trypsin. Benzamidine
and solvent molecules are indicated by right-handed shading. Parts of the trypsin molecule in this
region which adopt different conformations in BA-trypsin and DIP-trypsin are shown in left
handed shading. The general “sandwiching” effect of pocket closure is not shown.fIn the erystal
structure this movement is due to repositioning of the chain between residues 190 and 191 and the
cystine bridge 191-220. Other changes occur around the left-hand side of Aspl102. This view is
approximately 90° from Plate I and Fig. 3, about an almost vertical axis. This view has been
adopted as ‘‘standard’’ and rotated to match the structure of a-chymotrypsin (Birktoft & Blow,
1972) for ease of comparison. Asp189 is dotted and forms a salt bridge with benzamidine. This and
the other computer-plotted Figures (5 and 6) were drawn by a modified version of ORTEP
(Johnson, 1965).

Fig. 5. The structure around the active site in DIP-trypsin. Right-handed shading picks out
the DIP group attached to Ser195. One isopropyl group partly fills the neck of the binding pocket
approximately in the same position as C3~C4~Cs) in BA-trypsin (Fig. 4).
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that this region in the difference map (Plate I) corresponds to the difference between
part of the firmly bound benzamidine and an isopropyl group vibrating about the
same general location. The sharp concave scarp between benzamidine and DIP
corresponds to the region of maximal difference density gradients between them.
The positive region associated with GIn192 is matched by a negative region behind
the sections shown in Plate I. These peaks define the complete reorientation of

F1a. 6. A view of benzamidine in the specific binding pocket oriented 90° about a vertical axis
from Fig. 4.

TABLE 3

Benzamidine-inhibited trypsin: co-ordinates for benzamidine, serine 190,
serine 195, glutamine 192, and associated solvent molecules

T Yy z Atom
Benzamidine 0-5637 0-260 0-764 BC1
0-538 0-233 0-756 BC2
0-523 0-224 0-740 BC3
0-5611 0-245 0-729 BC4
0-510 0-268 0-736 BCs
0-523 0-275 0-763  BC6
0-551 0-268 0-781 BC7
0-563 0-253 0-792 BN1
0-550 0-290 0-786 BN2
Active-site solvent 0-498 0-188 0-667 BW1
0-510 0-174 0-605 BW2
0-476 0-164 0643 BW3
Ser190 0-580 0-327 0:765 190CA
0-564 0-336 0-760 190CB
0-561 0-349 0-743 1900G
GInl92 0-604 0-208 0:699 192CB
0-592 0-184 0-696 192CG
0-578 0-190 0:674 192CD
0-564 0-184 0-673 192NE2
0-590 0-197 0:660 1920E1

Ser195 0-482 0-250 0-666 1950G
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TABLE 4

Co-ordinates for the active centre in diisopropyl
Sluorophosphate-inhibited trypsin

x Yy z Atom
DIP 0-514 0-230 0672 DIPP
0-5637 0-241 0-667 DIPO1
0-506 0-211 0-656 DIPOU
0-520 0-216 0-695 DIPOD
0-504 0-224 0:636 DIPCU1
0-626 0-226 0-625 DIPCU2
0-489 0-205 0-619 DIPCU3
0-524 0-238 0-711 DIPCD1
0-542 0-234 0-728 DIPCD2
0-499 0-246 0-720 DIPCD3
Aspl89 0-613 0-358 0-811 189CA
0-602 0-339 0-827 189CB
0-676 0-334 0-824 189CG
0-560 0-349 0-827 1890D2
0-569 0-316 0-819 1890D1
Ser195 0-497 0-249 0-675 1950G
GIn192 0-603 0-208 0-699 192CB
0-586 0-189 0-695 192CG
0:692 0-181 0-673 192CD
0-596 0-159 0-672 192NE1
0-593 0-194 0-6569 1920E2
Ser190 0-580 0-327 0-765 190CA
0-562 0-326 0-760 190CB
0-544 0-302 0-761 1900G

GIn192 in BA-trypsin, as shown in Figures 4 and 5. GIn192 acts as a polar flap cover-
ing the entrance to the binding pocket and must necessarily undergo a displacement
on binding substrate side chains which interact with Aspl89.

There are several other changes in the binding pocket when benzamidine is bound.
There is a significant ‘“squeeze’ of the pocket, which leads to a close sandwiching
of the inhibitor between the peptide planes of 190-191, and 215-216 (indicated in
Figs 4 and 6). The movement is only visible in the right-hand side of the pocket
seen in Figure 4. No movement is seen around Ser214 (which is hydrogen-bonded to
Aspl02). The disulfide bridge 191-220 moves in toward benzamidine by 0-74-0-3 A.
The side chain of Ser190 rotates by 120° about its «—f bond and the y-oxygen forms a
hydrogen bond to the hydroxyl group of Tyr228, and possibly to the carboxyl of
Aspl94. The position of Ser190 in DIP-trypsin is sterically incompatible with bind-
ing of benzamidine or an arginine side chain, so it presumably undergoes this type
of burial on binding specific substrates or their analogues. The positions of inhibitor
groups, and of groups in significantly different positions in BA-trypsin and DIP-
trypsin are listed in Tables 3 and 4.

(b) The active stte

Readjustments in the active site due to the BA-trypsin—-DIP-trypsin difference
include a shift in the imidazole ring of His57, binding of additional solvent molecules
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Prare I. Five sections of the difference density map showing a block 25:2 A (horizontal 4y ==
0:04 to 0-5) by 22:0 A (vertical 4z = 0-54 to 0-92) by 5:5 A (thick dx = 0-41 to 0-51). Contours are
at 4 [0-10 (0-05)] /A3, and negative density is shown with dotted contours; P corresponds to the
phosphorus atom position in DIP-trypsin. Similarly, DIP, GInl192 (in BA-trypsin), and BA
(benzamidine) indicate their associated densities. Superimposed on the sections is a part of the
skeletal model of trypsin showing the DIP group attached to Serl195. Benzamidine (BA) and
solvent molecules (W1, W2, etc.) have been added to the model. The conformations of Gln192
and Ser190 are for DIP-trypsin, and the carboxyl of Aspl89 is indicated. The negative region
(SOL) corresponds to the displaced solvent in BA-trypsin.

[ facing p. 218
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and some rearrangements in the side chains of Leu99, Val 227, Ser195 and Aspl02.
Two complementary positive and negative peaks in the difference map (see Table 2)
indicate a rotation about the «—B bond of His57, a reorientation of the carboxyl
group of Aspl02, and the binding of a solvent molecule in the active site (W3). It
is difficult to estimate the extent of movement of His57 from the difference peaks,

F1a. 7. The peaks associated with Hisb7 on the difference map. The lower peak is negative
density (—) while the other one is positive (+). The latter peak is a composite with a solvent
molecule density (see text).

Asplo2-= “~Serigs

©

Fia. 8. Electron density for His57 in the DIP-trypsin Fourier map, computed for the plane
parallel to the imidazole ring.
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because both the movement of His57 and the solvent molecule W3 contribute to
the positive peak and this solvent molecule shifts the peak away from the imidazole
ring. The negative peak is also a hybrid due to rearrangements of the Aspl02 and
His57 side chains.

As a result, the vector moment of these two peaks comes to 36-4 electron A,
which would indicate a falsely large movement (1:04 A) of the imidazole containing
35 electrons. The two peaks are shown in Figure 7, where the imidazole ring as it
appears in DIP-trypsin is indicated by a solid line drawing. (It is clear from this
Figure that the positive peak is too far from the imidazole to be due to histidine
movement alone.) The movement of the imidazole was therefore measured by com-
paring a density map p’(r) computed using terms (2|Fpsr|—|Fpipr|), ¢p and the
original p(r) map for DIP-trypsin. The well-defined electron density for the imidazole
in the latter map is shown in Figure 8 (and also in Plate IV of Stroud et al., 1974).
The shift was evaluated from the concerted movements of the side-chain density
between the two maps calculated from

[ ') rdx
= z
fp'(x)-dx

p(r)-r dx
4

b

!
]

p(r)-dx

where x is the line joining the two difference peaks in the direction of rotation. This
expression is essentially a Ax difference in centers of gravity of the peaks between
p’(r) and p(r) and accounts for changes in thermal motion parameters. The imidazole
ring of His57 has a somewhat larger thermal motion in BA-trypsin than in DIP-
trypsin. In BA-trypsin the imidazole ring has moved 0-204-0-07 A away from Asp102
by rotation about the C,—Cg bond.

This movement is insufficient to account for all of the negative peak between
Aspl02 and the ring. The remainder of this peak indicates that Aspl102 has also moved
away from the imidazole slightly in BA-trypsin. A corresponding positive region is
not seen in the map and has presumably been relayed to the surface of the molecule
by compensatory movements around Aspl02. The side chains of Leu99 and Val227,
for example, rotate about their C4—Cg bonds, such that their hydrophobic side chains
move closer to the indole ring of Trp215. A solvent molecule not previously observed
in DIP-trypsin is hydrogen-bonded to the nitrogen of the indole ring in BA-trypsin.

In BA-trypsin, as in DIP-trypsin (Stroud et al., 1974), one of the oxygen atoms
on the carboxyl group of Aspl02 is hydrogen-bonded to two backbone N-H groups
(56 and 57), while the other oxygen forms a hydrogen bond to the hydroxyl of Ser214.
The carboxyl group is shielded from solvent by the side chains of Ile99, Tyr94 and
Leu57, such that there is no direct access to solvent. Although there is room for
one, or perhaps two, water molecules to bind in a cavity behind 1199, it would be
impossible for a water molecule in this cavity to hydrogen-bond to Aspl02 without
disrupting the hydrogen bond to Ser214.

The y-oxygen of Serl95, no longer tethered to the DIP group, is free to move;
however, the large negative DIP density obscures any sign of the y-oxygen position
in the difference map. There are two almost equal and separate peaks for the hydroxyl
group in the (2 BA-trypsin-DIP) electron density map. One of these lies close to
the position found in stable acyl enzymes, indole acryloyl and carbamyl chymo-
trypsins (Henderson, 1970; Robillard ef al., 1972). The second site involves an upward
rotation of 120° about the a—8 bond of the serine, making it close to the position found
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for Serl95 in native «-chymotrypsin at pH 4-5 (Steitz et al., 1969). Based on our
assigned position for His57, the hydroxyl group of Ser195 would form a more favor-
able hydrogen bond to the imidazole in the first (acyl enzyme) position, as shown in
Figure 4. In spite of the clarity of the imidazole plane in density maps (Fig. 8 of
this paper, and Plate IV of Stroud et al., 1974), exact assignment of the tilt of a
ring within five or ten degrees from a 2-7 A map is always open to some small unpre-
dictable error, which should be kept in mind. However, this structure differs signi-
ficantly from what we might expect to find for native trypsin, based on the structures
of other native serine proteases. The uniquely high autolysis rate in trypsin has
delayed preparation of native trypsin crystals; however, the crystallographic ana-
lysis of native trypsin at pH 7-5 is now under way.

It seems most probable that the side chains of Aspl102, His57 and Ser195 in native
trypsin are arranged as they are in native chymotrypsin. If transition to the acyl-like
position is a direct consequence of binding the side-chain analogue benzamidine,
it seems reasonable that it could also be a consequence of binding substrate side
chains during formation of the Michaelis complex at pH 8-0.

(c) Other differences

There seems to be an overall increase in the number of solvent molecules specifi-
cally bound to the surface of BA-trypsin compared with DIP-trypsin, which may
be due in part to slightly higher salt concentrations in BA-trypsin crystals. On the
surface of the protein the side chains of Lysl45, Asn25 and Val200 move slightly
outward, and there are small shifts along the backbone chain between Tyr94 and
Leu99. Solvent molecules that were bound between Lys204 and Cys202, between
Lys109 and Ser84, and in a small crevice between Tyrl72 and the cystine bridge
182-168 are no longer bound in BA-trypsin, while newly bound solvent appears
near Ser96 and Serl110. Within the globular structure there is a small inward shift
of the chain Ile47-Ser45, with the hydroxyl group of Ser45 rotating approximately
180° and Prol98 tilting slightly to accommodate the hydroxyl groups’ new orien-
tation.

There is a crevice in the surface of the molecule behind the specificity pocket
and between Gly188 and Lys145 that is normally filled by a solvent molecule hydro-
gen-bonded to the carbonyl group of Cys220 (in one HgBr, derivative of trypsin,
a heavy-atom group fills this crevice, Stroud et al., 1974). When the lining of the
specificity pocket moves in towards benzamidine, the molecule in the surface crevice
is lost.

A solvent molecule W1 is hydrogen-bonded to the e-nitrogen of His57, the amide
moiety of Gln 192 and is at hydrogen bond distance from the hydroxyl of Ser195
in BA-trypsin (Fig. 5). Another solvent molecule, W2, lies 4-4 A above W1.

4. Discussion

Benzamidine binds in the specificity pocket of trypsin, which normally binds the
positively charged side chains of lysine or arginine during proteolysis. How much
can we now infer about the binding of real substrates by trypsin? If BA-trypsin
is a good model for side-chain binding, why is BA-trypsin an inhibitor even for
non-specific substrates?
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(a) The binding pocket and specificity of trypsin: a model for substrate binding

The entrance to the binding pocket on the enzyme is a slit that provides enough
room for the entry of a lysine or arginine side chain. Binding of benzamidine leads
to induced changes in the specificity pocket that involve displacement of the y-
oxygen of Ser190, and the closure of the pocket to sandwich the benzamidine mole-
cule between the peptide planes of 190-191 and 215-216. These close contacts are
presumably made between the methylene groups of lysine and arginine and the
enzyme in normal substrate binding. Benzamidine contains an amidinium cation,
coplanar with the phenyl ring, which closely resembles the guanidinium cation of
an arginine side chain (Fig. 1). Therefore, we built a model of an arginine amide
bound to trypsin, such that the guanidinium cation superposed exactly onto the
position of the amidinium moiety in BA-trypsin. The carbonyl carbon of arginine,
which forms an acyl bond to the enzyme via Ser195 during catalysis, is brought to
within 0-3 A of the phosphorus position of DIP. The phosphorus is covalently bound
to Ser195 in DIP-trypsin. This model allows the carbonyl group of arginine to adopt
a position very close to that postulated for a “good” substrate (Henderson, 1970).

In a second model experiment, the model substrate was built from the serine-
bound end, using bond lengths and angles compatible with an acyl enzyme in which
the serine y-oxygen is bonded to the carboxyl carbon of arginine. The arginine
side-chain was constricted to lie in the benzamidine plane. In this case, the guani-
dinium cation ends up rotated slightly with respect to the amidinium group of
benzamidine (see Fig. 9). Slight readjustments of the arginine side-chain confor-

Aspl89

Fia. 9. A section through the difference map (BA-trypsin-DIP-trypsin). The position of
benzamidine is shown in open line. An arginine side chain (A) of an acyl enzyme is placed so that
the carbonyl carbon is at the same position as the phosphorus (P) of DIP-trypsin. The side chain
is assumed to be planar, bringing the cation very close to the benzamidine cation. The scarp
between benzamidine and DIP is clearly visible.
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mation to preserve cation-anion interactions lead to a model in which N ,, and the
carboxyl of Aspl89 are about 2-9 A apart.

In a third model-building experiment, the structure of the bovine pancreatic
trypsin inhibitor (Huber ef al., 1970) was used in conjunction with the BA-trypsin
structure to generate a model for substrate binding. An arginine side-chain was

TABLE 5

Model for substrate binding fractional co-ordinates of residues 13 to 17 of the
“arginine-15"" inhibitor and glutamine acid 192 shown in Figure 10

z Y z Atom
Prol3 0-467 0-137 0-745 13CA
0-469 0-1656 0-739 13C
0-468 0-180 0-763 130
Cysl4 0-469 0-167 0-720 14N
0-470 0-158 0-714 14NH
0-469 0-191 0-711 14CA
0-456 0-189 0:691 14CB
0-496 0-200 0-708 14C
0-513 0-186 0-706 140
“Arg”16 0-4956 0-223 0:709 16N
0-487 0-231 0-710 16NH
0-519 0-235 0-704 156CA
0-520 0-258 0-715 16CB
0-518 0-2656 0-739 16CG
0-542 0-264 0-751 156CD
0-5456 0-262 0-770 16NE
0-652 0-261 0-786 16CW
0:6563 0-285 0-787 16N2
0-566 0-248 0-801 16N1
0:620 0-242 0-684 16C
0-5631 0-256 0-678 160
Alal6 0-509 0-227 0:672 16N
0-503 0-214 0-676 16NH
0-508 0-229 0-650 16CA
0-483 0-222 0-643 16CB
0-5630 0-215 0-639 16C
0-547 0-201 0648 160
Argl?7 0-629 0-215 0-618 17N
0-521 0-222 0-614 17NH
GIn192 0-601 0-204 0-699 192CB
0-612 0-194 0-680 192CG
0-590 0-170 0-682 192CD
0-569 0-170 0671 192NE1
0:697 0-165 0-692 1920E2

built into the inhibitor structure replacing the side chain of Lys15. Models of trypsin
and the modified inhibitor were brought together such that the “Arg 15 side-chain
was superposed onto the benzamidine density in the difference map (Fig. 9). The
side chain of GIn192 was moved to accommodate the inhibitor. Otherwise, the tryp-
sin active-site configuration was that of BA-trypsin. The resulting model complex
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was essentially the same as that proposed earlier by Stroud et al. (1971). Bond lengths
of some of the previously predicted hydrogen bonds are listed in Table 6, and the
structure of the complex around the active center of trypsin is shown in Figure 10.

This model for enzyme-substrate interaction embodies a substrate conformation
that evolved to bind tightly to the enzyme, and an enzyme conformation which is
presumably like that induced by binding of specific substrate side-chains. Benzami-
dine binding is, therefore, a good model for substrate side-chain binding, showing

F1e. 10. A model for the binding of the bovine pancreatic trypsin inhibitor (right-handed
shading) to trypsin (Stroud ez al., 1971), in which the side chain of Lys15 has been replaced by an
arginine side-chain, matching the electron density for benzamidine. Co-ordinates for this model
are listed in Table 5.

a number of interactions that we expect to be present during the specific interaction
between real substrates and trypsin.

This important correspondence helps to explain why the length of the basic side-
chain, as well as its charge, is important in catalysis. When the side chains of arginine
or lysine esters are shortened or lengthened by a methylene group (Baines et al.,
1964 ; Baird et al., 1965), the rate of tryptic hydrolysis drops markedly. The BA-
trypsin structure explains this sharp specificity. The B-carboxyl group of Aspl89
is tied to a fixed position by the orientation of the peptide chain and by hydrogen
bonding. There is no movement of this carboxyl group on binding benzamidine;
thus, even though there are changes in the binding pocket region, the position of
the critical charge on Aspl89 is stabilized in the specificity pocket and the orientation
of this carboxyl group is unperturbed on binding. If an ester or amide of a basic
aliphatic amino acid with a side chain one methylene group shorter, or one longer,
than normal arginine or lysine side-chains is attacked by trypsin, the coulombic
attraction between the positive side-chain and the negative carboxyl group of Asp189
will either pull or push the susceptible bond of the substrate away from the position
and orientation required for optimal catalysis.

Data for the hydrolysis of various ester analogues of benzamidine and phenyl
guanidine (Mares-Guia et al., 1967) shed more light on the relation between the
length of the side chain and catalytic activity, and lead to the questions of how
benzamidine inhibits trypsin, and how the structure of BA-trypsin relates to the
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TABLE 6
Some of the hydrogen bonds between the ‘‘arginine-15"° trypsin inhibitor
and trypsin
Trypsin Inhibitor Distance (A)
Ser214 C=0 N—H Arglb 30
Gly216 N—H C=0 Prol3 2-8
Ser195 N—H C=0 Arglb 25
Glyl93 N—H C=0 Argl5 32

The Table gives the distances between amide nitrogens and the carbonyl oxygens.

free enzyme and the enzyme substrate complex with specific substrates. Mares-Guia
et al. (1967) report that trypsin catalyzed the hydrolysis of ethyl and methyl esters
of p-guanidino and p-amidinobenzoic and phenyl acetic acids. The distance between
the charged groups and the ester moiety in true substrates is more closely approxi-
mated in the phenyl acetates than in the benzoates (see Fig. 1), and the phenyl
acetates are in fact hydrolyzed more rapidly. From the model of BA-trypsin (Fig. 5)
the ester group of trypsin-ethyl m-amidinobenzoate would be forced to project away
from the enzyme outward into the solvent, and this explains the observation that
even though this ester binds more tightly than its para analogue, it is not hydro-
lyzed by trypsin. If trypsin can still hydrolyze esters of compounds resembling ben-
zamidine, does benzamidine competitively inhibit trypsin by merely filling up the
binding pocket and thereby sterically interfere with substrate binding, or do induced
structural changes in the enzyme itself contribute to inhibition?

(b) Benzamidine inhibitor action

Model building shows that the top of the phenyl ring in benzamidine (C5,~C 4y~
Cs,) lies too close to the y-oxygen of Serl195 to permit substrates to approach and
form an acyl-serine. For example, a prohibitively close contact (<2 A) would occur
between C s, benzamidine and the «-carbon of a glycyl substrate bound in the manner
shown in Figure 10.

While large alkyl amines, guanidines and amidines competitively inhibit trypsinf,
smaller amines (methyl, ethyl and n-propyl) and guanidines (methyl and ethyl),
which are also competitive for specific substrates, promote the slow hydrolysis of
the non-specific substrate acetyl glycine ethyl ester up to 11 times of that without
these side-chain analogues. Far from contributing to inhibition, as is the case with
some of the larger cations, these small positively charged molecules enhance the
apparent reactivity of trypsin (Inagami & Murachi, 1964; Inagami & York, 1968;
Erlanger & Castleman, 1964; Mares-Guia & Shaw, 1965). Thus, the BA-trypsin
structure and these data indicate that benzamidine and other large amines, amidines

+ Erlanger & Castleman (1964) have observed the tryptic hydrolysis of acetyl glycine ethyl ester
activated by 2-aminoheptane and other large alkyl amines. It is possible that these large amines
no longer bind in the specificity pocket, but rather at some second site (Sanborn & Hein, 1968),
and they might affect catalysis in the same way that excesses of specific substrates act (substrate
activation) (Trowbridge et al., 1963).
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and guanidines competitively inhibit trypsin by sterically hindering substrate acces-
sibility, not only to the specificity pocket but also to the active site itself.

(c) Histidine 57-aspartic acid 102

It is clear from the density maps that the 8-nitrogen of His57 in BA-trypsin or
DIP-trypsin points directly towards the center of the carboxyl group of Aspl02 (see
Plate IV of Stroud et al., 1974) rather than to the lower carboxyl oxygen (as found
in the a-chymotrypsin structure of Birktoft & Blow (1972) at pH 4-5). Our analysis
was done at pH 8:0, where the native enzyme would be active. M. Hunkapiller,
et al. (1973) have shown that the pK, of the equivalent residue to Aspl02 in «-lytic
protease (a bacterial serine protease related to the trypsin family, showing similar
kinetics to elastase) is 6-7; therefore, the enzyme is inactive until Aspl02 becomes
charged (above pH 6-7). Consequently, the interaction we observe between the
neutral His57 and the ionized AsplO2 is one in which the protonated §-nitrogen
interacts with the delocalized negative charge on the carboxylic acid.

Structure analysis carried out in the acid pH range (where the enzyme is inactive)
show interaction between a neutral Aspl02 and neutral imidazole. (The imidazole
is neutral above pH 4-5, Hunkapiller et al. (1973).) Thus Aspl02 is the base during
catalysis and its pK,, rather than that of His57, is responsible for the low limb of
the pH activity profile in the serine proteases. The imidazole presumably acts as a
proton relay between Aspl02 and the substrate or solvent, and remains neutral
throughout catalysis. Therefore, the effective pK, of the Aspl02-His57 system as
seen in kinetics is the pK, of the better base, Aspl02 (pK, = 6-7). The mechanistic
importance of this assignment is that no unfavorable charge separation is required
during catalysis. In a proposed mechanism incorporating this assignment of pK,
values (Stroud & Krieger, 9th Int. Congr. Biochem., 1973), negative charge is developed
on the tetrahedral intermediate as negative charge is neutralized on the carboxyl
group of Aspl02. At no stage is the imidazole required to be positively charged, so
smoothing the barriers between intermediate states during hydrolysis.

If, on the other hand, the pK, of Aspl02 were low, or even normal for aspartic
acid in solution, protonation of Aspl02 would be unlikely even during the hydrolysis
reaction. Then the role of Aspl02 in enhancing enzymatic rate would be difficult to
explain in other than purely structural terms. For example, its role might be to
maintain and stabilize the orientation of His57 during catalysis. However, most
other assignments of pK, values from kinetic data are inherently incapable of
distinguishing between the pK, values of Aspl02 and His57. Likewise, studies of
the net proton release upon denaturation (Ferscht & Sperling, 1973) or competitive
labeling techniques (Cruickshank & Kaplan, 1973; Beeley & Neurath, 1968) can only
conclude that the Asp-His system has an apparent pK, near neutrality and, therefore,
that one of these groups loses a proton as the pH is raised through neutrality.

Thus the presence of a carboxyl group of high pK, and a neutral side-chain of
His57 with a low pK, suggests two compelling new evolutionary reasons why the
Asp-His-Ser arrangement should be universal to serine proteases. First, by neutraliz-
ing a negative charge on Aspl02, rather than generating a positive charge on His57
during formation of the tetrahedral intermediate, there is no unfavorable charge
separation. This contributes to reducing transition-state internal energies, and so
to rate enhancement. Second, if the charged Aspl02 is to be a proton acceptor at
physiological pH values, its pK, must be raised and it must have access to the proton
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donor. The imidazole of His57 is ideally suited to both insulate Aspl02 from solvent
(so raising the pK, of the buried carboxyl group) and to serve as a proton conductor,
transferring charge from the carboxyl group to the substrate. It is also important
to note that both the reverse separation of the pK, values of Aspl02 and His57
and the structure which shows a symmetric interaction between the charge on Asp102
and His57, are unlike the situation in aqueous solution and more like interactions
and proton affinities expected for groups in the gas phase or in hydrophobic solvents.
The protein environment of Aspl02 is responsible for these effects.

(d) T'he role of glutamine 192

The side chain of GInl192 covers the entrance to the specific binding pocket in
BA-trypsin and forms a hydrogen bond to W1 (Fig. 4), which in turn is hydrogen-
bonded to the e-nitrogen of His57 or to the y-oxygen of Ser195 in the “down” posi-
tion. This orientation is completely different from that found in DIP-trypsin. If
GInl192 adopts the BA-trypsin conformation in native trypsin (a lid to the binding
pocket) then it must move away during substrate binding. It is also possible that
GIn192 might “pack” against a substrate once it has formed an enzyme-substrate
complex. This residue (192) is glutamine in five different trypsin species sequenced
so far (listed by Stroud ef al., 1971), whereas in bovine chymotrypsin it is a methio-
nine residue. Perhaps this substitution serves to offer a polar environment to exchange
with polar side-chains in trypsin substrates, and a non-polar, hydrophobic environ-
ment for side chains of chymotrypsin substrates. A reorientation similar to that
found for GInl192 has been observed in chymotrypsin (Metl92) by Steitz et al.
(1969).

The side chain of residue 192 might also have an important role in stabilizing the
conformation of the specificity pocket region in the zymogen precursors of trypsin
and chymotrypsin. In the crystal structure of chymotrypsinogen (Freer ef al., 1970),
the polypeptide chain lining the binding pocket is rotated away from the chymo-
trypsin orientation, and the side chain of Met192 fills the pocket. In the zymogen
Met192 could be stabilizing the zymogen pocket through “hydrophobic” inter-
actions. GInl192 could play a similar role in trypsinogen by rotating downward, and
possibly hydrogen-bonding to Aspl89. (The structure analysis of bovine trypsinogen
is nearing completion in our laboratory.)

(e) Stde-chain activation of trypsin

The rate of hydrolysis of specific substrates by trypsin is much faster than the
rate for non-specific amides or esters (Inagami & Mitsuda, 1964); however, a marked
increase in the rate of hydrolysis of acetyl glycine ethyl ester, a non-specific substrate,
accompanies the binding of small alkyl amines or guanidines to the trypsin specifi-
city pocket. Furthermore, this effect is primarily an effect on k.., with a negligible
effect on K, (Inagami & Murachi, 1964). Inagami & York (1968) also showed that
the binding of these small cations shifts the lower limb of the pH profile of acetyl
glycine ethyl ester hydrolysis to lower pH values. For example, on binding methyl
guanidine, the observed pK, shifts by 0-4 unit. On the basis of the recent determina-
tion of pK, values by Hunkapiller et al. (1973), we assume that this group with a
pK, around neutrality is Aspl02. The pK, change contributes to a rise in V,ay;
however, even after correction for this effect, methyl guanidine or ethyl amine still
raise V.. by factors of approximately 4 and 11, respectively, clearly implicating

16



45,

228 M. KRIEGER, L. M. KAY AND R. M. STROUD

other induced effects. Ester substrates of chymotrypsin show a similar relation
between binding affinity and the pK, of Aspl02, indicating that charge interactions
are insufficient to explain the pK, change. If the binding of benzamidine to trypsin
induces a similar activation state, which is masked by its action as a steric inhibitor,
the BA-trypsin structure should resemble the activated state, and might suggest how
the alkyl cations activate hydrolysis of non-specific substrates. When the structure
of native trypsin (work in progress) is completed, the changes induced by benzamidine
(or the small cations) can be assessed directly; however, there is a good deal of
evidence indicating that induced structural changes are involved. The masking of
tyrosine and tryptophan residues in BA-trypsin, or n-butylamine-trypsin are examples
(Villanueva & Herskovits, 1971; D’Albis & Béchet, 1967). Lysine residues are also
affected by benzamidine binding (Beaven & Gratzer, personal communication).
Following this evidence, it may be that one function of side-chain binding on
specific substrates is to reposition parts of the enzyme structure so as to enhance
the catalytic efficiency. In any event “induced fit”’ (Koshland, 1958) is the most
reasonable explanation of the small alkyl amine or guanidine effect on hydrolysis of
non-specific substrates by trypsin.

The rate-limiting step for hydrolysis of esters by trypsin is deacylation. Therefore,
the primary effect detected by Inagami & York (1968) is one on the deacylation rate-
constant. In order to assess the effect of small cations on the acylation rate-constant,
Chambers & Stroud (unpublished results) have studied the effect of alkyl cations on
hydrolysis of other non-specific substrates. We have shown that methyl guanidine
also activates hydrolysis of p-nitrophenyl acetate by trypsin, and that a major
part of this activation is due to an increase in the deacylation rate-constant. The
preliminary indication is that changes in internal energy of the acyl enzyme could
explain the major contribution to side-chain activation.

Other explanations are less likely. For example, small alkyl amines or guanidines
might stabilize an active form of the enzyme versus an inactive one, thus apparently
raising the catalytic rate-constant. An equilibrium such as this has been demon-
strated for chymotrypsin (Ferscht & Requena, 1971), where the transition from
inactive to active enzyme is correlated directly with the formation of a buried salt
bridge between the a-amino group of Ilel6 and the carboxyl group of Aspl94. At
neutral pH, about 109, of the enzyme exists in the inactive form, which does not
bind specific substrates and in which the amino-terminal is assumed to be outside of
the molecule (Ferscht, 1972). Trypsin has a similar internal salt bridge between
Aspl94 and the a-amino group of Ilel6, although a similar conformational equili-
brium has not yet been established. However, we expect the salt bridge to be much
stronger in trypsin than it is in 8 or a-chymotrypsin (thus leading to a much smaller
proportion of “inactive’’ enzyme), because the apparent pK, defining the high pH
limb of the pH-activity profile associated with the «-amino group of Ilel6 is more than
1-5 pK, units above that found for chymotrypsin. Typical values are about pK,,,
8:5 to 89 for chymotrypsin, and pK,,, of 10-1 for hydrolysis of «-N-benzoyl-L-
argininamide by trypsin (Spomer & Wootton, 1971). The indication is that the salt
bridge is much stronger in trypsin, and, therefore, that the proportion of inactive
enzyme, where the a-amino terminus is no longer constrained in the salt bridge, is
much smaller.

The binding of indole and DIP to chymotrypsin (Hess et al., 1970) and the binding
of n-butylamine (D’Albis & Béchet, 1967) or DIP (Ghelis et al., 1967) to trypsin appear
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to stabilize the enzymes in a conformation similar to the active, or “in” form. By
pushing the conformational equilibrium toward the active enzyme, the specific side
chain analogue activators could produce an increase in V,,. for non-specific sub-
strate reactions, but could not in any case explain a differential effect on deacyla-
tion or acylation rate-constants as we observe for hydrolysis of nitrophenyl acetate.
Furthermore, this effect cannot be responsible for most of the observed increase in
Vmex, for even if the active-inactive trypsin equilibrium were similar to that of
chymotrypsin, only 109, of the enzyme would be affected, clearly less than required
for a factor of 11 in k.. Also, one would expect those alkyl cation effectors that
bind most strongly to trypsin’s specificity pocket to have the greatest effect on the
conformational equilibrium; however, alkyl amines do not bind as tightly to trypsin
as do their corresponding guanidines, yet the amines of corresponding size are better
activators.

In summary, it seems inescapable that the small alkyl amines or guanidines induce
small changes in the catalytic site of trypsin, and that these changes are responsible
for activating the enzyme and affecting k.. The specific side chains of real substrates
may be responsible for similar rearrangements. It seems likely that the structure of
BA-trypsin resembles an ‘“activated’ species, although the enzyme is inhibited
by steric hindrance of productive substrate binding. If this is indeed true, we might
expect the side chains of real specific substrates to induce similar effects in the
enzyme.
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The Effect of Pre—Incubation on Trypsin Kinetics at Low pH™

Roger E. Koeppe II, Monty Krieger, and Robert M. Stroud

ABSTRACT: The deacylation rate for hydrolysis of Na-—carbobenz—
oxy-L-lysine-p-nitrophenyl ester by trypsin depends on ionization of
a single group of pKa 6.8 on the enzyme which is required in its de-
protonated form for activity (Bender, M. L., Kezdy, F.J., and

Feder, J. (1965), J. Amer. Chem. Soc. 87, 4953-4954). It is shown

here that the Dixon plot for this reaction is linear between pH 3.0 and
5.0 and has a slope of ~1; therefore, there is no second group on the
enzyme with a pKa between 3 and 7 which affects the rate of this re-
action. Since there are two groups in the active center of serine
proteases which might be expected to affect the rate of hydrolysis in
this pH range, it is clear that the second group must have a pKa less

than 3. Thus, it would seem that spectroscopic studies which do

*Contribution No. 5253 from the Norman W. Church
Laboratory of Chemical Biology, California Institute of Technology,
Pasadena, California 91125. Supported by National Institutes of
Health Grant GM-19984; a National Institutes of Health Career De-
velopment Award (RMS); a National Science Foundation Predoctoral
Fellowship (REK); a National Institutes of Health Predoctoral
Traineeship {REK); and a Danforth Foundation Fellowship (MK).
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detect ionization of a second group with a pKa in the pH range
3.0-7.0 are monitoring a group which does not control catalysis.

A possible source of discrepancy between kinetic and spectro-
scopic studies could arise if a slow pH-dependent conformational
change took place during the long incubations required for most
spectroscopic studies, and affected the pKa's of groups at the active
center. No such effect is observed within the time scale of one
minute to three hours when enzyme pre-incubation at pH 2.0 or at
pH 6.9 precedes kinetic studies. Therefore, spectroscopic studies
which do detect a second ionization with a pKa in thé range 3-7 are
clearly detecting the ionization of a group which does not affect the
rate of hydrolysis, and so cannot be that of His 57 in the active

enzyme.

Introduction

The active site in the trypsin-like enzymes contains both an
imidazole (His 57) and a carboxylic acid (Asp 102). Because the
normal pKa's of the side chains of histidine and aspartic acid in
solution are about 6.0 and 3.6 (Greenstein and Winitz, 1961), respec—
tively, it is surprising that there is only one group (of pKa 6. 8)

whose ionization affects the rate of catalysis by chymotrypsin or .
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trypsin in the pH range 2.0 -~ 7. 0 (Kezdy et al., 1964; Bender et al.,
1 965; Fersht and Renard, 1974).

It has sometimes been assumed that if individual pKa's could
be assigned to the two groups, then His 57 would most likely be the
group of pKa o~ Y However, some spectroscopic studies provide
evidence that the group ionizing at pH ~7 is Asp 102 (Hunkapiller
et al., 1973; Koeppe and Stroud, 1976). Because only one pKa on
the enzyme is detected in the rate profile, the second group (His 57)
may have a remarkably low pKaL (less than 2.0), although there is as
yet no precedent for such a large perturbation of imidazole ionization
in proteins.

Any apparent conflict between kinetic data which do not detect
a rate-controlling PKa between 2. 0 and 7.0, and spectroscopic
studies which lead to an assignment for the pKa of the second group
within this range (Markley and Porubcan, 1975) might be resolved if
the ionization of the imidazole of His 57 were dependent on a very
slow pH-dependent conformational change. This ionization might not
be detected in kinetic experiments in which aliquots of a stock solu—
tion of enzyme at one pH are diluted into reaction mixtures at
various pH's. If a conformational change did not occur before the
reaction, but did occur during the long incubations used in spectro-

scopic studies, then the two methods could give different results.
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One way to approach the question of whethef a slow conforma-
tional change affects the pH dependence of serine protease hydrolysis
would be to conduct kinetic experiments with enzyme pre-incubated
at different pH's. We therefore measured the rate of hydrolysis of
Na—carbobenzoxy—L—lysine—B—nitrophenyl ester by trypsin which had
been pre—incubated for up to three hours at pH 2.0, or at pH 6. 9.
This work also presents the pH-activity profile for hydrolysis of an

ester by trypsin down to pH 2. 0.

Materials and Methods

Materials: Bovine trypsin (three times crystallized, lyophi-
lized, salt free; lot 73M339) was purchased from Worthington Bio-
chemical Corporation, and Na—carbobenzoxy—L—lysine—l)_—nitrophenyl
ester (CLNE)1 was obtained from Cyclo Chemicals (lot D-1308).
PIPES was purchased from Calbiochem, and all other chemicals
were reagent grade. Water was distilled and deionized with a

Barnstead ultrapure cartridge.

Kinetics: Stock solutions of trypsin (28 pM active sites (Chase

and Shaw, 1967)) were pre—incubated in low pH (HC1, pH = 2. 0) or

. Abbreviations used: CLNE, Na—carbobenzoxy—L—lysine—E—nitro—

phenyl ester; PIPES, piperazine-N, N'-bis(2-ethane-sulfonic acid).
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high pH (2mM PIPES-HCI1, pH = 6. 9) buffers at 0°C for up to three
hours. Reaction buffers in the pH range 2.0 - 5. 0 were prepared by
mixing the appropriate amounts of buffer A (200 mM glacial acetic
acid - 12 mM HCI1, pH = 2. 01) with buffer B (200 mM sodium acetate
- 12 mM HCI1, pH = 5. 91).

The rates of CLNE hydrolysis were followed by observing the
rate of liberation of p-nitrophenol in a Gilford Model 240 spectro-
photometer at 340 nm. The reactions were run at 30.6 +0.1°C, and
the pH of the reaction solutions remained constant throughout the re-
action. In a typical run, 2.0 ml of reaction buffer and 20 pl of pre-
incubated enzyme solution were mixed in a 3 ml cuvette, and the re-
action was initiated by the addition of 100 pl of CLNE (2.19 mM) in
ethanol. The reagents were rapidly mixed by inverting the cuvette
several times, and the changé in absorbance at 340 nm was recorded
on a Honeywell strip—chart recorder. The relative rate of hydrolysis
(kr) was determined by calculating the slope of the best straight line

relating the change in absorbance at 340 nm to time.

Results

The relative rate constants for the hydrolysis of CLNE by
trypsin are listed in Table I. There is essentially no difference be-

tween the results for enzyme pre-incubated at pH 2.0 and at pH 6. 9;
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therefore, a slow conformational change with a time constant be-
tween one minute and three hours does not affect the pH dependence
of CLNE hydrolysis by trypsin. Figure 1 is a Dixon plot (Dixon,
1953) of the rate data together with overall standard deviations.

The data in Figure 1 fall on a straight line between pH 5. 0 and
PH 3. 0; therefore, there is no second ionization which affects the de—
acylation rate in trypsin between pH 5. 0 and pH 3. 0. The slope of
this line is 0. 83, whereas a slope of 1. 0 would be expected if the
rate depended on a single ionizing group (Dixon, 1953). Decreased
slopes such as these may be an effect of low ionic strength of the
solution, and the overall charge on the protein (Edsall and Wyman,
1958; Kezdy et al., 1964). Data for the hydrolysis of Na—acetyl—DL—
tryptophan-p-nitrophenyl ester by a-chymotrypsin at ionic strength
0. 05 are reported by Kezdy et al. (1964) in their Table III. A least—
squares fit of a straight line to their data yields a slope of 0. 86.

Between pH 3.0 and pH 2.5, the slope changes. Due to the un-
certainty in measuring the very slow hydrolysis rates at pH 2. 0, the
slope of the line is not well-determined between pH 2.7 and pH 2. 0.
Nevertheless, the slope changes by a factor of approximately 2, the

change expected for an additional rate-determining ionization.
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Discussion

The rate of hydrolysis of CLNE by trypsin is extremely fast
(k31irr1 =170 sec_l (Bender et al., 1966)). This is one of the fastest
hydrolys.is rates by this enzyme; therefore, CLNE is one of the best
substrates for low pH studies of trypsin-catalyzed hydrolysis. The
hydrolysis of CLNE by trypsin has been shown to proceed via an acyl
enzyme (ES') intermediate (Bender and Kezdy, 1964). Thus the re-
action may be represented by:

E + 8 £=—= E8 Yoy Es By B4 op
P,
where E is the free enzyme, S the substrate, ES the Michaelis com-
plex, P, is the p-nitrophenol released, and P, is the free acid.

Over most of the pH range in our experiments, CLNE was at an
enzyme-saturating concentration of 1.17 x 10—-4 M (K:m =1x 10—5 M
at pH 5. 80 (Bender and Kezdy, 1965)). Therefore, the steady-state
rate of release of p-nitrophenol was proportional to k;, the deacyla-
tion rate constant. Under these conditions, pKa's determined from
Dixon plots can be assigned to groups in the acyl enzyme intermediate

(ES').

Our results show that in the acyl enzyme there is no group with
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a PKa between 3 and 5 which affects the deacylation rate, k;. Fur-
thermore, since the rate has been shown to depend on a group of

pKa 6.8 (Bender et al., 1965) and since the slope between pH 3. 0 and
5.0 in Figure 1 is characteristic of a single ionizing group, there
can be no second rate-affecting pKa between 3.0 and 7. 0. For the
same reaction Bender et al. (1965) reported that kca depends on a
single basic group between pH 2.0 and 7.4. These results are also
consistent with the findings of Stewart and Dobson (1965), who showed
that a Dixon plot was linear between pH 3.6 and 4.4, and had a slope
near unity for the deacylation of Na—benzoyl—L—arginyl trypsin.

Similar conclusions can be drawn from the data of Bender et al.

(1964) for the hydrolysis of the non-specific substrate Na—carbo—
benzoxy-L-tyrosine-p-nitrophenyl ester by trypsin between pH 3.0
and pH 7. 0. |

After pre—incubation of enzyme, the tryptic hydrolysis of
CLNE was run at several different pH's between 2.5 and 5. 05. The
rates of hydrolysis by trypsin pre—incubated at pH 2.0 or at pH 6.9
were identical. Thus, there is no slow pH-dependent conformational
change which affects activity in this pH range. This means that
equilibrium and kinetic methods of detecting ionization changes in the
active site should be equivalent in this range. There is no kinetic

evidence for a second group of pKa between 3 and 7 which affects the
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acylation or deacylation rates in hydrolyses by serine proteases.
Therefore, spectroscopic methods which detect pKa's in the region
between 3 and 6 would seem to be monitoring groups which have no
effect on the acylation or deacylation rates.

One explanation for the curvature in the Dixon plot between
pH 3.0 and pH 2. 5 is that the overall rate may depend on steps in the
reaction other than deacylation, due to diminished substrate binding
at low pH. It is known that the Km for CLNE increases from
1.0=10"> at pH 5.80 to 7. 95 x 107 2k sH 2. 66 (Bender etal.,
1965). Thus, at low pH the CLNE concentration was not saturating,
the relative rate may not have been equivalent to k; alone, and the
change in slope in the Dixon plot may not represent a true pKa.
Furthermore, Bender et al. (1 965) stated that their analysis of
tryptic hydrolysis of CLNE showed no such curvature above pH 2. 0.
Their substrate concentration was presumably higher, and their re-
port again suggests that substrate binding, rathel: than a rate-control-
ling ionization, is responsible for the curvature we see.

Another possibility might be that the change of slope between
pH 2.5 and pH 3. 0 may be due to the titration of a group in the acyl
enzyme. It is unlikely that His 57 could be this group, because there
is no corresponding slope change in hydrolysis by chymotrypsin

(Kezdy et al., 1964; Fersht and Renard, 1974).
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The work of Hunkapiller et al. (1973) on a-lytic protease has
shown that His 57 is neutral above pH 4. 0, and therefore cannot be
responsible for the pKa a.round 7. Koeppe and Stroud (1976) have
directly established that Asp 102 in trypsin is the group with a pKa of
6.8. Kinetics at low pH exclude the possibility that His 57 titrates
between 3.0 and 6. 0. Thus the pKa of His 57 must be below 3 in
trypsin and below 2 in chymotrypsin. Although the unique structure
of the active site must somehow be involved in stabilizing the neutral
form of the imidazole ring, there is as yet no satisfactory explanation

as to why the pKa of His 57 should be so low.
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TABLE [

Relative rates of CLNF hydrolysis by trypein which was pre-incabated at pll 2 0, or at pH 6. 9,

Reaction Pre-incubation Average k. QOverall “r“ Overall vb
-1
H in- 1
P pH o ?_A_HO min B fAHO min

2.0 2.2x1074 i

2.0 2. 2.x Y0 2.8x10
6.9
2.0 L0023 4

25 00245 2.2x10°
6.9 0026
2: 0 L0142

3.08 0126 .0012
6.9 L0121 .
2.0 0597

3.95 0671 L0063
6.9 0613
2.0 .1008

4.2 1014 . 0004
6.4 .1019
2.0 . 1206

4.39 L1256 0086
6.9 L1295
2.0 .2090

4.6 2060 0062
6.9 .2029
2.0 . 3148

4.81 3065 . 020
6.9 . 2981
2.0 .491

5. 05 479 019
6.9 . 466

% The "overall" rate is the average value of the ratos observed at both conditionn of pre-incubation.

1

N 2% ¥

Z (k, (overall) - kr )

b i=1 i
] e e

N-1

€ One datum only. In this case, the overall v is an cstimate.
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Figure Captions

FIGURE 1. PH dependence of CLNE hydrolysis by trypsin,
which was pre-incubated at pH 2.0 ‘‘e—o ) or at pH 6.9 (o—o0).
The error bars represent the overall standard deviations listed in

Table I.
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The pH Dependence of Tritium Exchange with the C-2 Protons

of the Histidines in Bovine Trypsin*

Monty Krieger, Roger E. Koeppe II and Robert M. Stroud

ABSTRACT: At pH 8.9 and 37°C the half-times for tritium exchange
with the C-2 protons of the histidines of trypsin are 73 days for His 57,
and greater than 1000 days for His 40 and His 91. These half-times
are much longer than the half-life of exchange for the C-2 proton of
free histidine (2. 8 days at pD 8.2), and longer than any previously re-
ported half-time of exchange at pH >8. These very low rates of ex-—
change are discussed with reference to the refined structure of
trypsin. The tritium exchange of His 57 depends on an apparent pKa
of 6.6. This pKa may represent the pKa of the imidazole of His 57 in

an inactive conformation of the enzyme.

*Contribution No. 5247 from the Norman W. Church Laboratory
of Chemical Biology, California Institute of Technology, Pasadena,
California 91125. Supported by National Institutes of Health Grant
GM-19984; a Danforth Foundation Fellowship (MK); a National Science
Foundation Predoctoral Fellowship (REK); a National Institutes of
Health Predoctoral Traineeship (REK); and a National Institutes of
Health Career Development Award (RMS).
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Introduction

The catalytic sites of all serine proteases contain three amino
acid side chains which are essential for enzymatic activity: Ser 195,
His 57, and Asp 102. 1 The mechanism by which these enzymes
hydrolyze peptides, amides, or esters involves nucleophilic attack by
the serine hydroxyl group on the susceptible carbonyl carbon of the
substrate. The histidine and aspartic acid side chains may be re-
garded as a coupled hydrogen-bonded system which promotes the re-
action by general base catalysis (Bender and Kezdy, 1964; Inward and
Jencks, 1965). The base facilitates proton transfers among the re- |
acting species, first accepting the serine hydroxyl proton during the
nucleophilic attack, and later donating a proton to one of the products
of hydrolysis.

This paper reports an attempt to determine the pKa's of the
three histidines of bovine trypsin using the isotope exchange method
of Ohe et al. (1974). This technique involves incubating the enzyme
in tritiated water at various pH's, digesting the protein, separating
the histidine—containing peptides and determining the extent of the
isotope incorporation into each histidine.

The kinetics of deuteration of imidazole (Vaughan et al., 1970)

The numbering system referred to is that of chymotrypsinogen.
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and of N-acetyl-histidine (Matsuo et al., 1972) in aqueous solutions
have been studied as a function of pH. The pH dependence of the ex—
change rate can be explained by a mechanism which involves a rate-
determining abstraction of the C~2 proton by OH or by H,O to form
an ylide intermediate, followed by a fast protonation of the ylide
(Vaughan et al., 1970). Evidence that proton abstraction is involved
in the rate-determining step is provided by a deuterium isotope effect
of 7.5 which has been observed when comparing the rates of exchange
of tritium into the tripeptide Gly-His-Gly with 'H or *H in the C-2
position of the imidazole (Markley and Cheung, 1973). The pKa of the
imidazole ring can be determined by fitting the pH-exchange data to
the rate equation derived from the ylide mechanism.

The rate of exchange at the C-2 of imidazole is intermediate
between the rates for fast-exchanging O—H and N—H protons and non-
exchanging C—H protons. The uniqueness of the rate of C-2 exchange
allows the specific labeling of the histidine rings of a protein in
tritiated water (Matsuo et al., 1972). The tritium can be incorpo-
rated under mild, non—-denaturing conditions (37°C, pH 2-10), and
the labile protons can be back-exchanged, thus leaving only histidines
labeled. Studies of the pH dependence of tritium incorporation into
the histidines of lysozyme (Matsuo et al., 1972) and ribonuclease

!

(Ohe et al., 1974) have been used to determine the individual pKa s of
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the histidines in these proteins.

Our experiments have involved measuring the pH dependence of
the rate of tritium incorporation into each histidine of bovine trypsin:
His 57 at the active site and His 40, which are also present in chy-
motrypsin, and His 91. The observed rates for each of the three
histidines are slower than any previously reported rates for tritium

exchange into imidazole.

Methods

Materialsl: Some reagents employed in this work and their
suppliers are: Benzamidine hydrochloride hydrate (Aldrich Chemical
Company), PIPES2 (Calbiochem), p-nitrophenyl-p'-guanidino benzoate
(Cyclo Chemical Company), cyanogen bromide (Kodak), Aquasol
scintillation fluid and tritiated water, 1 Ci/ml (New England
Nuclear), chromatographic paper, 3 MM (Whatman), DL-norleucine
(Sigma), L-histidine (Sigma), D,O (Stohler). Sephadex G-25, G-75,
and Sepharose 4B were products of Pharmacia Fine Chemicals.
Standard mixtures of amino acids were purchased from Beckman In—-

struments Company. Trypsin (Lot 73M339, 3x recrystallized,

Z Abbreviations used: PIPES, piperazine—N, N'-bis(2—-ethane-
sulfonic acid); STI, soybean trypsin inhibitor; DIP-trypsin, diisopro-
pylphosphoryl trypsin; BA-trypsin, benzamidine trypsin.
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sterile), chymotrypsin (Lot 340698), and soybean trypsin inhibitor
(Lots 547358 and 1AA) were purchased from Woi‘thington Biochemi—
cal Corp. Water was distilled and deionized before use, and all

other chemicals were reagent grade.

Procedures: The concentration of active trypsin was deter-—

mined by active site tritration with p-nitrophenyl-p'-guanidino ben-
zoate (Chase and Shaw, 1967) and protein absorbance at 280 nm

(e =1.54 mg—lml cm_l; 23,891 g/mole (Robinson et al., 1971)). A
Gilford Model 240 spectrophotometer was used for all spectrophoto-
metric measurements and a Beckman Model LS-350 scintillation
counter was used for tritium counting. All experiments were con-
ducted at room temperature unless otherwise indicated. All data

were assigned unit weights for the least-squares curve fitting.

Amino Acid Analysis: A Beckman Model 120-C amino acid

analyzer was used for all analyses. Amino acid compositions were
determined from samples hydrolyzed in distilled 6 N HC1 for twenty
hours at 110°C. Norleucine was used as an internal standard to
determine the absolute amounts of the amino acids in the samples.
The color constants used were measured from analyses of standard

amino acid mixtures.
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Soybean Trypsin Inhibitor— Sepharose Affinity Chromatography:

Sepharose 4B was activated using a slightly modified version of the
method of Cuatrecasas (1970). In the modified procedure, cyanogen
bromide was dissolved in dioxane (1 g/ml) before addition to Sepha-
rose 4B. The dioxane was purified by passage through activated
alumina immediately before use (M. Ross, personal communication).
The STI was coupled to the activated Sepharose 4B and the complex
was subsequently washed according to the procedure of Light and
Liepnieks (1974). The STI-Sepharose was packed into a 3.14 cmZ
x 22 cm column and equilibrated with a 0.1 M tris, 50 mM CacCl,,

0.5 M KC1 buffer, pH 8.0. Trypsin was dissolved in pH 7. 14 incuba-
tion buffer (see below) before being applied to the column and eluted

by step or continuous pH gradients using 0.1 M formate with 50 mM

CaCl, at pH 4.5, and 0.1 M formate at pH 2.6.

Protein Purification: Sephadex G-25 and G-75 chromatography

(column dimensions: 4. 91 cm2 x 90 cm; buffer: HCIl, pH 2.5 with
and without 40 mM CacCl,), and STI-Sepharose affinity chromato-
graphy were used in attempts to isolate trypsin with a high concen-
tration of active sites. The number of active sites in the purified
trypsin was usually about 95% of the theoretical value. Control in-

cubations without tritium showed that the benzamidine included in the
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incubation buffer (see below) completely prevented autolysis during
incubations of 0, 7, 10, and 14 days.

It was necessary to further purify STI by Sephadex G-75 chroma-
tography (column dimensions: 4. 91 crn2 x 120 cm; buffer: 0.1 M
NH,HCO;, pH 7.8, 4°C). The commercial STI was contaminated by

materials with both higher and lower molecular weight.

NMR Spectroscopy: Deuterium exchange with the protons of

L-histidine was measured with a Varian HR-220 spectrometer
modified for Fourier transform operation. The spectrometer was
interfaced with a Varian 16K 620/i computer and a Sykes compu-
corder 120. A solution of 0. 05 M L-histidine in 99% D,O, pD = 8.2
(Glasoe and Long, 1960) was Millipore filtered under sterile condi-
tions, flame sealed in a 5 mm NMR tube, and incubated at 37°C. The
proton resonances were assigned according to Schutte et al. (1966).
The relative extent of exchange was measured by comparing the areas
of the observed peaks and the Ca proton resonance was used as an in—
ternal standard. Both continuous wave and Fourier transformed NMR

spectra were observed.

Tritium Exchange: The procedure used was based on the

method described by Ohe et al. (1974). Incubation buffers with pH's
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below 4 were prepared by adding concentrated HCI1 to buffer A (50 mM
benzamidine, 50 mM PIPES, 100 mM HCl, pH =4.1). Incubation
buffers with pH's above 4 were prepared by adding the appropriate
amount of buffer B (50 mM calcium acetate, 50 mM benzamidine,
50 mM PIPES, 50 mM NaOH, 50 mM NaCl, pH = 10. 6) to buffer A.
50 mM benzamidine, a competitive reversible inhibitor of trypsin
(Mares—-Guia and Shaw, 1965), was included to prevent autolysis.
Benzamidine binds to trypsin in the specificity binding pocket, but
does not block solvent accessibility to histidine in the catalytic site
(Krieger et al. 1974). 10 mg of trypsin and 25 pl of tritiated water
were added to 200 pl of incubation buffer and incubated at 37°C. The
final specific activity of the water was 186 cpm/nmole. After 38 hours
the reaction was quenched with 25 pl of glacial acetic acid. Protein
was separated from the incubation buffer and the bulk of the tritiated
water by Sephadex G-25 chromatography (column dimensions:
4,91 cm2 x 90 cm; - buffer: HC1l, pH 2.5). Whenever possible,
samples were maintained at pH 2-3 at room temperature or below,
where back exchange of tritium was quenched.

Following Sephadex G-25 chromatography, the protein was
prepared for digestion to separate the histidine-containing peptides.
Each sample was lyophilized twice from the pH 2.5 buffer and redis-

solved in 0.5 ml of HC1, pH 2.0. To improve the results of the
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subsequent digestion, each sample was denatured by immersion in
boiling water for five minutes. The heat-treated sample was lyo-
philized and redissolved in 250 pl of 20 mM ammonium bicarbonate
buffer (pH = 7.8). This solution was incubated at 37°C. 10 pl ali-
quots of chymotrypsin (1 mg/ml in 20 mM NH,HCO,) were added
successively at 0, 45, and 85 minutes. The chymotrypsin was less
than 3% of the sample by weight. After 180 minutes, the digestion
was quenched by addition of one drop of glacial acetic acid. The
digestion mixture was lyophilized, and redissolved in 50 pl of \'Nater.
Thg entire sample was spotted on chromatographic paper.
Two—-dimensional peptide maps of the digests were prepared by
two-phase descending chromatography (acetic acid:l1-butanol:water,
1:3.375:5, v/v, pH = 3.5) followed by electrophoresis (pyridine:acetic
acid:water, 1:20:280, v/v, pH = 3.5; 53 volts/cm; 80 min.) (Bennett,
1967). The maps were lightly stained with ninhydrin spray (0.1% in
acetone, w/v)‘. The locations of the spots containing histidine pep-
tides were found by amino acid analysis of peptides from control
maps using similarly digested trypsin. The regions of the map con-
taining histidine peptides were cut out and eluted with 10% formic
acid. 25 nmoles of norleucine were added to each sample as an in—
ternal standard. 75% of each sample (375 pl in 10% formic acid) was

added to 7 ml Aquasol and counted for a minimum of 300 minutes.
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Peptides which did not contain histidine were treated identically and
used to determine the background counts. The remaining 25% of each
sample was lyophilized and analyzed for amino acids.

The origin of each peptide map was similarly analyzed to
quantitate total tritium incorporation into trypsin. For each origin
sample, 50 nmoles of norleucine were added and 5% of the mixture
was amino-acid analyzed; 75% was added to 7 ml Aquasol for scin-
tilation counting.

The specific activity (cpm/nmole) of each sample was used to
calculate a first-order rate constant for exchange using the expres-

sion:

) (1)

where sa is the observed specific activity after an incubation of time
t (38 hours), and e is the specific activity of the tritiated water used
in the incubation (186 cpm/nmole). e corresponds to the expected
specific activity of the histidines in the protein when equilibrium with
the buffer is reached.

In a separate exchange experiment, 10 mg of trypsin was incu-
bated at 37°C in pH 7. 14 buffer for fourteen days. The specific

activity of the incubation solution (225 pl) was 1840 cpm/nmole. The
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exchange was quenched and the protein separated from the buffer and
from the bulk of the tritiated water as described above. 4 mg of the
tritiated trypsin was divided into two portions. 80% of the sample
(3.2 mg) was mixed with 30 mg of purified STIin 1 mlof 0.1 M
NH4I;ICO3, pH 7.8, and the STI-trypsin complex was purified on a
Sephadex G-75 column (4. 91 cm2 x 120 cm; buffer: 0.1 M NH,HCO,,
pH 7.8) at 4°C. The complex was then hydrolyzed in 6 N HC1 and the
individual amino acids were separated by high voltage paper electro-
phoresis (pH 1.7, 7600 volts, ~350 mA, 2 hrs. (Dreyer and Bynum,
1967)). A standard amino acid mixture was co-electrophoresed.
The positions of the amino acids in the standard mixture were
located by spraying with a solution of ninhydrin (0. 3% in acetone,
w/v). The histidine sample was eluted from the paper with 10%
formic acid and lyophilized. 50 nmoles of norleucine were added in
250 pl of H,O and 10% of this mixture was analyzed to determine the
histidine content. The specific activity was determined by adding
200 pl of the sample to 7 ml Aquasol and counting for 60 minutes in a
scintillation counter. Arginine from the hydrolysate was treated
similarly and used to determine the background counts.

The remaining 0. 8 mg of the tritiated trypsin was h.ydrolyzed
and the specific activity of the isolated histidine was determined as

described above for the STI-trypsin complex.
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Results

After incubating bovine trypsin in various buffer solutions con-
taining tritiated water between pH 2 and pH 9, the labeled protein
was separated from the bulk of the tritiated incubation buffer by gel
chromatography (Figure 1). The majority of the tritium in the pro-
tein at this stage is due to groups other than the C-2 of histidine.

In order to separate the three histidines of trypsin, each
sample was enzymatically digested, and the peptides were separated
by chromatography and electrophoresis. Figure 2 is a photograph
and a tracing of the ninhydrin staining pattern which was typical of all
of the two—dimensional peptide maps. The isolated peptides were
products of digestion by both the added chymotrypsin and the fraction
of the trypsin in the sample which was still active after boiling. The
three histidines were found in different peptides: one containing
His 40, one containing His 57, and two peptides of overlapping
sequence containing His 91. The amino acid compositions of these
peptides were used to determine their locations in the known sequence
of bovine trypsin (Table I).

Part of each histidine peptide sample was used to count the in-
corporated tritium, and part was used to quantitate the amount of
histidine present. The specific activities determined from these

measurements were then used to calculate pseudo-first-order rate
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constants for the exchange, k, according to Equation 1. The rate
constants for each histidine at each incubation pH are listed in Table
II. These rate constants were used to extract pKa values for the
imidazole side chains by least—squares fitting to a theoretical curve
based on the exchange mechanism proposed by Vaughan et al. (1970).
| This mechanism involves the rate~determining formation of an ylide
intermediate through abstraction of a proton from an imidazolium
cation by water (ka) or by hydroxide ion (kb) (Figure 3), and leads to

the following rate equation:

i (B J[0H ] + k [H0][H"]

where k is the pseudo—-first-order rate constant and Ka is the ioniza-
tion constant for imidazole.

The experimental data for the pH dependence of the exchange
rates for histidines 40, 57, and 91, together with the least-squares
fits to the above rate equation, are illustrated in Figure 4. The

least-squares determined values of ka’ k, and pKa for each histidine

b

are listed in Table III. kb is the rate constant for the reaction path-

way catalyzed by OH , and determines the maximum exchange rate

which will be observed at high pH. The values of kb for the histidines

of trypsin are much smaller than for the histidines in ribonuclease or
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lysozyme, or for small molecules which contain imidazole (Table III).
The best fit to the data for His 57, the active site histidine, gives an
apparent pKa of 6.55. Because the specific activities for histidines
40 and 91 were only slightly above background, the pKa assignments
for these groups are tentative. The data suggest that exchange into
His 40 may depend on two pKa's.

Tritium exchange rate data can frequently be fit by a simple
function which describes the ionization of a single group; for example,

G - 10(PH-PK,)

T 3
1 + 10PH"PKa) ©)

or

k' = Gc- [1- (4)
1 4+ 10PHPK,)

where C is a constant, The pKa's determined from such a fit will be
similar, but not identical, to the apparent pKa's calculated by fitting
the rate Equation 2 derived from the ylide mechanism of exchange to
the data (Table III).

The pH-exchange profile for intact trypsin isolated from the
origins of the peptide maps is shown in Figure 5 The extent of

tritium incorporation into the intact molecule was somewhat greater
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than the sum of the counts incorporated into all three histidines. The
difference is presumably due to incorporation of tritium into other’
groups in the intact molecule, which also back exchange slovﬂy. The
rate constants for intact trypsin exchange are also listed in Table III.
The origin exchange exhibits an apparent pKa of 6.9.

Because the tritium-exchange rates for the histidines in trypsin
are very low, lower than any previously observed, only a maximum
of 1% of the trypsin had undergone exchange during the 38-hour in-
cubation. This low incorporation raised the question of whether only
denatured trypsin had undergone exchange at the histidines because
the trypsin used in the experiment was only ~95% active. To elimi-
nate this possibility, a second exchange experiment was performed.
Water with higher specific activity (1840 cpm/nmole) and a longer
incubation time (14 days) were used to increase the amount of label
incorporated in the histidines. Soybean trypsin inhibitor was used to
isolate "active' trypsin from inactive protein.

The trypsin labeled during the 14-day incubation at pﬁ 7.14 was
split into two portions. (Control experiments showed that the benz-
amidine 1in the incubation buffer completely inhibited autolysis. ) One
portion of the trypsin was converted to a trypsin-soybean trypsin
inhibitor complex and was purified by gel filtration (Figure 6). Com-

plex formation was used as an assay for the "active' or inhibitor-
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binding trypsin in the sample. A comparison of the specific activities
of the histidines in the uncomplexed and complexed trypsin (Table IV)
demonstrates how much of the tritium label had been incorporated
into active trypsin during the incubation. These results show
that approximately 80% of the tritiated histidine was in active trypsin.

A comparison of the observed rate constant for the uncomplexed
trypsin at pH 7. 14 with the expected value based on the histidine
exchange rates during the 38-hour incubation (Table IV) reconfirms
the very slow rate of exchange seen in the 38-hour experiment,
although the rates are not identical. The difference may be due to
back exchange of tritium out of imidazole during the 20-hour acid
hydrolysis (110°C). The samples in the 14-day experiment were acid
hydrolyzed before scintillation counting, whereas the samples which
were countgd in the 38-hour experiment had not been acid hydrolyzed.
An '"observed' rate constant for back exchange during the acid
hydrolysis step can be calculated from the expected value of the
specific activity, 193.1 cpm/nmole (Table IV), and the observed value
after acid hydrolysis, 87.5 cpm/nmole, according to Equation 5:

-] 87.5

= — 1In (

kback t 193, 1) (5)

where t is the time of hydrolysis (20 hrs.). This 'observed' rate
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constant is 39.6 x 10—3 hour_l.

Alternatively, the rate constant for back exchange during acid
hydrolysis can be roughly estimated from the rate of deuterium ex-
change at 65°C and pH 0. 26 (0. 090 hour_l; average value from |

Vaughan et al., 1970) by applying corrections for the tritium isotope

u

= ~ 18. 2)3 and the temperature dependence of

effect (

H

the rate. % The estimated value based on this calculation was

This value is estimated from the deuterium isotope effect of 7.5
(Markley and Cheung, 1973) using:

k k
log —k—I—_I— = 1.44 log —k—I—-I— (Jencks, 1969).
4 D
% The data of Vaughan et al. (1970) for deuterium exchange at pH10. 56

at 60°, 65°, and 70°C were fit to the Arrhenius equation:

Ea
lnk = "‘ﬁ + lnA.

The value of kat T = 110°C was estimated from this fit. The data of
Vaughan et al. (1970) suggest that the temperature dependence of k
may vary with pH, so that the extrapolated value of k at 110°C in

6 N HC1 is only a rough estimate.
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46 x 10_-3 hour_l. Because of the similarity between the '"observed"
and estimated rates of back exchange, it is reasonable to assume that
the difference between the rate constants for the 14-day and 38-hour
experiments (Table IV) is due to back exchange during the acid
hydrolysis of the 14-day sample. If this is the case, then the rate
constants for the histidines inribonuclease and lysozyme (Table III)
may be too low because the samples were hydrolyzed before counting
(Matsuo et al., 1972; Ohe E'ﬁl' , 1974).

Because of the slow exchange rates, there was some question as -
to which proton on His 57 was exchanging. Although ?H or *H ex-—
change for the C-2 proton of imidazole is normally faster than ex-
change with the proton in the C-4 position (Matsuo et al., 1972), the
C-2 proton of His 57 in trypsin is relatively solvent inaccessible
while the C-4 proton is solvent accessible (Stroud et al., 1971).
Therefore, it seemed possible that the C-4 rather than the C-2 pro-
tons of His 57 might have exchanged during the incubations at 37°.
Isotope exchange at the C—4 position of imidazole at 180°C had pre-
viously been studied (Vaughan et al., 1970). To determine the rela—
tive rates of exchange at the C-2 and C-4 positions under conditions
similar to those used in the tritium exchange experiment, deuterium

exchange into L-histidine at 37°C was investigated using NMR
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spectroscopy. The time dependence of the deuterium exchange is
shown in Figure 7. The first—order rate constant for C-2 exchange
was calculated by fitting an exponential to the data. The

associated half-time of exchange, 2. 8 days, is compared to the ex—
change rates for other histidines in Table II. In contrast to the C-2
exchange, there was essentially no C-4 exchange for up to 115 days
of incubation. Thus, the tritium exchange into His 57 of trypsin,

which occurs with an apparent pKa of 6. 55 and a half-time of 73 days,

takes place at the C-2 position.

Discussion

All previously observed pH-rate profiles for *H exchange at the
C-2 of histidine show an increase in the rate of exchange as the imi-
dazole titrates (Vaughan et al., 1970; Matsuo et al., 1972; Ohe et al.,
1974). These profiles look similar to a pH titration curve and were
so treated by Ohe et al. (1974). One might expect that if the ylide
mechanism of exchange (Figure 3) were valid, the rate of exchange
would decrease as the concentration of imidazolium ion decreased with
increasing pH. The exchange rate, however, depends not only on the
imidazolium ion concentration, but also on the hydroxide ion concen—
tration. Because of this dependence, the pseudo—first-order rate con-

stant, k, can either increase, decrease, or remain unchanged as the pH



84.

increases. Its behavior will depend upon the ratio of the hydroxide-
mediated (kb) and the water—-mediated (ka) rates of ylide formation.
This dependence is illustrated in Figure 8 where the pH-rate profiles
for a fixed pKa and varying ka:kb ratios are plotted. The curves in
the figure, which were calcaulated using Equation 2, clearly show
that the water-mediated exchange rate controls the low pH region of
the profile while the high pH region depends on the hydroxide-

mediated exchange. The ka:k ratios for His 40 and His 91 are

b
sufficiently small that the decrease in imidazolium ion concentration
appears to dominate the overall exchange and the pH dependence is
similar to that seen in curves 4 and 5 of Figure 8. His 57 follows the
trend set in previous studies and k increases between pH 6 and 8.

The data for the exchange into His 40 (Figure 4, Table II) sug-
gest that a second pKa near 2.. 7 affects the exchange of this grou};.
Either the high pKa (6.9) or the low pKa (2. 7) could be that of the
imidazole ring of His 40 while the other apparent pKa could be due to
a group or groups which perturb the exchange reaction. The curve
representing the pH dependence of tritium exchange into His 40 in
Figure 4 was calculated by fitting the data to an equation for the ylide

exchange mechanism (Equation 2) which includes a term to account

for a perturbation by an ionizable group:
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R Ui i [H J[0H ] + K [H,0][H'] o

1 4 1P PR K+ [H']

Because the specific activities for His 40 were only slightly
above background, the conclusion that the exchange is affected by a
second pKa is tentative. If the apparent pKa of 2. 7 does represent an
ionizing group which perturbs the exchange, Asp 194 is a likely can-
didate for the assignment of this pKa. Asp 194 is near to His 40 in
the three-dimensional structures of both DIP- and BA-trypsin (Stroud
et al., 1971; Krieger et al., 1974), the adjacent carbonyl group of
Gly 193 is hydrogen bonded to the imidazole of His 40, and infrared
spectroscopic studies of trypsin show that the pKa of Asp 194 is near
2.9 (Koeppe and Stroud, 1976).

The histidines in trypsin exhibit the slowest imidazole tritium
exchange rates yet reported. The kinetic parameters for exchange
into the histidines of trypsin, lysozyme, ribonuclease, N-acetyl-L-
histidine and L-histidine are listed in Table III. These parameters
were derived by fitting Equation 2 to the rate data. The rate con-
stants for the hydroxide-mediated exchange at the imidazoles of
trypsin are approximately one to four orders of magnitude slower
than those of the other examples. The rate constants for the water-

mediated exchange listed in the table are based on the very slow
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exchange which occurs in the low pH region, and are too uncertain to

be used for a detailed comparison. The half-time for exchange,

t,, at pH 9 (Table III) depends both on the hydroxide-mediated rate
2

constant (kb

) and on the concentration of imidazolium ion. The pKa's
of the histidines of ribonuclease are lower than the pKa of N-acetyl-

L-histidine; therefore, the values of t; for the histidines in.
2

ribonuclease are longer than the t; for N-acetyl-L-histidine even
2
though their kb values are up to 12 times larger.
The differences in the hydroxide—-mediated rate constants can
generally be understood in terms of the solvent accessibility, orien-

tations, and mobilities of the imidazole rings.

Ohe et al. (1974) have shown that there is a correlation between

the exchange rates for His 119, His 105, and His 12 of ribonuclease
and the static solvent accessibilities of their side chains (Lee and
Richards, 1971). While solvent accessibility must be crucial in
determining the exchange rate, the orientation and mobility of the
imidazole ring are also important. The side chain of His 48 is more
solvent accessible.than that of His 12, but His 12 exchange is six
times faster at pH 8. His 48 exchange is slower because its side
chain orientation at the surface of the molecule does not permit sol-
vent to attack the C-2 position in the plane of the imidazole ring.

This interpretation is based on a wire model of ribonuclease S



87

which was built using the coordinates of Wyckoff et al. (1970). The
structure suggests that water or hydroxide must approach in a direc-
tion normal to the ring, and thus proton extraction and addition are
expected to be energetically unfavorable. Also, from an examination
of the Kendrew model, one would conclude that the imidazole ring
cannot reorient to facilitate C-2 exchange by simple, low—energy
rotation about either the Ca_cﬁ or Cp—CY bonds. A more
substantial conformational change would be required. The side chains
of His 119, 105 and 12 in the model all extend edgewise into the sol-
vent so that exchange takes place much more readily on these rings.
The C-2 exchange rate for His 40 in trypsin can also be ex-
plained by considering the accessibility, orientation and flexibility of
the histidine side chain.  The following analysis is based upon the
partially refined 1. 76 A resolution structure of bovine trypsin
inhibited with diisopropylfluorophosphate
(Chambers and Stroud, in preparation). His 40 is buried beneath the
surface of the protein and is quite inaccessible to solvent. The
imidazole ring is surrounded by the side chains of Trp 141, Ser 32,
and the peptide backbone of residues 41-43, 142-143, and 193-194.
The e-nitrogen of His 40 is hydrogen bonded to the carbonyl group of

Gly 193, and the C-2 proton points toward the center of the molecule.

Thus, the exceptionally slow tritium exchange rate at His 40 is



88.

consistent with the three-dimensional structure of trypsin. The side
chain of His 91 lies in a depression on the surface of trypsin; however
there is no obvious explanation for why the exchange is very slow.

The slow exchange rate of His 57 can be explained by consider-
ing its local environment in the active site of benzamidine-inhibited
trypsin (Krieger et al., 1974). The plane of the
imidazole ring of His 57 is approximately normal to the surface of the
protein. The N-1 and N-3 nitrogens are hydrogen bonded to the car-
boxylate group of Asp 102 and the side chain of Ser 195, respectively.
The C-2 proton points toward the center of the molecule and is
sequestered from solvent by the Cys 42-58 disulfide bridge and the
backbone of residues 57-58 above the ring and by Leu 99 and the
backbone of 214-215 from below. One might expect that tritium ex-
change at the buried C-2 position of His 57 in the active conformation
of the enzyme would be much slower than the exchange of His 91 be-
cause of greater steric hindrance. Exchange into the solvent-
accessible C-4 position of the ring seems very unlikely because there
was no observable incorporation of deuterium into the C-4 position of
L-histidine in D,O after a 115-day incubation at 37°C, pD 8. 2.

The imidazole of His 57, however, can swing out into solution
by disrupting the hydrogen bonds to Asp 102 and Ser 195 and by rota-

ting about the C -C_, bond. Precedence for such a conformational
a

p
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change can be found in the structure of silver-diisopropylphosphoryl
trypsin. The silver ion induces a rotation of the imidazole about the

Ca—Cp bond with little perturbation of the rest of the structure

(Chambers et al., 1974).

If the’ side chain of His 57 is involved in a conformational
equilibrium between the active ''in'" position and an inactive "out"
position, it might only exchange when it is in the '"'out' conformation.
Exchange into His 57 in the ''in'" position seems unlikely because of
the structure of the active site and the stereochemistry of the reac-
tion. The exchange rate in the ''out'" position could be similar to that
for small molecules containing imidazole; for example, N-acetyl-L-
histidine, L-histidine, or for His 15 in denatured lysozyme (Table
III). The overall slow rate of exchange could be explained by an '"in-
out" equilibrium in which only a small percentage of the trypsin (2%)
would have His 57 populating the ''out'" conformation. The tritium
exchange would then detect the pKa of His 57 in the "out' position
rather than in the active conformation.

Because of the long duration of the tritium exchange experiment,
the exchange due to the "in-out'" swinging of the histidine imidazole
ring cannot be distinguished from the slow exchange of the ''in'" form.
This ambiguity is a characteristic drawback of a reaction which is as

slow as tritium-hydrogen exchange at the C-2 position of histidine,
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an.d is an especially serious problem for the case of His 57
of trypsin, which exchanges at a very slow rate.

In addition to the ylide mechanism, there are other possible
explanations for the tritium exchange into His 57. Of particular
interest are mechanisms in which the ionization of a neighboring
group affects the rate of tritium exchange of the imidazole. These
mechanisms could be of two types: 1) those in which the "primary"
pH dependence at pH 6.55 is due to the titration of the neighboring
group, and the titration of the imidazole itself is either not seen at
all or is seen merely as a small perturbation on top of the "primary"
effect; and 2) those in which the ylide mechanism is operative with
the ""primary' titration at pH 6. 55 due to the imidazole titration, but
with an additional perturbation in the pH dependence due to the titra-
tion of a neighboring group.

The following mechanism is an example of the first possibility-
—-that of a neighboring group titrating with a pKa near 6.55. In this
mechanism, neutral imidazole rather than positively-charged imida-
zolium is the reacting species, and neighboring group base catalysis

assists in the proton transfers.
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In this scheme the base is represented as a carboxylate group.
The rate equation (Eq. 7) which can be derived from this "iso-imida-

zole' mechanism has the same form as Eq. 2, the rate equation for

the ylide mechanism:

Ay 4+ AZ[H+] )
K, + [H']

iso

For the ylide mechanism, Ka is the ionization constant of the imida-

zole, whereas in the "iso—-imidazole' mechanism Ka is the ionization
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constant of the neighboring base. Although terms A; and A, repre-
sent different collections of constants for the two cases, the mech-
anisms cannot be distinguished on the basis of the rate equations.
For free histidine in solution, the rate-determining step has
been"’shown to involve removal of a proton (Markley and Cheung,
1973). This is compatible with the ylide mechanism but not with an
"iso—imidazole' mechanism which involves rate-determining protona-
tion at the C-2 of imidazole. However, the exchange mechanism in
the enzyme could possibly be different from histidine free in solution.
Regardless of which of the above mechanisms is preferred, it
is possible that an additional pKa might perturb the pH dependence of
exchange. For the ylide mechanism one might expect the ionization
of Asp 102 to affect the exchange rate, while the "iso-imidazole"
mechanism would depend on the ionization of imidazole itself as well
as on the neighboring proton acceptor (Asp 102). To test whether the
data were consistent with this possibility, the kinetic equations appli-
cable to either of the mechanisms (Equations 2 and 7) were modified
to incorporate a simple additional positive or negative titration curve
(see Equations 3, 4, and 6). No acceptable fit was found when the
perturbations were included in the least—squares analysis. The
fitting led to either unreasonable rate constants for the individual

1

steps or physically impossible (negative) Ka s. This conclusion is



93.

valid only for the pH region 5 to 9 because of the paucity of data
below pH 5 and the uncertainty in the very low-specific activities of
the low pH data. The data points for His 57 between pH 3.5 and 1.7
in Figure 4 indicate a downward trend which could be consistent with
a second pKa in that region, although uncertainties in the data do not
permit this conclusion to be drawn. The tritium exchange data for
His 57 in bovine trypsin in the pH range of 5-9 can be explained by
the titration of only one ionizable group which affects the exchange
rate. This ionization could be due either to His 57 with the "in'" or

with the "out'" conformation, or to Asp 102.

Conclusion

Several studies have provided evidence that Asp 102 is the
group at the active site of the serine proteases which has a PKa near
6.7 (Hunkapiller et al., 1973; Koeppe and Stroud, 1976). The pH
dependence of the kinetics of substrate hydrolysis by the serine pro-
teases shows that only the single pKa of 6.7 affects the rate of
hydrolysis between pH 2 and pH 8 (Kezdy and Bender, 1964; Fersht
and Renard, 1974).

This would lead to the conclusion that His 57 of trypsin has a
pKa below 2 in the active conformation. The tritium-exchange data

would be consistent with this conclusion if histidine in the active form
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had a low pKa and did not measurably exchange, but had a pKa of
6.55 when swung out into solution in the exchangeable form. This
interpretation seems to be the most reasonable one because the 'in"
conformation of His 57 appears completely inaccessible to proton
exchange at the C-2 position, and because the imidazole ring can
rotate out into solution with minimal disruption of the rest of the
structure. The base-assisted '"iso-imidazole' mechanism of ex-
change with the ring "in'' would be consistent with the pKa of 6.55
assigned to Asp 102, but is inconsistent with the known isotope effect
in C-2 exchange for free histidine in solution (Markley and Cheung,

1973), and is unlikely because of steric hindrance.
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TABLE I

Relative molar ratios of amino acids in

chymotryptic-tryptic peptides of trypsin

T

sequence of bovine trypsin (Titani et al., 1975).

>‘<The N-terminal residue is partially destroyed by ninhydrin.

Peptide

Amino Acid 40 57 91-A 91-B
Asx 1. 84(2)T
Thr 0.81(1)
Ser 0.98(1) 2.29%(3) 1.42%(2)
Pro 1.47(1) . 89(1)
Gly 0.14 .23 .63
Ala 1.95(2) . 76
Val 1.34%(2) 1.00(1) 1.23(1)
Ile 1.26(1) 1.00(1)
Leu .13 0.69(1)
Tyr 1.00(1) 0.52(1)
Phe 1.00(1)
His 0.68%(1) 1.00(1) 0. 90(1) 0.76(1)
Lys .11 0. 39

Sequence His40 to Va.l52 to Ser88 to Ser88 to

Assignment Phe41 His57 Leu99 Tyr94

The numbers in parentheses are the values expected from the known
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TABLE II

The pseudo-first-order rate constants for the

incorporation of tritium into the histidines of bovine trypsin

pH Kk x 10 (hr. "l)a
His 57 His 40 His 91 Origin®

1.73 0. 00 3. 04 0. 84 4.05
2. 80 0.74 2.12 1.19 15. 87
3.67 1.63 5. 86 1.22 27.63
4.10 - 12.63
5.08 2.69 3. 99 1.30 11. 71
6.07 14. 08 1.76 . 27.63
6.56 16.11 4.43 1.03 39. 74
6.87 25. 84 1.30 50,00
7.27 1.44 0.71 53.16
8.98 37. 26 0.99 0.74 87. 03

%The pseudo—-first-order rate constants, k, were calculated using
Equation 1 with t = 38 hours and e = 186 cpm/nmole. All incubations

were at 37°C.

bThese values reflect the exchange of an unknown number of protons

and therefore are not pseudo—first-order rate constants.
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TABLE III (continued)

Footnotes:

a
Measurements for trypsin and L-histidine were made at 37°C;

all others were at 36.5°C.

L pKa, ka, and kb were determined by fitting the exchange data

to Eq. 2 using nonlinear least squares.

¢ t, = _ﬂ_k(O_Sl , where k9 is calculated from Eq. 2 using the
2
9

parameters in this table and a pH of 9.

These values were determined by fitting the exchange data to

the titration curve for a monobasic acid (Eq. 3).

The pseudo-first-order rate constants which were used in

calculating these parameters were taken from Figure 2 of Ohe et al.

(1974).

The pseudo-first-order rate constants were taken from

Figures 2 and 3 of Matsuo et al. (1972).

8 Half time for deuterium exchange at pD = 8. 2.
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Figure Legends

FIGURE 1. Separation of *H-trypsin from the bulk of the
tritiated incubafcion buffer. After a 38-hour incubation at 37°C, the
H-trypsin was separated from the tritiated incubation buffer by gel
chromatography on Sephadex G-25 (column dimensions: 4. 91 cm2 x
90 cm; buffer: HC1l, pH 2.5; fraction volume: 6.5 ml; flow rate:

3 ml/min. ). 50 pl aliquots of each fraction were added to 5 ml of
Aquasol for scintillatic;n counting. The arrows denote the elution
volumes for control samples of trypsin and tritiated water. The pH

of the incubation buffer used in this example was 7. 27.

FIGURE 2. A pH 3.5 peptide map of trypsin digested by
chymotrypsin and partial autolysis. Descending chromatography was
followed by electrophoresis in which the positive pole was on the left
and the negative pole on the right. The photograph (top) and tracing
(bottom) are examples of the ninhydrin staining pattern typically seen
in such maps. The histidine containing peptides (40, 57, 91A, 91B)

were identified by amino acid analysis (see Table I).

FIGURE 3. The ylide mechanism of tritium exchange into the

C-2 position of imidazole (Vaughan et al., 1970).
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FIGURE 4. pH dependence of the pseudo-first-order rate
constants for tritium exchange with the C~2 protons in the histidines
of bovine trypsin: @ - histidine 40; O - histidine 57; A - histidine 91.

The curves are least—squares fits to the data as described in the text.

FIGURE 5. pH dependence of the pseudo-first—-order rate
constants for tritium exchange into intact trypsin .isolated from the
origins of the two-dimensional peptide maps. The amino acid compo-
sition of each origin corresponded to the known composition of trypsin.
The curve is a least-squares fit to the data as described in the text.

FIGURE 6. Purification of a complex of soybean trypsin
inhibitor with tritiated trypsin. An approximately ten-fold excess of
STI (30 mg) was mixed with 3.2 mg of *H-trypsin and the components
of the mixture were separated by gel chromatography on Sephadex
G-75 (column dimensions: 4. 91 cm2 x 120 cm; buffer: 0.1 M
ammonium bicarbonate, pH 7. 8; fraction volume: 6.5 ml; flow rate:
0.5 ml/min.; 4°C). 50 pl aliquots of each fraction were added to
5 ml of Aquasol for scintillation counting. The arrows denote the
elution volumes of control samples of the complex, trypsin and STI.
The shaded region indicates the fractions which were pooled and

analyzed for tritium incorporation.



105.

FIGURE 7. Time dependence of deuterium exchange into
L-histidine. The exchange was monitored at pD 8.2 using 220 MHz
NMR spectroscopy. The intensity of the Ca proton resonance was
used as an internal standard. The ratio of the C-4 to the Ca inten-—
sities (O) remained constant throughout the 115-day incubation indi-
cating that there was essentially no deuterium exchange with the C-4
proton. The ratio of the C-2 to the C-4 peak intensities (®) decreased
exponentially with time (the solid line is a least-squares fit of an

2 -1

exponential to the data where k = 1 x 10 “hr. ~, t, =2.8 days).

™|

FIGURE 8. Variation in the shape of the pH-exchange rate
profile with changes in the hydroxide mediated exchange rate constant.
The pseudo—first-order rate constant for hydrogen isotope exchange
into the C-2 position of imidazole calculated using Equation 2 can
either increase .(curves 1 and 2), decrease (curves 4 and 5), or

remain constant (curve 3) with an increase in the pH.
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Figure 3
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Figure 4
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Figure 6
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Figure 7
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Figure 8
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APPENDIX IV

Silver Ion Inhibition of Serine Proteases:

Crystallographic Study of Silver-Trypsin

J. L. Chambers, G.G. Christoph, M. Krieger, L. Kay,

and R. M. Stroud

Biochem. Biophys. Res. Commun. 22, 70-74 (1974).
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Received May 3,1974

Summary

Silver ion is a potent inhibitor of trypsin and chymotrypsin, with K;'s
of 4 x 107 M. and 3 x 10—5, respectively. A crystallographic study shows
that the primary silver ion binding site on trypsin is at the active center
between the carboxyl group of Asp 102 and the §-nitrogen of His 57. This
result is correlated with the fact that Ag+ interferes primarily with the
acylation rate constant, k,, and does not significantly affect the binding
constant, Kg. The location of this site explains the potent inhibitory effect
of silver (I) ions on trypsin activity: The imidazole ring of His 57 is re-
positioned 1.8 A further out into the solvent to accommodate the silver ion, '
preventing its normal interaction with the hydroxyl group of Ser 195. Con-
sequently, His 57 cannot directly assist the proton transfer in the catalyzed
reaction.

Since silver ion binds to the catalytic site in this highly specific
manner, silver may be used as a specific probe of the active site of serine
proteases.

This communication reports the 2.7 A resolution structure of the iso-
morphous silver derivative of bovine trypsin inhibited by diisopropyl-fluoro-
.phosphate (DIP). Martinek et al. 2 found that silver ion is a potent trypsin
(or chymotrypsin) inhibitor with a Ki=4x 10_5 M. They concluded, first,
that silver ion prevents the acylation of the enzyme while not appreciably
interfering with substrate binding. Second, silver ions compete with pro-
tons for the binding site and the silver binding depends on a group with an
apparent pK, of 7.1, which they suggested was the imidazole of His 57. In
light of more recent evidence, however, the PK, reflected in those experi-

ments is more likely that of Asp 1023’4.

EXPERIMENTAL

To prepare the silver (I) derivative crystals of DIP—tr’ypsin5 were
soaked in solutions containing 0.012 M AgNO; for periods of four to eight

days. Three-dimensional, 2.7 A data sets for both the native DIP-trypsin
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and the silver (I) derivative were collected using a Syntex P1 automated
diffractometer. Data reduction and scaling were accomplished using

standard techniques.

RESULTS AND DISCUSSION

From our data and the phases previously determined for DIP—tryps.in,5
a difference Fourier map was obtained. The region of this map in the area
of the active site is shown in Fig. 1. The large peak ""A'" corresponds to
the position of the fully occupied, primary silver ion binding site. In addi-
tion, there is a smaller region of positive density, ""B', above and behind
the primary site. This peak results from a movement of the imidazole
ring of the catalytic site residue His 57 into the solvent by approximately
1.8 +(<0.2) A. A secondary silver ion binding site of 35% refined occu—
pancy was found elsewhere on the surface of the molecule, in the vicinity
of His 40.

Fig. 2 shows an ORTEP6 representation of the catalytic site in the
silver (I) trypsin derivative. The silver ion is coordinated in an approxi-
mately linear fashion between the lower carboxyl oxygen of Asp 102 and
the 6—-nitrogen of His 57. Bond distances are: 061 (Asp 102)—Ag+, 2.30.24;
Ag+—N6 (His 57), 2.3 %0.2 A. This suggests that the silver ion is in a two
coordinate sigma-bonded complex characteristic of silver (1)7. This con-
figuration is also structurally very similar to complexes of silver (I)
with free amino acids.

The silver DIP-trypsin structure provides a model for the mech-
anism of the silver (I) inhibition of trypsin. The distance between the e-
nitrogen of His 57 and the position of the y—oxygen of Ser 195 found
previously for benzamidine-trypsin (where the serine oxygen was hydrogen
bonded to the e N of His 57) 1is 4.2 x0.2 A in the silver derivative. This
long distance, coupled with the unfavorable directionality between these
two atoms, prevents proton transfer from the hydroxyl group of Ser 195
to the His 57 imidazole. The effect of Ag+ on k,, the acylation rate con—
stant, thus gives an indication of the contribution of His 57 and Asp 102
to enhancement of the catalytic rate of serine proteases.

As well as defining the mechanism of the silver ion inhibition, the

silver derivative data have been incorporated into the phase.refinement
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of the 2.7 A structure of DIP-trypsin. The overall mean figure of merit
of the 2.7 A phases increased to 0. 83 during this refinement. The details
of this refinement will be discussed elsewhere.

One of the key problems in the assignment of microscopic pKa's to
residues at the active center of serine proteases lies in the requirement
that one should be examining the ''native' enzyme rather than a modified
derivative of it. Two familiar problems are thus apparent: 1) presence
of a covalent label near the active site perturbs the system under study
in an unknown fashion; 2) spectroscopic techniques which study the native
enzyme often have problems of assignment to particular residues.

Silver ion can be used to assign peaks to the active center residues
by perturbation of the native enzyme spectrum, primarily affecting peaks
due to Asp 102 and His 57. We are currently applying this technique to
assign peaks associated with carboxylic acid groups in the difference

. - : ; : 9
infrared titration spectra of native serine proteases.
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In protein crystallography, observed diffraction intensities must be corrected for background radiation
due to scatter from air and scatter and absorption by capillary, crystal and mother liquor. A systematic
study shows that a major contribution to background intensity is air scatter arising from the air inter-
cepted by the direct X-ray beam as *seen’ by the receiving-counter aperture. As a result there is a first-
order dependence of background on the 2¢ angle. The second-order variations in this function are prin-
cipally duc to absorption of the direct beam or air-scattered radiation by the capillary and to diffrac-
tion by the glass in the direct beam. To reduce data collection time and crystal exposure, individual back-
ground measurements may be approximated by interpolation from empirical background curves or,
alternatively, by collecting background intensities for short times and fitting these data with a multi-
dimensional function. If isotropic interpolation is used, i.e., if background is considered to be a func-
tion of 20 alone, systematic errors of up to about 30% can be introduced into the interpolated back-
grounds. Methads of accounting for the anisotropy in the background are derived and shown to reduce

this error to | 2%,

Introduction

Because protein crystals are quite susceptible to radia-
tion damage, crystallographers have been exploring
different methods for accurate data collection which
minimize the X-ray exposure of the crystal. With

automated diffractometers, one widely used method of

data collection involves counting the background on
one or both sides of each measured reflection. There
are several methods of reducing the time of data col-
lection and thereby increasing the number of reflec-
tions collected per crystal (¢.g.. Wyckoff, Tsernoglou,
Hanson, Know. Lec & Richards, 1970; Watson, Shot-
ton, Cox & Muirhead, 1970). In onc method, the
observation of individual backgrounds is omitted and
background corrections for the measured intensities
are calculated from an empirical curve of background
versus sin (/2 measured for each crystal.

If the backgrounds do not vary significantly during
the time of collection, almost all of the crystal exposure
time can be devoted to intensity data collection, and
cmpirical background curves can be measured after
the intensity data have been collected. Empirical back-
ground curves have generally been obtained from
background values measured with long counting times
for points along one lattice row, and applied using the

* Contribution No. 4726. Supported by U.S. Public Health
Service Grants GM-19984 and GM-12121.

t Danforth Foundation Fellow.

1 National Institutes of Health Postdoctoral Fellow.

§ National Institutes of Health Career Development Awar-
dec, U.S. Public Health Service Grant No. GM-70469.

' Jane Coffin Childs Memorial Fellow.

approximation that the background depends only on
the Brapgg angle and not on the other setting angles
(Matthews, Levine & Argos, 1972 Jensen, 1972; Sa-
lemme, Freer. Xuong, Alden & Kraut, 1973; Wyckoft,
Doscher, Tsernoglou, Inagami, Johnson, Hardman,
Allewell, Kelly & Richards, 1967). This approximation
can give nise systematic crrors ol about 30% between
interpolated and observed backgrounds.

Hill & Banaszak (1973) have reported observing
an additional, 20-invariant ¢ dependence. Our ex-
periments show that the background radiation can
vary systematically with ¢ and y in addition to 20.
and furthermore that such ¢ and y dependences are
functions of 20. These dependences can be accounted
for by additional components in a simple interpolative
procedure. In contrast to Hill & Banaszak., we con-
clude that the variation with ¢ arises primarily from
capillary absorption and scattering rather than ab-
sorption of background radiation by the protein crystal
and its mounting to the capillary. There is substantial
improvement in interpolated backgrounds il the ¢ and
x-dependent variations are accounted for.

A second approach to streamlining data collection
involves observing very short backgrounds with each
reflection, and fitting, by least squares, a function of
the diffractometer setting angles to all of the data.
Such a function must include cross terms between y
and 20, and ¢ and 20, and can vary in complexity
depending upon the range of 20 and the experimental
conditions. By pooling the data in this manner, the
resulting backgrounds are more accurate than the in-
dividual short measurements from which the back-
ground function was constructed.
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It should be noted that systematic variations be-
tween real and interpolated values for the background
can give rise to systematic crrors in phase determina-
tion, in 4F terms used in calculating difference maps,
and in scaling. Phases and 4F’s free from such errors
are crucial to accurate descriptions of molecular shifts
from difference maps (Dickerson, Kopka, Varnum &
Weinzierl, 1967; Henderson & Moffat, 1971 ; Krieger,
Kay & Stroud, 1973). Furthermore, with protein crys-
tals whose reflection intensities are small, a reflection
which is only twice as intense as the background may
be ten standard deviations above background. There-
fore, well determined reflection intensities (22 3a) may
be in crror by as much as 30% if anisotropy in the
background is not accounted for.

As the background intensity is independent of crys-
tal absorption, the buckgrounds. estimated or me
ured, should be subtracted from the observed dif-
fraction intensities before applying the standard ab-
sorption and Lp corrections.

In this paper we deseribe two methods for obtaining
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background corrections of similar quality to individu-
ally measured backgrounds, but at significant savings
in the time spent on observing backgrounds. Although
it is desirable to minimize the background present
(i.e., improve the signal-to-noise characteristics of the
experiments), we are primarily concerned here with
developing background correction methods whose use
would be applicable to a wide variety of existing four-
axis diffractometers, without maodification of the ex-
perimental hardwarc. As a result of this analysis, and
the consideration of the origins of components in the
background intensity, experimental methods of redu-
cing the background. and thereby increasing the signal-
to-noise ratio, are suggested.

Experimental

Measurements were made on several different dil-
fractometers both with and without a monochromator
Details of cach experimental arrangement used are
described in Table 1. Cach machine will henceforth

Table 1. Characteristic data for diffractometers used in this study

In all cases the basic four-cirele machines have been rebuilt and modified; in all cases except 4 and D modifications have been

extensive to the pomt ol total remachining.

() (B) () o (F) ()
Syntex P Gl XRDA490  Datex GE - Thiger Watls® Buerger Supperf 8. Samsond
hybrid hybrid
Source
Target size (mm) 10x 1 12:5-0R 12:5 08 101 804 12:5 < 0-8
Voltage (kV) 40 45 45 40 33 45
Current (mA) 20 185 15 16 20 I8
Radiation Cu Ka Cu Kx Cu hy Cu Ko Cu Ka Mo Kax
Geomelry
Take-ofl-angle 6 i 3 3
Monochromator type Graphite Graphite None None Giraphite Graphite
Monochromator mounting (¢)§ 90 90 0
Monochromator dispersion 03 0-3 03 04
Source 1o crystal
Distance from source to:
Ist aperturetem) (size in mm) 55 (20 4:5(1-0) - 80 (2:0) 40 (1-0)
Monochromator crystal 68 50 None None 9.0 55
Apcrture (size) 198 (1-0-1-5) 80 (1-0) 4:5(1-5) ~40(10) 11:5 (0-6) 12:0 (1-5)
Aperture (size) 213 (1:5-2:0) 14:5 (1-8) 14:3 (1-8) ~95(1-:0) 159 (0-6) 20-8 (1:¥)
Crystal 27-3 155 15:0 235 19:4 22:5
Crystal to counter "
Distances from crystal (o:
Aperture (size) 12:5(2-9) 4:0(1:0 1-5) 92(1-m 17:0 (3-0) 60 (2:2) 80(2:11)
Aperture (size) I85(1-0 2200 12:0 (20 2:5) 22530 R (1S 2:0) 11:4 (5-04)
Counter 40:5 16:0 22:2 28:0 135 216
Noise count rate with X-rays
off (per 100 ») 15 5S 25 b 30 13

* Standard four-circle machine with no monochromator.
T This machine was cssentially redesigned by, and rebuilt under the direction of, R. M. Stroud, and uses Datex automation tor

operation in a ¢-

ep scan mode (two-circle Weissenberg geometry).

1 Four-circle dilfractometer assembled locally under the direction ol S. Samson. Ulectronics and Alloys goniostat, Varian
computer, Datex resoverdynes, and Ortec counter chain.
§ ¢ is the angle between the normals to the planes of incidence at the monochromator,

* Counter type: all d

and checkhed regularly for decay and damage.

wtometers use scintillation counter: Hermetically sealed Pl-drifted Nal erystals arce individually selected
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be referred to by a letter (A-F) which in turn cor-
responds to one arrangement in Table 1. Each of the
figures refers to a specific case, although the discussion
considers results obtained from many different experi-
ments. It should be noted that these different arrange-
ments include diffractometers both with and without
monochromators, with both of the generally used
monochromator settings, with copper and molybde-
num Ka radiation, and with or without helium-filled
pathways to the counter.

Glass capillaries were 0-3-1-0 mm in diameter with
walls approximately 0-01 mm thick. Crystals of trypsin,
trypsinogen, cytochrome ¢ and their derivatives with
dimensions ranging from 0-1 x 0:1 x 0-35 mm to 04 x
0-4x07 mm were used in the crystal-capillary cx-
periments. Trypsin crystals grow with acicular habit,
cytochrome cryslals are rectangular prisms, and tryp-
sinogen crystals grow as approximately equidimen-
sional trigonal bipyramids. Thus crystals of the most
commonly encountered morphological forms have
been used.

CVisible volume”

Collimotor
Counter
operiure
Colhimator
Copiliory 8
crystol

Counter
operiure

Fig. 1. The usual diffractometer data-collection arrangement.
The ‘visible volume™ is the volume of air irradiated by the
direct beam that is seen by the receiving-counter aperture.
This volume changes only with 20, and governs the 20
dependence of the air-scattered part of the background.
Portions of the *visible volume’ are at times hidden from the
X-ray beam and at times trom the counter by the interposi-
tion of the capillary and crystal. The overall background
will be affected by changes in the capillary crystal setting
angles, as well as the amount of capillary glass in the direct
beam,
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®
2
£
=
&
o
»
<€
2
o
© , Copillary + crystal
o 8
0.3
o Wit
< Emply o 9
Air scotter cnplllu'y 0

i 28

Fig. 2. The background 20 dependence for: (a) air scatter only
(O, 5 min/point), (b) an empty capillary (<, 3 min/point),
and (¢) for a trypsinogen crystal, mounted in the same 0-5
mm diameter capillary (1§, 3 nmun/point). All measure-
ments were made at =90, using dilfractometer A as de-
seribed in the text,

Backgrounds were measured under the following
conditions:

(1) without crystal or capilliary in the beam;

(2) with a well centered capillary (mounted coaxially
with ¢} in the beam;

(3) with a capillary miscentered, but mounted paral-
lel to the ¢ axis: and

(4) with a crystal in a capillary such that the crystal,
but not the capillary, is centered in the beam (the
standard data-collection condition).

Background counting times were usually 3 to S min
per point for the cempirical background curves, and
10 to 120 s tor individual backgrounds used for com-
parison. Reflection miensities were measured in both
the w scan and the Wyckoff step-scan (Wyckofl et al.,
1967) modes. Measurements were made over the ranges
0<20<46"; 0<p- 360°; and 0~ y < 360", Attenua-
tors were used (o obtain data for small 20 angles
down to 0 .

Results

Fig. I shows the usual diffractometer data collection
arrangement and illustrates the origins ol the dif-
ferent variations i the background intensity.

Primary cffects: 20 dependence

Fig. 2 shows the overall background as a function
of 20: (a) with no crystal, no capillary; (h) for a well
centered capillary; and (¢) for a capillary containing
a trypsinogen crystal (dimensions approximately 0-3 x
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0:25%0-35 mm). The intrinsic absorption of a glass
capillary was measured and found to be generally less
than 25 %. The absorptive component due to the glass
which affects the curves of Fig. 2 must consequently
be less than about 25, It is much less where ‘visible
volume® dimensions (sce Fig. 1) are greater than the
diameter of the capilkiry  which is often the case.
It is therefore clear that scattering by air is a major
contributing factor to the background. In the presence
of a capillary the background is reduced by absorption
by the glass capillary. The background intensity in-
creases at higher 20 angles where scatter from the ghass
predominates over ts absorption. Variations in the
orientation of the capillary lead to p- and y-dependent
sccondary perturbations in the background.

108 '
2 1
> " o |
;1' 104 = o ((
@ N 1
& o
o 100] 2
Z > B
B o /
E 096 g
o
2

0v2 . . |

[ 180 360

1z, 3. The background ¢ dependence observed at 200 .22:6"
and z =90 for a DIP-trypsin crystal. The average intensity
is normalized to 1-0 (Dillractometer ),

116

20
3 48
5 64
=
n 145
s 161
3 178
E
3
z

227"

1 . . | i ) ' , 276
o564 180 360
$

Fig. 4. The ¢ dependence ol the background for an eccentric-
ally mounted empty capillary at various 20 values (= 90
in all cases). While the amplitude and sign of the variations
change with 20, the phase is constant. The curves were
measured at 20-=27-6, 227 178, 16:17, 14:5°, 6:4", and
487 The traces, except for 20 14:57, represent the best least-
squares it of 24 points measared at 15 intervals (o the
function: Normalized tenstty 10 1 acos 2t 0,). The
average intensity at cach 20 s normalized to 10, The curve
for 20 = 14-5 15 the best staught e through the data at this
20 value. Mceasurements were nude on diffiactometer

G. CHRISTOPH, R.

M. STROUD AND B. .. TRUS 743
Sccondary effects: o dependence

When it is necessary to collect data with a crystal
mounted in a capillary whose diameter is greater than
the radius of the X-ray beam, there can be a significant
systematic variation of the background radiation with
the diffractometer ¢ setting. Because there is hitle
difference between the angular distribution of the
background ol an empty capillary and that of a capil-
lary containing a crystal and its mother liquor, the ¢
dependence must be almost wholly due to the eceen-
tricity of the capillary about the ¢ axis.

Fig. 3 shows typical ¢ dependence ol background
intensity for a capillary containing a protein crystal,
and Fig. 4 shows this dependence for an eccentrically
mounted empty capillary at different 20 values. A well
centered capillary shows no ¢ dependence. while with
eceentrically mounted capillaries the background varn-
tion is an approximately sinusoidal function of 2p as
the capillary rotates in and out ol the beam. At low
20 values the background, primanly due to air scatter,
is modulated by absorption of the eccentric capillary;
therelore, the background is greatest when the cap-
illary blocks the dircet beam least (p -0 and 180
m Fig. S). At ligher 20 angles the capillary scat-
ters more tadiation than it absorbs, and backgrounds
are highest at o 90 and 270 in Fig. S. At inter-

* the crossing point of Fig. 2,

mediate 20 values, ne
the absorption and scattering ol the capillary are
nearly equal and the backgrounds are essentially -
independent. The extent of the background variation
with @ will depend on the eccentricity and diameter
of the capillary and the value of 20. The curves m
Fig. 6 depict the background as a function of 20
measured al two values of p; one when the low-angle
backpround 15 o minimum [curve A4, (20)] and the
other when the low-angle background is o maximum
[curve B, , (2] The magnitude of the differences
between the two curves is the amplitude of the ¢-
dependent varnation. There may be circumstances un-
der which these curves would not cross, although we
have not observed this. In such a case the amplitude
of the g-dependent variation with 20 wou'd not change
sign.

For a DIP-trypsin crystal in a 0-0 mm capillary
and a L mm beam, the background at 23" in 20 varied
11 % in intensity with rotation about . The average
reflection intensity in the shell 22« 20226 for this
crystal was seven times the background level. For a
reflection with this ‘average’ intensity, using interpo-
lated bachgrounds uncorrected for the ¢ dependence
would produce a systematic error up o 6% n ity
net intensity. Weaker reflections, which are still im-
portant tor heavy-atom refinement and difference maps,
are subject to substantially larger errors: a reflection
with raw intensity twice background. although at least
10 a (standard deviations) above bach ground, would be
in error by as much as 1%, These errors are syste-
matic and must be corrected for, i accurate phases
are (o be caleulated.
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The following scheme was tested for generating in-
terpolated backgrounds corrected for ¢ dependence:

(1) Measure the ¢ dependence at a low 20 value
(~6°) with a ¢ scan at y=90".

(2) Measure the 20 dependence, Ay, 4,.(20), at the
@ value (p,) for which the background is a minimum
on the ¢ scan.

(3) Meusure the 20 dependence, B, ,,(20), at the
¢ value (p;=¢o+90") for which the background is a
maximum on the ¢ scan.

(4) Tabulate the dilference, l)u,(”())-:~ i ngel20)=

Aoy, vgol20). [Normally, it is convenient to interpolate
lhc values between the observed backgrounds on the

Ay 295(20) and B (20) curves at intervals in
sin (0)/1.]

(5) Calculate the backgrounds, BG(20, ¢). For back-
ground corrections (just as for absorption corrections)
the ¢ setting angle, ¢, must be modified to account for
geometrical contributions to rotation with respect to
the incident beam from y and ¢.*

@1 290

BG(20.¢,) = A (20)4 D,20)sin* (g, - @) (1)

0. Xyn
where

o=y - tan ! (cos y tan m) . (I

For 1500 reflections observed over a wide range
of 20, ¢, and x for a DIP-trypsin crystal (0-25 < 0-3 x
0-4 mm) mounted in a I mm capillary on diffractometer
A, the agreement between observed and interpolated
backgrounds typically improved by 40% when g-de-
pendent anisotropic, rather than isotropic, interpola-
tion was used. This scheme assumes that the ¢ de-
pendence is sinusoidalt and that the amplitude ol the
vurialion is the difference [D,(20)] between  the

Agg. rgo(20) and B, (20 curves of Fig. 6. 11 possible,
crystals should be mounted only in capillaries whose
diameters arc smaller than the radius of the X-ray
beam. Under these conditions there is no observable g
dependence.

* Any additional correction for a 20 component 1n ¢, (due
to rotation with respect to the counter) is much less significant
in general where the visible volume (Fig. 1) is larger than the
irradiated portion of the capillary. The correction for yand o
deals with the source ol scattering directly, while the 20
correction deals with only a small component ol the scattered
radiation. In any case an addional 20 correction would be
asymmetric and complex and v usually unneceessary.

b We bave always observed a certain asymmetry in the ¢
scans which we presume to be due to the difference in position
of the cccentrically mounted capillary with respect to the
counter at ¢ and ¢ 1 1807, In order to account for this asym-
metry, we have calculated backgrounds using the expression:

Flp) - Flow
i20,¢) = /* 2§ Dy(20
BGQO) = Fensi 2 L DA | Gy () ]
where, for example, P
F(@) = alx—x0) t by~ y)' 1 clx = xa) (v= p): x =519, ¥=

cos @, and vy, yo. a, b, and ¢ are refinable parameters. Alter-
natively, one could use an nterpolated ¢ curve for /().
However, we have obtained the best results using the sine
function in equation (1).

IN PROTEIN CRYSTALLOGRAPHY

x dependence

The background y dependence is analogous to the
¢ dependence, but a rigorous definition of the problem
is more difficult as a result of more complex gcometry.
However, the y dependence may be understood quali-
tatively. As y varies from 0 to 90, the amount of
glass in the equatorial plane increases approximately
as the secant of x. This, in turn, increascs the absorp-
tion of air-scattered radiation. The exact nature of
this angular background variation with y depends
strongly on the experimental conditions.§

$ We have observed that cach dilfractometer has a charac-
teristic y 20 dependence, as shown m Ligs. 7 and 8. Subtle
differences in the geometry of the difliactometers (e. g,
collimator-to-crystal distance) are apparently responsible for
the difference in these patterns. The correction scheme out-
lined below his proven etfective for data collected on different
diffractometers with dilferent 7 20 patterns.,

x-ray beom

A= ¢=180° l/é—'f'}

$=90° - pe270° @ . e

Fig. 5. View parallel to the ¢ axis of a capillary and ¢rys-
tal, showing the amaount of direct-beam radiation they inter-
cept at vartous o sethings. The capillary diameter is greater
than the vadms of the Xeray beam

Counts per Minute

P tdor ot gy

. the background 20 depen-
dence observed at two ¢ \L(Hll[.\ 90" apart, for a capillary-
mounted DIP-trypsin crystal. Inset. a ¢ scan for this crystal
taken at 20 6, showmg the positons of the ¢ and ¢,
settmgs (Dillractometer .
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Figs. 7 and 8 show the 20 dependence ol the back-
ground radiation for DIP-trypsin and cyvtochrome ¢
crystals at x =07 [C,, (2] and y =90 |1
and the variation ol the z dependence for several values
of 20. Just as with the ¢ dependence, the amplitude of
the 7 vanation depends upon the difference between
the backgrounds at the extremes, y -0 and y- 90",
Depending upon the experimental conditions, it is
possible to observe a crossover ol the 4 (20)) and

Lo Lo

Fig. 70 Curves Agy gy itd Cogpyt the background 20 depen-
dence observed at o 90 and 0 on dillractometer 4
for a DIP-trypsin crystal mounted ina I mm capillary. Fach
data point was counted tor 4 nun. Inset: the ¢ dependence
observed at several 20 values. Lach pomt was measured for
S min.
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Fig. 8. Curves Agy y,, and Cpppo: the background 20 de-
& @0-Xon “0.Xg

pendence observed at 90 and y=0° for a cytochrome ¢
crystal using diffractometer 8. Inset: background x depend
ence at several 20 values. All points were measured for -4
min.
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Coy. ol 20) curves analogous to that for the ¢ curves.
In such cases, the high-angle background mcreases as
x goes from 0 to 907, and the shape ol the curve can
vary from that observed at low 20 (Fip. 8).

The y-dependent background variation can represent
a significant fraction of the total background. We have
routinely observed 5% dilferences m- backgrounds
between y =0 and y =90 | and dilferences as high as
25%, are not uncommon. The followmg interpolation
scheme, analogous to that used Tor g, was used o
correct tor the y dependence:

(1) Mecasurce the 20/ dependence, Con ,”121'), atyz- 0.

(2) Mecasure the 20 dependence, .-l,l,"_,w(ZH). at
x=90 . :

(3) Tabulate the dillerences, D, (20) i ,U{ZU)
Awn./w(‘)‘”"

(4) Measure the y dependence at a 20220, tor
which the difference. D200, s large. I possible, 20,
should be representative of the 20°s i the data set.

(5) Caleulate the backerounds from:

|20,

(1)

Fiy) - 190)

420 -
RGO - FO) - FO0)

L0 L9

(20 v D,(20) [

where Fi(y) is cither an empinical function representing
the 7 dependence or an interpolated y curve at 20,
Our best results have been obtained with:

me

Fy) hitcos y ¢ ), (V)

where the coefficients @ b are deternmimed by a least-
squares fit. If the background shown in Fig. 7, for
example, is not corrected for y dependence, ie., if
isotropic interpolated backgrounds (depending only on
200) are used, systematic crrors of up to 30% ol the
background can result. z-dependent (amisotropic) in-
terpolation can be improved upon by subdividing the
data mmto smaller 20 ranges and applying appropriate
7 curves to the datain cach range.

When both ¢ and ¢ dependences are present, back-
grounds may be approximated by combinmg the ¢
and y corrections

acexp

BGQ0,p, )= A (20) 1 D,(20) sin® (¢, -~ pa)
FLO -0

FO) - FOO0) )20,

“0- 790

I D,(20) )

Non-linear least squares

A different approach to the estimation of back-
grounds is the use ol non-linear least squares to ap-
proximate backprounds as some lunction of 20, ¢,
and y. This Tuncuon is determined by fiting back-
grounds mcasured for short times in the vicinity of
cach reflection. The rehability of such a procedure
depends on the choice of a4 well behaved function
with a relatively small number of parameters. Tts ac-
curacy also depends on the number of data and time
spent on measuring the individual backgrounds.
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The dependence of background intensity on 20 may
be satistactorily accounted for by a third-order function
of 20:

BGQO) —ay by T4 dT7, (V1)
where 7220 and the lower case letters a.b, ¢, cre., are
parameters to be determined. Some improvement can
be achieved when the data are separated into low,
middle, and high-angle regions in 20. Other terms are
added to BG(20) to account for the variation of BG
(20) as functions of ¢ and y.

In any region of reciprocal space (not necessarily
over all 20 ranges), it is sulficient to approximate the
chunging magmtude and sign of the ¢ correction with
a third-order polynomial:

AB(p,20) =sm* (p o) (4 fTHgTr+-hT) (VI

where g is @ parameter corresponding to the ¢ value
for minimum or maximum background. If the back-
ground does not have a ¢ dependence, AB,(p,20) is
7ero.

Since the magnitude, curvature, and sometimes the
sign of the y correction are also 20-dependent, we have
tried various combinations of terms of the form 7"y/;
i=1104; to 4 to determine which terms are useful
to best correct for the y dependence. An expression
of the form

ABU2.20)= Ty + Ty + kT + 1T+ mT (VI

provides the best compromise between the number of

refined parameters and the overall quality of fit.

The overall expression for least-squares refinement
isa

BG(20,p,x) = BGQ20)+ AB,(¢,20) + ABy(1,20) . (1X)

This function can be used n any 20 range. However,
BG(20) and 4B,(x.20) can often be simplified for mid-

dle and high 20 ranges with essentially no loss of

accuracy: for middle or high 20, BG(20)=a+bT suf-
fices; for the middle range. 4By (1. 20)=iTy+ jTy*+
kTx* +1T*¢?*; and for the high range AB,(x.20)=iTx+
JTY + kT

Discussion

The anisotropic interpolation (Al) and non-lincar
least-squares (1.S) techniques have been used routinely
to compare and measurc background intensities for
crystals of several proteins on ditferent diffractometers.
Data for the comparison (o be discussed first were
taken from a DIP-trypsin crystal using diffractometer
A. The data shown in Table 2 and Fig. 9 compare
the isotropic interpolation (11), Al and LS methods
of estimating background intensity with individual
backgrounds, BG,,.,. each measured for 40 s.
Fig. 9 shows the distribution of errors, ABG/a,,,
where
ABG =(BG,,,  BGu) and a2 1 BGy, ,

tor each of the three methods and for a perfectly nor-
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Table 2. Error analysis of buckground-approximation
techniques

Estimated backgrounds compared to backgrounds measured

tor 40 s per point.*

Method  (ABGHYH 51 Rua"o§ GOBY R, %*t
1t 017 SS3 100 2:22 1-70
Al 412 308 00 138 0-88
LS 329 17-1 53 L=y 0-87

* Results are for 1956 refiections measured on diffractom-
cter (A) as described in the text. The average observed back-
ground was 501 counts per min, and the rms a (BG,,,) was
274 counts per mun. The comparisons are all tabulated in
counts per min. '

1 4BG =BGy, Bl

1 s is the error component due 1o errors arising from the
11, Al or LS methods, st =: (ABG?Y - {ady.).

§ Ruc = 14BGL! Y BGoy..

N ABGla, ) |
' GOV | ]950’/‘[\" , the “goodness-of-1it’,
R =Y s Facand! Y Wicanl.

mal distribution. For the Il method the distribution
of error is far from normal because of the systematic
error introduced by ignoring the anisotropy in the
background. The error distribution is skewed and
distorted regardless of the setting angles used for ob-
serving the 20 curve (see Fig. 10).

The error distributions for the Al and LS methods,
on the other hand, are very ncarly Gaussian,* indi-

* We have shown this in two way; st-squares fitting a
Gausstan to the error frequency curves in Fig. 9. and by direct
comparison to perfectly normal distributions by means of nor-
mal probability plots (Abrahams & Keve, 196%)

Distetution

Numbers ¢of Ponts

.
NBG/agy,

Eig. 9. The distribution of errors between individually observed
(40 s) backgrounds and backgrounds calculated using the
three techniques described in the text. The statisties plotted
are the numbers of points within intervals of ABG/a,,
where IBG =BGy, — BGee and g, == VBU',.,‘. The total
arca under cach curve is equivalent to 1956 data points. The
curves are frequency distributions for the errors of the 11, or
isotropic interpolated backgrounds, the Al or anisotropic
mterpolated backgrounds, and the 1S, or least-squarcs back-
grounds. The heavy curve represents an ideal Gaussian
distribution of error for the same number of pomts, (DIP-
trypsin crystal on diffractometer A).
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cating that the systematic errors resulting from the 11
method have been largely eliminated. The slightly
increased breadth of the Al and LS error distributions
relative to the perfectly normal distribution is a con-
sequence of the errors introduced by these methods.
We can estimate the extent of these crrors, s, using the
approximation:

S ABGY) (ot (X)

where (ABG?) is the mean squared 4BG and (a2,,)
is the mean squared error in the individually observed
backgrounds. For the data allustrated in Fig. 9 the
estimated averape error for backgrounds calculated
using the Al technique, with empirical background
curves observed for 4 min per point, is roughly equiv-
alent to that which would be obtained by measuring
cach background for 32 s. For LS, s is equivalent to
error expected tor backgrounds measured for 91 s cach.
The value of s for Al depends upon the time spent
measuring cach point for the interpolated curves, while
that for LS depends on the counting times for indivi-
dually measured backgrounds. In this example, indivi-
dual 40 s backgrounds were used to calculate the LS
function. In another case results were essentially iden-
tical when 10 s backgrounds were used, and this
method is clearly most useful when still shorter times
are used.

We have compared the effects of the I1, Al and LS
methods on the structure factors by calculating the
R values (Ry) between the data sets obtained using
observed and calculated backgrounds (see Table ).
The R, value for the 11 corrected data is approxi-
mately twice as large as that calculated for the Al and

| I \e- Normor Bistibuien

Numbers of Pontg

0
ABG/0 gy

Fig. 10. The distribution of errors when different empirical 20
curves are used in the 1T method. The frequency distributions
are for backgrounds caleulated using: a 20 curve measured
at o=@ x=0" ( . ), a 20 curve mieasured at @ =g,
¥- 90 Q ), i 200 curve measured at @iz, x=90
( ) andd a 20 cunve caleulated from the ¢y, xeo and 9o, xo0
curves, representing a 20 curve which would be obtained 1l
@~pyt ool ) The hight curve ( ) represents an
ideal Gaussan distiibution ol error. As i Fig, 9, the arca
under cach curve represents 1956 data points distributed
over the cange 36 - 20 do
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LS corrected data. Applying absorption corrections
to the scan intensitics before subtracting 11 buck-
grounds, as recommended by Hill & Banaszik, in-
creases the Ry value to 1195%,. Clearly the Al and LS
methods are substantial improvements over the 11
method.

Conclusion

The most signilicant conclusions to be drawn from
these studies of background intensity are:

(1) The principal 20-dependent component of back-
ground intensity arises from X-rays scattered by the
volume of air illuminated by the dircet beam and “seen’
by the receving-counter aperture. Modulation of this
air scatter by capillary absorption and scatter gives
rise to g and y-dependent variations i the background.

(2) The background intensity is essentially uncor-
related with the crystal absorption. Under certain ex-
perimental conditions the two phenomena may appear
to be correlated: for example. where a flat crystal rests
on the side of the capillary such that its long axis lies
parallel to the ¢ axis of the diffractometer.

(3) As a consequence of (2), the background inten-
sity should always be subtracted from the scan inten-
sity before the absorption corrections are applied,
contrary to the suggestion ot Hill & Bunaszak (1973).

(4) The anisotropy of background scatter as a func-
ton of 20, p, and x can be satisfactorily accounted for
by using a simple interpolative procedure, or by fitting
a suitable function to many backgrounds measured lor
short times near cath reflection.

(5) The use of an isotropic background interpolation
15 usually unsatisfactory for accurate data reduction
This method can introduce systematic errors ol up
(o 30 i the estimated bachpround intensities. Frrors
of this sort lead to systematic errors e phases and
increase the notse levels i difference maps.

Both the Al and LS methods substantially reduoce
the systematic errors inherent in the I method. As a
result, the dilferences between observed backgrounds
and estimated backgrounds closely follow a normal
distribution. Both methods wepresent significant sav-
mgs in time and are tmprovements over the 1 method.
The overall accuracy of either method is limited by the
extent and duration of the background sampling, and
is generally commensurate with that obtained for indi-
vidual hackgrounds. When deciding between the two
methods, one st choose between the greater savings
in time provided by the Al method, or the somewhat
better accuracy of the IS technique at the cost of
increased crystal exposure and deciy

Our results adentify the principal sources of back-
ground intensity. Consequently, there are several ex-
perimental steps which can be taken to reduce back-
ground intensity - (1) Capillaries shoald ideally be cho-
sen to be smaller in diameter than the radius ol the
meidert X-ray beam. This renders ¢ dependence i
significant, dininishes ¢ dependence of the background
and reduces the high-angle backhground duc to capillary
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scatter. (2) Helium-filled tubes are often used to reduce
absorption by air in the input or output beam direc-
tions. However, as the main problem is gencrally one
of peak-to-background ratio, these measures only
shlightly affect this ratio, and in any case do not reduce
background intensity signilicantly. It would scem
highly advantageous to fill the “visible volume' with
helium, so alfecting the buckground intensity directly.
This s obviousiy difficult to do as 1t implies cither
a helium-filled enclosure over the entire dilfractome-
ter. or a helium-filled chamber mounted around the »
axis which surrounds the capillury and crystal com-
pletely. There are obvious mechanical difficulties in
building such a device. First, it must be almost X-ray
transparent over the angular ranges used. Second, it
must be moderately well sealed to minimize leakage of
helium if it encloses the o drive shaft bearing. A mylar
cylinder with solid supports mounted onto the top ol
the goniometer head would seem to be a good com-
promise allowing for rigid support of the top and bot-
tom in the X-ray shadow

(3) Any means of restricting the visible volume will
reduce the background in almost direct proportion
to the volume change. This can be achieved by placing
the final restricting aperture and the scatter cap on the
iput collimator as close to the crystal as possible.
Similarly, there should be a defining aperture as close
to the crystal as possible 1 the erystal counter path-
way, and a sccond one close to the counter.

We thank Drs A Kossiakofl and R Swanmson for
generously supplying backeround data, Mr R Alinassy
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Abstract

The primary source of background intensity when measuring
diffraction intensities by diffractometry is air scatter from the
volume of air irradiated by the direct x-ray beam which scatters
incident radiation into the photon detection system. In protein
crystallography where<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>