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Abstract

During the last 20 to 30 years, the development and application of time-resolved
experimental techniques with a femtosecond temporal resolution have brought to us
much knowledge about the fundamental processes in physics, chemistry and biology.
Nevertheless, standard spectroscopic methods have their limitation in the determination
of the transient structures during ultrafast dynamics at the atomic level, because the
spatial resolution is restricted by the wavelength of the probe pulse used. In contract, with
the scheme of femtosecond optical initiation and electron probing and through the
diffraction phenomenon, ultrafast electron crystallography (UEC) was recently developed
as a time-resolved structure-probing technique for condensed-matter studies. The short
wavelength and small pulse duration of the highly accelerated electrons used provide the
atomic-scale spatiotemporal resolution. In addition, the large electron—matter interaction
enables the detection of small transient changes as well as the investigation of surface and
interfacial phenomena.

This thesis describes the principles of UEC and its applications to a variety of
systems, ranging from nanometer-scale structures to highly correlated materials and to
interfacial assemblies. By using a prototype semiconducting material, we elucidated the
fundamental processes at work in different parts of the femtosecond-to-nanosecond time
range; this investigation led to a conceptual change from the consideration of
laser-induced heating to the examination of nonequilibrium structural modifications as a
result of the transient dynamical changes in, e.g., carriers, the crystal potential, and
phonons. On the basis of such an understanding, we observed and understood the colossal

unidirectional expansion induced by the photoexcitation of nanostructures to be a
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potential-driven result rather than a thermal one.

For highly correlated materials, we showed the effectiveness of UEC in resolving
the transient intermediate structures during phase transformations as well as identifying
new phases in the nonequilibrium state. An important breakthrough made by UEC was
the confirmation of the anisotropic involvement of lattice in the electron pairing
mechanism for high-temperature superconductors. In interfacial assemblies, we also
found a nonequilibrium phase transformation in water and the phenomenon of ultrafast
annealing for a better order in a self-assembled monolayer. With these successful

experiences, we expect more condensed-matter studies by UEC to come.
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Chapter 1

Introduction®

"Part of this chapter was presented in the 2008 Everhart Lecture Series on May 1%, 2008;
see http://today.caltech.edu/theater/list?subset=science&story count=end




Being able to see the three-dimensional (3D) structure of a molecule or a condensed
matter at the atomic level is crucial to our understanding of the substance and even its
further applications. A perfect example would be the celebrated double-helical structure
of DNA. Its discovery in 1953 (/, 2) had a huge impact on biology and medicine, and
marked a new era in our understanding about life. Nowadays, when we talk about the
biological activities and functions that occur in a cell, we speak in a way as if the
biological macromolecules were visible in front of our eyes. Without clear knowledge of
the molecular structures, scientific research endeavors would certainly be limited; the
depth of our studies and the insights and applications derived from them could hardly
reach their full capacities. For inorganic materials, too, without knowledge of the atomic
arrangement in a unit cell, full understanding and even manipulation of the materials
properties may not be achieved. In fact, the importance and impact of visualizing 3D
structures at the atomic level were many times acknowledged by awarding the
discoverers with Nobel prizes. A few examples include the development in solving the
structures of inorganic salts, acknowledged in 1914 and 1915, DNA and hemoglobin (3)
in 1962, borane (4) in 1976, photosynthetic reaction center (5) in 1988, ATP synthase (6)
in 1997, and potassium ion channels in cell membranes (7) in 2003.

On the basis of the molecular or crystal structure, the research that can be pursued
is outlined as follows. Static studies involve knowledge of the physical properties such as
mechanical and thermodynamic properties, chemical stability, major forces that exist, etc.;
theoretical modeling and calculations are made to further investigate the substance.
Dynamics studies often put an emphasis on visualization of dynamical behaviors such as
atomic motions, structural changes on different time scales, and reaction pathways. The

combination of all these pieces of information allows us to know further the functions of
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Fig. 1. Several objects and their length scales.

the molecule or material, and to seek the possibilities of modifications and practical
applications. Thus, studying structures at the atomic level has been one of the major
research directions.

One important issue involved in the structure determination is the length scale
(Fig. 1). Objects that can be seen by naked eyes are above tens of micrometers. With the
use of an optical microscope, smaller objects with a dimension longer than the
wavelength of visible light can be observed. However, below this length scale, visible
light does not have the resolution due to the intrinsic diffraction limit. Atoms and
molecules are much smaller, on the nanometer-to-angstrom scale. Therefore, one way to
resolve this length-scale issue is to use light with a matching wavelength, which is in the
range of x-ray, or small particles that also exhibit wave property due to the quantum
effect, to detect molecular structures. As an example, for the studies presented in the
following chapters, electrons are used and their acceleration by an electric field of 30 kV

yields a wavelength of ~0.07 A, which is much shorter than typical bond lengths and,



Fig. 2. Sequence of a race horse galloping captured with the use of high-speed
photography by Eadweard Muybridge (right). Without a proper temporal resolution, the

observation would be similar to the combined image illustrated on the left.
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Fig. 3. Examples of physical, chemical and biological processes and their time scales

(adapted from Ref. 8). Femtosecond techniques provide the atomic resolution in time.



hence, provides the spatial resolution.

Besides the length-scale issue, traditional experiments suffer from one major
problem, which is the poor temporal resolution. Without a proper temporal resolution,
only the average atomic positions may be obtained, since atoms are constantly moving
due to the zero-point and thermal energies. If important motions are much faster than the
resolution of the experimental techniques, the observation cannot provide detailed
information about the structure and dynamics involved. In photography, an analogy is
shown in the left panel of Fig. 2. The equipment of an ideal temporal resolution [e.g.,
high-speed photography for capturing the sequence of a race horse galloping (Fig. 2,
right)] allows the studies of the structure and dynamics at different moments, which may
offer further understanding of the functions and the overall physical picture.

As illustrated in Fig. 3, the fundamental motions at the atomic level, such as
electronic changes, vibrational and rotational motions, are in the femtosecond to
nanosecond range. The important physical, chemical and biological processes on such a
time scale are, for example, collisions, vibrational relaxation, proton transfer and
chemical reactions, protein motions and light-induced transformations. To resolve these
processes and probe the transient states, experimental techniques that have a suitable
temporal resolution are required. For the last 20 to 30 years, such scientific endeavors
were in the realm of femtophysics, chemistry and biology (8, 9). The observables were
typically measured by spectroscopic methods, for example, absorption and luminescence,
reflectivity and transmission, mass or photoelectron spectra. While such measurements
are giving important dynamics information, the results typically do not reveal the direct
snapshots of the structure involved (/0). In contrast, experimental techniques that can

directly provide structural information with an ultrashort (femtosecond to nanosecond)



temporal resolution have clear advantages for studies of transient structures.

For the reasons given above, time-resolved x-ray and electron diffraction methods
have been under development for more than two decades. A review of their progress until
1997 can be found in Ref. 10. Ultrashort x-ray pulses with a sub-picosecond temporal
width were successfully produced in 1996 (11); generated by another method, the pulses
were used on a real material and diffraction changes were observed in 1997 (/2). Various
groups reported ultrafast x-ray diffraction studies in 1999 and, interestingly, most of them
were made on semiconducting materials (/3-75). Since then, this technique has been
applied to the studies of nonthermal melting (/6), inertial dynamics of thermal disorder
(17), dynamics of optical (/8) and acoustic (/9-27) phonons, the motion of charges (22),
solid-solid phase transitions (23), and transient structural changes (24) even in the
solution phase (25, 26). A brief review that covers the work on transient crystalline
structures can be found in Ref. 27.

In our laboratory, the methods of choice have been ultrafast electron diffraction
and microscopy (28). The advantages of using electrons are many (29). First, the large
scattering cross section due to the order-of-magnitude stronger electron-matter interaction
(compared with the light-matter interaction) provides high sensitivity in detecting small
changes and also surface sensitivity for interfacial studies. Second, electrons are less
damaging to specimens per useful scattering event. Third, apparatus can be built on the
tabletop scale, which allows us to avoid competing for the scarce resource such as a
synchrotron x-ray facility. With the use of femtosecond laser pulses, the temporal width
of electron pulses generated from a photocathode through the photoelectric effect can be
as low as several hundred femtoseconds in the low-flux limit (30).

The apparatus of ultrafast electron crystallography (UEC) was the fourth system



of the time-resolved electron diffraction technique in our group, specifically dedicated to
condensed-matter studies. The earlier three generations were chronologically developed
for gas-phase research (3/, 32). Unlike other groups that also implemented ultrafast
electron diffraction for materials studies in transmission geometry at roughly a similar
time (33, 34), our UEC system (35) can be operated in both reflection and transmission
geometries for a wider range of applications. Furthermore, research focuses are quite
different: for others, the strong emphasis is on irreversible ultrafast melting (33, 36, 37)
or on coherent film motions and electronic Griineisen parameters (38-40); for us, the
experiments are conducted on reversible structural changes, and the research topics
include (and are not limited to) nonequilibrium structural dynamics (4/-44), phase
transformations (45), highly correlated materials such as high-temperature
superconductors (46, 47), interfacial thin films (48-50), and surface assemblies (57-53).
Most of these topics will be covered in this thesis.

Chapter 2 describes the fundamental principles related to UEC studies and the
dynamics information that may be obtained. Although electron crystallography has been
developed into a complex subject, our experience shows that the geometrical
consideration and the kinematic (elastic) scattering theory are capable of capturing most
of the physical picture from the observed dynamical changes. The UEC methodology,
apparatus, and discussion of several experimental concerns are given in Ch. 3.

Chapters 4 and 5 present the studies of nanometer-scale structures of
semiconducting materials. In Ch. 4, gallium arsenide is the prototype system and its
detailed study forms the foundation for the application of UEC to various other systems
(42). Following the ultrafast heating made by femtosecond light pulses, we observe a

universal behavior of diffraction changes, with amplitudes far exceeding those of thermal



heating (in a time of ~10 ps); the lattice change can be monitored with an accuracy of
~0.001 A. The physical picture for such structural dynamics is described with emphasis
on the motion of atoms under the influence of optical and acoustic vibrations, the
potential anisotropy of the lattice that results in the weakening of bonding, and the
diffusion at much longer times. This work is the result of collaboration with Dr. Nuh
Gedik who initiated the idea of working on a quantum-well structure for both reflection
and transmission studies.

In Ch. 5, the same picture is applicable to the structural dynamics of zinc oxide
nanowires, whose colossal expansion, as a result of the induced antibonding character, is
highly anisotropic (quasi-1D) and two orders of magnitude higher than that expected at
thermal equilibrium (44). This unanticipated ultrafast carrier-driven expansion highlights
the optoelectronic consequences of nanometer-scale morphologies. Observation of the
electron refraction phenomenon is also discussed. This work is the result of collaboration
with Dr. Changshi Lao who contributed the idea of studying nanostructured materials.
Prof. Zhong Lin Wang at Georgia Institute of Technology kindly provided the specimens.

Chapters 6 to 8 describe the UEC studies of several highly correlated materials,
including vanadium dioxide and high-temperature superconducting cuprates. In Ch. 6, we
report the visualization of transitional structures from the initial monoclinic to the final
tetragonal phase in crystalline vanadium dioxide (45); the change is initiated by
near-infrared excitation. By studying the spatiotemporal behavior from all observed
Bragg diffractions in 3D, the femtosecond primary vanadium—vanadium bond dilation,
the displacements of atoms in picoseconds, and the sound wave shear motion on
hundreds of picoseconds are resolved, which elucidates the nature of the structural

pathways and the nonconcerted mechanism of the solid-solid phase transformation. This



work is made possible because Prof. Liu Hao Tjeng generously gave us some crystals,
Prof. George R. Rossman provided the crystal-cutting equipment, and Prof. Nai-Chang
Yeh allowed me to use the pulsed laser deposition system for the making of thin films;
Dr. Peter Baum is the collaborator of this work. I have to admit that we were fortunate
because the plan of cutting and polishing the last crystal did work, and the last product
during the many trials of thin-film making gave the correct phase and good crystallinity.

In Ch. 7, an unanticipated nonequilibrium phase transition in lanthanum cuprate is
reported, which is recognized through the observation of “structural isosbestic” points in
the temporal evolution of diffractions (46). Time scales of the structural dynamics of such
a transition are examined, and the observed transient behavior also displays a threshold
effect for the dependence of c-axis expansion on the excitation laser fluence. This
threshold for photon doping occurs at ~0.12 photons per copper site, which is intriguingly
close to the density (per site) of chemically doped carriers needed to induce
superconductivity. The specimens for this work are provided by Drs. Ivan Bozovic and
Gennady Logvenov at Brookhaven National Laboratory, and Dr. Nuh Gedik is the
collaborator. The finding of structural isosbestic points also assists the understanding of
other systems that exhibit similar diffraction changes in time.

In Ch. 8, we provide direct evidence of the role of structural dynamics for electron
pairing in high-temperature superconductors; selective atomic motions (buckling of
copper—oxygen planes) participate in the anisotropic electron—lattice coupling (47).
Following carrier excitation by polarized femtosecond heating pulses, the transient
structures are examined for different dopings and temperatures. The deformation
amplitude reaches 0.5% of the c-axis value of 30 A when the light polarization is in the

direction of the copper—oxygen bond, but its decay slows down at 45°. These findings
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suggest a selective dynamical lattice involvement, with the anisotropic electron—phonon
coupling being on a time scale (1 to 3.5 ps depending on the direction) of the same order
of magnitude as that of the spin exchange of electron pairing in the high-temperature
superconducting phase. The specimens for this work were synthesized and characterized
by Dr. Enrico Giannini. Dr. Fabrizio Carbone is the collaborator and an expert in the field
of high-temperature superconductors. It was fortunate that during the time of working
with him, my suggestion about the polarization-dependent experiments made contribution
and helped solidify the conclusions.

Chapters 9 to 11 report the application of UEC to the studies of interfacial water
assemblies and self-assembled monolayers on substrates. In Ch. 9, the structure of
interfacial water assembly on highly oriented pyrolytic graphite, a hydrophobic surface,
is determined to be ordered in the vertical direction, contrary to the expectation that the
strong hydrogen bonding of water on hydrophobic surfaces would dominate with
suppressed interfacial order (53). Because of its terrace morphology, graphite plays the
role of a template. Dynamically, following the excitation of graphite by an ultrafast
infrared pulse, the interfacial ice structure undergoes nonequilibrium phase
transformation, which is identified in the hydrogen-bond network through the observation
of a structural isosbestic point.

In Ch. 10, the full account of the structure and dynamics of interfacial water
assembly on hydrogen-terminated silicon(111), another hydrophobic surface, is provided.
Structurally, due to the lack of guiding forces from the substrate surface and morphology,
the ice assembly is polycrystalline with randomly oriented crystallites being of the cubic
form, ice Ic. Crystallites with {110} preferred orientation are found to be close to the

ice-vacuum interface, which may have its origin from the viewpoint of energetics.
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Dynamically, upon the ultrafast heating of the substrate, the interfacial ice structure
undergoes four stages of changes—ultrafast melting, nonequilibrium phase
transformation, annealing, and restructuring—that are closely correlated with the
substrate dynamics. Once again, the phase transformation is identified through the
observation of structural isosbestic points, and the lattice expansion of ice is found
isotropic. We discuss the time scales involved, the nature of energy transfer between the
substrate and interfacial ice, and, from the peculiar evolution of structural dynamics
observed, its implications and our suggestion for future theoretical investigations.
Dr. Nuh Gedik is the collaborator of this work.

In Ch. 11, the first study of self-assembled adsorbates on metal surfaces by UEC
is reported (52). We investigate single-crystal clean surfaces of Au(111) with and without
a monolayer assembly of 2-mercaptoacetic acid as a result of the reaction from
2,2’-dithiodiacetic acid. In addition, a monolayer of iron hemes is studied. Structural
dynamics of the substrate (gold) and adsorbate(s) following an ultrafast temperature jump
can be observed and isolated. The phenomenon of ultrafast annealing, i.e., an increased
order in the originally random assembly observed only on an ultrashort time scale, is
recognized, which also has influence on the substrate dynamics. This work is the result of
collaboration with Dr. Chong-Yu Ruan.

Lastly, Ch. 12 describes a systematic theoretical study of structural dynamics for a
substrate and an adsorbate, and makes comparison with experimental results (54). With
the use of the harmonic lattice model of a chain of atoms, including anharmonic forces,
influences of the impulsive force on the temporal behavior of Bragg diffraction are
investigated, and the roles of damping and anharmonicity are also discussed. Extensive

simulations are made in order to gain an understanding of the controlling factors of the
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atomic motions in the substrate, with or without the adsorbate. The results elucidate the
importance of coherent wave propagation in the nonequilibrium regime and provide the
atomic-scale description of surface and bulk dynamics. The influence of the attenuation
length of the impulsive force and the thickness of the substrate (adsorbate) are also
considered. For adsorbates, the mismatch of force constants and the coupling with the
substrate are examined, thus establishing the conditions for wave-type propagation.
Dr. Jau Tang initiated this project of theoretical investigation, and I am grateful that I had

the opportunity to participate in it.
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Introduction

The geometric nature in the structure analysis of a molecule or a crystal by
electron diffraction shares a high degree of similarity with that by x-ray diffraction. The
geometrical theory originally developed for x-ray crystallography can, therefore, be used
in electron crystallography, and its relevance to our technique is described in this chapter.
The major dissimilarities between these two diffraction methods originate from the
different radiation—matter interactions. Because x-ray is an electromagnetic wave, its
scattering—Thomson scattering if the energy is conserved—is caused by the (polarizable)
electron density in the electron shells of the atoms; atomic nuclei are very poorly affected
by the electromagnetic field and, hence, invisible to such radiation. Consequently,
structure analysis of x-ray diffraction deals with the distribution of electron density that is
often concentrated around the nuclei. For electron interaction with matter, however, it is
the Coulomb force that governs the scattering because electrons are charged particles, and
as a result, the electrostatic potential due to both the positively charged atomic nuclei and
their electron clouds should be considered. On the basis of the different interactions
involved, the average magnitude of the atomic scattering amplitude of electrons is about
10° times that of x-ray, leading to a ratio of 10° for the scattered intensities (/). Therefore,
electrons are strongly scattered by matter, which grants electron diffraction with a higher
sensitivity for the probing of nanometer-scale and interfacial structures and in the
detection of small structural changes in time.

Before the presentation of the geometrical theory, a quick summary for
quantitative description of the intensities of the scattered beams is given here. Derivation
of the kinematic (elastic) scattering theory for electron diffraction starts from the

time-dependent Schrodinger equation and considers a propagating plane wave for the
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incident electrons (/-3),
S”O(?',t):Aexpli(/gi -F’—a)t)J (D

where A4 denotes the amplitude, l;i the incidence wavevector, and @ the angular

frequency. The relativistic effect needs to be taken into account for highly accelerated

electrons,

ey =lmycy + p’e;) - mye; (2)

where V) is the acceleration voltage (in volt), my the electron’s rest mass, p the electron’s
momentum, and ¢ is the speed of light. According to the de Broglie relation, the

electron’s wavelength (1) is equal to 4/p and, therefore, can be expressed (in A) by (4)

A=h [2mev,(1+eV, 2myel) =12.26 [V, (1+0.9785 %107, ). 3)

With the use of the mathematical tool of Green’s function, the scattered wave derived in
the asymptotic limit for large-L, far-field detection (i.e., Fraunhofer diffraction that is
typically the case for crystallographic measurements) and under the first Born

approximation is given by (/-3)

- AeikL N -
YAL)=— U(7)exp|ilk, -k )-7|d°F, 4
(£)=—55 [U@)exie, ~E)-7] @)
where k is the outgoing wavevector ( | k |=| l;i |) along the direction of L ,

U(r)= (2m e/n’ )V(F ) is the reduced potential associated with the electrostatic potential
of the scattering object, V(i7 ), and the integration runs over the occupied volume.
Therefore, the kinematic theory of electron scattering (Eq. 4) can be deduced with

the use of the theory of Fourier integrals, defining the relative scattering amplitude

f(5)= 4i U(F)exp(-i5-7)d’F (5)
T

with the momentum transfer vector



S=k—k,. (6)

The observed diffraction intensities, / (Z) = ‘st (Zr, are therefore in proportion to | f (§ Y
(1, 2). The detailed structure in the potential of the specimen (thereby the spatial
arrangement of atoms) is given by

U(F)= é [4m £ (s)exp(is -7)d’s . (7)
Thus, these results provide the theoretical basis for the geometrical theory considering the
periodic lattice structure in real space and its Fourier transform, the periodic reciprocal

lattice, in reciprocal (k) space.

If U(F) is substituted by a sum of reduced atomic potentials, U; (17—17.)

J

(displaced according to their central positions in a crystal), where j refers to the jth atom,
UF)=2U;F-7) ®)

Equation 5 can be rewritten as |
f(§>=ﬁ;exp(—ﬁ-%)Jvi(f—a)exp[—ﬁ-(f—fj)]d”=§L(§)exp(—i§-a-) ©)

with the definition of the atomic scattering factor, f, (5), being

£,6) = [U*(F)exp (15 -7) d'F | (10)
4

The assumption here is that U} (? ) in a crystal is approximately the same as that for an

isolated atom (i.e., the valence electrons affect the electron scattering to a very minor
extent). Although the absolute values of diffraction intensities may show small deviation
from the kinematic theory described above, it will become clear that, from the various
studies successfully made, the kinematic approximation is capable of capturing the most
important information from the observed diffraction changes in time and, therefore,

suitable for the structural dynamics studies using electron diffraction.



19

Ultrafast Electron Crystallography

Temporal Resolution S,oa,-
3
eSO/‘{, .
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Fig. 1. Schematic of the methodology of UEC in the reflection geometry. The
relationship between real and reciprocal lattices and Ewald construction for the formation
of diffraction patterns are shown (see Text and Figs. 2 to 4 for details). The temporal and
spatial resolutions of UEC are achieved by varying the delay time between the electron
probe and initiating heating pulses (upper left), and the recording of the diffraction

patterns at different times.
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From the discussion below, it is straightforward to see that the geometrical theory
for high-energy electron diffraction is much simpler than that for x-ray diffraction
because of the very short electron wavelength used. Ultrafast electron crystallography
(UEC), a time-resolved electron diffraction technique for condensed-matter studies, can
be performed in two modes, reflection or transmission geometry. The implementation in
the reflection geometry (Fig. 1) enables us to determine time-resolved nonequilibrium
structures of a crystal surface region or adsorbate near the interface, and also their
equilibrium structures at steady state. The transmission geometry allows the detection of
structures and dynamics of nanometer-scale specimens. In what follows, the theoretical
foundation to determine structures, their inhomogeneity, and the corresponding temporal
evolution is examined. A typical diffraction image may show a pattern of Bragg spots,
streaks, Debye—Scherrer rings, Kikuchi lines or bands, or a combination of these with a
scattering background. By monitoring and comparing the changes of different diffraction
features, such as position, intensity, width, and shape, we can obtain a more complete
picture of structural dynamics. Experimental test cases (gold and silicon) are also
provided in this chapter to illustrate the principles invoked.

A. Equilibrium Structures

A.1. Diffraction in Reflection

Spots or rings in an electron diffraction pattern are the result of the constructive
interference of scattered waves from different lattice points. In UEC, the electrons have
large kinetic energy (elV)=30keV) and therefore a small de Broglie wavelength,
A~0.07 A from Eq. 3, which is a few percent of a typical atomic spacing (the reason
behind the resolution of interatomic distances through diffraction). For elastic scattering,

the criterion of constructive interference is described by the Bragg condition:
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(a) Scattering vector (b) / z

von Laue = =3
formulation ~ \ s=G,y,

“/ Pl Yy

..... 5 g

Fig. 2. (a) Vectorial representation for the elastic scattering process. The incidence angle
6, = 02 and the scattering vector s are shown. (b) Upper: The von Laue condition of
constructive interference. The phase difference between two outgoing waves scattered by
two atoms separated by R is indicated by the curly brackets. Lower: Comparison of the
von Laue and Bragg formulations for constructive interference conditions. Note that §
is parallel to the interplanar distance d under investigation (i.e., perpendicular to the
Bragg planes under probing), and any vector of the real lattice has a projection onto the

s direction to be an integer multiple of d.

nA=2d sin(62), (11)
which is simply the result of considering crystal planes of reflections; » is the order of
diffraction, d is the distance between adjacent parallel crystal planes, and € is the total
angle of deflection from the initial beam. Because A is known, in principle, if z is known,
the measurement of @ gives d. In practice, the interplanar distance d can be obtained from
rocking curves by changing the incidence angle and recording spots of two consecutive
orders, n and n + 1, thus removing the need for assigning the absolute precise magnitudes

of n and @ (see below).
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The equivalent picture given by the von Laue formulation considers the

geometrical phase shifts of the scatterers themselves. For elastic scattering, because the

wavevectors of the incident and scattered electrons (lgi and k ) have the same amplitude

{ k | = I% | =2m/A), the scattering vector (Eq.6) yields s=|s5 |=(4n/A)sin(H2); see
Fig. 2a for the vectorial representation and Appendix A for the convention used. The
phase matching of the scattered waves from all scatterers is required for constructive

interference (Eq. 9), which means that for all vectors R connecting atoms of the Bravais

lattice in real space, the Laue condition is satisfied when exp(i 5-R ) =1, or equivalently,

when §-R=2mn where m is an integer (Fig. 2b, upper). It is noted that the same

equation leads to the Bragg condition by substituting the amplitude of s and
recognizing that the projection of R along the § direction equals to m times the
interplanar distance d (Fig. 2b, lower). Therefore, the Bragg planes under probing are

perpendicular to s, and

sd=2nn (12)

where 7 is the order of diffraction. Experimentally, since the appearance of a Bragg spot
indicates the direction of k , with the knowledge of lgi , the crystal planes involved can

be deduced since they are always perpendicular to s (Fig. 2b, lower).

Incidentally, the reciprocal lattice, which is the Fourier transform of the real
lattice spanned by three basis vectors (@, b and ¢), can be constructed by three

reciprocal basis vectors, a*, b* and ¢”, which satisfy the following relationship of

inner product:

(13)
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Fig. 3. Left: Ewald construction in k& space. The Ewald sphere passes through the origin O
of the reciprocal lattice, and any other intersections between the sphere and reciprocal

points (rods) give diffraction spots or streaks. Right: Diffraction pattern formation.

The mathematical formulas for @*, 5° and ¢ are written as

x ¢ —~ cxd ax
Q" =2n———, b"=2n———, and ¢ =2 . 14
RN (39F) Jtb-(axa) e T axh) (9

Any vector (é ) in the reciprocal lattice can be expressed as their linear sum,

X | oy

G,, =ha +kb" +I¢", (15)
with &, k and / being integer numbers called Miller indices. Consequently,
exp(ié-ﬁ):l for all such vectors according to Eq. 13. The Laue condition of

constructive interference is hence satisfied if and only if 5 is a unique one of them, i.e.,

s =G,,, forcertain &, k and / (Fig. 2b).

Therefore, analysis of diffraction patterns is greatly facilitated by using the
reciprocal lattice and Ewald construction (5), which is based on conservation of energy

and momentum of electrons. The Ewald sphere in k space is constructed such that the

vector from the center of the sphere to the origin of the reciprocal space is lgi (Fig. 3,

left); the size of the Ewald sphere is entirely determined by |l€i |. According to the Laue
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Fig. 4. (a) A side view of Ewald construction at a grazing incidence angle. The
intersections between the sphere and ZOLZ (represented as a modulated reciprocal rod
here) tend to form streaks, and more spots may appear at higher positions due to the
sphere’s intersections with HOLZ (FOLZ refers to the first-order Laue zone). (b) A side
view of Ewald construction at a larger incidence angle. Diffraction streaks and/or spots

will be seen at higher positions on the screen.

condition and conservation of energy and momentum for elastic scattering

b

(§=k—-k =G,, and k| = |k, ), diffraction can occur when both the origin O and the
reciprocal lattice point (hkl) are on the Ewald sphere (Fig. 3, left); in real space, the
diffraction can be observed at that geometrical configuration (Fig. 3, right). Thus, Ewald
construction provides a geometrical tool for the visualization of satisfaction of the
Bragg/Laue condition.

As a note for the reciprocal lattice, reduction of the effective crystal size in real
space along the surface normal direction (72) causes the elongation of the reciprocal

lattice points into “rods” along the same direction in reciprocal space, as dictated by

Fourier transformation. In other words, as the third dimension of the crystal increases, the
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rods change to “spots” because they become modulated by the inverse of that spacing
(see Fig. 1, middle and lower right). The horizontal width of spots or rods is a measure of
the degree of coherence (constructive interference) in the two dimensions of real space.
The coherent diffraction is pronounced only when the reciprocal lattice intersects with the
sphere (Fig. 1, middle, and Fig. 3, left).

Figure 4 provides a side view of this construction at two different incidence
angles. At a grazing incidence, the diffraction pattern may consist of streaks originating
from the zeroth-order Laue zone (ZOLZ, a plane in k space both passing through the

origin and being perpendicular to &, ); at higher incidence, many other spots will appear

due to higher-order Laue zones (HOLZ, any other k-space planes parallel to ZOLZ but
not passing through the origin) (6). The appearance of streaks or spots relies on the
modulation of the reciprocal rods along the surface normal 7 (a manifestation of the
finite depth probed by electrons) and may also be influenced by the surface potential.
However, if a zone axis of the surface is aligned perpendicular to lgi, the horizontal
spacings between streaks or spots in a diffraction pattern will correctly provide surface
structural information, as shown below.

At this point, it is worth noting that the grazing incidence of electrons (8 = 62 in
Fig. 2a) at an angle that is only few degrees is the required condition of reflection
high-energy electron diffraction (RHEED). The reason can be easily seen from the
order-of-magnitude difference between A and typical d (on the order of an angstrom) and
through Eq. 11. Similarly, by inversion, the radius of the Ewald sphere (2n/4) is found
orders of magnitude larger than typical reciprocal vectors (on the order of an inverse
angstrom). Its major consequence is that the Ewald sphere may be approximated by a

plane in the geometrical theory at the small-angle scattering condition.
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So far, we only considered a perfect crystal lattice with atoms at rest (classical,
T=0) and a perfect electron source for generating electrons with the same l%. The

temperature effect on diffraction (loss of interference by the incoherent movements of

atoms) results in loss of intensity, which is described by the Debye—Waller (DW) factors
W) (7, 8),

I RS
In—=-2W(T) = -——, (16)

0

where I (/) denotes the diffraction intensity from a lattice with (without) thermal
vibrations and <u2> is the mean-square harmonic displacement of the constituent atoms in
a unit cell. A fundamental assumption here is the thermal equilibrium among all modes of
the lattice at a given well-defined temperature. However, this assumption, as shown later,
is not valid when the time scale is ultrashort and/or coherent motions of atoms are

involved. In regard to the electron source in reality, the small distribution of momentum

of probing electrons (hl%) results in broadening of Bragg spots because such an

uncertainty introduces both angular wobbling of the alignment around the average k£,

and an additional thickness to the Ewald sphere.

A.2. Experimental Test Cases: Gold and Silicon

In the following discussion, we present experimental test cases [Au(111) and
Si(111) surfaces] to demonstrate the extraction of structural information in our UEC
studies. The existence of the specimen surface and the geometry of RHEED differentiate
the 3 dimensions in space into a two-dimensional (2D) plane parallel to the surface and
an axis perpendicular to it (i.c., parallel to the 7). Structural information in the former
dimensions can be analyzed through azimuthal (¢) rotation of the specimen; the

information related to the latter direction can be obtained by changing the incidence angle
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Fig. 5. Diffraction patterns (in false color) of Au(111) recorded at different azimuthal
angles (¢@). Two symmetric patterns with different horizontal spacings are obtained by 30°
rotation (upper left and lower right). The same symmetric pattern is seen after a rotation

of 60° in total (upper left and lower left).

(8) of electrons, or equivalently, tilting the specimen with respect to the electron beam.
We shall illustrate the principles involved with the use of the test cases.

Through azimuthal (@) rotation of the Au(111) specimen, a symmetric diffraction
pattern can be observed (Fig. 5, upper left) and its evolution with ¢ is shown in Fig. 5. It
can be found that the same pattern appears every 60° azimuthal rotation, which signifies a

6-fold symmetry for the arrangement of the reciprocal lattice (rods) in the 2D plane
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Experimental Pattern

Fig. 6. Experimental and theoretical test case: Au(111) surface. Upper right: A hexagonal
2D lattice. Lower left: The top view of the corresponding reciprocal-lattice rods. The
angular relationships between 4, 4" and B, B" are shown. Symmetric diffraction patterns
are formed if the electrons probe the 2D lattice along the zone axes, and two examples
are given here. The Ewald sphere intersects with the rods and streaks are formed on the
CCD camera; the upper left and lower right panels are the experimental patterns from
Au(111) at two azimuthal angles separated by 30°. The minimum spacing between

diffraction streaks (¢,) can be used to derive the 2D structural information.
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parallel to the specimen surface. In fact, there are 5 different Bravais lattices in 2D (real
space and reciprocal space) and for each, the characteristic ¢ is different; diffraction
patterns repeat their appearance every 60° for hexagonal, 90° for square, 180° for
rectangular and centered rectangular, and 360° for oblique lattices. Further verification
for a certain 2D lattice can be obtained by examining the azimuthal separation between
different symmetric patterns (see below). In the case of Au(111), another symmetric
pattern can be observed by 30° rotation (Fig. 5, lower right).

Geometrically, two vectors, 4 and B perpendicular to the 7, form the basis of the
2D lattice in real space [see Fig. 6, upper right panel for Au(111)]. The corresponding
reciprocal lattice, given by Fourier transformation, is an array of rods extended along 7
with two basis vectors defined by

A =21 (Bxn)/|AxB| and B =2n (i xA)/|AxB|. (17)
Thus, |A"| = 2m/|A|sing and |B'| = 27/|B|sing, (18)
where ¢ is the angle between 4 and B (see also Fig. 1, middle). Because of these direct
relationships between A4 and 4™ (B and B"), the azimuthal rotation in real space allow us
to probe different zone axes of the reciprocal lattice for the observation of symmetric
diffraction patterns (Fig. 6, lower left).

For the case of the electron beam propagating along a direction for which the
ZOLZ is parallel to A, the minimum horizontal s will be equal to |4'| (Laue condition)
according to Ewald construction. Therefore, the total angle of deflection

6=tan'(8,/L) = 2sin '(sA/4m) = 2sin (1 / 2|A[sing),
L = 8 /tan[2 sin (1 / 2|A[sing)], (19)
where &, 1s the horizontal spacing between spots (rods) and L is the camera length from

the scattering position to the camera. By the azimuthal rotation, which yields other
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symmetric diffraction patterns, the value of ¢ that depends on the surface crystal structure
can be determined. If L is determined independently, the lattice constants |A4| and |B| can
be obtained with the use of Eq. 19, and the 2D structure is thus determined.

For Au(111), the diffraction patterns taken at two zone axes (Fig. 6, upper left and
lower right) correspond well with a hexagonal reciprocal lattice in 2D (Fig. 6, lower left).
Therefore, the 2D structure in real space is also a hexagonal lattice with |4| = |B|. The

smallest horizontal spacing between rods [(4,),,] recorded with L =17.0 cm (Fig. 6,

lower right) was 106 pixels (1 pixel =44.94 um in our system), which gave the
experimental value of |4| to be 2.88(5) A, totally consistent with the literature x-ray value.
Through 30° rotation, another zone axis was probed, and the measured spacing between

adjacent rods increased and became 1.73 times (4,),,., (Fig. 6, upper left), which was

min
expected (V3 fold) according to the 2D structure.

Conversely, the camera length L can be accurately determined using a crystal
lattice whose structure is known, and such an in sifu measurement is free of any errors
due to, e.g., rotation of the crystal. A typical error in L is ~0.2%, which mostly originates
from the spatial width and jitter of the electron pulses. However, for a given experimental
setting during the time-dependent measurements, it is not the absolute values but the
relative changes that are most crucial for deciphering the structural dynamics involved,
and the accuracy in the determination of transient changes can be much higher (see, e.g.,
Chs. 4 and 5).

The third dimension, besides the surface two, of the lattice can be accessed by
measurements of the rocking curve that is the change of diffraction spots with the angle

of incidence, 6. (= @2). This can be easily understood from the Bragg’s formulation for

the diffraction condition. For example, the diffraction patterns of Au(111) and Si(111)
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(a) Au(111)

(b) Si(111)

Fig. 7. Diffraction patterns (in false color) of (a) Au(111) and (b) Si(111) recorded at
different incidence angles (&4). Gold shows rod-like diffraction patterns because it has a
large atomic number and electrons can only penetrate top few layers. For silicon, other

features such as Kikuchi lines and bands may interfere with rocking-curve construction.

recorded at selected incidence angles are shown in Fig. 7. By determining the angle at
which successive orders appear (especially for large n, where there is less interference
from 2D, other features and the refraction effect), we can obtain the vertical interplanar
distance, the spacing normal to the surface. From Bragg’s equation (Eq.11), the

measured change in & for two consecutive orders is given, for small &, by

A6 =A(02)~sin(6 + AG) —sinf = 1/ 2d. (20)
For consistency, d can also be obtained from the vertical separation between two

consecutive spots ¢, (= As) and with the use of the value of L, since

0,~ L [tan(2 + Af) —tan(G2)] ~ L AO=2L A(02) ~ LA/ d. (21)
Low-order Bragg spots are not used because they are affected by the refraction effect (see
below), by the surface potential, morphology and quality, and of course by the presence

of adsorbates. Construction of the rocking curves for the (111) surface of gold and also
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G (10) (11)
(31)  streak streak (32)
streak streak

(53)
FOLZ streak

(3(})(7())(;)())(10)(:0)

(z_l) (00) (@29 streaks
streak streak streak

000 .

(000) Au(111) (030) Si(111)

Fig. 9. Indexed diffraction patterns of (a) Au(l11) and (b) Si(111). Indices for
higher-order Bragg diffractions on the central streak are determined by using the Bragg
condition (Eq. 21). Indices for streaks are assigned according to the 2D lattice of the
surface plane. Diffractions from the first-order Laue zone (FOLZ) may be out of the

camera region if the electron incidence angle is large.

that of silicon is illustrated in Fig. 8. Clearly, high-order Bragg spots appear with
regularity, and we obtained d,,,;,,=2.36 A and dg,,,= 3.15 A by using Eq. 21. These
values are consistent with the x-ray literature values of the crystals.

Therefore, given the geometry of probing in RHEED, the central streak in the
diffraction pattern contains the information about the interplanar distance along the
surface normal; the evolution of the horizontal spacing between streaks with the
azimuthal angle defines the symmetry of the 2D lattice in the surface plane, and gives the
corresponding lattice constants. Although the RHEED technique is not intended for
solving unknown crystal structures, it is designed to be used for the structural analysis of

exposed crystal surfaces. In Fig. 9, two indexed patterns are shown as examples.
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For a polycrystalline sample, namely, a sample consisting of many small
crystallites randomly oriented in space, a diffraction pattern will show the
Debye—Scherrer rings instead of spots. It is because the effective reciprocal lattice
becomes a series of concentric spheres centered at the reciprocal space origin (a
consequence of the random orientation in real space) and their intersections with the
Ewald sphere give rise to rings. From the radial average, a 1D diffraction curve can be
obtained; care must be taken and a fitting procedure is often necessary for the
determination of the center, because a large part of the rings below the shadow edge is

blocked. The peak positions correspond to the values of the reciprocal lattice vectors

(thl) for different planes indexed by the Miller indices, (hkl). The structure of the

crystallites can be obtained by comparing the experimental data with the simulated
diffraction curves for different crystal structures, as has been demonstrated in the UEC
study of interfacial water (9).

A.3. Diffraction in Transmission

In contrast to the reflection mode, the diffraction patterns of crystalline thin films
in transmission show many spots of different planes and orders. This is because of several
reasons. First, due to the 2D-like thickness of the film in the 7 direction, reciprocal
lattice points are elongated into rods along 7, as mentioned previously. Figure 10
illustrates an example in which the electrons are propagating parallel to 7. According to
Ewald construction, the origin of the reciprocal space (000) is on the Ewald sphere, and
the ZOLZ plane is tangent to the sphere. If the reciprocal lattice consists of points only,
no other spots [except the (000)] on the ZOLZ will be in contact with the sphere due to
the sphere’s curvature. However, because the reciprocal points are elongated (finite 2D

thickness), the tips of the rods may intersect with the Ewald sphere so that more Bragg



36

spots appear in the diffraction pattern.

Second, when a macroscopic area is probed, the slight uncertainty of the crystal
orientation across the thin film due to its unevenness will introduce a small angular span
in the reciprocal lattice so that it has more chance to intersect with the Ewald sphere.

Third, the finite spatial convergence/divergence of the electron beam provides an
uncertainty of the direction of lgi, which results in a solid cone around the average axis.

Therefore, Ewald construction indicates that the sphere wobbles around that principal

axis and sweeps a larger region in & space, allowing for more intersections (Fig. 10, lower
left). Finally, the kinetic energy span of electrons, which causes the uncertainty of |l€i l,

gives the Ewald sphere an additional thickness to occupy a larger volume in & space.
Hence, its intersection with reciprocal rods becomes more likely (Fig. 10, lower right).
Due to the aforementioned reasons, one can see that, in order to record more
intense non-center Bragg spots, the crystalline film needs to be slightly rotated away from
the original zone axis in order to optimize the overlap between the reciprocal rods and
Ewald sphere. However, too much rotation can move the rods entirely away and result in
no intersection. The span of rods in reciprocal space can be estimated from the rocking
curves acquired through rotation of the crystalline film (along the vertical direction in
Fig. 10) to change the incidence angle of the probing electrons, similar to the
measurement of rocking curves in reflection experiments. The vertical width of rods (w,)

can be obtained from knowledge of the intensity angular profile of spots (Ad,,,) because
w, =G, A, (22)
where G| is the perpendicular component of G,,, with respect to the rotational axis. We

can also estimate the specimen thickness / over which diffraction is effective from the
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Fig. 11. Ewald construction in & space for electron and x-ray diffraction. The typical
wavelength of high-energy electrons is much shorter than that of x-ray used for structure
analysis, which leads to a much larger Ewald sphere for electrons (dashed arc) than that
for x-ray (solid circle). The small-angle approximation can be used in the geometrical

theory for electron crystallography and facilitate the visualization of the Laue condition.

Scherrer formula (7)

[ = KA[AG,,cos(02)] = K-2n/w, (23)
where K (close to 1) is the shape factor of the average crystallite.

The structure of the 2D crystal is revealed in a single transmission diffraction
pattern without rotation. From knowledge of the camera length and by Eq. 19, it is
straightforward to obtain the lattice parameters. Of course, if the structure of the crystal
under investigation is more complicated than that of a very thin, simple specimen

consisting of light elements, one has to consider the issue of intensity, which may
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additionally involve dynamical scatterings, but generally the determination of the orders
of Bragg spots (lattice symmetry) can be obtained. As for a polycrystalline sample,
similar procedures, as those discussed in the previous subsection, are used for structural
determination.

A.4. Advantages and Selected Topics of Electron Diffraction

Throughout the previous description of the geometrical theory for electron
diffraction, the small-angle approximation, sin@~tanf~ 6, was often made. As
mentioned earlier, its validity comes from the order-of-magnitude difference between A
and d in Eq. 11. Furthermore, the corresponding Ewald sphere relative to the reciprocal
lattice in k space has a large radius and, consequently, may be approximated as a plane.
Therefore, visualization of the Laue condition through Ewald construction becomes a
simpler task for high-energy electron diffraction, and fast calculations can be carried out
to extract the lattice constants from recorded diffraction patterns. This also becomes an
advantage for dynamics studies when correlating the observed diffraction changes as a
function of time with actual transient modifications in the structures (which will be made
clear from the discussion in the next section). In comparison, the typical wavelength of
x-ray used for structure analysis is much longer, and the size of the corresponding Ewald
sphere is, in fact, comparable to the reciprocal lattice vectors. It is easy to see from
Fig. 11 that the Laue condition in Ewald construction for x-ray diffraction is less visual
and involves more calculations than those presented above for electron diffraction.
Reducing the x-ray wavelength is much more difficult compared to the case of electrons,
which is readily attainable by increasing the acceleration voltage.

A.4.1 Surface Morphology and RHEED Pattern

The strong electron—matter interaction offers great opportunities for the studies of
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nanometer-scale structures and interfacial phenomena that are less straightforward for
x-ray because of its large penetration depth and weak interaction with specimens in
general. The same characteristic, however, also makes RHEED sensitive to the surface
morphology of the specimen, whose studies in the fields of thin film growth and surface
structure determination are actually the main application of this technique (6, 10, 11).
From the types of diffraction patterns observed, the samples’ crystallinity and surface
morphology may be deduced, as illustrated in Fig. 12 (/0). In principle, studies of
structural dynamics can be made for all these cases as long as the diffraction spots or
rings are distinct and well-defined; in practice, a sample surface that is close to
atomically flat (at least within a certain 2D range) is more desirable because rough
surface morphology often leads to decrease of diffraction intensity, increase of diffuse
scattering background, and broadening of diffraction width that may hinder a proper
analysis of temporal changes. Sometimes, well-oriented small crystallites that give a
transmission-type pattern may be more beneficial to dynamics studies because of the
cross reference obtained from different spots (see Chs.6 and 7). The stringent
requirement of atomically flat surfaces for studies is hence not always necessary.

A.4.2 Electron Mean Free Path and Penetration Depth
It is essential to estimate the electron penetration depth (£, ) at a given electron

wavelength in a medium. This can be achieved by knowing the mean free path (/) for

elastic scattering from the total cross section of scattering (o) and the density of scatterers

(N), with the use of the following equations:

l :L and the differential cross section :—g:| f (§X2 (24)

° oN
where (2 denotes the solid angle. With Eq. 5 and the angular integration of do/d(2, a

screened-potential model that effectively describes the atomic potential for neutral
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Table 1: Mean free paths and penetration depths for elastic scattering of electrons.

substance Z N(A?) ¢, (A)at30kv| ¢, (A)at30kV
graphite 6 2/(2.46*6.70 sin60°) 2750 192 at & =4°
silicon 14 8/5.43° 1010 70at G=4°
35at 6 =2°
interfacial water | 8 for O 8/6.358 for O 3050 53at&=1°
(cubic form) 1 for H 16/6.358° for H (transmission-like)
3
gallium arsenide |1 for G2 4/3.65 380 20 at 4 =3°
33 for As for Ga and As
dium dioxid
vanadium '1(')X1 €| 23 forV 4/118 for V 520 45 at @ = 5°
(monoclinic) | § for O 8/118 for O
2 : o
Zinc oxide 30 for Zn|2/(3.257-5.20 sin60°) 370 20 at @ =3°

8 for O for Zn and O

elements in relation to the atomic number (Z) and a screening radius gives a good
approximation for o, especially when the scattering angle is not too small (/7). The final
result is

o=0.12222%. (25)

The estimated mean free paths for elastic scattering and the corresponding penetration

depths (at typical probing conditions) for several substances are given below in Table 1;
their differences should be noted because, without the consideration of refraction,

¢, =V, sinf (for single elastic scattering). (26)

The simple estimation presented above shows that, with the criterion of energy-

and momentum-conserved single scattering, electrons probe mostly the surface region of

a specimen but do penetrate several unit cells (interplanar distances). The latter property

is important in that UEC studies are still capable of resolving bulk-related structural

dynamics, with a surface sensitivity. It should be noted that the values of penetration
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surface

I1

Fig. 13. Tangential continuity at the surface where the wave fronts are refracted.
Medium II attracts electrons more than medium I, and the dashed line indicates the

surface normal.

depth in Table 1 may be underestimated. If the surface morphology is less perfect than an
atomically flat one, or more than one scattering event occurs so to contribute some
diffraction intensities, electrons can reach a deeper region into the bulk. When a material
contains much heavier elements (e.g., gold), the observed electron diffraction is expected
to originate solely from the top layer and form streaks; an example can be seen in Fig. 5.

A.4.3 Inner Potential and Electron Refraction

The phenomenon of electron refraction occurs when the probing particles pass
through the interface between vacuum and the specimen or between different materials.
This phenomenon exists because electrons experience the difference of the electrostatic
potential in different media. Compared to the vacuum environment, the superposition of

the atomic potentials in a real material attracts and hence slightly accelerates an electron,
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which leads to a small change in the wavevector. In an average sense without going into
the structural details of atomic arrangement, the mean value of the crystal potential is
called the inner potential, V; (in volts), typically a positive number for attraction. In
Fig. 13, medium II has a higher 7} than medium I, causing the traveling electrons to bend
toward the surface normal.

Because the discontinuity of V; appears at the interface along the surface normal,
the wavevector change should only occur in that direction. Thus, for a featureless
interface, tangential continuity of the wave fronts is required, yielding an analogue of
Snell’s law in optics (/1):

siny, siny,

= 27
) 7 27)

where , (,) is the incident (refractive) angle with respect to the surface normal and 4,

(A2) is the wavelength in medium I (II) (Fig. 13). With the use of Eq. 3, the relative

refractivity can be written as

sin y,
an = =

sin y,

(v, +V, )[1+0.9785x10° (7, +7,, )] R T,
(v, +7,, )[1+0.9785x10° (¥, +7,, )] 2V,

The approximation is justified because the inner potentials V7, and V), are generally much
smaller than the acceleration voltage used. Furthermore, the small-angle approximation

valid for typical RHEED experiments gives

2 2
V, =V,
92 — - _|®_ e T 29
1 (2 zlj (2 sz AR (29)

As an example, for Si(111) with V7~ 11 eV, the Bragg angles given by Eq. 11 (without
taking into account the structure factor) are n/2 — y, = nA/2ds;111) = 11n mrad for 30-keV

electrons; the corresponding &’s for the first 8 orders are nonexistent, 11.4, 27.4, 40.2,

52.3, 64.0, 75.5, and 87.0 mrad, respectively. It is now clear why the regularity of Bragg
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condition is restored for higher-order spots (n > 5) in the rocking curve shown in Fig. 8,
lower right panel. The reflection of electrons by an atomically flat surface may be the
major scattering events at very small incidence angles, which forms the specular spot that
has little diffraction contribution for these probing conditions. As a result, UEC studies
should be conducted with care with this phenomenon in mind.

A.4.4 Coherence of the Electron Beam

For electromagnetic waves, photons that are generated from a coherent source
such as a monochromatic laser can propagate parallel and keep their phase because of
their noninteracting nature; the plane-wave description by Eq. 1 is therefore appropriate.

Such a model for the wave property of electrons has its limit in reality due to the
following reasons. As mentioned earlier, any factor that causes the deviation of lgi will

lead to small changes in diffraction condition. Unlike photons, the Coulomb force causes
electrons to interact with one another. As a result, collisions and the space-charge effect
exist and destroy the coherence of charged particles, especially for a high-density beam.
This issue may be reduced by lowering the number of electrons in a spatiotemporal bunch
or totally eliminated by using single-electron packets (72).

However, real electron sources inevitably have finite sizes and energy spread that
result in a finite angular spread (A#) and the spread of the wavenumber (Ak). The
effective coherence length (&) is a distance between two points from which the wave
packet is scattered with a 180° phase difference (and hence no coherence) (/7). From Ak

and along the electron propagating direction,

om 224521, (1+0.9785x10°V, )

m_ A in A), 30
M AL ar{ivaxoorssxioy,) G0

Shak =

with the use of Eq. 3 and the assumption of the potential spread AV << V. The value of
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&, ak~41 nm is obtained for AV'=10V and Vo =30kV. From A@ and perpendicular to

the beam direction,

&1 ao= 21/ Nk =27/(kAG) = A/AO (31)
and has a value of about 7-70 nm for a typical A@ of 1-0.1 mrad. The angular spread also

results in a coherence length along the electron beam direction,

2n A
Ak, sin@A@

§||,A9 = (32)

because Akj= A(k cos@) =k sin@ A6. For the aforementioned typical A@ and at & = 3°,
&, a0 1s about 130-1300 nm. The estimation of the coherence length above signifies that
electrons generated by a real electron source can only “see” coherently a spatial range of
the nanometer to sub-micrometer scale.
B. Nonequilibrium Transient Structures

In time-resolved experiments, the main diffraction features for studies of
structural dynamics are the positions, intensities, widths, and the shapes of Bragg spots or
Debye—Scherrer rings. Background intensity and Kikuchi patterns may also evolve as a
function of time, but in general, their intensities and distributions are weak and diffuse. In
the following discussion, we will focus on transient changes of the main diffraction
features observed in UEC and make connections with x-ray studies (/3-15). Summarizing
in Fig. 14, in general, the position shift of Bragg spots or rings is directly related to lattice
expansion or contraction; the change of the width and shape indicates the emergence of
dynamical inhomogeneity; and the intensity change is the result of incoherent thermal
motions, coherent lattice vibrations, or phase transitions.

B.1. Shifts of Diffraction Spots and Rings

Following an ultrafast excitation, diffraction spots or rings change their positions

vertically and/or horizontally to reflect the changes in interplanar distances. Such changes
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Fig. 15. Temporal changes of diffraction spot position. The faded rods and curves
indicate the negative-time equilibrium configuration. As the real lattice expands along 7

at positive times the reciprocal rods move downward, which leads to a downward

movement of Bragg spots.

need to be homogeneous (uniformity of distance change) over essentially the entire
spatially probed region, a requirement for preserving the Bragg condition. Thus, these
shifts provide the unequivocal evidence for the homogeneous lattice expansion or
contraction, depending on the direction of the shift.

We first consider the vertical lattice change along 7. According to the Laue
condition of Eq. 12, a small vertical shift of the Bragg spot on the center (00) rod,

(04" 0B"), is directly related to the change in the vertical lattice spacing by the following
relationship:

Asls = —Ad/d = —A(02)/tan(02) (33)

which becomes —A@/ @ when @ is small. Consequently, a decrease (increase) in s, i.e.,
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when the Bragg spot shifts toward (away from) the direct beam position in the diffraction
pattern, is a measure of the increase (decrease) in d. In reciprocal space, such a lattice
change can be visualized as the rods moving parallel to 7 and intersecting with the
Ewald sphere but maintaining their size or shape (Fig. 15). The same picture can be
applied to the description of movements in the horizontal direction.

On the ultrashort time scale, it is critical to understand the dynamics responsible
for a downward shift, which is the observation made in many UEC studies. The first
mechanism that comes to mind involves conventional heating, due to the anharmonicity
of the lattice. The 1D thermal expansion is usually expressed as Ax=(3g/4b2)kBAT ,
which is deduced from the anharmonic potential energy U(x)=bx"—gx’ —fx* with
positive b, g, and f (16). However, at room temperature, the (linear) thermal expansion
coefficient () for most of the crystalline solids is on the order of 10° to 10°K™"; for
example, 0(1><106 =2.6, 5.73 and 14.2 for silicon, gallium arsenide and gold, respectively.
Thus, a maximum thermally driven change of 1% in lattice spacing requires a lattice
temperature jump of about 3850, 1750 and 700 K, which are not reachable at our
excitation fluences and in a very short time. To achieve a temperature jump (A7) at the
surface, the fluence for heating required is given by

Frcating 0= (Flased O = R)E oy cos/ Eppogon) ~ CAT} (34)
where 0 is the penetration depth (inverse of the absorption coefficient, 1/) of the light

(photon energy E, .,) with fluence F,.; R is the reflectivity, £

aser?

is the above-gap

hoton excess

excess energy, and C, is the heat capacity of the lattice. For gallium arsenide, for example,
C, =174 J/em’K, the band gap E,=1423 ¢V, R~0.3(0.45) and 6~ 710 (6.4) nm for

800 (266) nm normal-incident light (/7). A fluence of F, . =10(1) mJ/cm®  at

aser

800 (266) nm gives the value of AT, to be 4.6 K at 800 nm or 340 K at 266 nm.
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Experimentally, this is in contradiction with the large observed shift. More importantly, as
will be shown in Ch. 4, the spot-shifting behavior for the 800- and 266-nm excitations are
contrary to the trend obtained above.

It follows that on the ultrashort time scale, the nonequilibrium state of the lattice
must be considered. In this state, only certain types of the atomic motions may be initially
launched, and the assumption of thermal equilibrium for all modes is not wvalid.
Furthermore, carrier excitation can affect the lattice potential, resulting in a new state of
weaker chemical bonding and hence a different structure. This expansion by a
“potential-driven,” carrier-assisted mechanism does not depend on lattice temperature but
on the carrier density. When the number of carriers decreases (through diffusion, for
example), the expansion would decrease and the system recovers accordingly. Finally, the
expansion in the vertical and horizontal directions may show anisotropy in the temporal
behavior with different amplitudes for the change. Manifestation of these features of
nonequilibrium behaviors can be seen in the studies made on GaAs (Ch. 4).

B.2. Changes of Widths and Shapes

The widths and shapes of Bragg spots or rings in a diffraction pattern are affected
by the crystal size (Eq.23), inhomogeneity and embedded strain in the sample, by
electron refraction due to the shape of the crystallites (Sec. A.4.1), and by the uncertainty

of the direction and magnitude of the probing electrons’ momentum )"z/’gi (size of the

electron beam). However, their transient differences from a static reference can only stem
from the structural changes induced by the optical excitation. In the case of
polycrystalline samples, the average size of the crystallites may change (e.g., during
ultrafast melting or annealing), resulting in the broadening or narrowing of diffraction

rings according to the Scherrer formula (Eq. 23). The shape may also develop to a
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Fig. 16. Temporal changes of diffraction width. The faded rods and curves indicate the
negative-time equilibrium configuration. Lattice inhomogeneity (along 7 ) generated in
the crystal makes the reciprocal rods elongated, and their intersections with the Ewald

sphere give a diffraction pattern with larger vertical width.

Gaussian-like function, which reflects an increased inhomogeneity. In the case of
crystalline samples, however, this spatial size change is not of concern since the crystal
essentially preserves its order. Thus, in this case, lattice inhomogeneity is due to a small
modification of the average lattice spacing or a strain of propagating acoustic waves
following the excitation.

Following the above discussion of the reciprocal-space picture, it is clear that, if
the lattice planes evolve to two distributions of distances around d, one larger and one
smaller, then this strain propagation will result in two side bands (or broadening) in k
space around the central value (see Fig. 16). Such behavior is commonly caused by an

acoustic sound wave of relatively small wavelength. Coherent acoustic motions are
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typically generated through carrier excitation or from the decay of another type of
initially generated lattice vibration, e.g., optical phonons. In an elementary metal,
acoustic phonons are directly generated following carrier generation because only one
atom exists in the primitive unit cell and there is no optical branch. However, in a
semiconductor with more than one atom in the primitive unit cell, optical phonons are
present and become the doorway for efficient coupling with the carriers. These optical
phonons have a lifetime during which they convert to acoustic ones, and the latter into
thermal motions on a time scale determined by the anharmonicity of the lattice.

The inhomogeneity of the lattice generated parallel to the sample surface, i.e., the
horizontal broadening of reciprocal-lattice rods, has a more complicated effect: when
intersecting with the Ewald sphere, the rod projects not only a larger horizontal width but
also an enlarged vertical width in a diffraction pattern. However, the geometry of RHEED
allows the contributions to horizontal and vertical widths due to the dynamical
inhomogeneity of the lattice along different directions to be distinguished (see
Appendix B for the derivation). By monitoring the temporal evolution of spot widths in
the directions orthogonal to 7, lattice dynamics along the surface can be followed as a
function of time. The difference between the temporal evolution along the vertical and
horizontal directions in the diffraction patterns can provide information of such
anisotropy. As will be shown in Ch. 4, a key cause of the anisotropy is free movement
along the n direction (surface vertical vs bulk lateral) and the change in lattice
potential.

B.3. Changes of Diffraction Intensities

On the basis of Eq. 9, the diffraction intensity of a Bragg spot (4kl) is proportional

to the square of the geometrical structure factor F(hk/), which is given by (5)
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Fhkd) =" f,expl-iGyy -7, )= 3 f, expl-2milhx, +ky, +1z,)]  (35)
J J
where f; is the atomic scattering factor of the jth atom in a primitive unit cell. Since the

determination of F(Akl) involves the positions of atoms, 17J =, zj), in a unit cell, any

lattice motions that appreciably change their relative positions can cause the diffraction
intensity to change. These motions are those of optical phonons (see, e.g., Refs. 1315
and 18), small-wavelength acoustic phonons, and the thermal motions. In contrast,
homogeneous lattice expansion or contraction has no influence on the intensity of the
Bragg spots. The contribution of the thermal, incoherent motion (in all directions) in
diffraction intensities can be calculated using the DW expression, Eq. 16.

The ability in UEC to resolve the diffraction in time and for different Bragg spots
makes possible the separation of contribution by these different processes, especially that
horizontal and vertical lattice motions manifest themselves differently. The change of
spot intensity on the (00) rod will display vertical motions, whereas those on the side will
have contributions from both vertical and horizontal motions. However, incoherent
thermal motion affects all of the Bragg spots. For the case of gallium arsenide as an
example, this separation is clear. The crystal has a face-centered-cubic lattice with a
two-atom basis that has gallium at 7, = (0, 0, 0) and arsenide at 7,, =(1/4, 1/4, 1/4) in
the unit cell in the equilibrium state. If, say, 7 is [001], the intensity of the Bragg spot
(0 0 4n) on the (00) rod is proportional to

IF(0 0 4n)|* = |f;, exp(-8nmizg,) + fiexp(-8nmiz, ). (36)
Thus, those optical phonons that have the Ga and As atoms vibrate against each other
along the vertical direction (e.g., longitudinal optical phonons) will affect the structure

factor and consequently the diffraction intensity. Horizontal vibrational motions, however,
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have no influence because their projection on the vertical scattering vector is zero. On the
other hand, if thermal motion is responsible for the intensity reduction, Equation 16
provides the theoretical description. By monitoring the extent and time scale of the
intensity reduction for different Bragg spots, the lattice motions responsible for the
observed changes can be distinguished.

B.4. Transient Changes in Transmission Diffraction

Because of the probing geometry in the transmission mode, transient diffraction
patterns of crystalline thin films can directly provide the dynamic information in the 2D
structure. Due to the intersection between rods and the Ewald sphere, as shown in Fig. 10,
2D lattice expansion/contraction deduced from decrease/increase of the distances
between diffraction spots, or changes of structural homogeneity indicated by the width
changes, can be observed experimentally. Transient structural information along the 7
direction could be masked, given the experimental geometry where the electron beam
propagation is essentially in the same direction of rods (see Sec.A.3 for discussion).
Naturally, if there is substantial lattice expansion along 7 on the picosecond time scale,
such change can be observed in the reflection geometry. In transmission, however, this
n -direction lattice motion can lead to intensity changes, as will be shown in Ch. 4.

Transmission electron diffraction has also been applied to studies of
polycrystalline metallic thin films by several groups, e.g., those of Miller (/9), Cao (20),
and, earlier, Mourou (27). The issues of nonthermal solid-to-liquid phase transition and
electronically driven lattice changes have been discussed. However, due to the
polycrystalline nature of the sample, transient lattice motions in a single crystallite and
those between randomly oriented crystallites may be strongly correlated, and this could

complicate the interpretation of structural dynamics. The transmission study reported in
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Fig. 17. Extraction of the horizontal and vertical profiles of a Bragg spot. The narrow
strips (yellow for the vertical direction and red for the horizontal) are the regions over
which intensity averaging is performed. Profiles obtained from the green strips (vicinity

of the Bragg spot) may be used for background subtraction when necessary.

Ch. 4 was, to our knowledge, the first study of structural dynamics of a single-crystal
semiconductor by electron diffraction, which displays the motion of the entire lattice.

B.5. Extraction of Transient Diffraction Changes

To quantify the aforementioned diffraction changes at transient times, a fitting
procedure is invoked to obtain the intensity, position, width and line shape of a Bragg
spot or diffraction ring as a function of time. For typical UEC studies, the analysis can be
made in 1D by considering the vertical and horizontal directions separately. The first step
is to collect the 1D profiles of a certain diffraction feature at different times, by averaging
over a narrow strip across the diffraction vertically or horizontally (Fig. 17). The
important issue here is to achieve a higher ratio of the signal to the background and noise.

The profile obtained from a wider strip may be less noisy but with a lower peak due to
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Fig. 18. Results of the fit. (a) A constant offset or linear function is included in the fit of
an intensity profile with a flat or low background. (b) A quadratic (or higher-order)

function is used for the background. The inset shows the result of the fit that considers a

pure Gaussian form for the signal; the small discrepancy is visible.

the background in the less intense part; the profile from a narrower strip contains more
contribution from the signal, but can be less smooth. Thus, a balanced choice may be a
strip that covers (approximately) the horizontal or vertical full width at half maximum.

For fitting, a pseudo-Voigt shape function, f(s), is used,

fpv(s):1'[77'fL(S)+(1_77)'fG(S)]5 (37)
1 w/2
)= e iy

2
fc;(S):z 2In2 eXp((S_SOJ -4ln2J.
w\ = w

The integral of f, (s) or f;(s) over s is unity (normalized), and Eq. 37 is a simple sum of
the two functions instead of a convolution (Voigt shape). Here, I represents the (1D)
integrated intensity, s the scattering vector coordinate, s, the peak position, w the
(common) full width at half maximum, and 7 the Lorentzian contribution. Depending on

the surface quality and the electron incidence angle, the diffuse background may be low
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and flat enough such that no subtraction prior to fitting is needed (Figs. 17 and 18a);
when the background is not negligible, either a subtraction by the profile obtained from
the vicinity of the diffraction feature is made first, or a polynomial (typically quadratic)
function is include in the fit (Fig. 18b).

Comparisons between the extracted diffraction features—I(z), s(¢), w(¢), and 7(¢),
where ¢ is the delay time between the electron and optical pulses—are subsequently made
to elucidate the structural dynamics and relaxation pathway in the specimen. Based on the
previous discussion in Secs. B.1 to B.3, the similarity or difference between these
time-dependent features can provide crucial information about the involvement of the
candidate (structure-related) physical processes, their synchrony or sequence in time, and
the characteristic time constants that govern the structural dynamics.

B.6. Issues of Electron Refraction and Scalability of Diffraction Change

Two issues about the dynamical changes in UEC are addressed. The first one is in
regard to the diffraction changes caused by the electron refraction effect. According to the
discussion in Sec. A.4.3, the two reasons are the possible slight tilting of the surface
normal and the change of the inner potential, both of which result from the optical
excitation and may lead to small change in the diffracted beam direction. However, it can
be shown from the order-of-magnitude analysis that electron refraction plays a minor role
in the diffraction changes discussed above, for typical UEC studies with moderate optical
excitation.

The tilting of 7 comes from the different extent of lattice expansion as a result
of the gradient of the excitation pulse profile on the specimen. This effect may be much
reduced by using a sample size or making the probed area within the region of relatively

homogeneous excitation. Furthermore, with the total vertical expansion of the lattice on
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the order of 1 to 10 A over the length of the probed region along & (on the order of
1 mm), electron refraction may cause an angular change of 10™* to 10~ mrad, much less
than the uncertainty of k, itself and consequently unimportant. The inner potential of
matters is on the order of 10 V, and its change induced by moderate excitation is expected
to be on the order of 1 V or less. Thus, from Eq. 29, the induced angular shift would be
on the order of 107 mrad and hence negligible. For intense excitation, the electron
refraction effect due to larger surface or bulk potential change may be observed (22);
however, care has to be taken in interpreting the relative shifts of diffraction features,
which is the next issue discussed below.

On the basis of Eq. 33, diffractions from the same set of crystal planes with
different orders (n) are expected to exhibit shifts in proportion to #n during the structural
dynamics, with the same (normalized) temporal evolution for the movements. In addition,
the accompanying changes in their intensities, if exist, should be scalable according to
Eq. 16 or Eq. 35, and follow one temporal profile only. The presumption behind is that all
of these diffractions originate from spatially the same part of the probed specimen.
However, if, for some reason, this is not the case, the scalability of diffraction shifts may
not hold; an additional observation that often accompanies with this somewhat
counterintuitive phenomenon will be the different time constants for diffractions of
different orders.

It should be noted that a pattern of many spots similar to the cases shown in
Fig. 12, bottom of panel a and upper three of panel b, comes with a transmission nature.
Due to the different electron traveling directions for different diffractions, lower-order
spots may originate spatially from the higher part of a crystallite (to avoid the blocking of

diffracted electrons by adjacent crystallites or surface structures) and the highest-order
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one is formed by diffracted electrons that penetrate deeper. The key governing factor here
is the mean free path discussed in Sec. A.4.2. Such a phenomenon will be further
discussed in Ch. 5 with a real case. Proportionality of diffraction shifts becomes true for
solely transmission-type experiments such as studies of polycrystalline samples
(electrons penetrating small crystallites and forming the diffractions), and an example can
be seen in Ch. 10. For scalability of intensity changes, see Ch. 4 for the transmission case

and Ch. 8 for the reflection case.

Appendix A. Conventions

In the diffraction theory, the incoming beam is described by Eq. 1. In this
convention, the wavenumber k = |l€i| =2n/A, and for electrons, k = @/v where v = Av is

the velocity and v= @/2r is the frequency; the momentum of the particle p = ik = mv,
and the de Broglie relation A = h/p which consistently equals to 2n/k. Accordingly, when
k is used in this form, a constant factor of 27t appears in diffraction expressions of &, s and
others such as the reciprocal basis vectors in 3D (Egs. 13 and 14), those for a 2D
reciprocal lattice (Eq. 16), and the last part of Eq. 23.

Crystallographers use a different convention to define the wavevector, k= 4", As
such the factor 27 disappears, and, for example, the important relations 5-R=2mn

and s = (4n/A)sin(6'2) become simply s - R=m and s=(2/2)sin(42). In such a way, it
is straightforward to invert s directly into real-space distances. The crystallography

convention is equivalent to rewriting Eq. 1 for 5”0(17 ',t) with the phase factor being

27tl;i -7'—wt, where the new k, is 1/4. The important point is to keep track of the

self-consistency regarding the momentum as the conventional p = ik, or p = hk with k
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being clearly defined. Unfortunately, these definitions, with or without 2n, are used in
different areas of diffraction. For example, in gas-phase diffraction, s is defined with 27t
included; for most of the following chapters, this convention is used.

Similarly, the definition of the angle of incidence being & or @2 requires a
convention. Considering & to be the total diffraction angle (see Fig. 2a), the incidence
angle would be 2; if the incidence angle is 6, then the total scattering angle would be 26.

The definition of s follows.

Appendix B. Reciprocal-space Broadening of Rods

The following simple estimation is made for the effect of horizontal broadening of
the rods in reciprocal space on the observed width of diffraction spots. For an ordered
structure in 2D, the reciprocal lattice is made of rods, and when modulated by the
spacings in the 7 direction, each zone should be considered as a symmetric-top-like
shape with w, = w,, w, being different from w, = w,. Therefore,

2x/w, )+ Qyiw, ) + ziw,)* =1

where x and y are the directions (in reciprocal space) orthogonal to 7, z the direction
parallel to 7, and w, (w,) is the full horizontal (vertical) width. Locally, the Ewald
sphere with large radius (large /ik;) will cut through the rods nearly as a tilted plane
(Fig. 16) defined by (0, 1, 0) and (siny, 0, cosy), where y is the angle between 7n [i.e.,
(0, 0, 1)] and plane direction. As a result, the elliptical trace where the rod and the plane
intersect has a horizontal width w, but the vertical width becomes (tan® 7//wh2 + 1/wV2)*” 2,

If, due to horizontal inhomogeneity, w, becomes w, + Aw,, the change of the
vertical width will be

Aw, tan’ y/ [tan® y+(w/ WV)2]3/2’
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which is much less than or on the same order of Aw,. This is because in the reflection

geometry of UEC, yis small and w, and w, are not significantly different within an order

of magnitude. It is noted that w, and w, are determined by the inverse of the coherence

length (on the order of 10 nm or more) and also affected by the specimen morphology.

References:

1.

10.

11.

B. K. Vainshtein, Structure analysis by electron diffraction (Pergamon Press,
Oxford, 1964).

H. M. Seip, in Selected topics in structure chemistry, P. Andersen, O. Bastiansen, S.
Furberg, Eds. (Universitetsforlaget, Oslo, 1967), pp. 25-68.

J. C. Williamson, Ph.D. thesis, California Institute of Technology (1998).

Z. L. Wang, Elastic and inelastic scattering in electron diffraction and imaging
(Plenum Press, New York, 1995).

N. W. Ashcroft, N. D. Mermin, Solid state physics (Saunders College Publishing,
Fort Worth, TX, 1976), pp. 101-108.

Z. L. Wang, Reflection electron microscopy and spectroscopy for surface science
(Cambridge Univ. Press, Cambridge, 1996).

B. E. Warren, X-ray diffraction (Dover, New York, 1990), pp. 38, 253.

J. F. Vetelino, S. P. Gaur, S. S. Mitra, Phys. Rev. B 5, 2360 (1972).

C.-Y. Ruan, V. A. Lobastov, F. Vigliotti, S. Y. Chen, A. H. Zewail, Science 304, 80
(2004).

P. K. Larsen, P. J. Dobson, Eds., Reflection high-energy electron diffraction and

reflection electron imaging of surfaces (Plenum Press, New York, 1988).

A. Ichimiya, P. I. Cohen, Reflection high-energy electron diffraction (Cambridge



12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

61

Univ. Press, Cambridge, 2004).

A. Gahlmann, S. T. Park, A. H. Zewail, Phys. Chem. Chem. Phys. 10, 2894 (2008).
A. Rousse, C. Rischel, J.-C. Gauthier, Rev. Mod. Phys. 73, 17 (2001).

C. Bressler, M. Chergui, Chem. Rev. 104, 1781 (2004).

M. Bargheer, N. Zhavoronkov, M. Woerner, T. Elsaesser, Chemphyschem 7, 783
(2000).

C. Kittel, Introduction to solid state physics (John Wiley & Sons, Inc., New York,
7th ed., 1996), pp. 129-131.

S. Adachi, Optical constants of crystalline and amorphous semiconductors:
Numerical data and graphical information (Kluwer Academic Publishers, Boston,
1999), pp. 221, 225.

K. Sokolowski-Tinten et al., Nature 422, 287 (2003).

B. J. Siwick, J. R. Dwyer, R. E. Jordan, R. J. D. Miller, Chem. Phys. 299, 285
(2004).

S. H. Nie, X. Wang, H. Park, R. Clinite, J. M. Cao, Phys. Rev. Lett. 96, 025901
(2000).

S. Williamson, G. Mourou, J. C. M. Li, Phys. Rev. Lett. 52, 2364 (1984).

R. K. Raman et al., Phys. Rev. Lett. 101, 077401 (2008).



62

Chapter 3

Ultrafast Electron Crystallography:
Methodology and Apparatus
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Introduction

The apparatus of ultrafast electron crystallography (UEC) was built for the studies
of condensed matter and surface assemblies (/, 2), on the basis of the experiences
accumulated through the construction of the first three generations for gas-phase
molecular studies in our group (3, 4). Conceptually, the UEC technique uses the similar
scheme of laser excitation (pump) and electron probing, in which the optical initiation
marks the zero of time. With the specimen mounted inside the chamber, its diffraction
pattern is digitally recorded. By varying the delay time between the arrival of the optical
and electron pulses on the surface of the specimen, diffraction snapshots at different times
are obtained; the diffraction patterns contain information about the structural evolution,
as a function of time, of the material under study. The analysis of diffraction feature
changes provides the temporal profiles for certain physical processes, as described in
Ch. 2. Finally, structural dynamics and an overall physical picture are obtained through
the correlation between these processes.

The UEC apparatus can be operated in the reflection or transmission detection
mode. Their experimental configurations are basically the same, except for a small
difference in that for transmission, an additional vertical sample holder is used to support
the thin specimens; the electron beam penetrates through a sample instead of being
scattered from a surface. This chapter briefly describes the parts that form the apparatus
and discusses about several topics in the experimental consideration. Details for the
construction of the instrument may be found in Ref. 2. A further development
implementing the scheme of pulse front tilting (5) was made by Dr. Peter Baum. Its
concept for resolving the temporal mismatch between the optical and electron pulses on

the specimen (thus improving the temporal resolution of UEC) is also summarized.
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Fig. 1. UEC apparatus. Shown are the three UHV chambers and the two laser beams from

the femtosecond laser system for optical excitation and electron generation.

Apparatus of UEC

The UEC apparatus consists of a femtosecond laser system for generation of the
electron probe and optical initiating pulses; an assembly of ultrahigh vacuum (UHV)
chambers for diffraction, load lock (sample handling) and characterization; an electron
gun system in a high vacuum chamber; and a charged-couple device (CCD) camera
assembly for pattern recording (Fig. 1). The UHV environment is necessary for the
surfaces and interfacial assemblies that are sensitive to pressure as a result of their easy
deterioration caused by the bombardment or coverage of gas molecules. Manual and

pressurized gate valves (dark blue modules in Fig. 1) were installed for the separation
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Fig. 2. The cryostat for low-temperature experiments. The copper braid cooled by the
flow of liquid helium conducts thermal energy away from the sample holder. A heater is

also available for temperature adjustment.

(isolation) of chambers when necessary. The different pressures between the electron gun,
diffraction chamber and the CCD camera are maintained through differential pumping.
For position control of the samples, a high precision goniometer (from Transfer
Engineering) with 3 degrees of freedom in translation and 2 axes of rotation was installed
and housed inside the diffraction chamber. These translations and rotations are
manipulated through a computerized interface, allowing for precise alignment of the
specimens (supported on a sample holder mounted onto the goniometer), the
measurement of rocking curves by changing the incidence angle (), and the access of the
zone axes at different azimuthal angles (¢). The translational precision is 10 um and the
angular precision is 0.005°. Tubes for the flow of liquid nitrogen were connected from the
bottom of the goniometer inside the diffraction chamber and intended for
low-temperature experiments; the minimum temperature that may be reached by this
method is ~100 K. For experiments that require an even lower temperature, the sample
holder on the goniometer is coupled to a UHV cryostat (ST-400, Janis Research) that is

connected from one side of the diffraction chamber and cooled by liquid helium (Fig. 2).
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Fig. 3. Schematic of the femtosecond laser system and its integration into the UEC
apparatus. The arrangement of the beam paths is specifically for experiments that
consider the specimen excitation to be achieved by near-infrared 800-nm light pulses. A

capillary doser is connected to the top of the chamber for studies of molecular assembly.

A temperature of <20 K is readily achieved without too fast helium consumption. As for
experiments that require a temperature higher than the room temperature, the wires
installed under the goniometer head can heat the sample holder (up to ~500 K) through
the adjustment of the electric current; its influence on the electron beam direction is small
and, therefore, does not interfere with the recording of diffraction images.

The femtosecond laser system consists of an oscillator, an amplifier, and two
pump lasers (Fig. 3). The mode-locked Ti:sapphire oscillator (Tsunami, Spectra-Physics)
is pumped by a continuous-wave, diode-pumped Nd:YVO, laser (Millennia Vs,
Spectra-Physics) with an average power of 5 W at 532 nm. The output of the oscillator is
femtosecond laser pulses centered at 800 nm, with a repetition rate of 80 MHz and a
pulse energy of 8 nJ. These pulses are amplified by a Ti:sapphire amplifier (Spitfire,
Spectra-Physics) pumped by a diode-pumped, Q-switched Nd:YLF laser (Evolution-30,
Spectra-Physics) whose repetition rate is 1 kHz and pulse energy is >20 mJ centered at

527 nm. The output of the amplifier is femtosecond pulses centered at 800 nm (1.55 eV),
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Fig. 4. A cross-sectional view of the electron gun and diffraction chambers, with the paths

of the optical excitation and electron generation beams and the CCD camera.

with a full width at half maximum (FWHM) in time equal to ~120 fs and a pulse energy
of 2 mJ at 1 kHz.

For experiments that use 800-nm light to excite the specimens, a beam splitter is
placed to separate the main beam into two arms (Fig. 3). The path of the stronger beam
for excitation contains a movable delay line for the variation of time, which is controlled
through a computerized interface; optical pulses are directed and loosely focused at an
angle of 60° from the sample’s surface normal to initiate the “temperature jump.” The
energy of the pump pulse can be varied by using neutral density filters. Such a
configuration is referred to as the original excitation scheme. The frequency of the

weaker beam is tripled via third harmonic generation with the use of a commercial tripler
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(TP-1A, U-Oplaz Technologies). This ultraviolet beam at 266 nm (4.65 eV) is used to
generate ultrashort electron pulses through the photoelectric effect (see below). In regard
to experiments with 266-nm excitation, the beam splitter is placed after the whole
800-nm beam from the amplifier passes through the tripler, in order to separate a stronger
arm for initiation and a weaker one for electron generation; the rest of the beam paths
remain the same as the original excitation scheme at 800 nm.

Electron pulses are generated by the 266-nm beam back-illuminating the
photocathode (Fig. 4), which is made of a thin silver film (~45 nm in thickness) deposited
by the vapor deposition method on a sapphire window that is enclosed by a close-fitting
groove at the end of the stainless steel cathode set; see Figs. 3-4 and 3-5 in Ref. 4 for
illustration of the electron gun assembly. Before deposition of the silver film, the edge of
the sapphire window is first glued to the groove rim with the use of conductive silver
paint for the window’s immobility and good electric contact. The cathode set is connected
to a high voltage supply (FC60N2, Glassman High Voltage) through a vacuum
feedthrough, and the anode is grounded to the whole chamber system.

In our experiments, the typical pulse energy of the 266-nm beam for the electron
generation is on the order of sub-microjoule or below. It is focused on the photocathode,
and the number of photoemitted electrons in a pulse is in the range of several hundred to
few thousand (adjusted by varying the intensity of the ultraviolet beam with the use of
neutral density filters). The purpose of limiting the electron number is to maintain a
temporal width of several hundred femtoseconds to few picoseconds that is suitable for
the detection of ultrafast structural dynamics (6). The photoemitted electrons are
accelerated by a voltage of 30 kV in 3 mm, resulting in a de Broglie wavelength of

~0.07 A. The electron pulses are focused by a magnetic lens and directed onto the
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specimen after passing through a series of apertures and electrostatic deflection plates.
The incidence angle of electrons is typically below 5°. Without hitting any object, the
direct beam has a diameter (spatial FWHM) of ~200 um (about 4 to 5 pixels) on the CCD
screen, which becomes a time-independent contribution to the width of diffraction. The
resulting average (current) flux of electrons is relatively small, on the order of
0.1-5 pA/mm’ depending on the probing geometry. Therefore, no electron damage,
modification, or charging of the specimens is observed for most experiments.

The CCD assembly (Fig. 2.6 in Ref. 2) has a low noise level and contains an
image intensifier (V5181U-06, Hamamatsu), which enables single-electron detection.
The camera (Princeton Instruments PI-SCX:1300/W, Roper Scientific) records 16-bit
digital images through a computerized interface, with an intensity range from 0 to 65535
(=2'°-1). The largest image range has 1340 pixels in the horizontal direction and
1300 pixels in the vertical; the measured pixel size is 44.94+0.25 um in both directions.
With a camera length (from the specimen to the phosphor screen) of ~16.8 cm, each pixel
represents a scattering angle of 0.268 mrad, or 0.0240 A™' in the reciprocal space
according to the definition of s = (4n/1)sin(H2). Therefore, with the help of curve fitting,
the resolution of our apparatus reaches <0.01 mrad, i.e., few percent of a pixel or
equivalent quantities; one example may be seen in Fig. 3b of Ch.5. To block the
undiffracted electrons (the direct beam) from reaching the phosphor screen and saturating
the image intensity, a grounded, movable copper tube that serves as the beam trap is used

during the recording of diffraction patterns.

The Scheme of Pulse Front Tilting

The most important factor that limits the temporal resolution of UEC, particularly
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Fig. 5. (a) Mismatch between the arrival times of the nontilted initiating and electron
pulses. The resulting temporal resolution is on the order of 10 ps. (b) The scheme of pulse
front tilting. The extent of the pulse tilt is solely determined by the ratio of the speed of

light to that of electrons.

in reflection experiments, is the mismatch between the optical initiating and electron
probe pulses in the interaction region on the specimen. Even if the two pulses have
femtosecond temporal widths, given the fact that electrons graze at a small incidence
angle and probe the photoexcited region with a longitudinal dimension (/) on the order of
1 mm, the mismatch between the arrival times of the optical and electron pulses would be
on the order of 10 ps for 30-keV electrons, whose velocity is 1/3 the speed of light (c¢)
(Fig. 5a). Improving the temporal resolution in this excitation scheme requires reduction
of the interaction region along the electron propagation direction, typically by limiting
the useful sample region (see Ch. 4 and Ref. 7). However, a natural consequence of this
method is a substantial decrease of diffraction intensity in a given exposure time;
unavoidable prolonged experiments may lead to other undesirable issues such as the

long-term instability and sample deterioration.
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The scheme of pulse front tilting can be implemented to solve the aforementioned
temporal mismatch (5). As shown in Fig. 5b, the intensity front of the initiating pulse
needs to be tilted by an angle of a= 72° to have the synchrony of the two pulses’ arrival
at every point of the interaction region on the specimen, because the ratio of the traveling
speed of light to that of 30-keV electrons is ~3. Experimentally, a grating is used as the
diffractive element for 800-nm light to introduce the angular dispersion and, concurrently,
the traveling path difference necessary for pulse tilting. In addition, a spherical mirror is
placed after the grating to gather the different spectral components originated and then
dispersed from the same part of the spatial profile to coincide at the same corresponding
point on the specimen; this method is optical imaging and effectively reconstructs the
femtosecond optical pulse according to the energy—time uncertainty relation. The
resulting reduction in time spread was confirmed to be better than 25 fold (5).

In Ch. 6, the application of the pulse tilting scheme proves to be critical to the
resolution of ultrafast structural dynamics on the femtosecond time scale. The number of
electrons per pulse is reduced to as low as ~500 in that study to minimize the
space-charge effect (6) and, at the same time, maintain a reasonable duration for the
experiments. With such a low flux, the electron pulse width of 322 + 128 fs has been
measured in situ at a streaking speed of 140 + 2 fs/pixel (8). Although the overall
temporal resolution is determined by convolution of the involved optical and electron
pulses with any residual spread from pulse tilting, its improvement to ~400 fs is far better
than the 20-ps spread estimated from the sample dimension of ~2 mm probed in the
electron propagation direction. The pulse tilting scheme is also applied to the studies
reported in Chs. 5, 7 and 8 and in Ref. 9. Particularly for the latter two cases, the much

improved temporal resolution is critical to the new discoveries.
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Fig. 6. The original excitation scheme and measurement of the FWHM. (a) The loosely
focused optical beam impinges on the specimen at a specific incidence angle. (b) The
width measurement determines the distance between the points indicates by the black

arrows, which is w/cos30° from the trigonometric relationship.

Experimental Consideration in UEC
A. Concerning Initiating Pulses and Optical Excitation

The first important thing to consider about the initiating pulse is the photon energy.
Because ultrafast change of a specimen is initiated by photoexcitation in UEC, dynamics
studies can only be made for materials that absorb the initiating pulses, whether the
absorption is achieved through a one-photon process or through a multi-photon one. Thus,
metallic materials and semiconductors with a band gap smaller than 4.65 eV may be
investigated using the current laser system; the following chapters give examples for
different types of substance. For insulating materials, although energetically possible,
simultaneous absorption of two 266-nm photons for photoexcitation would be difficult to
achieve due to the weak ultraviolet beam. Two other issues that may also restrict the UEC

study of an insulator are the accompanying photoemission (which can affect the electron



73

beam path and probing) and surface charging (as a result of poor electric conduction).

The next important thing is the laser fluence on the specimen. Assuming that the
beam profile is of a Gaussian form and its projection on the surface is circular, the peak
fluence at the center is F(r=0) = Eo'4 In2/(nw”), where Ej is the integrated pulse energy
and w is the spatial FWHM. To define the average fluence (Fae) for such a beam, we
consider the illuminated area to be 2 times the FWHM range, which gives
Faye = 2Eo/(tw?) to be smaller than the peak value, F(r=0), but larger than half of it. This
estimation is reasonable because the electron probed region (a stripe of 200 um by few
millimeters extending in the electron propagation direction) is intended to be narrower
than and coincide with the intense part of the laser footprint in the horizontal direction.
Therefore, the task of the estimation of fluence becomes measurement of the FWHM of
the laser footprint.

The original excitation scheme produces an elliptical illuminated region on the
specimen, as shown in Fig. 6. In the width measurement, the rod part of a needle was
used as a blade to block the passing of the laser beam toward a photodiode, by which the
intensity was recorded. According to the top view illustrated in Fig. 6b, the edge of the
rod moved in the vertical direction, first intercepting with the beam from the bottom
(indicated by the lower black arrow) and then totally blocking it (indicated by the upper
black arrow); the rod diameter was larger than the FWHM of the beam. Thus, the
recorded intensity curve was in the form of an error function, whose derivative was
Gaussian with a FWHM equal to w/cos30° (Fig. 6b). A typical value for w is 0.726 mm,
and hence the corresponding temporal resolution is about 7 ps.

In the scheme of pulse front tilting, the initiating pulses impinge perpendicularly

on the specimen, and the horizontal and vertical widths of the stretched elliptical footprint
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were measured with the help of an auxiliary camera. During the measurement, the laser
intensity was attenuated such that the peak fluence on the surface appeared to be just
saturated in the screenshot captured by the auxiliary camera. The horizontal and vertical
intensity profiles of the footprint were fitted to determine the (scaled) widths. Real
FWHM values were obtained by multiplying the widths on the screen with the
conversion factor (i.e., the ratio of a length in reality to its appearance in the screenshot),
through the help of an object whose size was known. The common FWHM region used is
0.24 mm by 3 mm, which is large enough to make the electron probed region match with
the higher fluence part after appropriate alignment (see below).
B. Concerning Electron Pulses and Probing

The important properties of an electron pulse include the number of electrons, its
temporal width, and the energy and angular spread. The energy uncertainty is on the order
of 10V, given the output steadiness of the high voltage supply (<0.02% of rated voltage,
60 keV) and the excess energy above the work function of silver (tenths of a volt at most).
A crude estimation of the electrons’ angular spread in a pulse is given by the ratio of the
initial size of photoemitted electrons (restricted by a pinhole of 150 um) to the distance to
reach the magnetic lens (~5 cm), or by the ratio of the pulse diameter on the CCD screen
(~200 um) to the traveling distance of electrons from the magnetic lens (67 cm), which is
on the order of 0.1 to 1 mrad. Moreover, the spatial width of the electron beam also
contains a small contribution from the little random jitter in the electron propagation
direction around the average one. These factors consequently affect the coherence length
seen by the electrons (Ch. 2).

Below the saturation level, the total intensity (above the noise level) recorded by

the CCD camera is linearly dependent on the number of electrons that reach the phosphor
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screen, at a given voltage for the image intensifier. Hence, the average electron number
per pulse can be obtained by recording many single-pulse images, fitting the profiles to
extract their total intensities, widths and positions, and dividing the intensity values by a
conversion factor. This factor was previously obtained by counting the total intensity of
each single-electron or few-electron event recorded in (at least) hundreds of images
without magnetic lens focusing, and fitting the histogram of intensity to the Poisson
distribution. The electron-generating 266-nm beam needed to be strongly attenuated such
that only several electrons were generated in a pulse, with clear angular separation to
make the counting process easier.

The relationship between the electron density in a pulse and its temporal width
has been established by performing the streaking experiment (/, §). Typically, for an
increment of a thousand electrons per pulse, the width is increased by >1 ps. Thus, the
major limitation of UEC’s temporal resolution is the mismatch between the electron and
optical pulses, and its solution by using the scheme of pulse front tilting was described
earlier. During the experiments, diffraction patterns without laser excitation are recorded
for the characterization of the specimens, and their differences are examined to see if the
effect of electron charging, damage or modification exists as a result of constant electron
bombardment. Our experiences show that the pulsed electron probing and existence of
the bulk part of metallic or semiconducting samples (attached to the holder by conductive
copper tape) greatly reduce the chance to encounter these undesirable issues. In contract,
the surface morphology that contains sharp tips can be problematic because they may act
as photoemitting sources or charge accumulation points, especially with laser excitation.

C. Aligning the Footprints of the Optical and Electron Beams

The major difficulty for the alignment of the interaction region is that the electron
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Fig. 7. Schematic for preliminary alignment of the optical and electron pulses. The edge

of a substrate (e.g., sapphire) serves as the guideline.

(a) image from the auxiliary camera
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center of
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Fig. 8. Fine adjustment for the overlap of the laser and electron footprints. (a) An image
taken by the auxiliary camera shows the specimen and the laser footprint. (b) Slight
differences in the footprint overlap (upper panels) lead to different results in the

diffraction difference images (lower panels).
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beam footprint on the specimen is not visible. A method that utilized the tip of a stainless
steel needle to intercept with the electron beam path was developed for the original
excitation scheme (2). However, the alignment can be achieved by another method, with
the use of a substrate that has straight and clear edges (e.g., 0.5-mm thick sapphire) and
an auxiliary camera to monitor the substrate and the laser footprint (Fig. 7). For
preliminary alignment, the substrate is rotated azimuthally such that one of its edges is
approximately parallel to the electron path; the height of the goniometer is adjusted so
that the electron beam can be blocked by the substrate but not by the sample holder. By
moving the goniometer horizontally and monitoring the electron pulses in the CCD
images, the edge can serve as a visual guideline for the electron beam path. The laser
footprint is directed to match with the edge in the screenshot of the auxiliary camera
when the electron beam is half-blocked.

For accurate alignment, the horizontal deflection voltage for electrons is to be
adjusted. In the original excitation scheme, a small change of a few volts may be
necessary for the observation of largest diffraction difference (referenced to the negative
time frame) at positive delay times, which signifies a well-defined interaction region. In
the case of the pulse tilting scheme, due to the comparable widths of the laser and
electron footprints used, an imperfect alignment on the specimen in the horizontal
direction may lead to horizontal asymmetry in the diffraction difference. An example is
provided in Fig. 8, which shows the diffraction difference images obtained from a
gallium arsenide sample with different overlaps of the footprints. This phenomenon can
be related to both the small change in the Bragg condition and electron refraction because
of the expanded lattice at positive times and the corresponding tilt of the surface normal

for the wing parts of the optical excitation (Fig. 8b, left and right). With regard to the
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vertical alignment, the height of the specimen is slightly adjusted to obtain the largest
diffraction difference. If the sample has a dimension of ~1 to 3 mm, such an adjustment is

expected to be achieved easily.
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Introduction

In our laboratory, ultrafast electron diffraction and imaging have been developed
to investigate structural dynamics with atomic-scale resolutions (7, 2). When it comes to
the study of solid-state surfaces and nanometer-scale materials, the advantages of using
electrons to probe the transient structures are evident. Because of the much higher
electron—matter interaction cross section (small penetration depth) and the high
sensitivity to structural changes, electrons are especially suitable for interfacial studies.
Ultrafast electron crystallography (UEC) has been the method of choice for studies of
such interfacial phenomena in different systems, including surfaces and phase transitions
(3, 4), interfacial water (5) and self-assembled surface monolayers (Ch. 11), and
biological model bilayers (6-8). For all of these studies, a clear understanding of the
dynamics of the underlying crystalline substrate is critical to the characterization of the
initial “temperature jump” and subsequent dynamics at interfaces.

Studies of substrates, such as silicon (3, 6), gallium arsenide (4), and gold
(Ch. 11), have shown a universal behavior in that the observed transient, following a
femtosecond excitation, displays a downward movement of Bragg diffraction spots
(corresponding to increase in lattice interplanar spacings), decrease in total intensity and
increase in diffraction width, all of which occur on the ultrashort time scale, from ~10 ps
to ~100 ps depending on the system. At longer times, these changes reverse and the
diffraction spots ultimately recover the original coordinates, certainly on the time scale
between pulses, a millisecond in UEC.

Questions remained as to what causes these universal features and what are the
actual nonequilibrium temperatures of the carriers and lattice. In this chapter, I present

studies of the direct-gap semiconductor GaAs as a prototype system with a well-defined
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quantum-well structure of 20 nm thickness and “tuned” band gap energy. Comparisons
with the results of the bulk material that has also been studied elucidate mechanisms of
structural dynamics. Besides the obvious technological relevance, these semiconductor
structures can be made to have atomically flat surfaces, their surface dangling bonds are
unique in orienting adsorbates, and extensive studies of their optical responses using
ultrafast spectroscopy have been made (9, /0). Both direct-gap (GaAs) and indirect-gap
(S1) semiconductors are considered in our discussion of the dynamics, but the focus here
is on the former. The discussion is extended to include the most significant properties that
in general determine the structural dynamics of crystalline semiconductors.

This chapter combines the aforementioned experimental studies to provide a full
account of the methodology and its potential in different applications. Sample preparation
and the two UEC detection modes, reflection and transmission, are described. Results and
analysis are presented for studies made at different excitation wavelengths and detection
modes. The Discussion Section covers the key processes involved with carrier excitation,
and the lattice motions that cause changes in diffraction features on the short and long
time scales. Lastly, a physical picture of structural dynamics is provided to conclude the

current investigation.

Materials and Experimental Section

For the transmission experiments, thin GaAs films of 20 nm thickness supported
on empty gold grids (Ted Pella, Inc., 300 mesh), or on the grids that have carbon-based
support films (Ted Pella, Inc., #01810G-F), were prepared following the procedure
reported by Konkar et al. (11). The lattice-matched heterostructure consisting of a 20-nm

GaAs layer above a 50-nm Al, Ga,,As layer was grown on a 450-um GaAs(001)
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substrate (Fig. la) using the molecular-beam epitaxy (MBE) method (MBE lab at
University of California, Santa Barbara). The band structure of GaAs (/2) and the
energetics for the carrier excitation processes are displayed in Fig. 1b; the inset presents a
comparison of the band energies at three high-symmetry points for GaAs and
Al Ga, ,As (13). After the successive mechanical polishing and chemical etching
procedures, 20-nm GaAs thin films covered an area of up to ~1 mm” on the gold grids.
Inside the diffraction chamber, the whole sample area was illuminated by the excitation
pump beam, while the electron probe beam was at the central part of the laser-heated
region. The [110] axis of the thin film was oriented vertically (in the laboratory
coordinate system) and became the rotational axis. By rotating the GaAs film, we were
able to access different crystal planes other than (001). Samples on a grid with or without
the carbon-supported film showed the same diffraction patterns.

For the reflection experiments, the heterostructure samples were cleaned by
dipping them into a concentrated HCI solution for a few seconds, followed by a fast rinse
by deionized water, to remove any native surface oxide. It is known that this cleaning
process may increase the amount of elemental arsenic with residual chlorine species on
top of the GaAs surface (/4). From our experiments, no significant effect on structural
dynamics from this surface “contamination” was seen. The finite penetration of electrons
guaranteed that only the lattice of the GaAs quantum well was probed even if a Bragg
spot of relatively higher order (i.e., a relatively large incidence angle) was under
investigation to reduce any surface or refraction effect.

The original excitation scheme was used for the current study. The initiating
pulses were directed and loosely focused (area of illumination ~ 1.66 mm?®) at an

incidence angle of ~60° from the substrate surface normal, to initiate the “temperature
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jump.” In order to minimize the temporal mismatch between the optical and electron
pulses and eliminate the interference of diffraction from the unexcited area, a rectangular
specimen was oriented so that only a small corner region would be probed. In this way,
changes after 1-ps delay could be observed while the number of electrons per pulse was

~2000. The electron beam traveled along the [010] direction (with a grazing incidence
angle), and the polarization of the heating pulses was along the [1\/5 0] direction. From

the angular separations between spots on side streaks and the lattice constant of GaAs
(a=5.653 A), a camera length of 16.90£0.03 mm from the scattering position was
deduced. The angular difference and scattering-vector change between high-order Bragg
spots (0 0 4n) on the central streak also confirmed the correctness of the calculated
camera length and the (001) crystal-surface orientation (see Ch. 2). In the reflection

experiments, we focused on the dynamics of the (008) Bragg spot (Fig. 2a).

Results and Analysis

The diffraction patterns recorded for the equilibrium structure at room
temperature serve as the negative-time frame reference because they represent the system
in its thermodynamic equilibrium. At a given delay time, we then obtain the change in
diffraction, and with the frame-reference method, the sensitivity is as low as 1% for UED
(2) and 0.02% for UEC (because of the collective change). In the reflection experiments,
the difference images almost always show, around the diffraction spots or rings, an
intensity reduction at the original locations and enhancement in the neighboring regions
closer to the direct beam position at positive times, which means that the Bragg
reflections are shifted toward the smaller s values (Fig.2b, left panel). This is the

signature of lattice expansion following the optical excitation, a direct conclusion from
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the Laue condition discussed in Ch. 2. If the fluence of the initiating pulses is increased,
stronger reduction of the intensities may be seen prior to the emergence of enhancement
in the neighboring regions (Fig. 2b, left panel), indicating that certain lattice motions,
which cause the Bragg intensities to decrease, occur prior to any appreciable lattice
expansion. In this geometry, the observed result was always the change of the diffraction
images along n without a clear horizontal movement of the Bragg spots (within our
experimental temporal range), which is a signature of an anisotropic change in the
crystalline structure at short times. Different materials show the maximum reduction of
intensities and movement of positions at different delay times, and recovery of those
changes (Fig. 2b, right panel) is universal even though their rates may differ.

It should be noted that the observed downward shift of Bragg diffraction reflects
the genuine lattice expansion following the optical excitation, and does not result from a
downward shift of the direct electron beam trajectory at positive times. To confirm this
conclusion, we have simultaneously recorded, by removing the electron beam trap,
diffraction patterns together with the direct electron beam projection on the camera. It
was observed that, whereas the Bragg spots of the lattice were clearly shifting downward,
at early times, the direct beam position made very little of a change and even moved
slightly upward. Such an observation, together with the parallel Bragg intensity change at
short times, excludes the possibility of an artifact caused by electron-beam shifting due to
electronic excitation of the substrate surface.

In the transmission study of a crystalline thin film, by subtracting the
negative-time reference frame from the diffraction images, reduction of spot intensities at
the spots’ original locations can be seen at a positive time after the heating pulse excites

the sample, but the recovery is very slow within our temporal window. Another
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interesting observation is that, unlike the reflection counterpart, the spot positions do not
exhibit a substantial movement during the entire temporal range, which leads us to the
conclusion that in-plane lattice expansion is negligible. The lack of horizontal shifts for
Bragg spots in the reflection detection and in-plane spot movements in the transmission
detection points to a consistent physical picture of the vertical (relative to the surface
normal) structural changes at short times as being the major contribution to dynamics; see
Ch. 2 for the theoretical discussion.

Quantitative analysis of the observed diffraction transient changes was made for
the present study of the GaAs(001) heterostructure and thin film, by using the fitting
procedure described in Sec. B.5 of Ch. 2. In what follows, / represents the (1D) integrated
intensity, s the scattering vector, s, the peak position of the Bragg spot, w the full width at
half maximum (fwhm), and 7 the Lorentzian contribution. Because the surface quality
was good enough to reduce inelastic and other scattering events, only flat and very low
background intensity was seen and no background subtraction prior to fitting was needed;
see Fig. 2¢ for two examples of the fitting results. Comparisons between the extracted
diffraction features—I(¢), s(f), w(f), and n(f), where ¢ is the delay time between the
electron and optical pulses—and between the results at different excitation fluences and
wavelengths, and in different detection modes, were made to elucidate the structural
dynamics and relaxation pathway in GaAs.

A. Reflection Experiments

Figure 3 shows the temporal change of the integrated intensity I(¢), lattice
constant change Ad,,(¢) along 7 [derived from s(f) using Ad,,(¢) / a =—As(t) / 5,(t<0)],
vertical spot fwhm w(¢) and the ratio of the Lorentzian component 7(f) extracted from the

vertical fitting of the (008) Bragg spot; all recorded in the reflection experiment with an
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Fig. 4. Ultrafast prompt and delayed diffraction features. Comparison of the early-time
behavior of I(¢), Ad,, (1), w(f), and 7() of the (008) Bragg spot is shown on a normalized
scale. Clearly, the changes of the width and Lorentzian component are delayed from those
of the intensity and lattice spacing by 10 ps (or more). If an exponential rise function is
considered, the 1 — 1/e value (dash line) in the temporal curves gives the rise times of
intensity and lattice spacing change to be 10 and 16 ps, respectively. The inset shows the
long-time behavior; w(f) and 7(f) are similar over the whole temporal range, while a
larger residual change is observed in /(¢) than in Ad),(¢) at ¢ = 1.2 ns. Within the yellow

dashed box, the four profiles are seen to closely resemble each other.
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Fig. 5. Diffraction width anisotropy and background scattering. (a) Vertical and
horizontal width changes of the (008) Bragg spot as a function of time. Compared to the
smooth temporal behavior (rise and decay) of large vertical width change, the horizontal
width changes insignificantly and remains for hundreds of picoseconds. (b) Intensity
change of the Bragg spot and that of the background in the spot’s vicinity. The large
amplitude difference shows that the intensity reduction is not due to an overall intensity

change of the diffraction pattern.
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excitation fluence of 2.2 mJ/cm® at 266 nm. At first glance, the four curves seem to
exhibit a similar temporal behavior: no change at negative time, rapid change within the
first ten(s) of picoseconds immediately after the initiation at the zero of time (¢,), fast
recovery on a time scale of tens of picoseconds after the peak change is reached, and
finally slower recovery toward the equilibrium structure on a sub-nanosecond to
nanosecond (and longer) time scale. However, careful examination brings about several
important observations in the temporal behavior of the different diffraction features.

First, the rise part of Ad,,(#) and /() develops and reaches the extremum at
t =25 ps with a time constant 7~ 10 ps (Fig. 3a). This implies that the time scale for the
vertical lattice expansion and structural change is ultrafast. Second, the increase in the
changes of w(?) and 7)(¢) is clearly delayed by ~10 ps behind those of /() and Ad,,(?)
(Fig. 4), indicating that dynamical inhomogeneity occurs with a delay or “threshold” in
time; the same phenomenon was also confirmed in the dynamics of the (0 0 12) Bragg
spot. Third, the change of /(#) grows faster than that of Ad|, (), within the first 25 ps, as
shown in Fig. 4; the time for /(¢) to reach 1 — 1/e of its maximum change is apparently
smaller than that for Ad,,(¢). Fourth, the horizontal width change as a function of time
shows only a positive plateau reached at early time without any noticeable recovery on
our time scale, and the amplitude is less than 1/10 of the maximum vertical width
increase (Fig. 5a). This difference is a manifestation of the anisotropy in the transient
structural change, as discussed above. To further confirm that the background scattering
has no effect on the dynamics, we checked the temporal behavior of the background
intensity in a rectangular area in the vicinity of the (008) Bragg spot. As shown in Fig. 5b
such a contribution, if any, is negligible.

For the other excitation at 800 nm (fluence of 10.9 mJ/cm?), the temporal change
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lattice spacing, Ad,(f) (blue dots). The long-time behavior is shown in the inset.
(b) Comparison of the early-time behavior of I(f), Ad,,(?), and w(¢) of the (008) Bragg
spot on a normalized scale. Again, w(?) (red dots) is delayed by 6 ps from I(#), but the two
curves share a similar rise time of 12 ps. After the maximum changes are reached, the

three diffraction features recover with a similar decay rate.
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Text for discussions in detail).
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of the (008) Bragg spot, /(¢) and Ad,(¢), shows similar behavior: a fast rise at early time
followed by a seemingly two-component recovery in 1 ns (Fig. 6a). If we plot I(7),
Ad,y, (%), and w(?) on a normalized scale, as shown in Fig. 6b, and zoom into the initial
changes, it is found that the rise part of /(¢) again is not instantaneous but reaches the
extremum at ¢ = 25 ps; the initial development of the change seems to be very similar at
two different excitation wavelengths (Fig. 7a). The increase of the change of w(¢) is
clearly delayed by ~6 ps behind that of /(¢), a phenomenon that is also seen in the
previous case of 266-nm excitation. However, the rise part of Ad,,(?), instead of
following closely with that of I(¢), is also delayed (Fig. 6b) and has an even slower
growth to reach the maximum (Fig. 7b). Such a temporal difference in the behavior of
Ad,,(t) with respect to that of /(¢) at two different excitation wavelengths indicates a
difference in the dynamics of lattice expansion. It is noticed that the maximum changes of
I(¢) and Ad,() are similar or of the same order of magnitude (Fig. 7), suggesting that the
lattice receives a similar amount of energy from the photoinjected carriers at early time.
Figures 8 and 9 present the results of the fluence-dependent studies at the two
excitation wavelengths. The most noticeable change in the pattern of the dynamics is that,
as the excitation fluence at 800 nm is decreased, the prominent peaks of the change of 1(¢),
Ad,y,(¢), and w(?) at early times are greatly diminished, and both rise and decay time
scales appear to be slower. In contrast, the results from the 266-nm experiments do not
show such a pattern change; in fact, after normalization, w(¢) is essentially independent of
the fluence (Fig. 8b, inset). As will be shown in the Discussion Section, the fluence
dependence at 800 nm is the manifestation of a two-photon carrier excitation reaching a

different state due to the dispersion of the electronic band structure.
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B. Transmission Experiments

A typical diffraction image of the GaAs thin film along the [001] axis is shown in
Fig. 10a; the principal axes and Miller indices of some Bragg spots are labeled. By
following the intensities of the Bragg spots through the measurement of rocking curves
and calculating the corresponding angular spans, we obtained a vertical width of
~0.15 A" for the reciprocal rods. With the use of the Scherrer formula (Eq. 23 of Ch. 2),
the effective crystalline thickness is estimated to be similar to the known thickness of the
GaAs layer, 20 nm.

The GaAs thin film was excited by 266-nm light. No systematic temporal change
of the spacing between the spots or in the widths was observed. Figure 10b shows the
diffraction image probed along an axis 2° away from the [001] direction, and the
intensities of various spots acquired by fitting at different delay times are presented in
Fig. 10c. It is found that those Bragg spots with the same amplitude of scattering vectors,
for example, (400) and (040) spots, or (620), (260), and (260) spots, have the same
behavior (see Fig. 10c for one example). The small intensity change is noticed, as
compared to a 30% intensity depletion observed by the reflection method. Different types
of gold grids were used to check if the support film on the grid has an effect, but we
failed to find major differences in the depletion of spot intensities.

The temporal evolution of all spot intensities can be fitted by a function of
exponential growth (convoluted with a proper instrumental response time), and this gives
a time constant of ~10 ps. This rise time is reminiscent of what is seen in the reflection
experiments at 266 nm. However, instead of recovering from the depleted values, as in
the reflection results, the low intensities were sustained for the rest of the temporal range

probed. This is expected given the confinement of lattice energy within a thin film and
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the nature of energy dissipation in a bulk sample; neither does the support film on the
gold grid facilitate fast recovery in the GaAs thin film. Finally, we note in Fig. 10c the
linear correlation between maximum intensity change for different Bragg spots and the

value of s* (Fig. 10d), a point that we shall return to in the Discussion Section.

Discussion

The significant observations of the diffraction changes made in these UEC studies
can be summarized as follows. First, in reflection experiments, the main diffraction
features, I(t), s(¢), w(f), and 7(f), develop their temporal changes on the ultrashort time
scale (typically 7~ 10 ps) and recover toward the equilibrium-state values with multiple
time constants, ranging from 30 ps to nanoseconds. In transmission, /(¢) also decreases
with 7= 10 ps, similar to the reflection case, except that the recovery is not observed
within our temporal range. Second, although a seemingly similar behavior (development
of change and recovery) is observed for (¢), s(¢), w(t), and 7(¢), differences such as delay
of the onset of change and rates of development and recovery, can be clearly seen and
resolved with our temporal response. Third, the dynamics is strongly dependent on the
excitation wavelength and fluence. Fourth, the anisotropy of changes of the spot position
and width in the vertical and horizontal directions is evident. In what follows, we address
the nature of the nonequilibrium dynamics derived from these UEC observations.

A. Thermal vs Carrier Excitation

A.1. Thermal Heating and the Two-temperature Model

According to the thermal excitation mechanism discussed in Sec. B.1 of Ch. 2,
one would have expected, given the highest heating fluences of 266 and 800-nm light

used in this study, the maximum lattice expansion at 266 nm to be more than 2 orders of
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magnitude larger than that at 800 nm. This would be expected because of the huge
difference in the temperature rise A7, which results from the excess energy above the

band gap (£

€XCess.

) and the penetration depth o (see Eq. 34 of Ch. 2). Also, according to the
Debye—Waller factor (Eq. 16 of Ch. 2), this difference in AT, should lead to a pronounced
intensity reduction at 266 nm and a negligible change at 800 nm. Furthermore, because of
the nature of thermal equilibrium, the widths and shapes of Bragg spots would have to be
the same without major temporal changes since the crystal on the average preserves its
order (Sec. B.2 of Ch. 2); horizontal lattice expansion due to the temperature rise would
have been expected, too. However, as seen from the results (particularly, Fig. 7), the
experimental observations contradict the above predictions, and in fact, a reverse trend
was observed, as shown in Fig. 7b; the maximum expansion at 800 nm was observed to
be twice as large as that at 266 nm. In another experiment with a different incidence angle
to record the dynamics of the (206) and (206) Bragg spots on the side rods, no sign of
horizontal movement in their positions throughout the entire temporal range was seen,
indicating the absence of a horizontal lattice expansion. As a result, the thermal-heating
picture fails to account for the structural dynamics on the time scale probed by UEC.

The application of the two-temperature model (75, /6) to describe the carrier and
lattice dynamics also becomes invalid in the case of semiconductors. In metals, various
spectroscopic results have been successfully explained by this model (see, e.g., Refs. 17
and 18 and cited references therein; for a review on the carrier and phonon dynamics in
semiconductors, see Ref. 19). Because of the ultrafast equilibration within the electron
subsystem on the time scale of a hundred femtoseconds, a temperature is assigned to
describe the energy distribution of all electrons. The simplicity of the crystal structure,

one atom in the primitive unit cell, indicates that the acoustic phonons are generated
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while the electrons are releasing their excess energy to the lattice. The equilibration in
acoustic modes allows the use of another temperature for the lattice subsystem. However,
in semiconductors with more than one atom in the primitive unit cell, optical phonons
become the accepting modes and at least three temperatures have to be defined. Carriers

more readily interact with optical phonons with a scattering time (7, ;) typically of a few

_poh
hundred femtoseconds [e.g., ~165 fs in GaAs (20, 27) and ~240 fs in Si (22, 23)], and the
importance of this time scale on the observed nonequilibrium behavior will be addressed
below. Finally, in a semiconductor, because of the existence of the band gap and the
complex band structure, the highly excited carriers (electrons and holes) may not be able
to reach Fermi—Dirac distributions on a femtosecond time scale and therefore, an electron
temperature cannot be defined.

A.2. Carrier Excitation

Because lattice dynamics is initiated following the generation of carriers, it is
important to examine the carrier processes in semiconductors; an overview of these
processes and their optical probing has been provided (24). In short, charge carriers are
created coherently on the femtosecond time scale with or without the assistance of lattice
phonons, when photons of energy higher than the band gap impinge on a semiconductor
surface. The coherence among electrons is lost in less than 10 fs at the carrier densities
achieved due to the ultrafast carrier—carrier scattering. This results in featureless energy
distribution of carriers around the excitation energy. The distribution may be additionally
affected by other carrier excitation mechanisms, such as free-carrier absorption and
impact ionization. However, the resulting spatial and energy distribution defines the
initial condition for the following carrier and lattice dynamics.

The assumption of linear absorption is invalid in the regime of intense-field
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excitation. The band-filling effect (25), a manifestation of the Pauli exclusion principle,
prevents an unlimited degree of vertical excitation through single-photon absorption
(SPA); a comprehensive review for GaAs has been made (26). Carrier excitation through
two-photon absorption (TPA), however, not only avoids such a saturation limit but also
becomes crucial in influencing the lattice, because these TPA carriers carry higher
(above-gap) excess energy. For the fluences used in this study at 800 nm (Fig. 9), we
deduced n.p,\(z=0) = 7.1, 3.2, and 1.2x10" em™, much higher values than the saturated
SPA carrier density (2.5x10" cm™). Here, n1pa(2=0) 1s the carrier density near the surface
(z=0) calculated with the use of the TPA coefficient and dependence of n,, on fluence
under a similar excitation condition in the literature (27).

Carrier excitation by high-energy photons may be further influenced by ambipolar
diffusion (28) and bleaching of the near-edge valence bands due to density-of-states
consideration (26). The fast carrier diffusion greatly reduces the density near the surface
even before any substantial energy transfer to phonons takes place. We estimate, by using

the 1D diffusion equation

G_nzDazn
ot 0z’
const z?
A )=——" — 1
)= o -2 )

where D is the ambipolar diffusion constant (29), an initial density n(z=0) of 10*' cm by
266-nm light will drop to <10?° cm™ after # =200 fs, which becomes comparable to the
value of np,(z=0) at 800 nm. In contrast, carriers generated by 800-nm light are much
less affected by this diffusion because of the lower initial density (see above) and the
large penetration depth (710 nm). Therefore, the similar maximum intensity reduction for

the two wavelengths (266 and 800 nm) and the reverse (from thermal) trend of the
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maximum lattice expansion indicated in Fig. 7 can be rationalized based on the
comparable carrier densities near the surface.

Optical studies have shown that intense carrier excitation by photons can strongly
affect the electronic state of a semiconductor on the ultrashort time scale (30). It is
important to point out that the observed equilibration time constant (7 ps) between
carriers and the lattice matches well with the rise time for structural changes reported
here, even though lattice dynamics was not directly seen in the spectroscopic probing.

A.3. Influence of Band Structures and Lattice Phonons

The dispersion of band structure plays an important role in the final nature of
electron distribution. For GaAs, the different excitation wavelengths provide an
opportunity to reach different regions and distribution. At 800 nm, the TPA process,
which is much more important than the SPA process from I'g, to s, occurs not only
around the I" region but also along the A direction close to the L. valley (31); thus,
accumulation of electrons in the L valley is expected (Fig. 1b). At 266 nm, however, the
photon energy matches the critical point E; (+Aj) which features the interband
transitions through I'sy — (I'7., ['sc) and Asy — Asc near I' (32, 33), and consequently, a
large number of electrons will go to the X valleys after they release some excess energy
to the phonons.

The consequence of having the charge carriers in different parts of the band
structure is very important. Although essentially no lattice mismatch exists between GaAs
and Al Ga, ,As, they have different electronic band structures, and the inset of Fig. 1b
shows the comparison of the band energies at three high-symmetry points. Thus,
according to the heterostructure used in the reflection experiments, electrons at Lg. (from

TPA at 800 nm) are energetically trapped in the GaAs quantum well, whereas those at Xe
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(from SPA at 266 nm) may still be able to diffuse across the Al Ga,,As layer. As
discussed in Sec. B.1 of Ch. 2, more carriers in the electronic excited states may induce
significant weakening of the lattice potential and consequently larger lattice expansion as
observed in UEC. It is therefore understandable that the large amplitude of expansion at
800 nm (Fig. 7b), compared with that of 266-nm excitation, is a natural result of this
carrier trapping.

It is noted that the issue of quantum confinement (continuum vs the discreteness
of energy states) arises when one or more of the dimensions of the sample has a size that
is close to the bulk exciton electron-hole Bohr radius ag; for GaAs, it was calculated to
be ~12.5 nm (34), which is smaller but close to our GaAs layer/film thickness. Therefore,
electrons at I'¢, and light holes at I's, may experience the confinement effect in the
quasi-2D quantum well, since fewer electronic states will be available because of the
quantization of allowed energies. However, in structural dynamics, at 266 nm and two
photons of 800 nm, it is those high-energy carriers that are most responsible for the
observations made here, and these carriers have energy-state structures with no
discreteness. Thus, no confinement is expected, and indeed the close resemblance
between /(¢) and w(¢) of reflection experiments at 266 nm (Fig. 3) and those reported in a
previous study for bulk GaAs (4) confirms this conclusion for our heterostructure and
also in transmission experiments. Thus, it is still a good approximation to treat the 20-nm
thin layer/film of GaAs as a bulk material as far as the electronic structure is concerned.

Given the initial nonequilibrium state of the material structure, the question of
significance is, what is the driving force(s) for the change on the ultrashort time scale. As
mentioned earlier, the initially prepared carriers readily interact with optical phonons to

transfer their excess energy on the time scale of few hundred femtoseconds. In a polar
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semiconductor like GaAs, longitudinal optical (LO) phonons are generated through the
polar (Frohlich) interaction with carriers, and this coupling is strongest for the
long-wavelength (i.e., small-wavevector) LO phonons since the scattering rate varies as
1/¢* (¢ is the crystal wavevector) (35). As a result, more and more LO phonons are
accumulated around the Brillouin zone center I'. Concurrently, the carriers lower their
average energy and in the process may occupy other regions of the band structure (e.g.,
the I', L, or X valley). Carrier diffusion can also be occurring in parallel.

Because of the dispersion relation, the LO phonons nearly undergo no
propagation, and, thus, can only decay by the generation of other phonons through lattice
anharmonicity. The major relaxation channel involves the generation of pairs of
longitudinal acoustic (LA) phonons of half of the LO-phonon energy but with opposite ¢,
a requirement of the conservation of energy and momentum. The lifetime of a LO phonon,
T o_La» 18 typically a few picoseconds (20, 36), and the generated LA phonons have a
large |q| (i.e., a small wavelength), resulting in dynamical inhomogeneity/strain of the
lattice because their wavelength is on the length scale of a unit cell. On the ultrashort
time scale the distribution in ¢ leads to propagation of a strain packet with the speed of
sound, transporting energy away or toward the surface region of the solid. At room
temperature, because of the existent thermal phonons (A7~ 26 meV) populated in the
acoustic modes, phonon—phonon scattering may take place and randomize the phonon
distribution.

B. Nonequilibrium Structural Dynamics

In what follows, GaAs is used as a prototype system to address the nature of

nonequilibrium dynamics in semiconductors on the ultrashort time scale. Numerous

spectroscopic studies of carrier and lattice dynamics have in the past primarily focused on
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Fig. 11. Theoretical calculations. (a) LO-phonon population at early times (solid curves).
Nonequilibrium phonons are generated during the energy relaxation of carriers (which is
governed by the second equation, if a stepwise relaxation mechanism is considered; dash
curves). 7. is an effective LO-phonon generation time including the hot-phonon
(phonon-reabsorption) effect. Depending on the initial excess energy (blue: 90 /i, , and

red: 10 hw, ) the overall time 7,

for LO-phonon population is given by the third
equation. LO phonons can be converted into LA phonons in a time of ~7 ps, and therefore
the LO-phonon population is governed by the sum of a positive generation term and a
negative decay term, as shown by the first equation; ¢ is a constant which is related to
ratio of the carrier density over the number of optical normal modes active in the
above-mentioned process. If most of the carriers transfer their excess energy to the lattice,
no more source term exists for the generation of LO phonons, giving an exponential
decay with the time constant of ~7 ps. (b) LA-phonon population at early times (solid
curves) if the direct coupling between carriers and LA phonons is considered. The inset
shows the average carrier energy as a function of time. Because the rate of this scattering
is slow [on a picosecond time scale, and governed by two equations (63) in the inset],
energy relaxation of carriers becomes a slow process. The acoustic phonons propagate at
the speed of sound, as described by the second term of the equation on the left. Thus,
acoustic phonons in the top 10-nm surface region will transit in 2 ps (10 nm divided by

the sound velocity in GaAs).
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optical and dielectric properties, such as Raman scattering for monitoring the generation
and decay of small-g optical phonons (20, 36), and surface deflection spectroscopy for
probing the generation and motion of LA phonons (37). Reflection transient grating (38),
transient reflectivity, and dielectric function measurements (30) have also been
introduced to study the lattice temperature and to describe the phonon/electron
subsystems. The power of UEC is in its capability to monitor the transient motion and
dynamical inhomogeneity of the structure itself.

B.1. Local Atomic Motions: Diffraction Intensity

In physical space, the vibrations of Ga and As atoms (optical phonons) are the
first lattice motions generated following the optical carrier excitation, which can alter the
structure and change diffraction intensity. As discussed in Sec. B.3 of Ch. 2, it is the
vertical Ga—As vibrations along 7 that are responsible for the change, and the more
optical phonons are generated, the larger the average amplitude of this vibration and
change will be present in the crystal. Indeed, Figures 4 and 6b show that, regardless of
the excitation wavelength, reduction of the (008) spot intensity always proceeds ahead
and faster than changes of other diffraction features, the spot movement and width
change.

The time scale for these local motions is picoseconds. For a range of 0.5 eV of
excess energy, the scattering time 7, , was found to be 165 fs at a low carrier density
(20), and assuming the same 7, , for our excess energy (3.23 ¢V) we can estimate the
total time for the intensity loss. Because /i, ,, = 36 meV, 90 such phonons will be emitted
during the process, predicting the rise time to be 90 times 165 fs, which is ~15 ps.
However, during such a process, the conversion to acoustic packets may occur and

according to optical studies, this conversion takes ~7 ps for GaAs (20, 30, 36). Figure 11a
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Fig. 12. Comparison of LO and LA-phonon populations at early times. Because of the
relatively large LO-phonon lifetime (~7 ps), LA-phonon population rises but with a delay
relative to the LO-phonon rise. The direct conversion relationship indicates a similar rise

time for both populations.

shows the theoretical results for the generation and conversion of LO phonons which
have similar time scales (15 and 7 ps); Figure 11b considers the dominance of acoustic
process, and in this case, the rise is simply determined by the speed of sound. Other
processes can contribute to the slowing down of the rise, and these include the
hot-phonon (phonon-reabsorption) effect (39), intervalley scattering (40, 41), and
screening of the carrier—phonon coupling (42). The UEC results provide the experimental
evidence for the direct role of lattice motions by optical and acoustic phonons.

As shown in Fig. 4, the intensity drop occurs at an earlier time than the width (and

also the Lorentzian component) change, but the slope is nearly the same. This behavior
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indicates that the observed time lag is a direct measure of the conversion of
optical-to-acoustic lattice motions, as the width change must be delayed until dynamical
inhomogeneity begins with acoustic/strain propagation; in Fig. 12, the change in
population is shown for both LO and LA phonons, and the origin of the time delay is
clear. The rise time is observed to be ~10 ps, and this is entirely consistent with the
motion responsible for the change being that of optical phonons; it is noted that in
Fig. 11b, the rise due to acoustic wave propagation (v, ~ 5000 m/s along (001) directions)
takes place in ~2 ps, shorter than the 10-ps rise.

With the use of the structure factor, F(008), the maximum amplitude of the atomic
vibrations along 7 can be estimated from the maximum intensity reduction at # =25 ps
(Fig. 7a). Using Eq. 35 of Ch. 2 and a drop of 30% in intensity, £0.096 A is obtained for
the additional (nonthermal) vertical amplitude for each atom’s motion around the
equilibrium position (see Appendix A). It is equivalent to a 13.5% change of the vertical
Ga—As distance (a/4 = 1.413 A), a percentage close to the Lindemann stability limit (43).
Experimentally, at a fluence just above the ones we used to conduct our experiments, we
observed diffraction changes that did not recover fully, and this long-term deterioration of
the material indicates that the damage threshold has been reached. Accordingly, the
experimental observations of the intensity change, both the time scale and amplitude, are
consistent with theoretical calculations.

For the case of intensity reduction in transmission, the estimation of maximum
vibrational amplitude can also be made. It is noticed that the ~10% intensity decrease of
the (080) spot in transmission (Fig. 10c) was less than the ~30% of the (008) spot in
reflection (Fig. 3a) even though the excitation fluences were somewhat larger in the

former case. This difference is due to the fact that the transmission experiments were
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performed with a small crystal rotation of 2°, and thus, the projection of the vibrational
amplitude onto the scattering vector s is relatively small. The linear relation obtained in
Fig. 10d between the intensity decrease and s° provides a slope that gives
A<u2>projected =0.0015+0.0002 AZ, a measure of the (projected) increase in the
mean-square amplitudes ?) of vertical atomic vibrations. We estimate Au*)~
A<u2>projected/sin2° to be 0.043 AZ, a value which is even larger than <u2>t0ta1 of the thermal
motion in all directions at room temperature (44). Unlike the incoherent, random thermal
motion, this additional vertical amplitude is due to the LO phonons generated within the
first tens of picoseconds. The resulting increase in the vibrational amplitude for each
atom along 7 is ~0.15 A, which is comparable to the value obtained from the reflection
experiments.

B.2. Potential-driven and Anisotropy of Lattice Expansion

The objective here is to understand the time scale, anisotropy, and the amplitude
of lattice expansion. First, the optical excitation of GaAs(001) at 266 nm is considered.
Initially, the carriers are generated in the excited states near I', which means that the
electronic wavefunction (Bloch function) has a near-zero crystal wavevector; the positive
phase character between neighboring unit cells is preserved, whether or not Ga and As
atoms are in the bonding (ground) or antibonding (excited) state, and therefore, lattice
expansion at this electronic configuration is not expected. As the carriers transfer their
excess energy to optical phonons, they reach different electronic states whose Bloch
functions have larger crystal wavevectors, particularly, in this case, along the (001)
directions (Fig. 1b). The phase modulation in the wavefunction (with pluses and minuses)
along a certain direction indicates that, when carriers occupy these electronic states, unit

cells can be modified through the new crystal potential, which leads in this case to a
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Fig. 13. UEC of single crystals (Ref. 4). (a) Maximum lattice expansion Ad,,(?) as a
function of fluence for 266-nm excitation; the inset shows the overall temporal behavior.
Saturation of the maximum expansion at high fluences is evident. (b) Temporal behavior
of the (222) spot intensity (green dots) and width (red dots) change, together with that of
the “derived” lattice spacing change (blue dots) from the spot position shift. Again, a
delay in the width change relative to the intensity drop can be clearly seen. The small

amplitude peak in the spot movement at early times is discussed in Text.
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weakening of the lattice in the [001] direction. As more and more carriers reach the
energy states in the X valley, the larger the potential-driven lattice change will be along
the n (n =[001]=X) direction. The relaxation of such carriers is mediated by
optical-phonon emission, and hence, the rate of this process determines the time scale of
both phonon generation and lattice expansion.

Indeed, as shown in Fig. 4, the similar rise time for both intensity reduction and
lattice expansion confirms this potential-driven picture. Excitation fluence at 266 nm
does not change this rise time (Fig. 8a), which is also expected because the time scale for
the above-mentioned carrier relaxation does not strongly depend on the carrier density. As
for the case of two-photon excitation by 800-nm light, more electrons are generated
around the L¢. valley (the (111) directions) and therefore the weakening of the crystal
potential along 7 is less effective. The lattice expansion being delayed and slower than
the intensity reduction (Fig. 6b) can now be understood as due to the ineffective potential
weakening, and/or because of an additional time for intervalley scattering from L to X
(see below).

The nonlinear relationship between the excitation fluence at 266 nm and the
maximum lattice expansion, as shown in Fig. 13 (adapted from Ref. 4), can also be
explained by this potential-driven picture. Due to the rapid increase of the ambipolar
diffusion constant as the carrier density becomes very high (29), the carriers at a higher
fluence will undergo faster diffusion away from the surface region. Therefore, the
“efficiency” of making a crystal expand at a high excitation level is greatly reduced;
fluence higher than the damage threshold will cause irreversible structural changes. As to
the case of 800-nm excitation in this study, because of the heterostructure which hinders

diffusion of the carriers in the GaAs layer, the maximum expansion is still in proportion
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to the fluence used (Fig. 9a). Without the heterostructure, we shall expect a similar
fluence dependence of the maximum expansion to be observed at 800 nm as that at
266 nm.

Summarizing, the expansion of the atomic motions along the 7 direction is due
to a nonequilibrium state of the lattice influenced by the anisotropy of the potential. From
Fig. 7b, a maximum lattice expansion of 0.022-0.042 A is observed, which corresponds
to a 0.4-0.8% change, much larger than the thermal limit; from intensity reduction, we
know the structural changes are near the Lindemann limit, as discussed in Sec. B.1 in
more detail. The rise of this change occurs in ~10 ps and with the changes in intensity, as
discussed above. We note that structural changes by electronic excitation, with nuclear
motions, have been studied by optical (43, 46), x-ray (47-50), and electron diffraction (51,
52) methods. However, in the present contribution, we provide the first reported
reversible potential-driven structural changes mapped with its anisotropy and
lattice-induced changes, using UEC. The effect of radiative recombination and
nonradiative Auger processes is considered in Appendix B. The similar rise time (~10 ps)
for the development of diffraction changes made at different fluences, wavelengths, and
detection geometries confirms the minor role of these two carrier processes which are
density-dependent.

In general, the probing of the anisotropy of lattice expansion discussed above is
sensitive to the geometry of the experiment. Given the experimental excitation surface
area relative to the penetration depth along 7, the horizontal 2D spatial distribution is
more uniform (Gaussian-type, bulge on the micrometer or larger scale) compared to the
vertical one (excitation penetration depth of nanometer scale). For such a case, the

temperature/carrier density gradient in the 7 direction would be expected to lead to
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more expansion along 7n when compared with lateral expansion. However, as shown
above for both the 266 nm (nanometer penetration) and 800 nm (micrometer penetration),
the vertical expansions were similar, and in both cases, no lateral expansion was observed.
Thus, the important cause of the anisotropy, besides the potential change, is the fact that
the surface has no restriction (stress-free) in the vertical direction and is free to expand.
The contributions to vertical expansion from different “bulk™ stresses integrate at the
surface. On the time scale of UEC, we did not observe a horizontal lattice expansion
either in the reflection or in the transmission geometry, and these observations are
evidence of anisotropic, nonthermal expansion.

B.3. Dynamical inhomogeneity: Width and Shape

When the inhomogeneity is caused by acoustic waves of relatively short
wavelength (at £¢), their downward propagation at the speed of sound would decrease
their population in the probed surface region; in 2 ps, they can move across a 10-nm
length which is on the order of the probed depth. Within the excited (different densities)
range, the upward propagation brings the waves generated “inside” the crystal toward the
surface, and the net effect is the vertical atomic motions with the surface atoms
experiencing the largest change. Ultimately, phonon—phonon scattering will lead to a
broadened, randomized distribution in the acoustic modes. Thus, besides the expansion of
the lattice, which results in a decrease in the position of diffraction spots (lower s),
diffraction broadening due to this dynamical inhomogeneity of lattice spacings is
expected.

As shown in Sec. B.2 of Ch. 2, the temporal changes in the spot width and shape
are both related to the lattice inhomogeneity, and it is not surprisingly that w(z) and 7(¢)

have a similar behavior over the entire temporal range (Fig. 4, inset). Because of the
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direct relationship in the generation of LO and LA phonons, w(?) is also expected to
closely follow I(¢), which is confirmed by our observations. At this point, we would like
to emphasize that the temporal behavior of w(¢) is a consequence of coherent intrinsic
structural dynamics, and not simply an artifact due to inhomogeneous sum of
contributions from areas of different excitations. We should have observed a very similar
temporal behavior for w(#) and Ad,,,(?) if the inhomogeneity were to be static in nature.

It is important to note that the observed dynamical inhomogeneity mostly appears
along 7, and not in the 2D plane. As shown in Fig. 5a, the horizontal width change is
much smaller and behaves like a step function with time, indicating a relatively very
small lattice inhomogeneity along the 2D directions. The anisotropy is evident, and its
magnitude is in parallel with a genuine dynamical inhomogeneity, i.e., the larger the
change in lattice spacing, the larger the inhomogeneity. This phenomenon is due to the
fact that the surface is free of stress compared to the constrained 2D horizontal lattice.
Consistent with this picture, Figure 8b shows that the maximum width change is linearly
proportional to the fluence at 266 nm, but the temporal behavior remains the same. In the
case of 800-nm excitation, due to the nonlinear TPA in GaAs and the heterostructure
underneath, a similar linear relationship is not expected. In the following discussion,
these differences in temporal behaviors will become clear.

C. Restructuring at Long Times

From all experimental results obtained in the reflection detection mode, it is
apparent that there is a temporal recovery of the nonequilibrium structures. This recovery
is due to the transfer of excess energy away from the probed region into the bulk, either
through carrier diffusion or through lattice relaxation by acoustic energy propagation

and/or thermal diffusion. Further examination of the fast recovery of (), Ad,, (), w(?),
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and 7(¢) (inset of Fig. 4 and Fig. 6b) shows that they share a similar profile after reaching
the maximum. At higher fluence or shorter excitation wavelength, the recovery is even
faster in the relatively short-time regime with an apparent time constant as short as
3040 ps (Fig. 4, inset). The recovery is not observed in transmission experiments
because the sample is very thin and there is no dissipation of energy on our time scale.

In order to pinpoint whether the carrier or phonon subsystem is responsible for the
observed initial fast decay, it is helpful to first consider the case where there are no carrier
and thermal diffusion, a hypothetical situation. For this case, one would expect the crystal
structure to recover to its equilibrium state only by the optical-to-acoustic phonon
conversion (in ~7 ps) with the acoustic waves propagating into the bulk. As a result, all
four diffraction features I(f), Ad,,(¢), w(?), and 7(f) would return to their corresponding
equilibrium values in only ~7 ps, contrary to the experimental results which show fast
and slow decays on the picosecond and nanosecond time scales.

Because carriers continue to produce more optical phonons and concurrently
undergo ambipolar diffusion, which gradually reduces their density in the surface region,
the remaining carriers continue to be the heat source for the lattice. This process
influences the dynamics of recovery in the initial phase, and it is reasonable that I(7),
Ady,(t), w(f) and 7(¢) all recover with the same profile on this time scale. Studies of
wavelength and fluence dependence of the profile support this picture. Rapid structural
recovery can be seen most prominent in the high-fluence 266-nm data (Fig. 4, inset)
because carrier diffusion is significant at this high carrier density which is confined in a
narrow spatial distribution of 6~ 6.4 nm (inverse of the absorption coefficient).
Decreasing the fluence at 266 nm does not significantly alter the initial recovery time

because carrier diffusion is still dominant for the nanometer-scale excitation; the smaller
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Fig. 14. Lattice spacing change as a function of time and fluence at 800 nm. In Text, the
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log—log plot, together with the fluence dependence, provide strong support of
restructuring under the influence of carrier diffusion on the shorter time scale and/or

thermal diffusion on the longer time scale.

the excitation thickness, the faster the diffusion (for density effect, see Sec. B.2).

For 800-nm experiments, if the fluence is high, fast recovery of the system is
noticeable because of the large TPA carrier density (Fig. 9, red and green curves). It is
noted that the spatial distribution of TPA carriers depends on the excitation intensity: the

effective absorption coefficient of TPA is A ~ 1.8x10% cm™ at the highest fluence used at
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800 nm [since =210 cm/GW for our experimental geometry (27)] and the penetration
depth is estimated to be ~560 nm (SPA carriers are barely affected by diffusion because
of saturation within a thickness of tens of micrometers). As the fluence becomes small,
however, the number of TPA carriers is greatly reduced, and the excitation spatial
distribution becomes essentially flat inside the crystal. Since carrier diffusion is not as
important in such cases, fast recovery becomes less distinct or even disappears (Fig. 9,
blue curves). Similar results of wavelength and fluence dependence were obtained for
silicon using UEC (compare Fig. 4e in Ref. 3 with the red curve in Fig. 5b in Ref. 6), and
the above-mentioned physical picture is similarly applicable.

Figure 14 presents an important observation which supports this picture. The
slope of the linear decays over time, up to 1 ns, in the log—log plot is —1/2, consistent with
the behavior predicted by Eq. 1; near the surface, log n(0,f) = (-1/2)log(¢) + constant.
Because of the heterostructure, diffusion of the TPA carriers at 800 nm can be hindered,
but eventually, the system returns to the ground state. On the sub-nanosecond to
nanosecond time scale, the relaxation may take place through carrier—carrier scatterings
and the (slow) Auger process: some carriers will acquire more energy than others and
overcome the energy barrier to diffuse. For 266 nm, in addition to diffusion, the decay
has a manifestation of interband conversion, as discussed above.

At longer times, restructuring of the lattice proceeds through thermalization
among the vibrational modes. As mentioned earlier, phonon—phonon scatterings of
acoustic modes can result in randomization of the phonon distribution and therefore
thermalization of the lattice. The relaxation of lattice vibrations may then share some
resemblance to the process of heat diffusion. Figure 15 shows results of the theoretical

solutions (53), using parameters given by our experimental conditions, to the heat
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diffusion equation:

82T(Z’t) - _ aT(Z,t) + Fheating 672/567([/%)2

—k
0z* "ot \/Eé‘zp

2)

where £ is the thermal conductivity (a constant for a cubic lattice) and 7, is the laser pulse
duration, which is 120 fs divided by 2(In 2)""%; see Eq. 34 of Ch. 2 for other notations.

Equation 2 shows that the higher the heating fluence (F)_,.), the larger the initial

cating
temperature rise; it also shows that the temperature profile into the bulk 7(z) and its
temporal evolution 7(¢) are dependent on the penetration depth 6. The purpose of Fig. 15
is to show that, besides the failure of the thermal-heating picture to describe the
nonequilibrium dynamics in semiconductors, heat diffusion is a very slow process and
only becomes more important on the nanosecond or longer time scale. It is noted that
comparison of the results in panels a and b of Fig. 15 for 266 and 800 nm excludes
thermal diffusion as a mechanism for restructuring at short times (for the 266-nm
excitation). This is because the same process would predict the absence of the fast
component at 800 nm, contrary to experimental observations. However, at longer times
(e.g., after 200 ps), thermal diffusion cannot be ignored.

When the residual amplitude of the diffraction changes at # =1 ns are examined,
one notices that more decay in w(¢) and 7(¢) has occurred when compared with that in /()
and Ad,, (7). For example, the high-fluence 266-nm data shows that w(#) and 7(f) have
fully returned to their negative-time equilibrium values even before ¢ = 1 ns, whereas at
t=1ns, I(t) and Ad,y,(¢) are still decaying with 18% and 6% of the corresponding
maximum changes (Fig.3). This w(f) and 7(f) behavior indicates that dynamical
inhomogeneity has vanished on this time scale. The larger residual /(¢) (determined by

atomic vibrational motions) relative to that of Ad,,(?) (affected by excited carriers) is
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consistent with heat conduction being in general a slower process than carrier diffusion.
From the 800-nm data, we find that the residual changes in /(f) and Ad,,,(¥) at t = 1 ns, for
each fluence, have very comparable percentage with respect to their maximum values. It
is because more photoinjected carriers are confined within the GaAs layer, and hence, the
relaxation becomes more difficult such that Ad,(¢) recovers relatively slowly, even on a

sub-nanosecond time scale.

Concluding Remarks: UEC and Structural Dynamics

In the present work, we have demonstrated the capability of UEC to study
structural dynamics with combined atomic-scale spatial and ultrafast temporal resolutions.
By monitoring changes of the diffraction features (Bragg spots, intensity, width and its
homogeneous contribution) at different times, following an “ultrafast heating” of the
material, we are able to map out the nature of atomic motions and the time scales of the
processes involved: electronic and nuclear at ultrashort times and diffusion at longer
times. Structural changes in the nonequilibrium regime and restructuring toward
equilibrium are features that were examined in detail. The kinematic description for
diffraction, as provided in Ch. 2, is shown to be sufficient for unraveling structural
changes in these condensed-matter studies (thin crystals and relatively low atomic
numbers). For this and other reasons, important aspects of the theory needed were
highlighted in order to obtain structural and dynamical information from diffraction
patterns recorded in the reflection and transmission modes of UEC.

One important general finding of this study, which is relevant to others (3, 4), is
the universality of the structural-temporal behavior. Typically, following the ultrafast

heating through carrier excitation of the material, a large change (for cubic GaAs,
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Ady,(t)/a = 0.75% at 800 nm) in lattice expansion is observed on the ultrashort time scale,
far beyond any thermal expansion: because ;= 5.73x10° K", this expansion would
translate into a temperature rise of ~1300 K. Similar large changes are observed for the
intensity drop and width increase. Moreover, the change occurs with a time constant of
~10 ps, and, remarkably, is highly anisotropic; it occurs in the direction normal to the
surface. The anisotropy is the result of accumulated surface stress and lattice-potential
change as discussed in Sec. B.2 and below.

For the case studied here, the change is prompt for the intensity drop and the
Bragg spot movement, but is delayed by ~7 ps for the width and its homogeneous
(Lorentzian) contribution. Following the maximum change, these diffraction features
reverse the change and take on values in the direction of pre-heating equilibration. We
examined in depth this behavior for GaAs as a prototype system and provided a summary
of results of numerous experiments made under different conditions: fluence and
wavelength of the heating pulse, angle of incidence for the probing electrons (rocking
curves), sample thickness and composition, and detection mode (reflection or
transmission). In this regard, the study made here on the quantum-well heterostructure
(20-nm GaAs on top of 50-nm Al (Ga, ,As over 450-pm GaAs) proved essential because
of its nanometer-scale structure and the difference in the band structure (Fig. 1b, inset).

The emerging physical picture of structural dynamics defines the following
concepts. A general one refers to the nature of the structure following ultrafast heating: a
large nonthermal change in a nonequilibrium state. This state cannot be reached by
incoherent thermal heating of atoms. It is reached because the excited carriers of the

material lower their energy (through the electron—phonon coupling, 7, , ~ 165 {s) by

,ph

generating well-defined vibrations of atoms in the unit cell (optical phonons) and such
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deformations produce, by anharmonic couplings, acoustic waves in a few picoseconds
(~7 ps for GaAs). Such deformations lead to large-amplitude motions of the lattice, with
a distribution of distances (dynamical inhomogeneity, as opposed to distribution of static
structural deformations; see Sec. B.2 of Ch. 2). The wavevector of the acoustic packet is
relatively large, for energy and momentum conservation, and its short wavelength makes
the change on the scale of lattice spacings. This picture for a semiconductor contrasts that
of a metal, with one atom in the primitive unit cell, and for which the carriers directly
generate these stresses (forces) of acoustic wave propagation.

The consequences of this nonequilibrium behavior are a large change in lattice
spacing (Bragg spot movement) and a large decrease in intensity, both without delay
since the vertical optical-phonon deformations occur within 165 fs for each phonon. At
our excess energy, 90 such phonons results in a total time of ~15 ps for the maximum
change. In contrast, the increase in width (dynamic inhomogeneity), although also large,
is delayed by ~7 ps, the time scale for conversion to acoustic waves. This behavior is
clearly evident in our UEC results (see Figs. 4 and 6b). It is noted that acoustic wave
propagation through a 10-nm material takes only ~2 ps since the speed of sound in GaAs
is 4731 m/s along the [001] direction.

Another important concept is what we term potential-driven change and
anisotropy. Through this unique heating with “three temperatures” of the electrons,
lattice-optical, and lattice-acoustic modes, it is important to emphasize the role of carriers
in changing the potential and the associated anisotropy. The initial carriers are prepared
with a crystal momentum (wavevector) near the zero value (all phases are positive).
However, depending on the band structure, carriers can reach other regions with a

different crystal momentum, with a phase combination that characterizes a given lattice
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direction. Now the atoms experience a different potential of weaker bonding and this
antibonding character (£ phases) facilitates the subsequent nuclear motion in that
direction. Thus, such schemes of excitation open the door to studies of “controlled
heating” of nonequilibrium structures. This is to be contrasted with heating of metals with
a T jump in a lattice through a two-temperature (electron and lattice) scheme; in such
cases, the electrons have a much higher temperature than the lattice because of their poor
heat capacity, but they equilibrate with the lattice in 1-2 ps. It is important to realize that
heating through carriers, although it might have a much smaller occurrence in thermal
experiments, cannot be ignored at steady state (infinite time scale); it is certainly of great
significance to femtochemistry of catalysis (/8), and to electronic structural changes with
little or no lattice phonon motion (45, 46). In general, the anisotropy will result from the
free-surface (in contrast to lateral bulk) expansion due to the temperature/carrier density
gradient and the potential-driven (antibonding character) change, and both will be
prominent at short times.

Toward equilibration, the structure at ultrashort time cools down primarily by
diffusion of carriers at early time and also by thermal diffusion on the nanosecond (and
longer) time scale. Energy redistribution among modes will not alter the average energy,
but if some modes are selectively probed (or excited), then the redistribution will
contribute to the decay. The evidence for carrier diffusion, especially at early times,
comes from the fact that thermal diffusion at the two wavelengths studied would have
entirely different behavior (Fig. 15) at short time (because of difference in penetration
length), contrary to the experimental observation. The observed 1/Nf behavior (Fig. 14)
for the restructuring is also consistent with the diffusion of carriers and its fluence

dependence. Heat diffusion occurs at longer time (54). In the transmission mode, thermal
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diffusion is extremely slow in the thin samples used, and indeed, we did not observe
restructuring on the sub-nanosecond time scale. We also considered depletion of
population by other processes, such as Auger and radiative recombination which scale
with density (n° and n% respectively), but they are negligible particularly on the time
scale below hundred(s) of picoseconds.

The observed nonequilibrium dynamics of the quantum-well heterostructure is
similar to that of chlorine-terminated GaAs(111) (4), except for an early-time behavior in
the Bragg spot position. Prior to expansion of the lattice there is a relatively small peak
that shows the opposite behavior (Fig. 13b). This upward movement in s space may
imply a decrease in lattice spacing, opposite to expectations of heating and carriers’
weakening of bonding. However, the presence of a chlorine monolayer changes the
surface characteristic. After carriers are excited, chlorine atoms will attract the electrons
(electronegativity) and therefore a more repulsive surface potential may result in the
formation of a diffraction spot at a slightly higher s value. The duration of this initial
behavior may provide the time scale of charge separation, and as it diminishes, the
normal downward movement of diffraction spot due to lattice expansion is observed. We
cannot exclude the role of chlorine electronegativity in inducing polarization and initial
contraction of the lattice.

In this comparison with single-crystal dynamics, the following points are noted.
First, the width change obtained for single crystals is similar to that for the quantum-well
structure; it is delayed from the intensity change. The apparent delay of the spot position
(Fig. 13b) is misleading in view of the two, positive and negative, contributions present.
Second, in all these studies, the intensity change and spot movement change are similar in

profile, and this excludes the notion that spot movement may be due to an artifact caused
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by change in electron beam trajectory. This is further confirmed by recording changes of
the direct electron beam position which was found to be relatively very small and, if any,
occurred in opposite direction (see the Results and Analysis Section), indicating the
negligible change of crystal (surface) potential in the presence of the heating pulse. Third,
unlike the heterostructure with a well-defined nanometer layer and the absence of the
chlorine monolayer, bulk material may exhibit the effect of diffraction/refraction in that,
given the grazing reflection geometry, an electron beam incident at a spatial position
distant from the heated area may be reflected by the underneath crystal planes and pass
through (refracted by) the heated region (of different density from the underneath
unexcited/less excited region) while exiting the crystal. This indirect interaction could
lead to movement of the spot in the opposite direction but still gives rise to the same
temporal profile as that of heating one. Care has to be taken to optimize the spatial and
temporal overlaps, which had been fully developed for UEC experiments in our
laboratories (see Ch. 3). Finally, it is noted that the thickness of the heated “bulge” is on
the order of one angstrom, and the movement of spots is indicative of this expansion.
Although such a bulge may have a significant consequence on the beam deflection
direction in optical reflection experiments, the angstrom displacement causes a negligible
effect to the shadow edge in our geometry.

With the same picture, it is straightforward to understand the phenomenon of
ultrafast melting. As discussed earlier (Sec. B.1), at high fluences, both the atomic
vibrations, with amplitudes near the Lindemann stability limit, and weakening of the
crystal potential are induced. The high density of carriers may seriously affect the
stability of the crystal structure, and the induced lattice motion may become too large for

the surface to maintain its crystallinity. As a result, melting can be observed in the
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development of Debye—Scherrer rings, instead of Bragg spots; if surface evaporation
occurs, the pattern will disappear. Such an ultrafast melting process is again
potential-driven and far from being thermal. For polycrystalline silicon, studies of 2D
melting were made with UEC (3).

Another study of polycrystalline silicon has also been reported with the use of
time-resolved electron diffraction in transmission geometry (55). In contrast to the study
reported here for single crystals (and quantum wells), whose structural dynamics are from
a homogeneous lattice, the polycrystalline silicon dynamics must take into account the
inhomogeneity of structures and the influence of this sample morphology on the
carrier—lattice interaction. Moreover, the photogenerated carrier density in the reported
study (55) was about one to two orders of magnitude higher than ours (due to the more
efficient excitation and the lack of carrier diffusion), resulting in carrier screening and
lengthening of the time scale for the electron—phonon coupling. The overall time scale is
a few picoseconds, which is still comparable to our observation made in the transmission
mode.

In conclusion, the methodology of UEC opens up new opportunities in the studies
of materials and interfaces, as can be seen from the following chapters. The
far-from-equilibrium structures observed in UEC cannot be appropriately described either
by thermal heat diffusion equations (53) or by the thermoelastic models (56) because they
do not take into account the effect of electronic band structure, and in these models, the
lattice temperature is only determined by the absorbed fluence and the electron—lattice
equilibrium. According to the present study, by changing to a different semiconductor, or
even systematically varying the chemical composition, the electronic band structure may

be fine-tuned and used to control the state of nonequilibrium dynamics, e.g., faster
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response of structural changes along a particular crystal direction. Moreover, the use of
heterostructures, or the limiting of substrate dimensions, can restrict carrier diffusion,
allowing for the use of the substrate as a constant energy source in the studies of
interfaces. In future applications, we will greatly benefit from the many investigations of
electron crystallography of static structures in materials and biological systems (57-60),

and from studies of surfaces made on longer time scales (54).

Appendix A. Amplitude of Vibrational Motion

The amplitude of the vertical Ga—As vibration (optical phonon) responsible for
the intensity reduction of the (008) Bragg spot can be estimated using the structure factor

F(008) = f.exp(—16mizg,) + f, exp(-16miz, ).

Here, two approximations are made to simplify the calculation. First, the mass difference
between Ga and As (atomic weight: 69.7 vs 74.9) is neglected, and therefore the two
atoms oscillate around the equilibrium positions symmetrically, i.e., z;, =+J, and
z,s = 1/4 — 6, where ¢, is the vertical displacement (relative to the unit-cell length) of the
atoms and the 1/4 is the relative position in the unit cell, i.e., (0,0, 0) for Ga and
(1/4,1/4, 1/4) for As. Second, because of their similar atomic numbers, the atomic
scattering factors £, and f,  will be considered equal. Thus, the (008) spot intensity
becomes  |F(008)* = 4JfGa/As|zcos2(16n5Z) for different o, wvalues; the thermal

Debye—Waller damping is not included. The time dependence is in 9,

. . . - max . .
For a harmonic motion, i.e., when J_ = —a)zé'z ,we have 0,= 6, sin(w?) and it

max.

follows that do,=-w|[(J, )2—522]1/2 dt, where é‘zmax is the maximum value of
vibrational amplitude. We now can calculate the average (over half a period, since @ ' is

shorter than temporal resolution considered) of |[F(008)* which is given by



132

max

<| 5(008) [*> o < cos? (1678.) > = j(; cos”(1675,) 4L do, / j‘z g5,
which is equal to [1 + J(0, 327:5Zmax)]/2, where J is the Bessel function of the first kind.
The experimental diffraction intensity drop, /(¢)/1,, is given by the average (cosz(l6n5z)>.
Given that I(r=25ps)/l, ~70% the amplitude 5Zmax= 0.0169 is obtained, which, when
multiplied by the lattice constant (a=5.653 A), gives the real-space maximum

displacement of 0.0955 A. It is the additional (from thermal; [(#*)hermai/3]"> = 0.0728 A)

vertical displacement acquired by ultrafast heating. It is interesting that this value is very

close to Ad;;, measured at 800 nm.

Appendix B. Radiative and Auger Recombination

Radiative recombination of carriers reduces not only the number of carriers but
also the total energy in the carrier subsystem because the emitted photons carry energy
away. The process is described by the equation n=p=-Bnp, where n (p) is the
density of electrons (holes) in the conduction (valence) band, and B is the bimolecular
radiative recombination coefficient whose value is typically on the order of 10 cm’/s at
room temperature (61, 62). It follows that the radiative decay rate 1/z_, is given by Bn
which, for an initial density of 10" cm™ (53), is ~10°s™". In 1 ps, the population decay
will be negligible (10" —10'°~ 10" cm ) Note that using carrier densities of order
higher than 10" cm™ to calculate the rate will lead to false estimation because radiative
recombination mostly occurs around the I" valleys due to momentum conservation. In the
case of 266-nm excitation, even though larger carrier densities may be created initially,
their distribution over a much larger phase space and the band-filling effect exclude the
possibility of having a faster radiative recombination rate; relaxation of electrons to s,

becomes the rate-determination step but is blocked due to the Pauli exclusion principle by
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a filled quasi-steady-state valley. For an indirect-gap semiconductor material like Si, the
rate will be even slower because the recombination requires the assistance of phonons.
Hence, in general, radiative recombination has a negligible effect on the dynamics within
the first nanosecond, a temporal range on which UEC focuses.

The nonradiative Auger recombination decreases the carrier density but retains the
total energy, and the average energy of the remaining carriers increases. This process can
be described by the equation n= —Cpnpz — C,n’p, where the coefficients C, and C,
denote the Auger processes in the valence band and conduction band, respectively. Due to
momentum conservation, those recombination events that involve crystal-momentum
ranges other than the I" valley will be less probable (62). Thus, through similar simple
estimation, the Auger recombination rate is deduced to be 1/7,,... ~ Cyr n*~10°s" for
an initial density near T’ of ~10" cm™ and C, of 7x107° cm®/s (62). This rate may be
increased appreciably if the semiconductor materials are subject to very high fluences
(24). However, for a UEC study in which the recovery of the system is necessary, such
regimes are not desirable, so the Auger processes are expected to be on the

sub-nanosecond time scale or slower. As discussed in Text, such a carrier relaxation

mechanism does not interfere with the structural dynamics at early times.
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Chapter 5

Correlated Unidirectional Behavior in
T

Zinc Oxide Nanowires

Tadapted from D.-S. Yang, C. Lao, A. H. Zewail, Science 321, 1660 (2008).
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Introduction

Major changes in the physical, chemical or optical properties of a substance can
occur as a result of shrinking dimension and changing morphology down to the
nanometer scale, primarily because of quantum confinement and surface effects.
Quantum dots and nanotubes are examples of such structures, which have the potential
for a variety of applications (for reviews, see Refs. 1-7). Among the materials that show
promising features for optoelectronics, such as blue-green laser diodes and photonic
devices, the wide-gap semiconductor zinc oxide (ZnO) has been one of the most
investigated nanowire materials (8, 9). At the nanoscale, design of such structures
requires fundamental understanding of electronic and nuclear degrees of freedom in the
unique nanowire architecture, because they control the effective carrier mobility and
properties along the wires. With optical methods (for a review, see Ref. 10), the transient
response can be probed, but, because of the wavelengths involved, the atomic-scale
structural changes are not determined; electrons of the appropriate wavelength provide
the means for the visualization of both.

In this chapter, I present the visualization of the structure and dynamics of vertically
aligned ZnO nanowires using ultrafast electron crystallography (UEC). Their unique
pancake-type diffraction is the result of the ordered structure together with electron
refraction due to the shape of the hexagonal rod-like nanowires. Following electronic
excitation of this wide-gap photonic material, the wires were found to exhibit colossal
expansions, two orders of magnitude higher than that expected at thermal equilibrium.
The expansion is highly anisotropic, a quasi-one-dimensional behavior, and is facilitated
by the induced antibonding character. By reducing the density of nanowires, the

expansions reach even larger values and occur at shorter times, suggesting a decrease of
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Fig. 1. Scanning electron micrographs and structure of ZnO nanowires. (a) The SEM
image of the array fabricated through physical vapor deposition. The high-density wires
are vertically aligned. Gold nanoparticles may be present dispersively as a result of the
catalyst-assisted synthesis (/7). (b) The structure (from the known inorganic crystal
structure database) together with a schematic showing the average diameter and length of
a single wire, the average spacing between wires, and the layer composition below the
ZnO array sample. (c) The SEM image of the array fabricated through hydrothermal
synthesis. The vertically aligned wires are thicker, on the average, and form an array with
a much lower density. No gold nanoparticles are present in the nanowires, since a

metallic catalyst is not required for this wet-chemistry synthesis method (72).
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the structural constraint in transient atomic motions. This unanticipated ultrafast
carrier-driven expansion highlights the optoelectronic consequences of nanometer-scale

morphologies.

Materials and Experimental Section

The nanowire array was synthesized via a bottom-up process of physical vapor
deposition (/7). A single-crystal sapphire of (1120) surface with a 100-nm GaN layer
(grown by metal-organic chemical vapor deposition) was used as the collection substrate.
Reaction parameters such as the chamber pressure, temperature and the gas flow rate
were varied to obtain the nanowires, which were supported by a ~2-um layer of ZnO on
the substrate, were obtained as a vertically aligned array. As shown in Fig. 1, panels a and
b, the wires have an average diameter of ~150 nm, a length of ~2 um, and an average
spacing of ~300 nm. We also studied nanowires prepared by an entirely different method
[hydrothermal synthesis (/2)], and for this case the density of wires is notably lower, as
seen in Fig. lc. Both specimens were characterized by scanning electron microscopy
(SEM) (Fig. 1, panels a and c); transmission electron microscopy and X-ray diffraction
measurements have also been used to characterize the products of the two
aforementioned methods (77, 12).

Electron packets at near grazing angles (&, =2.7°) were invoked in our UEC
apparatus. A heating pulse preceded in time the electron packet and was used to excite the
carriers of the wires. Frames of the far-field diffraction were recorded at different delay
times and with the scheme of pulse tilting (for velocity mismatch compensation), which
enabled the reported spatiotemporal resolution (/3-76). Within the experimental

repetition period of 1 ms, the sample at room temperature fully recovers to the initial
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Fig. 2. Pancake-type diffraction and the shape effect of nanowires. The diffraction
patterns were obtained at an incidence angle of &,=2.75° with the electron beam
propagating along the [110] direction (a) and the [100] direction (b). From the
well-indexed Bragg spots and FOLZ diffractions, the wurtzite ZnO structure is
determined; the undiffracted (unblocked) electrons form the (000) spot. The insets show
the enlarged horizontal width of the (006) Bragg spot. (c) Refraction of the probing
electrons at the vacuum/material interface, and the overall beam deflection caused by the

different orientations and geometries of a nanowire (top view).
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ground state. This recovery was confirmed by observing no change in the diffraction
patterns whether recorded at negative delay time (an effective 1-ms delay) or without the
excitation. From the observed intensities, positions, and widths of the Bragg diffractions,
we obtained the change of atomic positions with time, the structural factor, and the
transient inhomogeneity in the wires. The initial rise of signals was checked by using
time delays of 2 ps. The polarization was parallel to the cross section of wires, and in
order to ensure uniform excitation of the target region, the electron-probed area on the
sample was kept relatively small (~1 mm versus 3 mm for the full-width of the
heating-pulse footprint at half maximum). By varying the fluence, the influence of carrier
density on structural dynamics was examined, and in this case the wires were directly
excited. The maximum optical fluence applied was 22.5 mJ/cm’. Finally, by using two

arrays of nanowires, the effect of their packing density on the substrate was elucidated.

Nanowire Structure and Electron Diffraction

The static structure of the ZnO nanowires without the optical excitation was
determined by recording the diffraction patterns at different incidence angles (rocking
curves); patterns of two zone axes are given in Fig. 2, panels a and b. With the electron
beam propagating along the [110] direction, the patterns consist of both the Bragg spots
and the first-order-Laue-zone (FOLZ) diffractions (/7), and all have horizontally
elongated (“pancake”) shapes, as seen in Fig. 2a. With a 30° rotation of the specimen, the
electron beam becomes directed along the [100] axis, and we only observe the Bragg
spots at a larger incidence angle; this is because the FOLZ diffractions are out of the
camera region (Fig. 2b). The spacings between the diffraction spots (from the center of

the pancakes) translate to the lattice constants of a =5 =23.25(0) A and ¢ =15.20(8) A,
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entirely consistent with the values for a wurtzite structure of ZnO crystals obtained by
x-ray diffraction and calculations (70, 18).

The pancake horizontal shape of the Bragg spots (Fig. 2, insets of panels a and b)
is distinct from the spots seen in bulk crystal diffraction and mirrors the hexagonal
nanostructured wire. Because of the wires’ nanometer-scale geometry and the attractive
inner potential (77) inside the material, the diffracted electron beam is refracted and gives
rise to a horizontal spread. Quantitatively, this geometry effect can be described by

considering the analogue of Snell’s law in optics (/9), giving:
sin@,,, =(1+eV,/E,)"*sin®,, (1)

where 6, and & are, respectively, the angles in the vacuum and inside the wires, with
respect to the surface normal, and Ey is the kinetic energy of the incident electron, which
is 30 keV in our case (see also Sec. A.4.3 of Ch. 2). In general, when the surface layers
are parallel and eV << E, as in typical UEC experiments (see, e.g., Chs. 4, 6 and 7), this
effect is negligible, but for the nanowires the situation is different (see Fig. 2¢), and the
refraction can be invoked to obtain the geometry of the wires.

Here, we should emphasize that the direct electron beam has a horizontal FWHM
of ~1.8 mrad on the camera screen, which is smaller than the observed spreads of 2.8 and
2.2 mrad for the two orientations. Given the relatively large diameter of the nanowires
(~150 nm), the Scherrer-type broadening [D-As ~ 1 where D is the particle size and As is
the scattering spread on the screen (20); see also Eq. 23 of Ch. 2] is only <0.05 mrad.
Most importantly, the vertical width of Bragg spots is much narrower than the horizontal
one for the same electron beam used (Fig. 2).

For a hexagonal wire, with the two orientations of 30° rotation difference (Fig. 2c,
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Fig. 3 (a) Diffraction images (upper panel) and differences (lower panel) at selective
delay times. In the original images, the movement of the (006) spot can be seen (yellow
circles); the upper dashed line indicates its initial vertical position before excitation.
Stationary nature of the (000) direct beam (referenced by the lower dashed line) is
evident. The diffraction spots move downward at early times, as indicated by intensity
losses (black) at the original positions and gains (white) at lower positions; at longer time
the disappearance of diffraction difference signifies the recovery of the excited ZnO
nanowires. (b) Vertical cross section of diffraction profiles for the (006) Bragg spot and
the fits to pseudo-Voigt functions, at two selective delay times (blue and red), and at the
highest (left panel) and lowest (right panel) fluences used. Here, s is the scattering vector
and @ is the total deflection angle from the direct beam to the diffraction spot. Temporal
evolution of the peak position, intensity and width was obtained from the fits at different
delay times. The small shift of the diffraction peak at the lowest fluence well

demonstrates the sensitivity of the UEC detection (see Fig. 4b).
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left and middle panels), there are two angles of deflection, 3 V,/E, and VI/ \/gEk ,

respectively. Thus, the intensity profile of the pancake is the sum of the contributions
from the center and the two sides of the hexagon. For a cylindrical wire (Fig. 2c, right),
the intensity profile is determined by the deflections, tand,, (V,/E,), with a width
which resembles the case shown on the left of Fig. 2c. The difference between the two
geometries is easy to discern: if circular, the rotation of the nanostructure would give no
variation in the horizontal spot width, which is inconsistent with the experimental
observation. For ZnO, the inner potential Vi is 15.9V (21). With the camera being
16.8 cm away from the nanowires, additional diffraction intensities near +0.92 mrad
(Fig. 2c, left) and £0.31 mrad (Fig 2c, middle) result in the horizontal spread from the
spot center. Accordingly, this shape effect properly accounts for the observations made
for the two zone axes (Fig. 2, panels a and b). Moreover, from the fact that the probing
direction in Fig. 2a is [110] we determine the facets of nanowires to be of {110}, which is
again consistent with the preferential growth (/7). It should be noted that the vertical spot

width did not increase, a consequence of the unique elongated geometry.

Laser-induced Dynamics of ZnO Nanowires

Structural dynamics of the wires were obtained from the diffraction frames at
different delay times, following the optical excitation. The intensity decrease and vertical
spot movement for each Bragg spot were evident in the diffraction. While all of the
diffraction spots move downward at early times and recover the original positions at
longer times, the unblocked (undiffracted) direct beam did not change, thus eliminating
the possibility of surface charging or surface potential change at all fluences used (Fig. 3a;

in a later section, we shall address an issue raised with regard to the extent of movement
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Fig. 4. Structural dynamics. Changes of the c-axis expansion, diffraction intensity and
width of the (006) Bragg spot with time and at different excitation fluences. All solid
lines are fits to the data. (a) The intensity decrease (blue dots) and width increase (green
dots) behave similarly, and precede the buildup of structural expansion (red dots). In
~200 ps the former two diffraction features almost recover the original values, whereas
the decay of expansion appears on a longer (nanosecond) time scale. (b) A significantly
larger c-axis expansion was obtained at higher excitation fluences. The fitted slope in the
log—log plot (inset) indicates that the maximum expansion is proportional to the fluence
to the power of 2.5. At all fluences, however, the expanded nanowires nearly return to
their original structure in ~1 ns. (¢ and d) A more significant intensity decrease and a
larger width increase are observed following a stronger excitation. At the lowest fluence

used, however, no appreciable diffraction changes are observed.
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and horizontal structural dynamics and between the longitudinal dynamics obtained for
the high- and low-density arrays. (a) Horizontal expansion of a wire (open circles)
obtained from the horizontal spacing between (114) and (114) Bragg spots; it is
much smaller when compared to the longitudinal expansion (dots), and is only seen at our
highest fluence. It also exhibits a faster decay. (b) The intensities of (114) and (1 14)
spots decrease at earlier time than that of the (006); their temporal behaviors are alike,
however. (c and d) Longitudinal expansion and diffraction intensity of the low-density
array (open circles) share similar overall temporal evolution with those from the
high-density array (dots), but rise on a faster time scale. Even at a smaller excitation
fluence, the c-axis expansion of the wires in the low-density array is significantly larger

than that obtained at higher fluences for the high-density array (c).
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for different spots). Quantitative analysis was carried out by fitting the vertical and
horizontal intensity profiles of Bragg spots with a pseudo-Voigt function, yielding
temporal evolution profiles not only of the spot intensities and positions but also of the
widths (Fig. 3b). Because of the high signal-to-noise ratio and the high order of
diffraction, the c-axis expansion (deduced from the spot vertical position) can be
determined with an accuracy of 0.007%; the diffraction intensity and peak width standard
deviations are 0.75% and 1.2%, respectively (see the data in Figs.4 and 5). The
sensitivity of our UEC apparatus allows for detection of small diffraction changes as seen
in Fig. 4, panels b to d, for the low fluence cases. Typical behavior is shown for the (006)
spot: whereas the intensity and vertical width are very similar in behavior and nearly
recover (Fig. 4a) in only 200 ps, the rise of expansion along the c-axis is delayed in time
by ~15 ps and decays on a much longer time scale, reaching completion in about 1 ns.

The fluence dependence of the expansion, intensity and width indicates the role of
the (electron-hole) carriers. When the maximum c-axis expansion is plotted as a function
of fluence in a log—log plot, the dependence follows a linear relationship with a slope
value of 2.5 (Fig. 4b, inset). The energy of the excitation photon is less than half of the
energy gap of ZnO (3.37eV) (10, 18), and also less than half of the energy gap of
wurtzite GaN (3.44 eV) (11). Thus, the carriers are generated in the ZnO nanowires by
energetically allowed three-photon excitation (3PA) and/or by enhanced two-photon
absorption (2PA), both of which are due to the geometry of the nanostructure. We failed
to observe diffraction changes when the experiments were repeated on a single-crystal
Zn0O sample (0.5 mm thick) at the highest fluence, suggesting a significant change in the
band gap/carrier density in the wires.

Based on the band structure of ZnO (/8), the excitation by 2PA generates carriers
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of somewhat lower energy than the band gap in the I" region where the momentum is zero;
by 3PA, the above-gap excitation becomes possible in the I'-M(K) regions with
momentum along (110) ((100)). We found consistent studies in the literature. It has been
reported that for ZnO crystals, the 2PA is negligible; the 3PA is weak, with a coefficient
of ~0.01 cm’/GW? and saturation intensity of tens of GW/cm® at 800 nm (22, 23). The
vertically aligned ZnO wires exhibit significant enhancement of optical nonlinearities: the
2PA coefficient (o) is greater than 10° cm/GW (24, 25) and the wires show strong 3PA at
high excitation intensities (26). The increased multiphoton absorption has been attributed
to the local-field enhancement due to the surface states and the interaction between the
aligned wire facets (24). Using the 2PA coefficient of o, ~4x10° cm/GW the effective
penetration depth at an intensity of /=75 GW/ecm® is ~33 nm. However, because of
saturation, this length can reach micrometers, which results in a more uniform excitation
of the wires.

The change of the expansion, intensity and width at different fluences rises after
the zero of time and reaches the maximum value nearly at the same time, also consistent
with the fact that the wires were directly excited and not heated through a substrate with
energy transport through the wire. The temporal evolution profiles of the lattice
expansion, intensity and width can be fitted with the following formula, M(¢), convoluted

with our instrumental Gaussian response function (27),

M(t)=4- {exp(— ! ] — exp(— Lﬂ + A(0) fort>0,
Tdecay Trise

= A(0) fort<0

where 4 and A(0) are the amplitudes from the induced structural change and at negative

times, respectively, and zis. and zgecay are the time constants for the rise and decay parts
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the experiments for experimentally determined 7, (upper panel) and standard deviations
from the fits (lower panel); because the rises are relatively slow (on the picosecond time

scale), there was no need to record the entire profiles with femtosecond steps.
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of the change, respectively. For time-resolved electron diffraction of condensed matter,
however, the response function accounts for the diffraction difference following the
optical excitation, since electrons can probe all structures. All solid lines in Fig. 4 and all
lines in Fig. 5 were obtained by such fitting (see Fig. 6 for the results of fitting for Fig. 5c
as an example). Without losing the physical significance, we shall use the experimentally
determined times at half maximum 7, for further discussions.

In Fig.4a, 7;,=17ps for the intensity and width, and 7, =32 ps for the
expansion. The in-plane component of the nanowire, i.e., the horizontal lattice expansion
derived from the change in the horizontal spacing between (114) and (114) spots, is
much smaller and only noticeable at the highest fluence, with a significantly faster
recovery time (Fig. 5a). The intensity change of (114) and (114) spots share a
similar temporal evolution with that of the (006) spot, but are shifted to earlier time by
~5 ps (Fig. 5b). Lastly, as noted in Fig. 5c, the c-axis expansion is higher in amplitude for
the low-density array and rises faster than the rate observed for the high-density array.

From the results presented for structure, dynamics and fluence and density
dependences, the following picture emerges. The wires display correlated,
nonequilibrium behavior in that the behavior is anisotropically driven by the potential of
the carriers generated by the excitation, i.e., by the electronic change in bonding. Thermal
expansion of the material [using the coefficient o =2.49x10°K™" (18)] would give
Ac/c ~2x10* (AT ~ 80 K), which is two orders of magnitude smaller than the observed
values. At the highest fluence used, the observed expansion of 1~2% would correspond to
a temperature rise of 4000~8000 K, far beyond the decomposition temperature of 1975 K
(18). In other words, the dynamics are not controlled by a thermal-like, incoherent

expansion due to bonding anharmonicity but, instead, by the buildup of amplitudes due to
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the collective motions of atoms in the wire.

In a one-dimensional model, which considers the influence of a force induced by
the excitation field, we can calculate the diffraction resulting from wave-like atomic
motions in the wires. The speed of sound along the c-axis in ZnO is 6200 m/s and, over
the wire length (2 pm), a round-trip wave recurrence of 650 ps would be expected, if the
force field is impulsive (see Fig. 2b of Ch. 12), contrary to what was observed. Instead,
we observed a buildup of expansion and gradual recovery on a longer time scale (Fig. 4b),
a behavior which is obtainable when a sustaining excitation force field is operative (see
Fig. 4a of Ch. 12). This sustaining force is the result of carriers’ persistence and the
potential they generate over the excitation length, on the micrometer scale in this case.

The anisotropic expansion reflects an induced antibonding character along the
wire direction. Since the initial carrier generation is near I' (by 2PA) and in the in-plane
I'=M(K) region (by 3PA), carrier-carrier scattering becomes necessary in order to reach
the I'—A region along the wire, z direction (the Zn—O bonding). We also note that the
promptness of the intensity and width change comes from the direct cascade of optical
(and acoustic) phonon generation, which in this case amounts to ~20 for 3PA. As a result,
the maximum vertical expansion lags in time the change of both the intensity and width.
Besides the temporal behavior discussed, several observations support this conclusion.
First, the restructuring for the expansion occurs on a much longer time scale than those of
the intensity and width, and it is similar to the decay time of photoluminescence
(radiative recombination) of ~1 to 2 ns (28). Second, the horizontal expansion is absent at
lower fluences, and appears and disappears on a much shorter time scale at our highest
fluence (Fig. 5a). This is because the initial excitation induces in-plane movements of

atoms, which also signifies that the intensity of (114) and (114) spots should
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(Fig. 3a).

decrease before that of the (006), as observed experimentally. Lastly, as the excitation
fluence increases, the density of carriers increases, leading to the observed larger
longitudinal expansion.

When these different sets of experiments were repeated on the low-density
nanowire array (Fig. 5, panels ¢ and d), we observed similar behavior to that of the
high-density array, but with the largest expansion reaching as much as 2% and occurring
at earlier times. These observations suggest that in the low-density materials, the
nanowires are freer to collectively expand, reaching a nonequilibrium effective
“temperature” of 8000 K through the electronic potential change (Zn—O bond weakening)
by carriers. Modeling of the electronic—nuclear coupling may quantify this behavior.
Although the average separation between wires is 300 nm in the high-density array, the

inhomogeneity in distribution (clustering) becomes essential to the extent of expansion.
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The Issue of Similar Movement for Different Spots

We have noticed the similar amount of movement for different Bragg spots
(Fig. 7), and the allegation of an overall pattern shift due to certain charge effects might
seem legitimate. It should be noted that our discovery of a unidirectional behavior in ZnO
nanowires, induced by an ultrashort infrared light pulse and probed by electrons, was
concluded not only from the movement of few Bragg spots but also from the temporal
intensity and width changes in the diffraction. Each of the diffraction features as a
function of time has its direct association with certain atomic or lattice motions in the
structure, and their response differences in time mirror the processes that occur
subsequently in a material. Given the resembling but different temporal dependence for
the diffraction features (Fig. 4a), there should be more than one physical process involved
in the dynamics of a zinc oxide nanowire. In addition, as mentioned earlier, the lack of a
movement over time for the unblocked (undiffracted) direct beam undoubtedly eliminates
the explanation of a simple overall pattern shift for our observation.

Photoemission from ZnO wires could not lead to our experimental findings, either.
The work function of ZnO is ~5 eV (29, 30), larger than the energy provided by three
photons of 800-nm light. Besides, such a charge separation would result in a positive
potential on the material surface and affect the trajectory of the undiffracted grazing
electrons, which is in contradiction to our finding. Furthermore, the diffraction intensity
and width changes over time would become inexplicable should the single mechanism of
photoemission be responsible. On the contrary, the physical processes mentioned above
satisfactorily explained our experimental results; e.g., the fluence dependence of c-axis
expansion in a log—log plot correctly matches with our proposed model of multiphoton

excitation. In fact, the fluence dependence of maximum intensity decrease in a log—log
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plot has a slope of ~3 (Fig. 8), which is again in a nice agreement with the required
3-photon absorption.

It should also be noted that proportionality of the vertical movement versus the
order of the diffraction spot (in accordance with Ac/c = —As,/s,) would be valid only if all
the spots were from the same structure. Whereas the (006) spot and first-order-Laue-zone
diffractions were generated from the reflection nature of our technique, the appearance of
other spots, such as (004), (1 T4) and (T 14), was due to the transmission-type probing
of the current nanostructure. Given the proximity of these spots to the shadow edge, the
responsible diffracting structure was only the top of the nanowires where the lattice is
free to expand; electron transmission from a lower part could be easily blocked by other
adjacent wires. The (006) spot, however, had contribution from both the top and a lower

part of tens of nanometers, leading to an averaged, slightly lowered, c-axis expansion. A
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natural consequence of this explanation will be an earlier start of spot shift for the (004),

(1 T4) and (T 14) diffractions, and indeed our analysis supports such a model (Fig. 9).

Conclusion

Visualization of atomic motions during structural change reveals the direct role of
electron—nuclear correlations which ultimately control the behavior of macroscopic
phenomena, such as the optoelectronic effect in zinc oxide. The unexpected material
behavior described above for confined nanostructures is unobservable when the studies
are made in the equilibrium state. Only when observed with atomic-scale spatial and
femtosecond temporal resolutions can we acquire fundamental understanding of

structural perturbations and relaxations for different optical and chemical dopings, and
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hence the optimization of function at the nanometer scale.
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Chapter 6
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Introduction

A first-order phase transition, which depicts the transformation between two
distinct phases of a material at a well-defined temperature, is conventionally achieved
through a change in a field variable such as pressure, temperature, magnetic or electric
field. The most common examples are those transformations between the solid, liquid and
gas states of matter; for such phase transitions, the general macroscopic, thermodynamic
description has been established for many decades. However, since a phase transition is
not achieved instantaneously, a microscopic understanding of the phenomenon, which
demands the knowledge of the transformation mechanisms in advance, is critical to the
dynamic description and the kinetics of the transition processes in time. In cases of
melting (freezing), vaporization (condensation) and sublimation (deposition), interactions
between atoms or molecules, and nucleation and the growth of nuclei accompanying the
absorption (release) of thermal energy, are central in the microscopic description (7).

As a phase transformation involves collective phenomena, unraveling the relevant
microscopic processes at work can be a daunting task. The metal—insulator transition (2)
is such a transformation with a quantum nature, signifying the abrupt state change
between the existence of a massive number of interacting, itinerant electrons and their
localization into an ordered, bounded conformation (3). One of the best known examples
is vanadium dioxide (VO,), which has been a subject of intensive study for nearly half a
century (4-13) since the discovery of its first-order metal-insulator transition at a
temperature of ~340 K by Morin (/4). The further complication in its study is the
accompanied structural transformation at a very similar, if not exactly the same,
temperature between the low-temperature monoclinic (M;) and high-temperature

tetragonal (rutile) crystal structures (/35, 16). As a result, for the strongly correlated
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material VO,, the issue of whether the phase transition at 77=340 K is essentially
originated from the electron correlation effect [the Mott—-Hubbard picture (7, 17)] or
dominated by the structural vanadium—vanadium (V-V) dimerization/separation [the
Peierls picture (5, /8)] has long been under debate until even today (19, 20). The question
of whether or not the temperature of the metal-insulator transition and that of the
structural transformation are the same has also been raised and argued (21).

To resolve these puzzles satisfactorily, it is more important to look into the
dynamics involved in the phase transformation(s), besides understanding the properties of
the individual phases. In this regard, the difference in the characteristic time scales for
charge carriers and nuclear motions (lattice vibrations) may provide hints to a deeper
understanding. It is known that the transformation from the insulating monoclinic phase
of VO, to the metallic tetragonal phase can also be initiated via photoexcitation of the
valence electrons (22-27); through the photoreflectivity and phototransmission
experiments that are sensitive to the dynamics of the excited carriers, their internal
equilibrium is reached in an ultrashort time of ~80 fs (28). In contrast, nuclear motions
generally occur on a longer time scale, from hundreds of femtoseconds for interatomic
vibrations (29) to up to tens of picoseconds for lattice expansion over many unit cells
(Chs. 4, 5 and 7). Thus, unifying the concomitance of the electronic metal—insulator
transition and the structural lattice transformation (from thermodynamic studies) with this
temporal disjunction between the electronic and structural equilibriums (in the dynamics)
may be the key to settling down the aforementioned debates over many decades.

In fact, we want to point out that the description of only two states (the insulating
monoclinic and metallic tetragonal phases) involved during the phase transition process

of VO, is incompatible with the dynamical behavior observed using time-resolved
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techniques. The ultrashort time of 80 fs, in which the initial insulating VO, appears to
already reach a metallic state (28), is too short for all the nuclei to arrive at their final
positions in the tetragonal structure. With a sound speed of ~4000 m/s in this material
(30), a distance of ~3 A would be the upper limit for any nuclear motion in such an
ultrashort time; however, the size change of a sub-micrometer crystallite, e.g., the
accumulated b-axis expansion over 1000 unit cells, is about an order of magnitude larger
than the 3-A limit, let alone the accumulated nuclear movements due to the angular
change between the principal axes a and c¢ (37). Therefore, there must be some
transitional state(s) during this solid-solid phase transformation, and the identification
and even visualization is of the utmost importance.

This concept of the energy landscape and transition and intermediate states has
been widely used for reactions and transformations in chemistry and biology; in
condensed matter, such use has recently been theoretically addressed for solid-solid
transitions involving two thermodynamically stable configurations (32, 33).
Experimentally, for direct probing of the transitional state(s) during phase
transformations, the radiation or particle used must have both a wavelength on the scale
of atomic distances and an appropriate temporal resolution, as demonstrated in the studies
of melting and lattice dynamics by ultrafast X-ray absorption (34) and diffraction (35-38),
and electron diffraction (39-41). In our laboratory, ultrafast electron microscopy and
diffraction (42) have been the methods of choice for direct observation of the structural
dynamics during molecular and phase transitions (43-45).

In this chapter, I provide a full account of the structural evolution during the
solid—solid phase transformation of VO, from the initial monoclinic conformation to the

final tetragonal one, using time-resolved electron diffraction with atomic-scale spatial
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(a) Real space

monoclinic phase

> Cr

(b) Reciprocal space

Fig. 1. Real-space crystal structures of VO, and the corresponding basis vectors in
reciprocal space. (a) Crystal structure of the monoclinic, low-temperature phase (upper
panel) and the tetragonal (rutile), high-temperature phase (lower panel). Vanadium atoms
are depicted in red and oxygen atoms in pink. The major structural difference is the V-V
dimers (indicated by violet lines) in the monoclinic phase and their breakage in the
tetragonal phase. Note that the axis definitions change. (b) The relationship between the

reciprocal basis vectors for the two phases.
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and temporal resolution (46). Experiments were performed mainly on VO, single crystals,
and on a thin-film sample to gather more data for the fluence dependence results. In order
to map pathways of nuclear motion, all observed Bragg diffractions of different planes
and zone axes were examined on the femtosecond to nanosecond time scale. The match
between the observed temporal changes and the calculated structure factor for various
indices makes possible the separation of different nuclear motions—the femtosecond
primary V-V bond dilation, the displacements of atoms in picoseconds, and the
sound-wave shear motion on ~100 ps. Moreover, we found that a minimum fluence of
photoexcitation is required to activate the structural transformation at short and long
times, and this threshold behavior has a clear dependence on the ambient temperature.
The fairly good correspondence between the excitation threshold observed in the
photoinduced phase transformation and the thermal energy required by the phase
transition thermodynamically at different temperatures convincingly indicates a common
transformation mechanism for both scenarios. Thus, with the examination of the
thermodynamic studies in recent years (/2, 13, 19), the present study of structural

dynamics offers a unified delineation for this highly correlated material of VO,.

Experimental Section and Sample Characterization
A. VO: Single Crystals
The two thermodynamically stable crystal structures of VO, are depicted in
Fig. 1a: the vanadium atoms arrange into pairs in the initial monoclinic M, phase,
whereas all V-V distances are equal in the final tetragonal phase. The crystal axes are
assigned differently due to the symmetry change, and the a axis of the M, phase is

conventionally matched with the ¢ axis of the tetragonal phase. Therefore, in real space,
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am ~ 2¢t, by ~ —b; and ¢, ~ a; — ¢, where the subscripts m and r refer to the M| and rutile
(i.e., tetragonal) structures, respectively. The basis vectors in reciprocal space can be
deduced, as shown in Fig. 1b. It is clear that any reciprocal lattice point (kkl), for the M,

phase has one-to-one correspondence with one for the tetragonal phase, i.e. (g +l,—k,ﬁ s

2
except for those with an odd 4. Thus, the Bragg diffractions from the M; phase with an

odd % index become forbidden after the structural transformation into the tetragonal phase;
all other diffractions are allowed, with certain changes in their intensities and slight shifts
in their positions due to the small modification in the unit-cell parameters (37).

In order to minimize or eliminate the effects from the sample inhomogeneity and
morphology, stoichiometric deviation, embedded defects, domain sizes, etc., we used
single crystals for the current study of structural dynamics in VO,. Three single crystals
of VO, with a phase-transition temperature near 340 K have been grown by the vapor
transport method (47), and were from the same source as those samples in Refs. 12 and
13. Static X-ray diffraction (by a Bruker SMART 1000 CCD diffractometer with graphite
monochromated Mo K, radiation, A =0.71073 A) was performed for the confirmation of
the crystal structures below and above 340 K; the long-range order of the samples was
evident from the well-defined diffraction spots shown in Fig. 2. Dotted circles are drawn
to indicate those diffractions with an odd / index in the M, phase, which are encircled in
small dashed circles. Above 340 K, they become forbidden due to the change in the
structural symmetry and therefore disappear, showing complete loss of diffraction
intensity (appearing as dark spots at the same positions in the difference image, Fig. 2b).
All other spots show both bright and dark parts in the difference image, indicating the
slight changes in the Bragg spot positions upon the structural transformation. It is noted

that most of the shifts contain a clear angular component, which signifies the small
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Fig. 3. Ewald construction in reciprocal space and diffraction patterns observed by UEC.
(a) The corresponding reciprocal lattice for the crystal that was mechanically cut and
polished; the exposed surface is the (403),, plane, whose surface normal direction is along
the black arrow. Purple arrows are the basis vectors for the plane. (b) Top view of the
two-dimensional reciprocal lattice for the (403),, plane and the three zone axes (indicated

by the dashed lines and black arrows) accessed through the azimuthal rotation. (c) Side
viewof the Ewald construction (along Z;r:) for satisfaction of the diffraction condition.
The vertical separation between the observed Bragg spots is related to the reciprocal
vector, a. +C. , at the electron incidence angle of 5°. (d-g) Typical diffraction patterns
observed from different crystal surfaces and different zone axes; 7 is the surface normal

direction and v, is the electron propagation direction (zone axis). All Bragg spots can

be identified as the monoclinic structure (yellow indices).
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angular movements of atoms, or equivalently, a slight rotation of the crystal axes, in
accord with a previous study (37). Such angular modification causes a shear motion in
VO, during the phase transition, and it will be shown later that this shear motion plays an
important role in the dynamics of the photoinduced phase transition at longer times.

The naturally grown crystal surfaces typically have an area of ~2 x 2 mm®.
Sometimes even without the process of cleaving or major cleaning, a pattern of
well-indexed Bragg spots can be obtained by our facility of reflection electron diffraction.
When necessary, the crystal surfaces were polished mechanically and gently wiped clean
with acetone. The resulting diffraction patterns become transmission-like due to the
electrons probing the sub-micrometer-sized islands of VO,; however, all spots can be
correctly indexed, which shows that VO, is hard enough and mechanical polishing of its
surfaces is feasible. We observed, by monitoring the intensities of Bragg spots from the
top surface of a crystal, a complete phase transformation within 3 K and also the
hysteresis phenomenon with a width of 5.6 K, at a rate of heating or cooling of
~0.6 K/min from the bottom of the crystal. Therefore, the numbers reported here for the
temperature range and hysteresis width are the upper limits, and the actual values are
believed to be smaller (see the inset of Fig. 2 in Ref. 13).

To gather complete crystallographic data for the photoinduced structural
dynamics in all three dimensions, one of the crystals was mechanically cut and polished
to expose a surface that was not naturally grown and had a nonzero % index. Guided by
the information from x-ray diffraction, we obtained the (403), plane, whose
corresponding two-dimensional lattice in reciprocal space is formed by the orthogonal

basis vectors of u =b, and u, =a, —c, (Fig.3a). Different zone axes of such a

crystal surface can be accessed through the azimuthal rotation (¢); three such directions



173

are indicated in Fig. 3b and the corresponding static diffraction patterns, obtained at an
incidence angle of ~5° at room temperature, are presented in Fig. 3, panels d to f. The
small incidence angle of electrons is required for the proper interception of the Ewald
sphere with the reciprocal lattice points, as shown in Fig. 3c. For comparison, a
diffraction pattern from the unpolished (010),, surface of another crystal at a similar
incidence angle is given in Fig. 3g.

B. VO: Thin Films

It is known that VO, crystals are prone to fracture after several cycles of the phase
transition thermally because of the mechanical tensions caused by the volume change.
We also found that they cannot remain intact under the optical excitation above a certain
threshold. Hence, for the temperature- and fluence-dependent experiments, we also used
thin-film samples to obtain more data points. However, more caution is needed for the
study of dynamics on VO, thin films. Many issues, such as wrong stoichiometry, the
existence of mixed phases, sample inhomogeneity and morphology, small domain sizes
and poor connectivity, embedded impurities, additional strain or binding from the
underlying substrate, etc., may substantially alter the structural dynamics and
consequently lead to different conclusions from those made in the studies of single
crystals. Therefore, a close comparison of the thin-film dynamics with the existing data
from single crystals is necessary before it is included for further discussions.

Crystalline VO, thin films have been successfully fabricated on single-crystal
sapphire (Al,O3) substrates by using the pulsed laser deposition (PLD) method (48-51).
With a proper choice of the partial pressure of oxygen and the substrate temperature, the
deposited films can be highly oriented and single-phased with the correct stoichiometry

and no contamination from the substrate (50). Our thin films were prepared with the use
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Fig. 4. (a) Reflection diffraction pattern of a VO, thin film on ALO3(1010), in the
low-temperature M; phase. Bragg spots from the zeroth-order Laue zone, (Lo)m, are
indexed and the first- and second-order Laue zones [(L))m and (L;)m, respectively] are
indicated. (b) Diffraction pattern of the high-temperature phase. While the Bragg spots
from the zeroth-order zone remain clear, only the first-order zone, (L;);, can be observed.
(c) Relationship between the reciprocal lattices for the two phases. In the
high-temperature phase, (L;)n is forbidden and therefore (L), becomes (L;).. (d)
Diffraction intensity of the four (L), spots in the center as a function of temperature. The
red dots and curve are obtained from the heating procedure and the blue from the cooling

procedure.
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of a KrF excimer laser [COMPex Pro 102(KrF), Coherent], which has an output of
~300 mJ per 20-ns pulse at a wavelength of 248 nm. Before deposition, the base pressure
in the chamber was on the order of 10 Torr, and a constant flow of the oxygen (10%)
and argon (90%) mixture was then introduced, resulting in a total pressure of 28 mTorr.
Light pulses at a repetition rate of 20 Hz were focused onto an area of ~11 x 1.0 mm” on
a rotating target of pure vanadium metal (99.9%, ESPI Metals); vanadium atoms were
ablated to react with oxygen to form oxide films. The rotating sapphire wafers
(EPI-polished, MTI) were held at a temperature of 500°C during the film growth, and the
typical target-substrate distance was 9 cm. The thickness of the VO, films was ~140 nm
(measured by a contact profilometer) after 10° laser shots. To enhance the sample
homogeneity, domain size and connectivity, the deposited films were annealed for
42 hours in a pure oxygen atmosphere at 10 mTorr.

The insulator—metal phase transition of the thin films was observed by infrared
transmission at 2000 nm (0.62 eV) as a function of temperature. The closing of the band
gap of ~0.6 eV (4, 13) at high temperature leads to a 30-45% decrease in transmittance
and a typical width for the hysteresis phenomenon is ~6 K. Among the samples prepared
on the Al,O3 wafers with different surface planes, we found that VO,/AlOs( IOTO) was
able to produce a nice reflection pattern from electron diffraction, whereas
VO,/Al,05(0001) and VO,/ALO5(1 T02) readily gave transmission-like patterns. All
VO, films were highly oriented. In Fig. 4, panels a and b, we present the diffraction
patterns from VO,/Al,05(10 1 0) recorded at an incidence angle of 1.75° at two
temperatures (7= 300 and 365 K, respectively). From the Bragg spots and the noticeable
diffractions from the first- and second-order Laue zones, we confirm that the (010) plane

of VO, is parallel and registers to the wafer plane (10 1 0). The structural transformation
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can be clearly seen: given the direction of electron probing as in Fig. 4, the first Laue
circle, which originates from the reciprocal rods with the index of 4 = 1, disappears as the
sample is heated above the transition temperature (Fig. 4c). By gauging the total intensity
of the four spots on the middle part of the first Laue circle in Fig. 4a, we observed the
phase transformation near 334 K and a hysteresis width of ~6 K (Fig. 4d). These values
are satisfactorily consistent with those retrieved from the infrared transmission data.

C. Time-resolved Electron Diffraction

We used near-infrared pulses of 800 nm (1.55eV) to initiate the phase
transformation, whose structural dynamics was followed by diffracting the electron
packets after a variable delay time. The maximum optical fluence applied was 25 mJ/cm?,
and a fraction of it was enough to drive the phase transition with a single pulse. The pulse
tilting excitation scheme was invoked to resolve the group-velocity mismatch between
electrons and light (46). At the small angle of incidence, the electron-probed area on the
crystal surface is ~2 mm (the sample size) by 0.2 mm (the electron-beam diameter),
giving a temporal mismatch as large as 20 ps between the optical excitation and the
electron pulses in the original nontilted excitation scheme. By tilting the optical pulse,
their temporal synchrony can be achieved on the entire probed crystal surface, reaching a
femtosecond temporal resolution convoluted by any residual spread and the involved
duration of optical (120 fs) and electron pulses.

Within the experimental repetition period of 1 ms, we observed a full recovery to
the initial M; phase in all VO, samples, which was confirmed by observing no change
between the diffraction patterns recorded with the optical excitation at negative delay
time (an effective 1-ms delay) and those recorded without the excitation. Thus, the

contributions from static heating can be excluded, and the observed diffraction changes
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reveal the nonequilibrium dynamics following the femtosecond excitation. From the VO,
single crystals, we observed tens of well-indexed Bragg spots from the three-dimensional
reciprocal space (Fig. 3, panels d to g), and 30 of them were intense enough for
time-resolved investigations. They were acquired at short (femtosecond to picosecond)
and long (sub-nanosecond to 1.3 ns) times at room temperature. For the detection of the
femtosecond dynamics, we used a time step of 250 fs and reduced the number of
electrons per pulse to as low as ~500, significantly below the space-charge limit (42). In
such a low flux, the electron pulse width has been measured (322 + 128 fs) in situ at a
streaking speed of 140 + 2 fs/pixel (52). After the different stages of the structural
transformation of VO, were identified, diffraction patterns were recorded with different
excitation fluences at two specific delay times, =30 ps and 1.3 ns. The fluence was
adjusted by rotating a polarizer against another fixed one to keep the same polarization.
We also performed the same experiment and fluence-dependent study for the structural
dynamics at 7~ 110 K. From the thin-film sample of VO,/A1,05(1010), the temporal
changes of the (040) Bragg spot at room temperature and at ~100 K were recorded. They
can be well compared with the data obtained from the single crystals, thus provide
consistent dynamical information. Fluence-dependent experiments were then carried out
at various temperatures.

We also checked for possible effects of surface potential change or charge
trapping on the diffraction during the transition from the insulator to metal phase; no such
effects were found, as evidenced from our observation of a steady position and intensity
of the direct, nondiffracted electron beam for scans at all delay times. At 5° incidence, the
electrons diffract from a material thickness of about 10 nm; we do not observe rods in the

diffraction patterns, but instead well-defined Bragg spots, suggesting that at least ten
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interatomic layers in the surface-normal direction are contributing to the interferences.
We note that a rough estimate of the mean free path of a 30-keV electron gives a
penetration depth (~5 nm) that is about 20 times the interplanar separation. By these
examinations, we confirm the observed diffraction changes to be from the photoexcited

bulk VOz,

Results and Analysis

The patterns of diffraction change at four selected delay times, which are
referenced to a negative time frame, are shown in Fig. 5 for two zone axes at an
excitation fluence above 10 mJ/cm’®. Right before the zero of time, no appreciable
difference can be seen, which assures the stability of the data acquisition without a
long-term drift. After the zero of time, in only 2 ps, a significant decrease in intensity
with no distinct spot movement is observed for some Bragg diffractions; the intensity
drop is maintained at a similar level for a period of ~20 ps. Further diffraction changes,
such as more intensity decrease or reversed increase, and spot position shift, continue to
develop within 200 ps, and the resulting diffraction patterns remain steady for the
following 1 ns, which reaches the end of our time range. These different periods signify
the time scales involved in the photoinduced structural transformation of VO,. Hence, to
quantify the diffraction differences and characteristic times, we fit the horizontal and
vertical profiles of the Bragg spots and retrieve the information of spot intensities,
positions and widths as a function of time.

The initial intensity decrease at short times is plotted for three different Bragg
spots in Fig. 6. Two types of behaviors are seen: an ultrafast decay that seems to be

limited by the electron pulse width and a decay that lacks such fast dynamics but
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proceeds within a longer period of ~15 ps. By lowering the number of electrons per pulse,
the full range for the ultrafast intensity decrease can be reduced from 3.7 ps in Fig. 6a to
760 fs in Fig. 6b. Using the cross correlation between the optical pulse width of 120 fs
and the electron pulse width of 322 fs at ~500 electrons per pulse, we deduce a time
constant (7;) of 307 fs as an upper bound since the unknown residual spread from the
setup for the pulse tilting scheme, broadening of the laser pulse in the optical path, and
relative large uncertainty in the electron pulse width are not taken into consideration. This
femtosecond behavior is manifested in the temporal changes of the following Bragg spots:
(8k6) shown in Fig. 3d (k=0, £1, £2, +3 or +4); (10 2 4), (915), (806), (717), (628),
(10 1 6), (907), (818), (923), (814), and (527) in Fig. 3e; (606), (714) and (417) in
Fig. 3f. In contrast, the slower picosecond behavior is not affected by the electron pulse
width, and has a time constant () of 9.2 ps (Fig. 6¢). Such dynamics is observed for the
(091), (084) and (08 2) Bragg spots from the single crystal and also for the (040) from
the thin-film sample.

We check the temporal changes of the background intensity in the vicinity of the
(806) diffraction. Unlike 20% intensity decrease for the spot at 10.2 mJ/cm?, the intensity
of inelastic scattering exhibits essentially no dynamics and maintains a constant level, as
shown in Fig. 7a. Therefore, the difference patterns presented in Fig. 5 do not originate
from an overall decrease in the number of diffracted electrons that might be caused by the
photoinduced insulator—metal transition. They reveal real structural changes during the
transformation. The positions and widths of the intensity-decreasing Bragg spots have no
significant dynamics at early times, as demonstrated in Fig. 7, panels b and c,
respectively. For comparison, a clear Bragg spot movement as large as 2.5% (Ch. 7) and

a distinct width broadening of more than 50% (Ch. 4) have been observed in different
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Fig. 8. Long-time change in (a and b) the diffraction intensities (offset vertically by a
constant value for clarity) and (c and d) the positions, obtained from the experiments at
different zone axes. Indices of the Bragg spots for the M, phase and their conversion into
the high-temperature ones are provided. The temporal profiles are fitted to a single
exponential decay function, and the extracted time constant (73) is given in each panel.
These values are similar and, therefore, indicate the time scale for the final lattice
conversion from the M; phase to the high-temperature one. After the conversion is

complete, the diffraction intensities and positions remain for >1 ns.
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Fig. 9. Dependence of the femtosecond dynamics and the large-scale shear displacement
on excitation fluence at room temperature. The magnitude of the initial intensity decrease
(violet) and the amplitude of the long-time change (green) are plotted for different
excitation fluences. A common threshold region is observed. The inset shows the
transients of the (606) Bragg spot for two different excitation fluences. The magnitudes

of change were measured at 10 ps and 1 ns.
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materials. Thus, the particular manner of the diffraction changes presented here signifies
a different transformation mechanism from those reported in other studies.

At a later time, the VO, structure has to complete its transition into the tetragonal
form. The further changes in the Bragg spot intensities and positions within the
experimental time range are shown in Fig. 8. The common feature in these transients is
the evolution of diffraction change toward a final value with a time constant (z3) of
50~100 ps, followed by its maintenance for 1ns or longer. Intensity increases and
decreases for different spots are observed (Fig. 8, panels a and b), depending on the
diffraction indices and also the overlap between the reciprocal lattice points and the
Ewald sphere after the structural transformation; more discussion will be given in the
next section. For the spot positions, as plotted in Fig. 8, panels ¢ and d, as two examples,
we observe ~0.1% (~0.3% in another measurement) and ~0.5% decrease in the reciprocal
vectors of the (806), and (62 8),, spots, respectively. The calculated changes for these
two spots are —0.23~0.33% and —0.19~0.44%, depending on the unit-cell parameters used
(15, 16); it is noted that these values may need some adjustments due to the slight tilt of
the axes (37). However, according to the good agreement between our experimental
observations and the calculations based on the static structures from x-ray diffraction, we
conclude that completion of the transformation to the tetragonal structure occurs on a
time scale of ~100 ps after the femtosecond photoexcitation.

After the identification of the short-term and long-term dynamics, fluence
dependence of the diffraction intensity was studied at room temperature for two time
points, =30 ps and ¢ = 1.3 ns, as shown in Fig. 9 for the (606) Bragg spot as an example.
The intensity change displays a nearly linear dependence with a threshold (Fy) at

6 + 1 mJ/cm® (53). Given the reflectivity (R) of 0.28 and the optical penetration depth
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Fig. 10. Comparison of the fluence dependence of the femtosecond dynamics at two
temperatures. The dashed line and the shaded region are the same as those in Fig. 9 for
room temperature. At 7= 110 K, an increased fluence (indicated by the horizontal arrow)

is required for the observation of the same level of initial intensity decrease at 7= 300 K.

(1/@) of ~100 nm at 800 nm (54), this threshold fluence corresponds to an optical density
of Fi(1-R)/(1/c) =430 mJ/mm’ absorbed at the surface. With the unit cell volume of
118 A’ (16), which contains four vanadium ions, such an energy density gives
~0.05 photon per vanadium ion, indicating the minimum fluence required for switching
into the new phase in crystalline VO,. For the spots that exhibit the femtosecond
dynamics, the threshold for the sub-nanosecond component is either the same or slightly
higher than that for the femtosecond component (Fig. 9), suggesting that the appearance
of the long-time dynamics is associated with the initiation of the short-time dynamics.

Prompted by the coincidence between the threshold energy density of
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different temperatures. The specimen is a VO, film (140 nm in thickness) deposited on

A1203(10T 0). The thin-film results agree well with those obtained from the VO, crystals.
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430+ 72 mJ/mm’ (i.e., ~1800 300 cal/mole) and the minimum thermal energy
necessary for the phase transition from 7= 300 K [i.e., the required enthalpy increase of
~550 cal/mole plus the latent heat of 1020 cal/mole (4)], we set off to investigate the
influence of the temperature on Fy, for the photoinduced transformation. The temporal
evolution of diffraction changes at 7= 110 K is found to be similar to the observation at
room temperature. Intriguingly, much larger excitation fluence is required to cause an
initial intensity decrease of 30%; the general trend obtained from the low-temperature
experiment provides good evidence for an increased threshold (Fig. 10). To verify this
observation, we also conducted similar experiments on a thin-film specimen,
VO,/Al,05(1010). The results, presented in Fig. 11a, show a satisfactory agreement:
practically the same threshold of Fi, ~6 mJ/cm?® is obtained at room temperature and a
larger one for the low temperature. Moreover, this threshold fluence becomes lower at
temperatures higher than 300 K but below 340 K (Fig. 11b). Such a coincidence between
the photoexcitation threshold observed in the current dynamics study and the thermal
energy mandated by thermodynamics may be the pivotal connection between the two
approaches, dynamical and static, for the study of VO,. Its importance and implications

are discussed in the next section.

Discussion
A. Short-time Dynamics: V-V Bond Dilation and Intracell Adjustment
The absence of a spot shift at early times signifies that no lattice expansion takes
place on the ultrashort time scale as a result of the optical excitation (Fig. 7b). In addition,
the absence of a clear width change indicates that no significant lattice disorder is

introduced (Fig. 7¢). Thus, structural modification on a larger scale across many unit cells
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step being the displacement of the vanadium ions along the chemical bonds that are
mostly along the monoclinic a axis. The monoclinic unit cell is depicted as dotted purple
lines and the tetragonal unit cell as a blue dotted box. (b) Direct motion of the vanadium
ions from the initial (purple) to the final (blue) positions, mostly along the monoclinic ¢
axis. The indicated displacements in panels a and b are for delocalized excitation of the
lattice. (c) Structure factor and expected intensity change for the listed Bragg spots for
the displacement depicted in panel a. (d) Structure factor and intensity change for the

displacement depicted in panel b.
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is not significant during this time range. These observations also exclude thermal
expansion or lattice inhomogeneity (strain) as an important mechanism to consider.

In contrast, the intensities of Bragg spots are influenced by the photoexcitation of
valence electrons, signifying that additional atomic motions take place within the unit cell
and cause destructive interference to diffraction. Notably, all Bragg spots that show the
femtosecond behavior involve nonzero values for the 4, k£ and / indices, whereas those
displaying the slower picosecond behavior have a zero 4 index. This distinct difference
confirms that the photoexcited material is in a highly nonequilibrium state, and the
diffraction intensity decrease cannot be explained by the Debye—Waller factor (Eq. 16 of
Ch. 2) derived on the basis of thermal equilibrium. Furthermore, the two behaviors with a
clear difference in the time constants signify stepwise atomic motions along different
directions. Thus, we should return to the structure factor and consider the possible atomic
movements for the observed diffraction changes.

The intensity (/) of the Bragg spot (hkl) is proportional to the square of the
structure factor, F(hkl), which is determined by the position (xyz) of atom j within the

unit cell,

2
9

F(hkl) =Y f, expl-2mi(hkl)-(xy2), |; T(hkl) oc |F (il (1)

where f; is the atomic scattering factor. The initial and final vanadium positions in the two
phases are depicted in Fig. 12, panels a and b. From the inner product in Eq. 1, it is
evident that an atomic movement along a certain direction can only affect those Bragg
spots with nonzero components in the Miller indices along that direction. Thus, it is
concluded from the experimental results that the initial femtosecond motion is mostly
along the a axis, which also corresponds to the direction of the V-V bonds in the M,

structure (Fig. 12a). On the other hand, the picosecond structural transformation projects
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along the ¢ and b axes. If the femtosecond motion had significant components along b or
¢, it should be manifested in the dynamics of all investigated spots, contrary to the
observations. Note that the direct structural evolution from the initial M; to the final
tetragonal phase is mostly along the ¢ axis (Fig. 12b). Therefore, the argument in the
Introduction Section is justified: the photoinduced phase transformation of VO, involves
not only the initial and final states but also transitional structures which appear on the
femtosecond and picosecond time scales. The observed stepwise atomic motions indicate
that the phase transition proceeds through a nondirect pathway on the multidimensional
potential energy surface, and not through a direct structural conversion.

To quantify the short-time structural changes, we calculate for the observed Bragg
diffractions the structure factor and intensity changes as a function of the atomic
displacement. In Fig. 12c¢, the results of the V-V bond-weakening (or dilation) motion is
displayed. All spots with a nonzero /4 index show a decrease in intensity and for those
with & =0, the intensity remains nearly unchanged, as experimentally observed on the
femtosecond time scale. In contrast, the direct transformation from the initial to the final
structure would cause most spots to show an increase, and some a decrease, in the |F|*
value (Fig. 12d), a behavior which disagrees with the observation within an ultrashort
time. It is noted that in the limit of delocalized, uniform excitation across all excited unit
cells, even a small-amplitude motion of V-V bond dilation on the order of 10* A can
cause a substantial decrease in diffraction intensity. This effect is likely to have its origin
in the symmetry of the structure: the M, phase has a lower symmetry and the structural
transformation is a symmetry-raising process.

The initial photoexcitation of the valence electrons in VO, may be more localized

instead of being uniformly distributed. We also consider this localized scenario by
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calculating the |F* value with four random (instead of all 54) dilated bonds in a 3x3x3
supercell. The results are very similar to those plotted in Fig. 12¢, except for a larger
V-V separation. For the same amount of intensity decrease, this localized scenario
requests ~10 times the V-V displacement obtained from the delocalized scenario, which
is on the order of 10" A. Such an amount of displacement is a large fraction of the
difference between the two V-V bond lengths in the M, phase (i.e., 0.588 A), which can
reasonably be the beginning step for the transformation to the equal V-V distances as in
the tetragonal phase.

The femtosecond V-V bond dilation can be readily understood from a chemical
perspective. The initiating excitation at 1.55 eV is primarily from the d; band that has
major contribution from the bonding of vanadium pairs (5, /9) to an antibonding state
that instantly results in a repulsive force on the atoms. Consequently, they separate along
the bond direction in an ultrashort time faster than 7; = 307 fs, which is already less than
twice the V-V vibrational time of ~170 fs (28). In sequence and on a slower time scale,
all atoms in the unit cell adjust themselves under the influence of the new electronic state,
towards the configuration of the tetragonal phase. These two successive stages of
structural evolution constitute the short-time dynamics.

It is worth noting that the dominance of the femtosecond dynamics emerges when
the relevant direction of diffraction is monitored; the picosecond component originates
from the transversal motion. Therefore, it is expected to see a composite transient
behavior in optical reflectivity or diffraction experiments on polycrystalline samples
because of the averaging over all orientations. A previous study using time-resolved
x-ray diffraction (24) reported that the temporal evolution of intensity increase around the

(011)-spot region (55) from a crystal is dominated by a 12-ps profile, with a relatively
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Fig. 13. Transitional structures during the ultrafast phase transformation. (a) The

experimental data, here the (606),-spot (blue), reflects the stepwise atomic motion within
the unit cell and, on larger length scales, of shear motion. The important times during the
transformation are indicated (#: before photoexcitation; ¢#: after the femtosecond process;
t,: after the picosecond process; #: on a longer time scale). (b) Structural changes at the

corresponding times (¢, t1, t, t).

small faster component (<500 fs). In this work, the transitional structures en route to the
stable tetragonal configuration are resolved, and distinct coordinates can be defined for
the energy landscape of the current photoinduced phase transformation. The overall
temporal behavior, up to 1.2 ns, and structural snapshots are presented in Fig. 13 (see

below for the long-time dynamics).
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Before our recent report on direct probing of the photoinduced structural
transformation in VO, (46), Cavalleri et al. reported the ultrafast optical reflectivity
changes with a bottleneck time scale believed to be limited by the structure and related to
the stretching and tilting of V-V dimers (28). Lately, Kiibler et al. reported coherent
structural dynamics of polycrystalline VO, within the first picosecond using multi-THz
conductivity (27). From the spectral region related to the IR-active phonon resonances,
they observed oscillations centered at 6 THz and provided a qualitative model with the
initial dynamics being the local excitation of molecular V-V dimers into an antibonding
state. Here, we want to point out that, while the same initial femtosecond mechanism is
reported, this is the first time that the transitional structures are directly resolved and the
whole transformation process is mapped up to a nanosecond time. The current study on
VO, well demonstrates the capability of UEC.

The comparison of 7; = 307 fs (an upper bound) with the 80-fs time constant from
optical reflectivity (28) or with the <500-fs one from X-ray diffraction (24) is not
straightforward, as the former approach is more sensitive to the changes in the electronic
configuration of the material whereas the latter integrates the structural changes over the
X-ray probing length of micrometers. Future experiments with a <100-fs temporal
resolution may unravel the time scale of the femtosecond dynamics to be half of the
vibrational time (~170 fs) of the equilibrium structure, or one or two vibrational periods
due to potential-driven motion (Chs. 4 and 5) in the excited state (27). However, it is
promising to infer the answer based on the observed threshold behavior (see below).

B. Long-time Dynamics: Carrier Diffusion and Lattice Shear Motion
The transient behavior on the longer, sub-nanosecond time scale reveals another

dimension of the structural dynamics. As shown in Fig. 8, after the initial insulator—metal



195

transition, there is a continuous temporal change in the spot intensities and positions
which levels off at 7~ 300 ps. Specifically, the movements of the (806), and (62 8)n
Bragg spots toward their corresponding positions predicted by the tetragonal structure do
not start immediately after the femtosecond optical excitation (Fig. 7b), but proceed after
the short-time (femtosecond and picosecond) structural dynamics (Fig. 8, panels ¢ and d).
The observation leads us to the conclusion that, within the photoexcited region, the final
tetragonal structure is not fully achieved until few hundred picoseconds. The optical
reflectivity experiment showed that a metallic state is already reached and maintained
after the femtosecond dynamics (28). Therefore, the resolved transitional states during
the picosecond dynamics (Fig. 13b, #; to #,) and the sub-nanosecond evolution (Fig. 13b,
t, to tr) can be assigned as metallic monoclinic and unexpanded metallic tetragonal states,
respectively. The existence of a metallic intermediate state with a monoclinic geometry
(21) is also confirmed, although it is ultrashort-lived in nature (56).

With the time scale of ~100 ps in mind, we first examine the possibility of
thermal diffusion as the dominant mechanism. The thermal diffusivity coefficient (k) of
VO, at T=300K is 0.021 cm?/s, calculated from the relation x= K/pC; where
p=4.67glem’ is the density, C;=0.67J/(g’K) is the specific heat and
K =0.066 W/(cm-K) is the thermal conductivity (4). From the optical penetration depth

of ~100 nm and the equation of thermal diffusion in one dimension,

oT 0T
_ K_,
ot 0z?

we calculate that major heat conduction away from the probed layer must be slower than

1 ns (57). In fact, a simple estimation of the characteristic time for the absorbed heat to be

well removed from the 100-nm excited region is (100 nm)*/4x~ 1.2 ns. Thus, thermal
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diffusion itself cannot explain the observed ~100-ps dynamics, and is likely a minor
factor to consider.
Carrier diffusion within the excited, metallic region, on the other hand, may have

a time constant that is on the correct order of magnitude. The carrier diffusion coefficient

ks

D, may be estimated with the use of the Einstein relation, D, = u- , Where u is the

carrier mobility in the metallic phase, kg is the Boltzmann constant and ¢ is the charge of
a carrier. If ¢ is assumed to be the unit charge and x is on the order of 1-10 cm*/(V-s) (4),
D, will be on the order of 0.1 cm”/s, resulting in a diffusion curve resembling to an
exponential decay with a time constant of ~100 ps and, therefore, matching with the
observation. The relevance of carrier diffusion in the structural dynamics is the following.
Excess electrons (carriers), which are not bound by strong correlation with the lattice,
may redistribute within the excited metallic region but are impeded by the insulating
surrounding. The diffusion of carriers from the surface region of higher carrier density to
the less dense bulk means a partial removal of excitation from the electron-probed region,
leaving a partial transformation behind. This may explain why the (705),, spot in Fig. 8a,
which is forbidden in the tetragonal structure, does not fully disappear at an intermediate
fluence; its intensity does go to zero when a higher fluence is applied (data not shown).

In addition to carrier diffusion, another crucial (maybe even more important)
mechanism is the motion of shear and expansion/contraction (Fig. 13b, #). The diffusion
of electrons into the deeper region may contribute to the generation of this motion, too.
As mentioned in the Introduction Section, shear is inevitable for the macroscopic
formation of the tetragonal phase. From the static x-ray diffraction measurements, the

small angular movements of nearly all Bragg spots upon the phase transition (Fig. 2b)
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indicate a slight rotation of the crystallographic axes (37), which is equivalent to a shear
motion. As it travels at the sound speed of ~4000 m/s in VO, for a length scale of few
hundred nanometers, the time scale is also tens of picoseconds and corresponds well with
the observation. This shear motion is further supported by the evolution of Bragg spot
intensities. Although the Bragg spots exhibit the same early femtosecond-to-picosecond
behavior, they show intensity increase or decrease at the sub-nanosecond scale for
different zone axes. Because not all Bragg spots equally well coincide with the Ewald
sphere at the same time, shear motion may enhance or suppress the Bragg intensities
besides the changes given by the structural transformation. The asymmetric change
shown in Fig. 5b is a good example.

We have given a full account of the photoinduced structural dynamics at short and
long times, and also distinguished the different stages and the mechanisms involved
during the phase transformation. Because of the similar dynamics observed at different
fluences, we are able to compare the extent of the diffraction change from a
fluence-dependent study at two characteristic times. A different sample temperature does
not affect the dynamical behaviors, thus the direct comparison of thresholds retrieved at
different temperatures is also feasible.

C. Threshold Behavior: Dynamics vs Thermodynamics

The existence of an excitation threshold for the initiation of the femtosecond V-V
bond dilation shows that, from a delocalized energy-band perspective, a minimum
density of photodoping is necessary for the change of the band structure into a metallic
configuration together with the structural modification. From a chemical perspective, a
minimum level of charge excitation (i.e., enough bond weakening) is needed to cause an

irrecoverable motion. The requirement of ~0.05 photon per vanadium (equivalent to one
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electron for every 20 V* ions) at room temperature is quite low as compared to an
electron provided by each V** ion (its electronic configuration is 3d'). This result gives
some hints about the easiness of perturbing the VO, system. Below this threshold the
V-V bond is simply set on a coherent vibrational motion (27, 28), although its bond
strength is slightly reduced.

Intriguingly, a diffraction intensity decrease due to the induced additional motion
of V-V vibration is not clearly discernible when the excitation fluence is below the
threshold (Fig. 9). Here is a puzzling inconsistency: according to the scenario of
delocalized excitation in Fig. 12¢, an intensity decrease would always be present and no
threshold behavior would be expected, because the atomic movement for the V-V
displacement (on the order of 102 A) is comparable to a typical increase in the
vibrational amplitude. This puzzle may be resolved by adopting the scenario of localized
excitation. At an optical fluence lower than the threshold, because the dispersed excited
units cannot form the required connectivity for the macroscopic structural transformation,
the strongly correlated material VO, only allows an additional vibrational amplitude (on
the order of 107 A) to be added to the existing V-V thermal motion at room temperature.
As mentioned previously, an appreciable decrease in the Bragg spot intensity in this
picture needs a V-V displacement (not simply vibration) on the order of 107 A.
Therefore, it is consistent to observe no appreciable intensity decrease at low fluences.
Above the threshold, V-V bond dilation initially occurs at various localized places, with
a density higher than one pair per 20 vanadium sites (i.e., per 5 unit cells) to ensure the
connectivity through strong correlation; immediately following this initial excitation, the
equilibration and intracell adjustment take place in all adjacent unit cells on the

picosecond time scale, signifying a collective motion. This mechanism may be regarded



199

24‘-
i Phase transition
c 20F 1020 cal/mole
3 |
(@]
E 16} _
s 1 ——
Q.
(&)
> 12F
©
@
% °
© 8 o
5 £
T S
4 3
n
L
100 200 300 400

Temperature (K)
Fig. 14. Heat capacity of VO as a function of temperature (solid lines). The dashed line
is the theoretical value for Debye temperature of 750 K (4). The values given in the
shaded regions are the enthalpy increase required for the corresponding temperature rise.

The latent heat for the phase transition equals to 1020 cal/mole.

as the dynamical version of the percolation model considered in temperature-dependent
studies (10, 58).

The fact that the threshold for the sub-nanosecond component is not below that
for the femtosecond component (Fig.9) indicates the appearance of the long-time
dynamics to be associated with the initiation of the short-time dynamics. The major
implication is, regardless of the temperature of the material, the necessity of the initial
femtosecond V-V bond dilation for the proceeding of the following dynamics, including

the intracell adjustment, diffusion of nonbound carriers, lattice expansion/contraction and
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shear motion. In other words, without the V-V bond dilation, VO, maintains the
structural intactness in the M, phase.

It seems a pure coincidence for the optical density threshold at 7= 300 K to be
close to the minimum thermal energy mandated by the phase transition from the same
temperature, if one considers the nature of the femtosecond localized excitation versus
the overall macroscopic change in the energy content through thermal means. However,
the influence of temperature on the observed threshold strengthens this correlation. If
correct, according to Fig. 14, a fluence threshold of 11.3 mJ/em® at T=110K (or
equivalently, an increase of ~6ml/cm’ relative to the room-temperature value,
5.2 mJ/cm® derived from the thermodynamic value) is expected; at a temperature just
below the transition, a threshold of 3.4 mJ/cm® (or a decrease of 1.8 mJ/cm®) is
anticipated. Experimentally, the shift by ~4.5 mJ/cm® in Fig. 10 for observing a similar
degree of diffraction change at 110 K, and the threshold increase of 4-8 mJ/cm? at 100 K
in Fig. 11a, give a fairly good agreement with the expected increase of 6 mJ/cm®. The
observed threshold decrease of ~2 mJ/ecm® at 7= 330K in Fig. 11b also makes a good
match. Thus, the strong correlation between the optical and thermal energy values at
various temperatures encourages a serious comparison between the dynamical behavior
of VO, and its thermodynamic properties.

In fact, there are other studies reporting a similar fluence threshold at room
temperature and some mentioning the trend for the temperature dependence. From a VO,
film, a threshold of 3 mJ/cm® was measured by femtosecond infrared absorption (26).
From a polycrystalline thin film, the thresholds observed by multi-THz conductivity were
5.3, 4.6 and 3 mJ/cm® at T'= 250, 295 and 325 K, respectively (27). From an oriented thin

film, the extrapolated threshold from the photoinduced conductivity measurements
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decreased from 7 mJ/cm” at 7= 300 K to 2 mJ/cm® at 330 K (58). The general agreement
for the threshold value from various groups and different samples, and its temperature
dependence following a similar trend, further support the aforementioned correlation.

The common theme shared by the VO, structural dynamics and several recent
studies on the static electronic structure (72, 13, 19) is the crucial role of the V-V dimer
unit. On the basis of this understanding and the correlation between the optical and
thermal energy thresholds, we propose a common transformation mechanism: the phase
transition from the insulator (M) to metal (tetragonal) state is initiated by the dilation of
the correlated/connected V-V bonds, whether it is induced optically or thermally. An
illustration is given in Fig. 15: the relative energies of the initial, transitional intermediate
and final states will be affected by temperature which may facilitate or hinder the
transformation. In a static picture, the band gap of ~0.6 eV for the M, phase (4, 13),
which is more than 20 times the thermal energy of 29.3 meV at 340 K, cannot be
theoretically reproduced without a simultaneous consideration of the structural aspect and
correlation within singlet V-V pairs (/9). The molecular, correlated nature of V-V
dimers in the M, phase cannot be fully described either by the Mott-Hubbard (electron
correlation) model or by the Peierls dimerization (/2). Treating a V-V pair as one
molecular unit, which is also supported by the current results of structural dynamics,
becomes the key to understanding the thermodynamic and dynamical properties of VO,.

Since the structural and electron correlation effects are intertwined, the allegation
of different temperatures for the insulator—metal and structural phase transitions may
become poorly supported (21, 56). However, transitional intermediates do exist on an
ultrashort time scale, as shown in this work. In regard to the femtosecond V-V bond

dilation, considering the molecular and correlated nature of the dimers, one may expect
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the time constant, 7;, to be roughly half of the vibrational time of 170 fs if an inertial
separation is operative, which matches with the optical reflectivity results (28); or about
one vibrational cycle if excitation is equilibrated and shared by several dimers, leaving
the bond stretching motion to be in charge (27). According to our previous discussion
about the scenario of localized excitation, we predict that the former mechanism is likely
to occur with a much higher excitation fluence, whereas the latter is more probable for a

fluence that does not exceed the threshold too much.

Conclusion

The advantage of using UEC to unravel the atomic motions during a structural
phase transition is demonstrated by the results reported here for VO,. The elementary
steps follow a nonconcerted mechanism involving a sequence of transitional structures,
first intracell atomic displacements on the femtosecond and picosecond time scales,
followed by carrier diffusion and long-range shear motion within a sub-nanosecond time
and at the speed of sound. The V-V bond dilation is the initial step of the insulator—metal
transition and structural transformation, providing a dynamical molecular picture. The
correlation between the thermal and photoinduced transition thresholds at different
temperatures suggests the common pathway mechanism for the transition and connects
the dynamics and thermodynamics research approaches into a unified description for this
material. With four-dimensional atomic-scale spatial and temporal resolution, we expect,
by using this table-top approach, many future extensions in the studies of strongly
correlated materials and phase transformations, designed nanometer-scale materials and

biological systems.
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Introduction

The physical and chemical properties of materials can be altered as a result of the
generation of metastable structures (/), electronic and/or structural modifications (2, 3),
and phase transitions (4). For the latter, much of the work has been done on solids at
equilibrium, namely when temperature or pressure becomes the variable of change. In
contrast, transient structures of nonequilibrium phases, which are formed by collective
interactions, are elusive and less studied because they are inaccessible to conventional
studies of the equilibrium state. Initiated by photons, the structural changes underlying
such transitions involve charge redistribution and lattice relaxation culminating in a
process termed a photoinduced phase transition (5-7). In order to understand the nature of
these optically dark phases, it is important to observe the structural changes with the use
of time-resolved methods, especially ultrafast electron microscopy (8-10), electron
diffraction (/0-12), and x-ray absorption and diffraction (/3-17). In this chapter, the
direct observation of the nonequilibrium structural phase transition in superconducting

cuprates is reported.

Materials and Experimental Section

The material that we chose to study is oxygen-doped La;CuOs4:5 (LCO); although
the undoped material is an antiferromagnetic Mott insulator, doping confers
superconductivity below the critical temperature (7;) and metallic properties at room
temperature. Thin films were grown on a LaSrAlO4 substrate by means of an
atomic-layer molecular beam epitaxy (MBE) system (/8). The films under study were
characterized during growth by reflection high-energy electron diffraction and ex sifu by

atomic force microscopy (AFM), x-ray diffraction, and measurements of resistivity and
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Fig. 1. AFM image of the topography of the LCO surface. The scan range is 800 nm by
800 nm. The surface of the film is atomically flat except for a few three-dimensional
islands seen as circular white regions in the image. They are cylindrically shaped with a
base diameter of ~50 nm and a typical height of ~20 nm. These structures are small LCO

islands epitaxially aligned with the underlying cuprate film.

magnetic susceptibility as a function of temperature. The products are single-crystal films,
and AFM shows atomically smooth surfaces (root-mean-square roughness in the 0.3- to
0.6-nm range). In few films, we observed some surface roughness, in the form of some
islands with a typical width of 50 to 200 nm and a height of ~20 nm, small enough for
transmission electron diffraction to be observed (Fig. 1). The islands were verified to

have the same crystal structure and conductivity as those of the single crystal, as
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evidenced by measurements of the lattice constants and by electric force microscopy,
respectively. One such film, with a thickness of 52 nm and a critical temperature
T. ~ 32 K, was chosen for the present study.

Ultrafast electron crystallography (UEC) has been established as a method for
studying surfaces and nanometer-scale materials with atomic-scale resolutions. The
sample was photoexcited by 800-nm light pulses (with a temporal width of 120 fs) and
probed by electron packets generated via the photoelectric effect. In order to observe
lower-order Bragg diffractions from the material, the incidence angle of electrons (42) is
set typically between ~1° and 2°. The scheme of pulse front tilting (/9) was used for all
experiments reported here to achieve the necessary time resolution and sensitivity. To
tune the temperature and incidence angle (for rocking curve measurements), we mounted
the sample on a metallic holder coupled to a cryostat that was capable of reaching 10 K,

which in turn was placed on a goniometer with an angular precision of 0.005°.

Results and Analysis

In Fig. 2a, the static diffraction pattern obtained at room temperature is shown
with no excitation. From the observed Bragg spots in s space, where s = (4n/A)sin(42),
we indexed the pattern using the tetragonal unit cell of the cuprate La,CuQOy.5. Analysis
of the diffraction patterns for different zone axes gives lattice constants of a =5 =3.76 A
and ¢=13.1+0.1 A, which are in agreement with the x-ray diffraction measurements
made on the same film (a=b=3.755A and c¢=13.20 A). The error range in the
determination of the absolute values of the lattice constants comes from the uncertainty in
determining the sample-to-camera distance. However, relative changes can be measured

with much better accuracy, reaching below 0.01 A (or 0.001 A through fitting).
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Structural dynamics of the material were obtained by recording the diffraction
frames at different times, before and after the arrival of the optical excitation pulse. In
Fig. 2, panels b and c, two representative diffraction difference patterns are shown. These
difference patterns display the changes induced by the initiation pulse; they are frames
obtained at the specified times and referenced, by subtraction, to a frame at negative time
(i.e., before optical excitation). At 1.55 eV, the femtosecond pulse only excites the
material because the substrate is transparent to the 800-nm light; the penetration depth of
the laser pulse in the material is 143 nm (20), which far exceeds that of the probing
electron pulse (~10 nm). Therefore, the observed structural dynamics can only originate
from the cuprate film.

After the femtosecond initial excitation, the observed Bragg spots shift downward
(along the c¢ direction), indicating an increase in the c-axis lattice constant. For other
Bragg spots, the shift scales correctly with the order of diffraction. For example, the shift
(As in s space) of the (008) spot is 80% of that of the (0 0 10) spot, in accord with the
relationship Ac/c =—As/s. (We measured no change in the position of the direct electron
beam on the CCD camera.) The observed changes are on three different time scales,
characterized by time constants of 5 ps and 27 ps for the formation of the transient phase
and 307 ps for structural recovery (see Figs. 3 and 4).

The change with time is striking. In Fig. 3a, we plot the vertical profiles of the
(0 0 10) Bragg spot along the ¢ direction at different times. At negative times, the Bragg
peak is centered at an s value corresponding to the equilibrium ¢ value of the lattice:
s=10|c*|=4.80 A", where |¢*|=2m/c=0.480A". The structure at positive times
evolves first in a few picoseconds and then changes drastically in tens of picoseconds; for

example, at 120 ps after the excitation, the peak becomes centered at a lower value
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(s =4.70 A™") corresponding to a huge increase (~2.5%) in the c-axis lattice constant. We
studied the material behavior at three different temperatures, 20, 100 and 300 K.

The unexpected feature of Fig. 3 is that, before restructuring, all of the curves
obtained at different times cross at a single point, s =4.76 A, at the fluence of
20.6 mJ/cm®. What was expected, as observed in semiconducting materials (Chs. 4 and 5),
was that the peak would shift continuously while the intensity decreased with time.
Neither behavior is observed here at the high signal-to-noise level achieved (Figs. 3 and
4). Thus, this intensity sharing with a common crossing point, as shown below, indicates
a structural transition from the initial phase to a new one. Such a crossing behavior in
spectroscopy would be termed an isosbestic point, corresponding to the spectral position
where two interconverting species have equal absorbance; regardless of the populations
of the two states, the total absorption at the isosbestic point does not change.

For the structural dynamics studied, we observe the interconversion between two
structures with different c-axis lattice constants and, for this reason, we term this point
the structural isosbestic point. At this particular s value, the two structures involved are
diffracting equally, and their coexistence is evidenced in the temporal changes. The
influence of the time-independent instrumental response function (from the electron beam
size) has been taken into consideration. For the case of two interconverting structures
with Gaussian intensity profiles, it can be shown mathematically that instrumental
broadening only modifies the widths, but structural isosbestic points remain robust. The
behavior of interconversion is clearly illustrated in Fig. 3b, where we display, as a
function of time, the depletion of the initial structure and the growth of the
transient-phase structure. The data, which was acquired over the same time delays as

those of Fig. 3a (middle), were obtained by referencing all frames to the diffraction
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profile of the equilibrium structure at negative time. In the inset of Fig. 3b, the actual
diffraction profile of the (0 0 10) Bragg spot is shown at two different times, —10 and
+130 ps, with each profile fitted to a Voigt-type function.

The decay of the initial structure and the formation of the new structure are
quantified by integrating the intensity underneath the (0 0 10) diffraction curves. For the
diffraction data obtained in Fig. 3b, the green line in Fig. 4a is the total integrated
intensity divided by two. The fact that it is not changing with time rules out the
involvement of intensity-depletion processes, such as those described by the
Debye—Waller mechanism (Eq. 16 of Ch.2); in that case, the mean vibrational
displacement of the atoms would have increased and caused a decrease in diffraction
intensity, contrary to what is observed. Moreover, because the linear expansion
coefficient is o, < 1.0x10° K" (21), a 2.5% increase in the lattice constant would
correspond to an unphysical rise of 2500 K in the lattice temperature. The black and red
curves are the total integrated intensity to the right and left of the crossing point in Fig. 3b,
respectively. They reflect the population change of the initial structure and that of the
new one. The population of the initial structure (black curve in Fig. 4a) decays with a
time constant of 27 ps, describing the growth of the transient phase.

The restructuring at longer times is depicted by Ac as a function of time in Fig. 4b.
The dashed line near time zero represents an average value of ¢ for the structures that are
present. With no crossing, the value of Ac decreases and reaches an asymptote at ~1 ns.
This restructuring after the phase transition can be described by an exponential decay
with a time constant of 307 ps with an offset of about 0.04 A. Accordingly, even after
1 ns, the restructuring is incomplete and, for complete equilibration, a much longer time

scale is required. Some contribution from a temperature rise induced by the laser pulse



219

“BJep [BIUAWILIdAXD O} WO PAUTeIqo 1By} YIM JUIWIAITe
poo3 ur st jeyy ado[s € pAIA (dulp udAI3) SUONER[NO[Ed [BONAI0Y)
oy “(eury pa1) (wo/fur)/y 700 Jo odors & yum oouonfy yum Apreaur|

SOSBAIOUL Oy ‘PIOYSAIY) Y} 9A0QY _WO/fW G JB P[OYSAIY} Ied[d ©

(4
SI QIO ], JURIDIJJ200 uondiosqe Jeaur] Yy Jo asn Ay} YIIm pIje[nofed se
ans 1addoo 1ad paqrosqe suojoyd jo soqunu dy) smoys doy o) uo sixe
[eIu0ZLIoy Ay ], "dduanfj Jo uonouny € se (sd ¢g—)o — (sd o¢)o = Xy
‘soseyd om] Oy} USOMIIQ JUBISUOD JOIB] SIXB-D JY} JO JOUIIJJIP
oyl (q) "(‘me) syun Arenigie ul SI 9OUIN[J JUAILIP JOJ Judwaoe[dsip
oy ‘ooudnpy yoed je wnwixew yedd (=7 AUy} 0} pIZI[EWIOU e
syead 1y 1snqoi st jurod 013S9gSOSI [eINONIS Y, "SISBIIOUI J0UdN[J
oY) Sk dNeA § JOMO[ B PIBMO} SYIYS (dUI] paysep Y} Aq pIjedrpur)
oseyd juoisuer} 9y} JOJ JeY) SBAIYM ‘OnjeA § dWES Y} JB SUIBWI
oseyd wnuqrmbas oy 10J ogoId oy, "(P[OYsaIy) d2A0qe) WO/[UI 9'0T
pue ¢ 11 ‘(pPloysaIyr Mo[oq) 87 ‘sooudnyj 21y} e so[yoid uonoeiip

[eordA1 (e) -ooudpuadop ooudn[j pue IOIABYDQ PIOYSAIYL °S *SIJ

Sl

([wojrw) souen|4
oL
T

]
T
£
e
(&)