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Abstract

Estimates of the radial distribution of seismic velocities and
density and of seismic attenuation within the earth are obtained
through inversion of body wave, surface wave, and normal mode data.
The effect of attenuation related dispersion on gross earth structure,
and on the reliability of eigenperiod identifications is discussed.
The travel time baseline discrepancies between body waves and free
oscillation models are examined and largely resolved.

As preliminary steps in this study, a technique is developed for
determining S wave arrival times and applied to records from several
large nuclear explosions. The resulting low-scatter travel times are
combined with other high resolution body wave results to help define
a gross earth model, designated C2, which fits 867 of the normal mode
data to within their 95% confidence limits.

The second stage considers the effect of attenuation on seismic
dispersion and shows the perturbation of phase velocity to be approxi-
mately an order of magnitude greater than the observational error.
Inclusion of an attenuation correction in the normal mode data and
subsequent inversion results in an elimination of the baseline dis-
crepancies.

The final portion of this research covers the inversion of all
available seismic Q data to obtain a better estimate of the radial
distribution of seismic absorption in the earth. Prominent features
of the resulting Q models, designated SL1 and SL2, are low Q zones in

both the upper mantle and in the 150 kilometers of the mantle just
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core-mantle boundary and finite compressional dissipation in
core. Model SL1 is used to compute the attenuation correc-
the normal mode data for a final inversion for seismic veloc-
density. The resulting attenuation-corrected earth model,

the corrected observations to the same precision as model

C2 fits the raw data. Moreover, QM3 represents a better match to the

travel time data than previous earth models. The reliability of existing

eigenperiod identifications in light of excitation criteria and com-

puted attenuation is examined. For completeness, an appendix is included

in which the relative excitations of a large set of spheroidal modes

(T > 45 sec, & < 150, n < 30) and toroidal modes (T > 45 sec, & < 150,

n <7)is

presented for both the Alaska earthquake (1964) and the

Columbia earthquake (1970) sources.
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Chapter 1

INTRODUCTION

1.1 Statement of the problem. This thesis addresses the problems of

estimating the radial variation of seismic velocities and attenuation
in the earth and of resolving the discrepancies between seismological
results based upon body wave observations and those derived from

normal mode studies.

1.2 Motivation. In recent years, great progress has been made in the
area of determining the internal elastic properties of the earth. The
development and installation of high quality long-period seismometers
permitted the observation of the earth's free oscillations. Subse-
quently, the acquisition of this very important data set was comple-
mented by the development of powerful inversion techniques (e.g. -
Backus and Gilbert, 1970; Jordan, .1972) which have allowed seismolo-
gists to estimate the radial variations of velocity and density in
Athe earth with some confidence. The models which have been proposed
through the application of these inversion techniques (Dziewonski and
Gilbert, 1973; Jordan and Anderson, 1974; Gilbert and Dziewonski,
1975) have, however, all been characterized by a persistent, somewhat
disturbing feature. The theoretical body wave travel times predicted
by these models are much slower than most body wave observations.

This is particularly true for shear waves. Since substantial evidence

has accumulated that there are significant regional variations in



upper mantle structure, extending to depths of at least a few hundred
kilometers, it has been generally assumed that the travel time base-
line shifts were simply manifestations of these regional differences.
Under closer examination, this assumption proves inadequate. The
free oscillation models predict travel times that are not merely
slower than the Jeffreys-Bullen (1940) times but slower than more
recently obtained travel times for continental paths (e.g. Helmberger
and Engen, 1974). Since a gross earth model should represent an
average of both oceanic and continental mantle, this in turn requires
that oceanic travel times be even slower than the continental obser-
vations, and the Jeffreys-Bullen (1940) times must be completely
biased (by 4-10 seconds for shear waves) toward some very anomalous
mantle. These two requirements are inconsistent with observed travel-
times (there are no observations of travel times that slow) and with
the care with which the Jeffreys-Bullen tables were compiled.

In comparison to the effort expended in investigating the elastic
velocities and travel times in the earth, the study of the distribution
of anelastic properties has been very much neglected. This neglect
was largely due to both the difficulty in obtaining accurate and
consistent measurements of seismic Q and to the lesser motivation for
obtaining these values. In the last year, however, the important
theoretical developments on seismic absorption by Liu, Anderson, and
Kanamori (1976) and Anderson, Kanamori, Hart, and Liu (1977) provided
seismologists with a substantial motivation for increased study. Liu

et al. (1976) and Anderson et al. (1977) demonstrated that a simple,



physically realistic model for attenuation in the earth could explain
the near constancy of Q and would additionally produce first order
perturbations in observed phase velocities. The implication of this
model is that the free oscillation models referred to above, in which
any attenuation effect was assumed to be second order and thus ignored,
do not accurately model the seismic velocities in the earth. The
constant Q requires that seismic velocities in the earth be frequency
dependent. In order to account for this frequency dependence when
inverting for seismic velocities, an adequate representation of the

Q distribution is required.

1.3 Approach. In addition to possible regional biases in observed
travel times, uncertainties in earthquake location and origin time
limit travel time accuracy. In the case of shear waves these problems
are further compounded by the second arrival status of S waves. The
shear phase onset is usually obscured by various compressional wave
precursors making an accurate estimate of onset time almost impossible
by conventional visual techniques. In Chapter 2, these problems are
overcome by the development of a new technique for determining shear
wave arrivals and the application of that technique to seismograms of
large nuclear explosions.

One shortcoming of existing gross earth models is the inability
of the normal mode data to resolve many of the short wavelength
features of the mantle determined by high resolution body wave studies.

In Chapter 3 the results of such body wave studies are included in



e

the starting model for a free oscillation inversion.

In Chapter 3 no attempt is made to include the effects of attenu-
ation in determining a gross earth structure. As mentioned in the
previous section, these effects are potentially very important. The
effect of Q on the observed periods of the earth's free oscillations
is discussed in Chapter 4. The implication of including attenuation
in the inversion process upon the existence of an upper mantle low
velocity zone is also discussed. Lastly the effect of attenuation
upon a given gross earth velocity structure and upon the resulting
theoretical body wave travel times is considered.

Since no model of the Q structure of the earth has been available
which is completely acceptable for the full range of seismic absorp-
tion data, we have attempted, in Chapter 5, to collect all available
seismic Q measurements, at all frequencies within the seismic band,
and to invert that data for a gross earth Q model. The uncertainties
and trade-offs between the various Q measurements are discussed here
and in Appendix 1.

The resulting Q models are used in Chapter 6 to correct the
observed normal mode periods for the effect of attenuation. The
corrected data are then inverted to obtain estimates of the radial
distributions of seismic velocities and density in the earth which
are consistent with the assumed Q model. The features of this model
are compared to earlier, uncorrected earth models. In Chapter 6, we
also discuss some of the problems and internal inconsistencies of the

normal mode data set. The reliability of reported eigenfrequencies
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is examined in light of excitation efficiency and predicted attenuation.
The development of a smoothed standard normal mode data set is pro-

posed in order to avoid model-dependent mode identificationms.
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Chapter 2

LOW-SCATTER TELESEISMIC SHEAR WAVE TRAVEL-TIMES

2.1 Introduction. The shear velocity structure in the mantle is

significantly less well determined than the compressional velocity
structure in the same region. This uncertainty occurs primarily
because shear waves are not the first arrival phases on a seismogram,
and, due to P-SV coupling, the actual onset of the shear wave arrival
is usually obscured by various precursor arrivals. As a consequence,
most S wave travel time data sets show large scatter. Moreover, the
overall uncertainty in epicenter locations and origin time determina-
tions, particularly for the events used by Jeffreys over 40 years ago,
led us to suspect that perhaps the baseline discrepancy in shear wave
travel times, referred to in Chapter 1, was merely an artifact of poor
data. The above difficulties and uncertainties associated with using
earthquakes as shear wave sources can be greatly minimized by instead
using large, underground nuclear explosions as our sources. The origin
time, depth, and epicenter of these explosions are generally known to
high accuracy, especially for the tests conducted in the Aleutian
Islands and at the Nevada Test Site. Even the Soviet blasts on Novaya
Zemlya have, for present purposes, fairly well determined source
parameters.

The problems due to P-SV coupling and to the late-arrival status of
shear waves were overcome by the development of a new technique for

arrival time determination. This technique, based on a suggestion by
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Helmberger (personal communication), utilizes the theoretically deter-
mined waveform of the shear wave and its precursors to compute the true

arrival time of the phase.

2.2 Technique. Other investigators (Kogan, 1960; Ibrahim and Nuttli,
1967; Nuttli, 1969) have previously used explosion data in attempting
to improve shear wave travel times. Ibrahim and Nuttli also attempted
to eliminate the obscuring effects of compressional precursors by
employing two separate techniques; particle motion analysis and deter-
mination of the product of the vertical and horizontal components of
motion; to their analysis. While these techniques represent an improve-
ment over simple visual identification of arrival times, neither method
is entirely satisfactory since both rely on the initial portions of the
waveform which are generally distorted by the precursor arrivals, par-
ticularly by the Sp phase. The Sp phase is the major precursor to the
shear wave and arises from SV-P conversion at the M-discontinuity below
the observing station. In addition, any departure from radial layering
in the earth introduces further errors into these analysis methods.
Our technique, described in more detail below, is not sensitive to such
symmetry deviations, and, since it relies more heavily on the later
portions of the wave form, is essentially insensitive to precursor
contamination.

Synthetic seismograms of the phase pS, the dominant teleseismic
shear energy from a near-surface explosion, a theoretically pure

compressional source, were generated using the source function proposed
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by Helmberger and Harkrider (1972). This source function has a faster
rise time than the Haskell (1967) source and has proved to be very
accurate in reproducing the P waves from nuclear explosions. This
function, therefore, was considered to be the most appropriate source
representation for this study. The resulting synthetics were then
compared to actual long-period WWSSN records of events in Nevada, in
the Aleutians, and at the Soviet test site on Novaya Zemlya. Figure
2.1 shows this comparison for several records as well as the Helmberger-
Harkrider source time function. The Sp precursor is included in the
second synthetic waveform (2.1b) and is also obvious in the actual
seismograms. The correlation between observed records and synthetics
is very good.

Our technique, then, is straightforward. We can compute the delay
time between the actual S wave onset time of the synthetic and the time
of the first peak in the waveform for any distance. Indeed, for dis-
tances greater than 300, the waveform and, in particular, the width of
the first peak is essentially constant. Thus, in our observations, we
need only measure the arrival time of this first peak on the actual
seismogram, and apply a correction, 3.7 seconds, to compute the actual
onset time of the pS phase. We ignore the initial portions of the
pulse altogether and thus avoid the necessity of removing the precursor
contamination. Since we are using an explosive source, the ground
motion of the pS phase at the observer will be up and radially back
toward the source. Hence, consideration of the required polarity of

the waveform on each component permits an unambiguous identification
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of the correct peak or trough. The arrival times are then corrected
for ellipticity (Bullen, 1937) using a value of 1/298.26 for the earth's
flattening (Stacey, 1969), and for the elevation of the station and
source. Lastly, a small time correction removes the initial compres-
sional path contribution to the observed pS travel time and we obtain
a surface focus S travel time. This last correction can be computed
very accurately for the NTS events and for the Cannikin test in the
Aleutians by using the near-field structures determined by aftershock
studies (Hamilton and Healy, 1969; Stauder, 1971; Engdahl, 1970). For
those explosions in Novaya Zemlya, this correction was estimated by
assuming a reasonable mean velocity and depth of burial. Errors in
these estimates do not cause significant errors in the overall travel

times.

2.3 The Data. Five nuclear explosions were used in this study.
Although records of about two dozen events were examined, only five
underground tests were of sufficiently large yield to generate large
teleseismic shear waves. These events are: two Nevada Test Site
explosions, code-named Benham and Jorum; the Cannikin test on Amchitka
in the Aleutians; and two Soviet tests on Novaya Zemlya, the first on
October 27, 1966, the other on October 14, 1970. Seismograms from
WWSSN and Canadian network stations were examined for clearly identi-
fiable pS arrivals from all five events. Ninety-six travel times were
obtained at distances ranging from 25.63% to 95.99°. Most of the data

o
are for distances less than 75 .
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In order to determine travel-times and then to invert to a velocity
structure, it is necessary to obtain accurate locations and origin
times. For the American tests, this is a simple matter, but for the
Soviet blasts, no official announcement is released, and the available
computed parameters were not completely trusted. The geographical
location of the Novaya Zemlya test site is surrounded by stations at
a wide range of distances and azimuths. As a result, and since the
depth of an explosion is tightly constrained, the computed epicentral
locations of the explosions will vary only by a few kilometers with
any realistic travel-time model. Such small shifts will not produce
resolvable differences in teleseismic travel-times. However, the
computed origin time of an event depends critically upon the model
employed. The two Soviet tests were relocated using four models: the
Jeffreys-Bullen tables, the 1968 tables (Herrin et al., 1968), gross
earth model Bl (Jordan and Anderson, 1974), and gross earth model
UTD124B (Dziewonski and Gilbert, 1973). Since it was believed that
the explosions were detonated on the minute or as close as possible
to that time, that criterion was used to select the Bl solution. This
solution also seemed most likely on the basis of the island terrain
of the test site. The resulting source parameters and the corresponding
I.S.C. determinations are as follows:

(1) October 27, 1966:
Bl: 5:58:00.4; 73.38N, 54.62E

I.8.6.% 5:57:57.3; 73.40N, 54.57E
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(2) October 14, 1970:
Bl: 5:59:59.8; 73.35N, 54.94E
T8«Cii 5:59:57.3; 73.31IN, 54.89L
It should be pointed out that the adoption of the revised source param-
eters noticeably decreased the scatter between the two data sets.

Having determined the source parameters for the five explosions,
the S arrival times are readily converted to absolute travel times by
applying the corrections described earlier. Table 2.1 lists all of
the corrected, absolute travel times used in this study as well as the
residual of those observations with respect to the Jeffreys-Bullen
Tables (1940). Since three different source regions were used, it was
expected that the data would separate naturally into three sets, each
with a different baseline. To examine this separation, the three data
sets were plotted separately as residual times with respect to the
computed J-B travel-times (Figure 2.2).

The most immediate difference among the data sets is the much
greater scatter in the Cannikin data. This was not unexpected, however.
The local tectonic setting of the test site has been shown to introduce
large azimuthally and distance-dependent scatter into observed travel-
times (Davies and McKenzie, 1969; Davies and Julian, 1972). Neverthe-
less, the basic trend of the residuals is consistent with the other
data sets. However, because of this large scatter and a large baseline
shift, these data were not used in the final inversion.

The NTS data and the Novaya Zemlya data both show very low scatter,

less than +1.3 seconds. This is significantly less scatter than has
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TABLE 2.1

Observed Travel Times

Station

Distance

(deg)

Travel Time

(sec)

Benham (NTS); Dec. 19, 1968; 16:30:00.0; 37.23 N, 116

AAM
BLA
SCP
cMC
OTT
RES
FBC
MBC
BOG
CAR
NNA

Jorum (NTS); Sept.

FCC
ATL
BLA
SCP
GWC
0GD

25.
28.
30.
30.
31.
38.
39.
39.
.53
51.
.50

50

61

63
60
04
66
41
91
00
13

79

603.5
650.0
672.2
680.9
693.7
807.6
808.3
810.4
979.4
995.7
1125.4

WNWOHFHORFRFOKFRDNSS

WHBUOHUVWWS

16. 1969; 14:30:00.0; 37.31 N, 116

25.
26.
28.
30.
31.
32.

94
41
58
01
68
42

Novaya Zemlya; Oct. 27,

MBC
RES
TRI
ATU
CMC
BLC
JER
LAH
SCH
MAL
SHL
FSJ
SES
PNT
VIC
WES
0GD
BOZ

30.
30.
33.

53
99
37

38.56

38.
41.
42.
43,
46.
46.
51;
52,
56.
57.
58.
58.
60.
60.

87
17
86
12
03
43
83
48
12
53
39
80
72
94

606.9
615.8
650.1
671.4
697.5
709.4

HFORFRNMWN

e & e
NN &

J-B Residual
(sec)

AT W

46 W

1966; 5:58:00.4; 73.38 N, 54.62 E

680.3
688.4
726.1
803.3
808.5
842.1
866.8
870.2
912.1
920.9
997.1
1006.7
1054.9
1074.2
1086.6
1092.4
1117.2
1119.2

PUOUEFELWWPRPLODNOOOORFOWDNDN
AP WO NNMNORFRM_MONMEUINDMON
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TABLE 2.1 (cont'd)

Station Distance Travel Time J-B Residual
(deg) (sec) (sec)
BAG 67.58 1202.1 5.2

Novaya Zemlya; Oct. 14, 1970; 5:59:59.8; 73.35 N, 54.94 E

MBC 30.57 682.0 3.1
RES 31.04 690.4 3.8
VAL 34.23 739.4 3.1
IST 34.68 744.1 0.9
TAB 35.61 758.7 1.0
FBC 38.11 795.5 -0.5
KBL 39.62 818.2 -0.6
COL 41.18 842.7 0.6
BLC 41.23 842.4 -0.4
JER 42.88 867.1 0.0
QUE 43.68 878.0 -0.8
SHI 43.80 881.0 0.5
YKC 44,25 888.1 1.1
EIL 45.10 901.3 2.0
HLW 45.26 902.9 1.3
SCH 46.12 915.2 1.3
NDI 46.24 916.5 0.9
FCC 46.49 919.6 0.4
MAL 46.51 919.6 0.1
GWC 47.67 938.3 2:4
FFC 51.24 989.2 3.5
SHL 51.75 997.6 4.9
FsJ 52.51 1008.1 5.0
EDM 53.47 1019.5 3.3
MAT 53.50 1019.9 3.3
HAL 55:11 1041.6 3.3
POO 55.86 1053.2 4.9
SES 56.16 1055.8 3:5
OTT 56.83 1065.1 3.9
PNT 57.57 1075.5 4.6
WES 58.89 1094.1 5.8
0GD 60.80 1118.3 5.9
AAM 61.21 1122.8 4.7
GOL 66.43 1188.5 5«5
DUG 66.43 1188.7 5 d
OXF 69.72 1226.4 4.1
SHA 73.28 1267.8 4.4
JCT 75.04 1288.1 5.1
CAR 88.63 1426.7 4.8
BOG 95.99 1492.9 6.2
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TABLE 2.1 (cont'd)

Station Distance Travel Time J-B Residual
(sec) (sec) (sec)

Cannikin; Nov. 6, 1971; 22:00:00.1; 51.50 N, 179.10 E

MAT 32.54 710.2 0.2
SHK 37.26 783.0 0.0
LON 38.02 792.7 -1.9
COR 38.22 798.3 0.7
BKS 42.70 863.4 ~1.2
GSC 47.72 935.7 -0.9
ANP 50.69 979.2 1.1
GOL 51.87 996.5 2.0
TUC 53.45 1015.5 -0.4
ALQ 54.33 1028.4 0.6
HKC 57.36 1068.3 0.1
KEV 57.38 1069.8 1.3
BAG 57.85 1076.8 2.1
RAB 60.05 1103.0 =0:.2
DAV 62.34 1132.7 0.3
BLA 67.70 1198.3 0.0
CHG 69.45 1218.1 =150
CTA 76.87 1303.1 0.0
MSH 77.83 1311.3 =2 2
QUE 79.29 1328.8 -0.3
SHI 86.63 1405.5 2.4
CAR 96.20 1491.4 3.0
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previously been reported in S wave studies (Kogan, 1960; Hales and
Roberts, 1970; Robinson and Kovach, 1971). This low scatter is a
result of the stability and accuracy of our technique. Additionally,
we believe this low scatter indicates that shear wave station correc-
tions, which were not included in this study, are not as large or as
important as earlier investigators have proposed (Doyle and Hales,
1967).

The NTS data set is much smaller than the Novaya Zemlya data set
and does not significantly extend the distance range covered by the
latter. Additionally, the NTS data comprise only a ;mall range of
azimuths and distances. For these reasons, it was not judged worth-
while to attempt to apply the necessary baseline shift to the NTS data
to make it compatible with the Novaya Zemlya data. Thus, only the 59
travel-times from the two Soviet blasts were used to determine a
velocity structure. It was still necessary, however, to determine
accurate origin times for these explosions since data from both events
were combined. The Novaya Zemlya data also have the advantage of
being a homogeneous data set from a non-tectonic source region, with
a wide range of azimuths and distances included. This results in a

more reliable average mantle sampling.

2.4 Results of the Inversion. These travel times were inverted for

a lower mantle shear velocity distribution using the linear estimation
method described by Jordan and Anderson (1974). This technique employs

an iterative algorithm which finds the smallest smooth perturbation to
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the starting model which satisfies the inversion data. A detailed
description of the theory of the linear inverse problem is given in
papers by Backus and Gilbert (1970), Jordan and Franklin (1971),
Jordan and Minster (1972), Jordan (1972), and Jordan and Anderson
(1974).

Unless specified otherwise, all inversions performed in the
research covered by this thesis use this method. The discussions of
uniqueness and resolution in Jordan and Anderson (1974), and reviewed
in Section 3.6 of the following chapter of this thesis, also apply
throughout. The starting model for this inversion was a modification
of the Jordan and Anderson (1974) model Bl. This model was modified to
incorporate the upper mantle shear veloctiy structure, SHR14, determined
by Helmberger and Engen (1974) for continental regions. Since the S
wave data used in this study represent ray paths through generally
continental upper mantle regions, this model was expected to be most
appropriate, and indeed, no baseline shift was required in order to
avoid any change in the SHR14 structure during the inversion. Since
the ray paths involved have bottoming depths greater than 650 kilo-
meters, the upper mantle serves primarily as a baseline adjustment,
and although it will affect bottoming depths slightly, one is rela-
tively free to select the most convenient realistic structure.

The resulting velocity model, S1, is shown in Figure 2.3 (see
also Table 2.2) along with the Jordan and Anderson (1974) model Bl.
We are, as mentioned above, not concerned with differences in struc-

ture above a radius of 5700 km (see Figure 2.3 insert), but only with
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Figure 2.3 - The velocity structure for model S1, solid line, in the
lower mantle and, in the insert, for the upper mantle. Also shown

for comparison in both regions is model Bl (Jordan and Anderson, 1974),
dashed line.
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TABLE 2.2

Shear Wave Velocity Structure (Model S1)

Radius Velocity Radius Velocity
(km) (km/sec) (km) (km/sec)
6371 3.69 5350 6.38
6330 3.70 5275 6.39
6330 4.45 5200 6.45
6300 4.45 5125 6.51
6300 4.30 5050 6.55
6250 4,44 4975 6.58
6200 4.48 4900 6.61
6150 4,52 4825 6.65
6100 4.55 4750 6.70
6050 4.62 4675 6.75
6000 4.72 4600 6.79
5950 5.08 4525 6.83
5900 5.19 4450 6.87
5850 5.38 4375 6.91
5800 5.41 4300 6.94
5750 5.57 4225 6.98
5700 5.90 4150 7.01
5687 5.97 4075 7.04
5675 6.04 4000 7.08
5660 6.06 3925 7.12
5643 6.08 3850 7.15
5625 6.09 3775 7.18
5602 6.13 3700 7.21
5573 6.18 3625 722
5550 6.24 3550 7:23
5500 6.32 3510 7.24

5425 6.37 3485 7.23
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the velocity structure below that depth. Model Bl has a very smooth
shear wave gradient throughout the entire lower mantle. The newer
model, S1, however, has substantial structure in this region, particu-
larly between radii of 5100 km and 5700 km. Another prominent feature
of this new model is a flattening of the velocity gradient in the
bottom 200 kilometers of the mantle although this region is not well-
constrained by the data set employed.

The shear wave travel-time curve is similarly more complex. Table
2.3 lists the surface focus travel-times for S1 but a better picture of
the travel-times for this model can be obtained by considering the time
residuals of S1 relative to the Jeffreys-Bullen times (Figure 2.4).
The most prominent feature of the residual curve is the deep minimum
at roughly 40°. This feature of the shear wave travel-time curve was
also observed by Ibrahim and Nuttli (1967) and corresponds to a sharp
velocity increase near a radius of 5500 km. However, beyond a distance
of 600, the S1 residual curve flattens out at roughly +5.0 seconds
until, at 900, the residuals sharply increase. This behavior is simi-
lar to the results of Hales and Roberts (1970) although with about a
4.5 second baseline shift. Both S1 and Ibrahim and Nuttli (1967)
predict a definite change in dt/dA at about 500. (See also Hales and
Roberts, 1970).

By using only distances gfeater than 300, all of the rays have
nearly vertical paths through the upper mantle. Hence, since essen-
tially all of the stations used are continental, the effects of major

lateral inhomogeneities in the upper mantle should appear primarily as
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TABLE 2.3

Surface Focus S Wave Travel Times

Delta Time Delta Time
(deg) (sec) (deg) (sec)
30 673.5 66 1183.3
32 704.3 68 1207.3
34 734.7 70 1230.8
36 764.9 72 1253.9
38 795.0 74 1276.5
40 824.7 76 1298.6
42 854.4 78 1320.3
44 884.0 80 1341.5
46 913.4 82 1362.2
48 942.8 84 1382.5
50 971.9 86 1402.2
52 999.9 88 1421.3
54 1027.3 90 1440.0
56 1054.4 92 1458.3
58 1081.1 94 1476.2
60 1107.5 96 1493.9
62 1133.4 98 1511.4

64 1158.8 100 1528.6
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Figure 2.4 - Jeffreys-Bullen travel-time residual curves for model S1,
Bl (Jordan and Anderson, 1974), Hales and Roberts (1970), Ibrahim and
Nuttli (1967), and Kogan (1960).




=Dl

baseline shifts between the three data sets. Indeed, there is a shift
toward faster times from the Novaya Zemlya data to the Nevada Test Site
data and especially to the Cannikin data. This correlates with the
trend toward increasing tectonic activity among the three regions.
Further, since the inversion data set covers a wide range of azimuths,
the resultant model, S1, should represent a gross earth, lower mantle
shear velocity structure.

Although we have thus obtained a highly reliable estimate for the
shear velocity structure in the lower mantle, particularly for the
region just below the 650 km discontinuity, we have not yet resolved
the baseline problem in shear wave travel times. Indeed, at this
point it would appear that substantial deep mantle differences do
exist between continental regions and oceans. The preliminary studies
of Sipkin and Jordan (1975) on ScS times also supported this conclusion.

As a final note on this study, it is possible that this technique
could be extended to earthquake sources. In order to use an earthquake
we require a very precise description of the spatial and temporal
characteristics of the source. Possible candidates for such events
would be the Borrego Mt. earthquake, studied by Burdick and Mellman
(1976) or some of the North Atlantic events presently being studied

now by David Blum and Donald Helmberger.
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Chapter 3

AN EARTH MODEL BASED ON FREE OSCILLATIONS AND BODY WAVES

3.1 Introduction. The normal mode data set is now adequate to determine

average velocities and densities in the upper and lower mantle and the
core and to resolve a certain amount of structure in these regions.
However, it is not adequate to resolve details having wavelengths of
the order of 100-200 km. To resolve these features, which are particu-
larly important in the upper mantle and the transition regions of the
mantle and core, one must utilize higher resolving power body wave
techniques, including travel times, apparent velocities, amplitudes

and pulse shapes. These data, by their very nature, are much more

path dependent than normal modes but it is reasonable to assume that
fine structure determined by body wave techniques is largely character-—
istic of the Earth as a whole. The role of free oscillations, then,

is to determine differences of the average Earth from the more path
specific body wave structures and to determine compatible density
structures. In this spirit we design a starting model based on high
resolution body wave studies and perturb this model to fit the normal
mode data set. The resulting model retains the features found by body
wave studies but the average properties in the various regions are
suitably adjusted to correspond to average Earth properties, as required
by the normal mode data set. This model is appropriate for discussions
of gross Earth chemistry and as a standard for discussing lateral

variations.
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Jordan and Anderson (1974) recently derived an Earth model consis-
tent with a large body of free oscillation, surface wave and body wave
data. These data tightly constrain the seismic velocities and densities
in the lower mantle and outer core. However, the resolving power in
the upper mantle and transition region, particularly for P waves, is
very poor, and the resulting model, as in all studies of this sort, is
to a large.extent dependent on the starting model. Although model Bl,
derived by Jordan and Anderson (1974), fits the available gross Earth
data, it has several unsatisfactory features. The upper mantle com-
pressional velocity structure, because of the resolving power problem,
appears to be inconsistent with the shear velocity profile which can
be resolved to greater detail. In particular, the low Pn velocity,
7.91 km/sec, is inconsistent with both the high Sn velocity, 4.83 km/
sec, and measurements of Pn in oceanic and most continental regions.
Model Bl had no P-wave low-velocity layer in the upper mantle in con-
trast to a rather pronounced low-velocity zone for shear waves.
Resolving power calculations indicate that an upper mantle P-wave LVZ
can not be resolved by the normal mode data set even though detailed
body wave studies demonstrate its existence in most parts of the Earth.

The low Pn velocity and the absence of a P-wave LVZ are related
problems since only average properties of the upper mantle can be
determined. If one accepts the Pn data, then inversion of the same
data set would yield a P-wave LVZ. Model Bl also gives shear wave
travel times that are not consistent with the travel times determined

in the preceding chapter and other recent studies (e.g.-Hales and
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Roberts, 1970).

Recent body wave studies of the upper mantle, using travel times,
amplitudes and wave shapes (Helmberger and Wiggins, 1971; Helmberger
and Engen, 1974), have yielded profiles having more structure than
can probably ever be resolved from gross Earth data. These structures
include LVZs for both P and S waves and discontinuities near 375, 500
and 600 km. Gradients between discontinuities, as well as average
velocities, can also be resolved with these techniques. Although the
above studies refer mostly to continental structure below North America,
there is reason to believe that the major features also exist else-
where. For example, evidence for the 375 and 600 km discontinuities
appears in great circle, mainly oceanic, dispersion data (e.g.,
Anderson and Toksoz, 1963) and from upper mantle reflection studies
(e.g., Engdahl and Flinn, 1974; Whitcomb and Anderson, 1970). Evidence
for the 500 km discontinuity has also been discussed for oceanic
regions (Whitcomb and Anderson, 1970) and for Australia (Simpson, 1973).

The interpretation of these discontinuities in terms of phase
changes (Anderson, 1967 a,b; Burdick and Anderson, 1975) requires that
they occur everywhere although their depths may vary slightly.

It seems appropriate, therefore, to adopt the high resolution
body wave profiles as starting models in a gross Earth inversion,
allowing them to be modified, as necessary, to satisfy the gross Earth
data. We make no pretense that the fine structure in the starting

and final models is required by the normal-mode data set.
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3.2 The Starting Model. The basic starting model is a modification of

the Helmberger and Wiggins (1971) and Helmberger and Engen (1974)
structures for the upper mantle, Bl for the lower mantle and Bl and
Whitcomb (1973) for the core. Whitcomb (1973) constructed his core
model from observed dt/dA's relative amplitudes and arrival times of
PKP, PKiKP, SKS and SKKS utilizing a recent mantle model (Jordan and
Anderson, 1974) for the required stripping to the surface of the core.
He discusses at length previous core studies. A crust and uppermost
mantle model was derived which is an average of the tectonic sub-
divisions of the Earth. It includes a 3 km thick water layer in order
to overcome the objections of Hales (1974). It has a 40 km thick '"1id"
(the mantle part of the lithosphere), a 58 km thick lithosphere, pro-
nounced low-velocity zones for both P and S and discontinuities or
rapid increases in velocity,near 375, 500 and 670 km. The latter
discontinuity was made sharp in order to satisfy P'P' precursor reflec-
tion data (Engdahl and Flinn, 1969; Whitcomb and Anderson, 1970).
Model Bl of Jordan and Anderson (1974) represented the 'shortest
smooth perturbation'" from a simple initial model that incorporated
the major seismic discontinuities (400 and 600 km) found from previous
body wave and surface wave studies (Anderson and Toksoz, 1963; Niazi
and Anderson, 1965, Julian and Anderson, 1968, Johnson, 1967) and
which upon inversion, satisfied the normal mode data set of Dziewonski
and Gilbert (1972) and a large body of supplementary data including
travel times, apparent velocities and group velocities. The starting

model had an adiabatic and homogeneous lower mantle and outer core.
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The starting, or initial, model for the present study, incorporates
fine structure of the upper mantle (Helmberger and Wiggins, 1971;
Helmberger and Engen, 1974), uppermost lower mantle (see Chapter 2)
and core (Whitcomb, 1973) which is unresolvable by the normal mode
data set. In addition, we modified the starting Vp model to be con-
sistent with the Pn data. The starting density model contains dis-
continuities in the upper mantle, at the depths of the seismic discon-
tinuities.

It should be emphasized that, in linear inversion, the starting
model is as important as the data set. Our starting model incorporates
features found by techniques which have an intrinsic greater resolving
power than the gross Earth data set itself. The inversion technique
we used is identical to that described in Chapter 2. For the forward
part of the calculations we used programs written by Martin Smith.

The radius of the core was fixed at 3485 km, the value determined by
Jordan and Anderson (1974) and verified by Engdahl and Johnson (1975).
This core radius is also consistent with the solutions of Hales and
Roberts (1970) and Gilbert and Dziewonski (1975). It is about 12 km

larger than earlier determinations, such as Jeffreys and Bullen (1940).

3.3 The Datasets. For the initial inversion iterations, we used the

same 177 normal mode periods used in the study of Jordan and Anderson
(1974). This includes the first five radial modes, the fundamental

spheroidal modes 082 - 0863’ the fundamental toroidal modes OT2 - OT46’

56 spheroidal overtones and 9 toroidal overtones. Most of these data
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are from Dziewonski and Gilbert (1973), and Gilbert and Dziewonski
(1975) . Gilbert and Dziewonski (1975) have recently presented the
results of a new analysis and have tabulated what they feel to be the
"best" observation for each mode. However, their criterion for 'best"
is model dependent. 1In chapter 6 of this thesis, we discuss a more
objective procedure for selecting the "best" eigenperiod observation
and propose a method for smoothing these observations to obtain a
standard normal mode data set.

In the final iterations we used 400 representative modes including

148 toroidal overtones up to and 136 spheroidal overtones up to

7749
5835. Eight radial modes were used. The data are from Dziewonski and
Gilbert (1973), Gilbert and Dziewonski (1975), Bolt and Currie (1975),
Mendiguren (1973), Derr (1969), and Kanamori (unpublished results).
Unfortunately, the techniques used by Mendiguren (1973) and Gilbert
and Dziewonski (1975) do not yield reliable estimates of the errors.
We follow the latter authors in assuming that 0.05% is a minimum error
but otherwise adopt the published error estimates. In many cases the
tabulated error is much less than one would infer by comparing the
various data sets. The eigenperiods and estimates of their errors are
tabulated in Table 3.1.

For the toroidal data set we have used essentially the same modes
as Gilbert and Dziewonski (1975) except that we have deleted the data
of Brune and Gilbert (1974) which have large uncertainties (v0.40%) are

not fit well by the Gilbert-Dziewonski models, and represent properties

only over a very short arc-length of the Earth's surface. The remaining
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DATA
(Sec)

2636.
1702.
1303.
1075,
925.
817.
736.
671.

619.
574.
536.
504.
476.
451.
429.
409.
391.
374.

359.
345.
333.
321.
310.
299.
290.
281.
272.
264.

38
51
60
20
36
92
86
80

02
62
93
94
64
83
50
61
16
76

59
70
15
21
18
o)
26
21
60
66

ERROR

(%)

.08
w15
.07
.09
.09
.08
.05
.06

o O O O O O o ©

.05
.08
.05
.08
.08
.06
.07
.05
.10
.05

(o <= S = R = S == S <= (= (i = I <> G < ]

.08
.05
.13
.09
.08
.10
.06
.16
wl]
.05

0 D o O O O o o O o

Observed

c2

2630.
1702.
1303.
1075.
925
818.
736.
671.

619.
574.
537.
505.
476.
451.
429.
409.
391,
374.

359.
345.
332,
321
310.
299.
290.
281.
272,
264.

18
30
63
53
55
04
39
76

03
99
52
16
86
83
52
46
32
80

68
79
97
10
06
78
17
16
70
5
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TABLE 3.1

and Computed Eigenperiods

DIFF. MODE DATA ERROR
(%) (Sec) (%)
0.24 T, 257.29  0.15
0.01 o, 250.14  0.04
0.00 T, 243.43  0.07

~0.03 (T, 237.37  0.10

-0.02 o1, 231.29  0.10

-0.01 T, 219.69  0.11
0.06 T, 213.89  0.10
001 ol 209.83  0.28

oy 0738 204.27  0.05

-0.06 oT,,  199.96 0.19

0.1 oT,,  195.88  0.22

~0.04 (T, 191.26  0.13

~0.04 (T, 187.40  0.26

-0.00 4T, 183.78  0.15
0.00 oT,s 180.25 0.05
0.04 (T, 176.85  0.05

-0.04

-0.01 T, 756.57  0.08

175 695.18  0.07

003y, 629.98 0.10

B 1T¢ 519.09 0.06
.05 1T 475.17  0.13
004 1Tg 438.49  0.05

_g'gg 1%y 407.73  0.10
g'gz g - 381.65 0.10

Sl 359.14  0.05
=004 L T1 339.54  0.06

=803 322.84 0.12

c2

257
250.
243.
237 .«
231.
219.
214.
209.
205.

200.
196.
192.
188.
184.
180.
177.

756.
693.
629.
518.
474,
438.
407.

381.
359.
340.
322

25
16
46
10
07
89
69
73
00

48
15
00
02
2.1
54
02

22
65
61
53
74
17
57

68
45
05
91

DIFF.

(%)

.02
.01
.01

0.11

o O O O O o o

.09
.09
a3
=05
.36

«26
.14
.38
«32
w23
.16
.09

.05
«22
.06
s 11
.09

.07
.04

.01
.09
«15
.02



MODE

1716

1720
1724
1725
1726

(o]
)

N

e

1
1
3l
1
1
1

30
31
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35
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1737
1738
1739

H H #3434 3 3 3 3 43

1.
1
1
1
1
it

40
41
42
43
44
45
1746
1747
1748

H H H 3 3 =3 3 3 3

DATA
(Sec)

280.

240,
211.
205.
200.
185.

180.
176.
169.
165.
162.
159.
156.
153,
150.

147.
145.
142.
140.
137.
135,
£33,
131
129.

125.

59

98
95
85
27
34

80
85
27
72
36
11
08
17
28

68
12
66
23
96
64
63
59
56

92

ERROR

(%)

0.06

.09
.05
.05
.05
.05

o O O o o

.06
.07
.05
.05
.05
.05
.05
.08
.07

o O O O O O O o o

05
.07
.06
.08
.06
.24
.07
.17
.06

o O 0 O O O 0 O O

0.08

C2

281.

241,
212.
206.
200.
185.

181.
177.
169.
165.
162.
159.
156.
153.
150.

147.
145.
142.
140.
138.
135.
133.
131.
129:

125,

35

29
22
16
51
57

16
00
32
78
41
20
14
21
41

72
14
67
29
00
79
66
60
62

83

B0

TABLE 3.1(cont'd)

DIFF.  MODE DATA  ERROR
(%) (Sec) (%)
-0,27 Ty 124.13  0.43

175, 122.26  0.14
-0.13 T, 118.96  0.13
-0.13 T, 114.41  0.12
~0.15 T g 112.92 0.12
-0.12  yTgg 111.40  0.09
-0.12
1T 110.24  0.13
-0.20 T, 107.44  0.13
-0.08 T, 104.94  0.13
-0.03 T, 102.59  0.14
-0.04
-0.03 ,T, 447.30  0.09
-0.06  ,T, 419.38  0.09
-0.04 ,T¢ 401.82  0.09
-0.02 ,T, 363.65 0.07
-0.08 ,Tg 343.34  0.06
g0y 219.95 0.06
-0.03 2T18 211.90 0.06
-0.02  ,T.g 204.63  0.10
-0.01  ,T,; 191.91  0.06
-0.04 5Ty, 186.19  0.06
-0.03
-0.11 2T25 171.12  0.12
=0.02 T, 166.50  0.07
-0.01 2T, 162.58  0.09
-0.04  5T,g 158.43  0.05
2790 154.70  0.06
0.07 2Ty 147.71  0.06

c2

124.
122.
118.
114.
112.
111.

109.
107
104.
102.

448,
420.
402.
363.
343.
219.
212,
204.
191,
186.

1705
166.
162.
158.
154.
147.

03
28
94
27
81
38

98
31
76
34

21
34
63
43
43
97
07
83
97
22

14
72
54
59
85
93

DIFF.

o O O ©

o O O ©

(%)
.08
.02
.02
.12
.10
.02

.23
.13
.17
+29

.20
.23
.20
.06
.03
.01
.08
.10
.03
.02

.01
+13
.02
.10
.10
«15
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32
34
35
36
37
38
39
2740
2741
2742

2
2
2
2
2
2
2

H B H A 3 B B3 B3 3 3

44
45
47
49
51
52
54
255
2758
2761

2
2
2
2
2
2
2

H B B B 83 3 3 3 3 3

379

3T
351y
3718
3719
3T20
3Ty
3753

DATA
(Sec)

144,
138.
135.
133.
130.
128.
125,
123.
121.
119.

115.
113.
110.
106.
104.
102
99.
98.
95
91.

259.
240.
189.
184.
178.
172.
167.
158.

59
62
73
14
5.
17
71
56
57
33

49
57
22
98
01
60
93
61
08
85

26
50
97
09
17
74
69
54

ERROR

(%)

.06
.06
.06
.06
.06
.08
.06
.06
.05
.14

(=]

o O O O O O O o o

.06
.06
.06
.06
.06
.06
.06
.06
.06
.07

Q0 I e O Q O B o O

.12
.10
<13
.09
.09
.06
.06
.06

0 O O O 0 O O ©

c2

144.72
138.74
135.94
133.28
130.72
128.28
125.93
123.68
121.53
119.46

115.55
113.72
110.25
107.03
104.03
102.62
99.92
98.65
95.04
91.76

259.38
240.80
190.77
184.28
178.33
172.87
167.84
158.81
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TABLE 3.1(cont'd)

DIFF. MODE DATA ERROR
65) (sec) (%)
-0.09 3T, 154.81  0.12
-0.08 3T, 150.66  0.05
-0.16  3T,4 137.24  0.07
-0.10 3T, 126.16  0.06
-0.16 3T, 123.75  0.06
-0.09 3Ty, 116.89  0.06
-0.18 3T, 108.87  0.06
-0.10 3T, 99.08  0.06
0.03  3Tg; 93.67  0.09
-0.11  3Tg4 84.35  0.09
-0.06 3T 78.69  0.10
-0.13 3T, 73.16  0.10

~0.02
~0.04 4T, 216.81  0.18
0.02 4T 199.74  0.19
-0.02 4Ty, 184.86  0.19
0.01 4T, 174.72  0.19
~0.04 4Ty 155.64  0.19
0.04 4T,, 147.47  0.19
0.10 4Ty4 143.67  0.19
405 136.30  0.20
-0.05 4T, 130.03  0.23
-0.13 4T, 101.27  0.30

-0.42
-0.10 4T, 93.79  0.10
0.09  4T,q 89.82  0.10
~0.07  4Tg, 87.46  0.09
~0.09 4T, 82.95 0.10
0.17  4T¢,y 74.72 0.09

c2

154.
150.
137.
126.
123,
116.
108.

99.

93.

84.

78.
73 .

217,
200.
185.
175+
155.
147.
143.
136.
129.
101

93
89.
87.
83.
74.

72
87
35
21
72
87
94
08
56
35

70
16

27
99
44
34
80
17
24
11
80
32

88
98
56
13
68

DIFF.

(%)
.06

.14
.08

.04

0.02
0.02

.06

0.00
0.12
0.00

.01
.00

w2l
L7
«31
.35
.10

0.20
0.30
0.14

«17
.05

.09
<17
.12
22
.04



DATA
(Sec)

735
72
19

174.
171,
157 .
97.
9%.
88.
87.
81.
76.
74,

97.
95.
86.
85.
81.
17
13,

129,
118.
115.
101.
99.
97.
91.

79
94
28

33
89
57
11
12
64
47
60
52
15

13
46
70
35
85
65
89

67
57
58
15
53
93
46

ERROR

(%)

0.09
0.10

o O O O O O O o @ 0O O o o 0 O o O o

o O 0O O 0 QO O

.10

.10
.08
.10
+09
.08
.09
.09
.10
.09
.09

.10
.09
.09
.09
+10
.09
.09

<39
«13
.14
.13
«13
k3
.14

c2

73.
73.
72

174.
172,
.65
97.
94.
88.
87.
81.
76.
74.

157

97.
95.
86.
85.
81.
7.1
73

129,
118.
LI5%
101.
99
98.
91.

86
05
26

67
17

11,
12
69
43
65
61
78

06
42
77
50
90
59
78

27
60
69
42
74
05
40

-

TABLE 3.1(cont'd)

DIFF.
(%)
-0.10
-0.15

0.03

-0.19
=05 16
-0.05

0.00

0.00
-0.05

0.05
-0.06
=0.12
-0.04

0.07
0.04
-0.09
-0.17
-0.05
0.08
0.15

0.31
-0.03
=0.10
-0.26
=0,21
-0.12

0.06

MODE

7738

7740
y 7T
7T49

0510

0511
0512
0513
0514
0515

DATA
(Sec)

85.
82.
76.
13,

1227.
613.
398.
305.
243,
204.
174.
134.

3233,
2133.
1545.
1190.
963.
811.
707.
633.
580.

536.,
502.
473.
448,
426.

45
84
18
36

64
39
55
84
59
61
25
65

26
58
60
12
L7
45
64
95
06

98
33
17
20
06

ERROR
%)

0.
0.14
0.

0.15

o O O O O O O o o o 0 O O O 9O O

o O O O O

13

13

.06
.05
.05
.05
<05
.05
.09
.05

.06
Sl |
.05
.05
.05
.05
<05
.05
+05

.05
.06
.06
.05
.05

c2

85.
82.
76.
73.

1228.
613.
398.
306.
243,
204.
174.
134.

3231
2133
1545.
1190.
963.
812.
707.
633.
579.

537
502.
473.
448.
426.

49
89
19
32

47
91
58
01
44
70
10
66

89
63
43
11
46
06
68
73
32

04
45
27
11
11

DIFF.

-0

(%)

.05

.06

.02
.05

.07
05
.01
.05
.06
.05
.09
.00

.04
.00
.01
.00
.03
.08

0.00
0.03
0.13

.01
.02
.02
.02
.01



MODE

0

()
~

18
19
20

0
0

0
0722
0723
0724

(nCDUJUJU)U)UJUJUJ

o—
%

N

o

26
27

0
0
0
0
0
0
0

29
30
31
32
0733
0734
0°35

U)(DUJ(AO'JUJU‘)U)U!U)

0736
37
0°
39
40
41
0 42

0543

(/J(IJU)J)U)U)

DATA
(Sec)

406.
389.
374.
360.
347.
335,
325.
315.
306.
297.

289.
282.
275,
268.
262.
255.
250.
244,
239.
234,

229.
225,
220,
216.
212,
208.
204.
200.

75
32
02
11
50
81
06
21
25
66

60
18
11
b4
06
95
31
92
59
58

74
16
62
43
31
35
57
93

ERROR

%)

o

.05
.05
.05
.05
.05
.05
.05
.05
.06
.05

o 0 0 0 0O O @ © O

.05
.05
.05
.06
.05
.05
.05
.05
.05
.05

O 0O O 0 O O © e ©o O

.05
.05
.05
.05
.05
.05
.06
.05

O O 0O O o o O O

c2

406.
389.
373.
359.
347.
335.
325.
315.
306.
297.

289.
282.
275.
268.
262.
256.
250.
244,
239,
234.

229.
225,
220.
216.
212,
208.
204.
200.

69
42
93
96
27
68
04
20
08
57

60
11
04
36
02
00
26
78
53
52

70
08
64
37
25
28
46
76

-35-

TABLE 3.1 (cont'd)

DIFF.
(%)

0.
-0.

0
0
0
0
0
0
0
0

|
o O 0 O O O

e O O O

O O B O L 0 O O

01
03

.02
.04
.07
.04
.01
.00
.06
.03

.00
.02
<03
.03
.02
.02
02
.06
.03
.03

.02
.04
.01
.03
.03
.03
.06
.08

MODE

0744
45
46
47
48
49
50
51
52

0753

0

0

%) m m (%] m m m 77] m wn

54
56
57
58
59
60
61
0762
0 63
0764

0

mmmmmmmm

0%85
0566

152
173
174
175
176

DATA
(Sec)

197
193.
190.
187.
184.
181.
178.
175:
172.
169.

167.
162.
160.
157.
155
153.
151.
149.
147.
144,

142.
141.

1470.
1063.
852.
730.
657.

19
87
57
26
25
00
31
27
54
97

38
41
01
70
01
24
12
07
09
96

99
22

85
96
67
56
61

ERROR

(%)

.05
.05
.05
.05
.05
<05
.05
.05
.05
.05

o O O O O O O O o o

.05
.09
.05
.09
.05
.05
.05
.05
.05
.09

O O 0O O 0O O O O © o

o

.09
.09

o

.08
.11
.05
.08
.05

o o © © ©o

c2

197.
193.
190.
187
184.
181.
178.
175.
172.
169.

167 .
162.
159.
157.
155.
153,
150.
148.
146.
144,

142.
140.

1469.
1063.
851.
729.
657.

19
74
40
17
05
02
08
23
47
79

19
20
81
49
23
03
89
80
77
79

86
98

37
01
98
59
34

DIFF.

(%)

0.07
0.09
0.05

o

o O O O O O O O o o o O O o

o o

o 0 QO O O

L1
<01
.13
.02
.04
ol

w12
«13
w12
.13
.14
.14
«15
.18
«22
22

.09
R b7

~10
.09
.08
.13
.04



MODE

—
mmmmmmmwmm
®

=
e}

1710
1714
15
1716
17
18

119

1

20
21
1522
23
15824
25
26
1527
1528
1529

1

mmmmmwm

1730
1933
1533
1534
1535
1536
1897
1538

DATA
(Sec)

603.

556

253.
244,
236.
228.
220.
214.
207.
201.
196.
190.

185.
176.
172.
168.
164.
161.
157,
154.

93

.03
509.
465.
337.
316.
299.
286.
274.
263.

96
45
01
06
50
22
75
63

97
93
2k
42
99
44
71
70
31
89

94
71
34
30
60
35
67
76

ERROR

(%)

.05
.07
.05
.06
.05
.05
.09
.07
.10
.09

o O O O O O o o o o

.09
.09
.09
.09
.09
.09
.09
.09
.09
.06

O O O O O O O o o o

.09
.13
.13
.13
«13
.05
«13
.05

O o o o O O o o

c2

604.
556.
509.
466.
336.
315,
299.
286.
274.
263.

253.
244,
236.
228.
221.
214,
208.
202.
196.
191.

186.
176.
172,
168.
164.
161.
157.
157.

64
48
97
18
48
58
56
27
45
72

88
80
38
55
25
43
03
04
40
10

10
94
73
74
96
38
98
74

w3 B

TABLE 3.1(cont'd)

DIFF. MODE DATA  ERROR
(%) (Sec) %)
-0.12 S39 151.64 0.07
-0.08 340 148.61 0.09
0.00 841 145.83 0.05
-0.16 942 143.17 0.09
0.16 543 140.61 0.09
0.15 S44 138.25 0.09
-0.02 S, 131.50 0.13
-0.02 848 129.18 0.13
011 849 12704 0.13
-0.03 S50 125.39 0.23
0.04 S52 121.96 0.05
0.05 553 120.07 0.05
-0.07 854 118.50 0.13
-0.06 1855 116.81 0.13
-0.12 SS6 115.32 0.13
0.07 558 11225 0.13
-0.16 559 110.91 0:13
-0.17 1561 108.06 0.13
-0.05 S63 105.69 0.13
- . .1
0.11 S64 104.41 0.13
-0.09 lg68 99.71 0.13
- . % |
0.13 1875 92.48 0.13

-0.22

-0.26 253 804.17 0.06
-0.22 234 724.87 0.05
-0.02 2S5 660.41 0.05
-0.19 236 594.71 0.05
0.01

Cc2

151.
148.
145.
143.
140.
138.
131.
129.
127,
125

121
120.
118.
116.
15,
112.
110.
108.
105.
104.

99.
92.,

804.
725.
660.
594.

66
72
93
25
69
25
50
43
43
51

87
14
47
85
29
30
87
14
55
31

64
48

95
16
06
64

DIFF.

=0.

(%)

01
.08

.07

.06

.06

.00

0.00

<19

.23

.09

.07

.06
.03
.04

.03
.05

.03

<07

0.13
0.10

.07

0.00

.10
.04

0.05
0.01
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TABLE 3.1 (cont'd)

MODE DATA  ERROR c2 DIFF. MODE DATA  ERROR c2 DIFF.
(Sec) ) (%) (Sec) (%) (%)
287 535.70 0.08 535.80 -0.02 389 338.90 0.08 338.53  0.11
2S8 488.01  0.05 487.56 0.09 3510 323.94 0.06 323.92 0.01
259 448.35 0.05 448.27 0.02 3811 310.27 0.08 310.19 0.02
2810 415.92  0.18 415.81 0.03 3812 297.41  0.08 297.22  0.06
2811 388.28 0.05 388.49 -0.05 3813 285.08 0.08 284.93  0.05
2812 365.13  0.05 365.09 0.01 3814 273.35 0.05 273.29 0.02
2813 344.72  0.06 344.71 0.00 3316 251.98 0.05 251.98 0.00
2514 326.59  0.09 326.45 0.04 3817 242.43  0.05 242.29 0.06
2515 309.20 0.05 308.88 0.10 3818 233.29  0.05 233.23 0.03
2827 174.03 0.06 173.90 0.08 3819 224.91  0.05 224.76  0.07
2828 169.25 0.05 169.14 0.06 3820 216.95 0.09 216.84 0.05
2830 160.51 0.05 160.43 0.05 3324 190.07 0.05 189.94  0.07
2532 152.68 0.24 152.65 0.02 3825 184.32 0.08 184.20 0.07
2835 142.61  0.05 142.42 0.13 3541 113.31 0.08 113.23  0.07
2S40 128.54  0.05 128.41 0.10 3542 111.36 0.08 111.24  0.10
2845 117.34  0.06 117.20 0.12 3843 109.38 0.08 109.34 0.04
2346 115.33 0.06 115.22 0.09 3850 97.97 0.08 97.79 0.18
2849 108.37 0.26 108.04 0.31 3851 96.44  0.07 96.36 0.08
2557 98.04  0.26 9771 0.33 3854 92.39 0.08 92.34 0.05
2860 94.14 0.26 93.99 0.16 3558 87.65 0.05 87.55 0.12

2865 88.65 0.26 88.53 0.14
2871 82.97 0.26 82.97 0.00 3863 82.38 0.13 82.30 0.09
2876 78.89  0.26 78.99 0,13 3570 76.11 0.13 76.05 0.08
3873 73.78 0.13 73.68 0.14

3Sl 1058.09 0.08 1058.01 0.01
382 904.30 0.05 904.32 0.00 482 580.81 0.10 580.67 0.02
386 392.33 0.05 392.00 0.08 4S3 489.05 0.07 488.23  0.17
357 372,05 0.05 372.03 0.01 S 439.17 0.11 438.48 0.16
S 354.56  0.05 354.39 0.05 S 414.62  0.06 414.50 0.03

378 475



MODE

S

w U) »n wm VJ (h U} [92] \om

4
4
4
4
4
4
4
4740

10

14
15

w
[S]

(O, O, N G B O O]
mmmmmmmmmm
N o W

(o]

10
12
15

5

16
5
5725
30

35

U)(/)UJUJU)

wn

61

615

628

DATA
(Sec)
269.59
258.85
249.60
240.78
23275
225.08
218.17
186.33
115.44

479.34
460.78
420.36
370.10
332,11
303.98
283.56
237.81
213.03
187.75

181.74
162.45
143.59
128.51
116.63

505.81
178.76

12351

ERROR
(%)
0.06
0.08
0.08
0.06
0.06
0.06
0.05
0.06
0.06

0.05
0.05
0.05
0.05
0.05
0.05
0.05
0.05
0.05
0.05

0.06
0.06
0.05
0.06
0.06

0.05
0.09

0.06

c2

269.
259.
249.
241.
233.
225,
218.
186.
115:.

477.
460.
420.
370.
332.
304.
283.
238.
213.
188.

181.
162.
143.
128.
116.

504.

178.

123,

86
63
42
06
29
04
82
02
57
07

46

59

60

TABLE 3.1(cont'd)
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DIFF.
(%)

=0.
-0.
0.
=0.
-0.
-0.
0.
0.
«13

U O T T |
SO 0 0 O 9 8 o e O

Qo O O o O

10
06
00
09
11
15
00
08

.31
.03
.01
.01
.05
.02
.09
.09
«25
<17

«10
.04
.05
.01
.06

sl

.10

.07

MODE

~
N

~
Eal

7°10
25

7735

[ee]
=

o]
W

8 30

e}
N

10
10

2

16
1

1724
1277
131
3719

1474

-
w
U)CI')(/}U)U)UJU)UJC/J(DU’JU)(DU)VJU)U]U)(/}(DU)UJU)UJUJU)U!V)(D(D

w

16
162
1671
15
3

8

18
18
19
19
0°4
9
6
18

20
21

DATA
(Sec)

397,
293.
209.
125,
101.
348.
239,
106.
310.
247
134.
271
104.
170.
222.
103.
180.
165.
100.
175
118.
100.
145.
115.
110.
1035
123,
102,
112.
105.

37
20
42
48
74
12
96
04
04
74
95
36
43
69
69
43
81
83
b
29
62
48
28
62
55
63
18
09
96
36

ERROR
%)

0.05
0.05
0.13
0.09
0.09
0.05
0.05
0.09
0.09
0.05
0.05
0.09
0.05
0.05
0.09
0.06
0.13
0.05
0.05
0.05
0.09
0.09
0.05
0.05
0.05
0.09
0.05
0.06
0.05
0.05

Cc2

397.07
292.98
209.74
125.79
102.01
347.67
240.20
105597
309.27
246.80
134.88
271.47
104.63
171..02
222.82
103.52
180.43
165.63
100.90
175,81
118.58
100.43
145.27
116.04
110.41
103.49
12315
101.98
112.93
105.18

DIFF.
(%)
0.08
0.08
-0.15
-0.19
-0.26
0.13
-0.10
0.07
025
0.38
0.05
-0.04
-0.19
-0.19
-0.06
-0.09
0.20
012
-0.13
-0.30
0.03
0.05
0.00
-0.36
0.13
0.14
0.02
0.11
0.03
0.17
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data include the fundamental and first seven toroidal overtones having
periods greater than 73 seconds. This eliminates 156 modes from the
Gilbert-Dziewonski toroidal data set.

Although not used in the inversion we have spot checked modes in
each overtone group up to the 22nd spheroidal overtone. Agreement is

satisfactory.

3.4 Inversion. As a first step, we inverted the toroidal mode data
for shear velocity and density, thereby minimizing the coupling between
Vp and VS. We then inverted using a combination of toroidal modes and
the spheroidal modes that are particularly sensitive to shear velocity,
checking against ScS - S and the shape of the shear wave travel time
curve at various stages. Once these data are satisfied we have an
accurate shear velocity profile and a first approximation to the density
perturbation. Modes that are sensitive to compressional velocity and
density were then inverted for these parameters with checks being made
at various stages of the iterative process against body wave data such
as PcP-P, P-wave residuals and differential core times. The perturba-
tions in density, at this stage, affected the fits of the toroidal
modes since they are slightly dependent on density. They were conse-
quently reinverted. Modes that are strongly affected by all three
parameters were inverted at the end of each iteration cycle in order

to decrease the coupling between parameters. More and more higher
spheroidal overtones were incorporated into the data set as the number

of iterations increased until it became clear that the fit to the more
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accurate and complete lower order data were starting to degrade while
the model itself was almost indistinguishable from earlier iterations.
Satisfactory convergence was achieved after about 8 iteration cycles
and a total of 32 iterations on various subsets of the data. All the
modes and body wave parameters were then recomputed. This procedure,
although cumbersome, seems preferable to inverting simultaneously for
all parameters using all the normal mode data with equal weight.

The final model, designated C2, fits the toroidal data set,
192 modes, with an average error of 0.09% and the radial-spheroidal
data set, 208 modes, with an average error of 0.07%. A summary of
the fit is given in Table 3.2. The complete data set along with
computed periods for model C2 is given in Table 3.1. The fits to the

fundamental modes, T. , are 0.03 and 0.05%, respec-

and ofs = 5rag

0°270°29
tively. These are, generally the best excited and most accurately
determined modes and it is important that they be fit well. More
determinations have also been made of these modes and they therefore
represent a better gross Earth average than some of the higher modes
for which, in many cases, only a single observation is available.
Fifty-two of the modes, or 13%, are fit to better than 1 part in

10,000 and 282 modes, or 71%, are fit to 1 part in 1,000; 244 modes, or
61% are fit to lo and 343, or 86% are fit to 20. Although this repre-
sents a good overall fit it is not as good as it should be if all the
data are independent and if the error estimates are reliable. 1In

spite of the great increase in the normal mode data set there are still

some modes whose identification or period assignment is questionable.
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TABLE 3.2

Model C2: Summary of Fit

Modes Error (%) Modes Error (%)
52 - oSap 0.03 o, ~ o 0.04
0°30 ~ 0%66 e 0%30 ~ 046 017
182 - 1843 0.10 0T30 - OT46 0.08%
1544 ~ 1575 U 172 7 1759 0.11
283 - 2849 0.07 1730 = 1%66 0.07
2557 - 2576 0.15 2T2 - 2T61 0.08
3Sl - 3854 0.05 3T9 - 3T72 0.08
3858 - 3873 0.11 4T7 = 4T66 0.16
482 - 4840 0.08 5Tg - 7T49 0.09
582 - 5835 0.09 OSO - 880 0.05
Radial and Spheroidal 0.07
Toroidal 0.09

*Includes travelling wave data sets



i D

0Of the present 400 mode data set there are 40 modes that are not fit

well (>0.15% error) by, either model C2 or 1066B of Dziewonski and

Gilbert (1973) and are inconsistent with adjacent modes. When these

modes are deleted model C2 satisfies 68% of the data to one standard

deviation and 95% of the data to two standard deviations. Model C2 is

therefore a statistically satisfactory fit to the normal mode data

set. The fit to the short period fundamental mode data, 0T37 - OTAS’

is improved when surface wave data are incorporated into the data set.
There is considerable spread in measured values for the shorter

period fundamental toroidal oscillations. This probably represents

real lateral variations in the structure of the upper mantle. Kanamori

(1970) and Dziewonski et al. (1972) have measured the dispersion of

Love waves over a considerable number of great circle paths. These data

can be used to augment the data of Gilbert and Dziewonski (1975) in

order to obtain a more representative gross Earth data set. Table 3.3

t

gives the values obtained for by averaging the above data

0721 ¥ 0"46
sets with equal weight. The error is the standard deviation of the
data groups and does not include the errors associated with the indi-
vidual groups. Table 3.1 also gives some spot checks of the very high
spheroidal overtone data (37 modes). These additional modes were not
used in the inversion but the fit is comparable to the models of Gilbert
and Dziewonski (1975).

C2 group velocities are compared with the results of Dziewonski

et al. (1972) in Table 3.4. The data set is not so large or representa-

tive in this case, but the agreement is good.
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TABLE 3.3

Short Period Toroidal Modes
*

Obs. Error c2 Diff 1066B Diff
(sec) (%) (sec) (%) (sec) (%)

OT21 345.60 0.15 345.79 -0.05 346.02 -0.12
0T22 332.75 0.13 332.97 -0.07 333.21 -0.14
0T23 320.92 0.12 321.10 -0.06 321.35 -0.14
0T24 - 310.00 0.14 310.06 -0.02 310.32 -0.10
0T25 299.81 0.16 299.78 +0.01 300.05 -0.08
OT26 290.12 0.15 290.17 -0.02 290.45 -0.11
OT27 281.16 0.15 281.16 0.00 281.45 -0.10
OT28 272.70 0.15 272.70 0.00 273.00 -0.11
OT29 264.72 0.14 264.75 -0.01 265.05 -0.12
OT30 257.19 0.14 25725 -0.02 257.56 -0.14
OT31 250.13 0.14 250.16 -0.01 250.47 -0.14
0T32 243,65 0.23 243,46 +0.08 243,78 -0.05
OT33 237.11 0.16 237.10 0.00 237.43 -0.14
0T34 231.06 0.17 231.17 0.00 231.40 -0.15
OT36 220.07 0.26 219.89 +0.08 220.22 -0.07
OT37 214.33 0.22 214.69 -0.17 215.33 -0.33
OT38 209.68 0.17 209.73 -0.02 210.07 -0.19
OT39 204.65 0.17 205.00 -0.17 205. 34 -0.38
0T40 200.19 0.17 200.48 -0.15 200.82 -0.32
0T41 195.94 0.14 196.15 -0.11 196.49 -0.28
OT42 191.65 0.19 192.00 -0.18 192.34 ~-0.36
T 187.73 0.19 188.02 -0.15 188.36 ~-0.34

0743
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TABLE 3.3 (cont'd)

Obs. Error Cc2 Diff 1066B Diff

(sec) (%) (sec) %) (sec) (%)
0T44 183.99 0.17 184.21 -0.12 184.55 -0.30
OT45 180.38 0.15 180.54 -0.09 180.88 -0.28
0T46 176.91 0.15 177.02 -0.06 177.36 -0.25

* Average of Kanamori(1970a), Dziewonski et al.(1972), and
Gilbert and Dziewonski (1975)

1066B is from Gilbert and Dziewonski(1975).



0710 .

0712
0715
0721
0325
029
OS35
0740

0745

OT10

0T13

OT16

0T21

025

0729

0t41

0 46

*Dziewonski, Mills, and Bloch (1972)

Obs.

57 9.

502

426.

335.

297

268.

234,

212,

193.

617.

503.

428.

344,

299.

264.

195.

176.

Group Velocities

T
(sec)

%*

40
43
12
93
78
48
58
34

88

47
38
14
90
12
19
68

62

TABLE 3.4

Cc2

579.

502.

426.

335.

297.

268.

234,

212

193.

619.

505.

429.

345.

299

264.

196.

177.

—45-

32

45

11

68

57

36

52

25

74

03

16

52

79

78

75

15

02

U
(km/sec)

Obs.*
5.67
5.01
4.54
3.93
3.73
3.62
3.57
3.58

3.60

4.58
4.46
4.43

4.42

5.

c2

66

.01

<55

.94

o2

.62

.58

.59

62

.01

.74

.58

.46

.43

41

.41

.41
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Although the number of modes inverted is considerably fewer than
the 1066 considered by Gilbert and Dziewonski (1975), they constitute
a representative data set, particularly when one considers that the
total data set includes only 57 significant Earth data (Backus and
Gilbert 1968; Gilbert et al., 1973; Gilbert and Dziewonski, 1975).
Many of the additional modes do not contain independent information
from that contained in the differential travel times and the modes
considered in this paper. The additional modes also do not contribute
substantially to the resolving power required to distinguish between
models of the upper mantle. For example, compare the upper mantles of
models 1066A and 1066B in Gilbert and Dziewonski (1975). The former
used a smooth upper mantle starting model and the latter used Bl as a
starting model, a model with two upper mantle discontinuities. The
smooth starting model remained smooth, showing that the additional
modes cannot resolve the detail which is apparent from body wave
studies. Additionally, when Bl was subjected to re-inversion using all
1066 modes, there were very few changes required, usually amounting
to less than 0.05% and the changes introduced in the upper mantle were
in the same direction and generally of the same nature as the differ-
ences between C2 and Bl. We feel, therefore, that our procedure of
using high resolution body wave structures as starting models in the
inversion and checking the resulting model against both the very high
overtone data and body wave data is at least equivalent to, and perhaps
better than, relying exclusively on the short period higher mode data.

The fact that the lower mantle and core of model C2 are very similar
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to the Gilbert-Dziewonski models, which were based on all 1066 modes,

justifies this approach.

3.5 The Resulting Model. The inverted model, designated C2, is shown

in Figures 3.1 and 3.2. The model parameters are given in Table 3.5.
In addition to Vp’ Vs and density as a function of layer index, radius
and depth, we also tabulate the seismic parameter ®(=K/p = Vﬁ -(4/3) Vi%
bulk modulus (K), rigidity (u), Lame constant (A), Poisson's ratio (o),
pressure and gravity. Also shown in Figure 2, are the Helmberger-
Wiggins—-Engen profiles which can be considered models of the upper
mantle under western North America. Except for the large differences
in the structure of the low-velocity zone and the lithospheric 1id,
the main effect of the inversion was to decrease both P and S velocities
between the 400 and 670 discontinuities by about 0.05 to 0.1 km/sec.

The average lithosphere velocities of model C2 are 8.38 and 4.71
km/sec, for Vp and Vs respectively. These can be compared with 8.28
+ 0.03 and 4.79 * 0.04 km/sec recorded over long distances in the
Pacific (Sutton and Walker, 1972) and 8.27 + 0.01 and 4.75 + 0.07 km/
sec for Pn and Snover the Australian shield (Simpson, 1973). Hart
and Press (1973) determined a value of 4.71 km/sec for Sn for 50 m. y.
to 150 m. y. old oceanic lithosphere. There is evidence from refrac-
tion studies that Vp may be as high as 8.6 km/sec in the lower litho-
sphere (e.g. Kosminskaya et al., 1972). These studies are consistent
with the average velocities of the lithosphere found here. The depth

to the top of the low-velocity zone is 61 km although this could be
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Figure 3.2 - Upper mantle structure of model C2 compared with results
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are based on amplitude and wave-form studies in western U.S.
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increased to about 80 km if the entry into the low-velocity zone is
abrupt rather than gradual. The thickness of the LVZ is about 180

km. The density of the uppermost mantle is 3.50 gm/cma, but see the
later discussion on resolving power. A small amount of structure

in the shear velocity is evident between about 670 and 1200 km depth.’
This results in a pronounced dip in the S-wave residual curve near

400 (see Figure 3.3). This feature of the model results from the
inclusion of the model S1 structure from Chapter 2 in the starting
model. The persistence of this feature through the inversion process
indicates that it is compatible with the normal mode data and is
indeed the gross earth structure we surmised it to be in Chapter 2.
The shape of the S wave residual curve at distances beyond 60° is also
more in line with body wave studies (i.e. Hales and Roberts, 1970) than
is model Bl.

The major effect of the inversion on core velocities is an increase
of about 0.05 km/sec from the starting model. The other effects of the
inversion are slight changes in the velocity gradient in the outer
400 km of the core, an increase in the velocity gradient in the outer
part of the inner core and a decrease in the velocity jump across the
outer core-inner core boundary. The density jump and compressional
velocity jump at the boundary are, respectively, 0.02 g/cm3 and 0.56 km/
sec. The average density, compressional velocity and shear velocity
of the inner core are 12.52 g/cm3, 11.19 km/sec and 3.50 km/sec. The
shear velocity at the top of the inner core is 3.46 km/sec.

The small compressional velocity jump at the inner core-outer core
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Tables, of model C2 and other recent studies.
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boundary (+0.56 km/sec) is in agreement with the evidence from ampli-
tudes of long period core phases (Muller, 1973) which gives 0.58 km/
sec. The high velocity gradient at the top of the inner core is also
consistent with amplitude studies (Mualler, 1973). The shear velocity
at the top of the inner core, 3.46 km/sec, is in general agreement
with the bounds, 3-4 km/sec, established by Miller (1973).

There is some evidence for inhomogeneity in the outer core, both
at its upper and lower boundaries. The velocity gradient is about
0.24 km/sec per 100 km at the top of the core decreasing to 0.13 km/sec
at a radius of 2800 km or about 700 km deep into the core. The gradient
then decreases gradually to 0.08 km/sec per 100 km a radius of 1700 km.
The velocity increases much more slowly, 0.03 km/sec per 100 km in the
lowermost 500 km of the outer core. A similar effect occurs in the
density profile, with a relatively high density gradient in the outer
portion of the core compared with deeper levels.

It is of interest to compare the lower mantle and core of C2 with
1066A and 1066B (Gilbert and Dziewonski, 1975). The latter authors
utilized the complete high overtone data set while we leaned more
heavily on the nominally equivalent body waves and the more abundant
fundamental and lower overtone data and only a sparse sampling of the
high overtone data. Below a radius of 5600 km the mantle shear
velocities and densities for these models are virtually identical.

The P-velocities differ at most by 0.2 km/sec; the main difference is
that the P velocity for the 1066 models have a long wavelength oscilla-

tion while C2 is much smoother. Dziewonski et al. (1975), using the
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full mode data set also have a smooth lower mantle for V . The density
and Vp in the core are also in very good agreement. There are small
differences in the inner core for Vp and VS. In model C2 the slight
structure for Vp in the inner core, particularly the rapid increase

in the outer portion, is inherited from the starting model of Whitcomb
(1973) and is therefore a requirement of the core phases rather than
the modes: The differences between C2, 1066A and 1066B in the inner
core are probably unresolvable using the modes alone. The differences
are slight. For example, VP at the top of the inner core ranges from
10.97 km/sec (1066A), 11.04 km/sec (1066B) and 10.89 km/sec (C2), a
spread of 1%. The central Vp is 11.34 km/sec (1066A), 11.28 km/sec
(1066B) and 11.17 km/sec (C2), also a spread of 1%. The average VS

for the inner core is 3.57 km/sec (1066A), 3.50 km/sec (1066B) and

3.48 km/sec (C2). The major difference among the models is the density
of the inner core. This is not unexpected since the resolving power
for density is very poor in this region. This is unfortunate since

the density is the main constraint on the composition of the inner core.
If the density jump at the outer core-inner core boundary is small, as
in C2, then the inner core can be the same material as the outer core
since freezing at core pressures can be expected to increase the density
only slightly. If the density jump is large then it is probable that
inner core is lacking in the light elements that are required to
satisfy the outer core densities. Average inner core densities are
13.12 g/cm3 (1066A), 12.85 g/cm3 (1066B) and 12.35 g/cm3 (C2). The

3
density of iron at inner core pressures is about 12.9 - 13.4 g/cm™.
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3.6 Resolution. The resolving power of gross ecarth data has been
discussed by Backus and Gilbert (1970) and Jordan and Anderson (1974).
Although the data set used in the present inversion is more extensive
than that used by the latter authors, we use their estimates of averag-
ing lengths as conservative guides. The trade-offs between parameters
such as density and shear velocity are also discussed in Jordan and
Anderson (1975) and Dziewonski (1970). These trade-offs make it par-
ticularly important to have independent estimates of the shear velocity
structure and to first fit those modes that are sensitive to shear
velocity.

Resolution is poor for density below 2400 km, shear velocity
structure in the inner core and in the lower 500 km of the mantle and
the compressional velocity in the vicinity of 2400 km radius. In these
regions only very long wavelength perturbations from the starting
model are justified by the data. The averaging lengths for shear
velocity in the upper mantle and transition region are about 200 km
and 400 km respectively. The averaging kernels for Vp in the outer
core are about 1,000 km. As Jordan and Anderson (1974) point out the
density of the lithosphere cannot be discussed with any useful precision
because the averaging length for density in the upper mantle is about
400 km. However, the high average shear velocity in the lithosphere
is resolvable and is consistent with body wave data. Structure in the
lithosphere is not resolvable. The averaging lengths for density in
the lower mantle are about 1,000 km.

Considering the above, the slight reversal in shear velocity below
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246 (0.05 km/sec over 100 km) depth and in density below 421 km (0.06

3
g/cm” over 25 km) are clearly not resolvable.

3.7 Comparison with Body Wave Observations. Most recent studies indi-

cate that the J.B. tables for P-waves are slow by up to 3 seconds.
Qualitatively, the present study indicates the same thing but the
average discrepancy between 30° and 95° is only 1.2 sec with maximum
deviations from J.B. times near 30° (1.6 sec) and between 55° and 75°
(1.7 - 3.0 sec). Model C2 is 1.5 sec slow, on the average, over the
range 80" - 950, compared to the 1968 tables, with the residuals
decreasing from 2.4 sec at 30° to 0.8 sec at 80° and increasing to 1.5
sec at 950. A possible bias of this type in the 1968 tables was
pointed out by Jordan and Anderson (1974). The travel times of Hales
et al. (1968) agree with those predicted by model C2 to within 0.6 sec
with maximum deviations of 1 sec at 45° and 90°. Model C2 averages
0.6 sec slower than Hales et al. (1968). The discrepancies between
the various body wave studies confound efforts to determine differences
between the "average" mantle (free oscillations) and tectonic to con-
tinental paths (most body wave studies) but the present study combined
with the most recent body wave data suggests that the average Earth

is about 0.6 sec slower than that portion of the Earth available to
study by body wave techniques, i.e. continental sources and receivers.
Alternatively, one could say that model C2 is consistent with P wave
travel time studies since it falls between the J.B. and '68 solutions

(Herrin et al. 1968) and is close to solutions of Cleary and Hales
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(1966), Hales et al. (1968) and Carder et al. (1966). Throughout most
of the distance range between 30° and 95° it is slightly slower than
these three studies and is closest to Cleary and Hales (1966); see
Figure 3.4 and Table 3.6.

Table 3.7 compares the apparent velocities, (dt/dA), of model C2
with 4 sets of published data. The fit is satisfactory in that pre-
dicted values fall within the scatter of the observations except near
85° but even there the difference is only 0.6%.

Model C2 averages 2 sec faster than J.B. times for PcP between 30°
and 90° (Table 3.8). The difference in the size of the core accounts
for about 1.8 sec of this difference. The remainder is accounted for
by the 0.3 sec difference in travel times between J.B. and C2, at 95°.
PcP times from Pacific events (Gogna, 1973) agree with model C2 to
0.3 sec, ranging from +2.2 sec at 50° to -2.0 sec at 80° (0-C). The
modified PcP times (Engdahl and Johnson, 1975) consistent with the
1968 tables average 1.3 sec faster than model C2. Since these times
were determined from differential PcP-P times and the Bl, and C2, core
radius, this difference must be accounted for in mantle velocities.

In fact, the 1968 tables average 1.5 sec faster than C2 for P-waves
between 30° and 95°. Within the uncertainty of the data no statement
can be made, from PcP data regarding the differences between the
average Earth and body wave solutions. The C2 PcP-P times (Table 3.9)
average 0.5 sec fast between 30° and 60° and 0.3 slow beyond 65° but
seem to be generally consistent with the data.

The core phase PKP averages 1.7 sec faster for C2 than J.B. This
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Figure 3.4 - Compressional velocity residuals, relative to the 1968
Tables (Herrin et al., 1968) of model C2 and other recent studies.
Jeffreys-Bullen (J.B.) times are also shown.
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TABLE 3.6

Compressional Wave Travel Times (sec)

A JB HCR 1968 C2 §
(deg) (1) (2) (3) !
30 372.5 371.0 368.5 370.9 1.6
35 416.1 414.8 413.3 415.3 0.8
40 458.1 457.0 455.7 457.8 0.3
45 498.9 497.4 496.4 498.4 0.5
50 538.0 536.1 535.2 537.7 1.0
55 575.4 573.0 572.2 573.7 17
60 610.7 608.2 607.4 608.7 2.0
65 644.0 641.6 640.9 642.1 1.9
70 675.4 673.1 672.7 673.6 1.8
75 705.0 702.9 702.6 703.3 L7
80 732.7 730.8 730.6 731.4 1.3
85 758.5 756.9 756.6 1577 0.8
90 782.7 781.1 780.7 782.1 .6
95 805.7 803.9 805.4 0.3
Average difference (sec) +1.2

(1) Jeffreys and Bullen (1940)

(2) Hales et al.

(3) Herrin et al. (1968)

(1968)
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TABLE 3.7

dt/dA of P Waves (sec/deg)

A HCR CGJ LJ DJC Cc2
(deg) ¢ (2) (3) (4)
30 8.9 8.88 8.92 9.13+0.05°  8.99
35 8.60 8.67 8.60 8.70£0.05 8.67
40 8.26 8.30 8.38 8.26+0.07 8.32
45 7.91 7.99 7.90 8.11£0.10 7.93
50 7.56 7.52 7.51 7.520.10 7.53
55 7.21 7.10 7,22 7.19:0.08 7.17
60 6.86 6.84 6.75 6.95%0.07 6.83
65 6.50 6.66 6.53 6.69+0.08 6.49
70 6.14 6.17 6.24 6.21£0.09 6.13
75 5.77 5.77  5.83 5.88+0.06 5.78
80 5.40 5.35 5.48 5.47+0.06 5.44
85 5.03 4.98 4.93 4.95%0.06 5.06
90 4.66 4.74 4,65 4.60%0.09 4.75
95 4.28 4.55 4.48 4.52+0.07 4.57

(1) Hales et al. (1968)
(2) Carder et al. (1966)
(3) Johnson (1969)

(4) Corbishley (1970)

* 95% C.I.



A
(deg)

30
35
40
45
50
55
60
65
70
75
80
85

90

JB
(L

554.9
568.6
583.9
600.5
618.3
637.0
656.6
676.9
697.8
719.9
740.6
762.3

784.2

Gogna

(2)
553.0
567.4
583.2
600.2
618.2
636.8
656.0
675.9
695.6
716.0
731,13
759.2

781.6
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TABLE 3.8

PcP Times (sec)

68M
(3)

551.1
564.9
580.3
596.9
614.8
633.7
653.3
673.7
694.7
716.1
737.8
759.7

781.8

C2

552.2

566.1

581.4

598.1

616.0

634.9

654.6

675.0

696.0

717.4

739.1

761.1

783.3

Average difference (sec)

(1) Jeffreys and Bullen (1940)

(2) Gogna (1973)

(3) Engdahl and Johnson (1974)

2od

2s5

2.5

2.4

2.3

2.1

2.0

109

1.8

1.7

1.5

1.2

0.9

+2.0

0.8

B

1.8

2.1

2.2

1.9

104

0.9

-1.9

-1.7

+0.3



(deg).
30
35
40
45
50
55
60
65
70
75
80
85

90

(1)

181.9+0.
151.4+0.
125.1+40.
100.740.
79.9+0.
62.3+1.
46.1+1.
33.0+1.
22.0+2.

13.4+2.

(1) Jordan (1973)

(2) 68M

il

TABLE

PcP-P (surface focus)

4 181.
3 151.
5 124,
4 100.
4 79.
0 61.
0 45.
0 32.
7 22
1L 13

7

3

1

3.9

(2)

.040.
.5+0.
.240.
.140.

.1+0.

6+0.
6+0.
6+0.
5+0.
6+0.
5+0.
9+0.

840.

c2

181.3

150.8

123.6

99.7

79.0

61.2

45.9

32.9

22.4

14.1

7.7

3.4

1.2

Error

0.3
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is in agreement, within 0.3 sec, of the differences in PcP times and
therefore can be accounted for by differences in core radii and mantle
velocities. The differential core times (PAB - PBF’ PéC - PDF) agree
with the recent study of Whitcomb (1973), with differences ranging

from +0.4 to -0.9 sec. For comparison, other PKP data is tabulated

in Table 3.10. The average difference between model C2 and the 68
tables is 0.3 sec. The PKP times for the AB and BC branches for

model C2 are generally bracketed by the values given in the 1968 tables
and the times given by Whitcomb (1973). However, the DF branch is
generally 1 to 2 seconds fast. This could be corrected by, a) decreas-
ing the velocity of the region surrounding the inner core, keeping the
velocity jump at the inner core fixed or increasing it at most by

0.14 km/sec in order to satisfy the amplitude data, or b) by decreasing
the radius of the inner core, or c) decreasing the average velocity

in the inner core by 0.05 to 0.1 km/sec, again honoring the velocity
jump at the boundary. Only the last alternative would be consistent
with the PKiKP-PcP data which, as it stands, suggests the reverse of
options a) and b).

The differential time PKiKP-PcP (Table 3.11) is a measure of the
radius of the inner core. Model C2 averages 0.6 sec slower than the
data of Engdahl et al. (1975). Assuming that core velocities in C2
are accurate this suggests that the inner core is 3 km larger than C2
or 1218 km. The scatter in the data, however, is such (-1.4 to +0.2
sec) that inner core radii from 1214 to 1222 km are acceptable. The

uncertainty in PcP and PKP, i.e. average velocities in the mantle,



A JB
(deg) D)
170A 1286.3
160 1242.7
150 - 1200.2
145B 1180.4
145B 1179.3
150 -
155C -
122D
125
130 1152.0
140 1170.5
150 1187.4
160 1200.8
170 1209.2
180F 1212.2
P! _-p!
AB "DF
170 7/
160 41.9
150 12.8
PhcPpr
150 -

68

(2)
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