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ABSTRACT 

This thesis investigates two major themes within the realm of molecular and materials chemistry: 

spin-phonon coupling in molecular qubits and electrocatalysis in cobalt oxyhydroxide thin films. 

Across four chapters and one appendix, this work explores the intricacies of electron spin relaxation 

mechanisms within transition metal complexes and the catalytic properties of cobalt oxyhydroxide 

films through an array of spectroscopies and magnetic field effects.  

Chapter 1 reviews recent advancements in molecular quantum information science, emphasizing the 

decoherence mechanisms in transition metal complex-based qubits. This chapter categorizes the 

different regimes of decoherence—spin-spin, motional, and spin-phonon—and discusses the 

contributions of intramolecular vibrations to the spin-phonon decoherence regime using a dynamic 

ligand field model. This provides a framework for designing molecular qubits tailored to various 

operational environments. 

Chapter 2, Part 1 introduces a general ligand field theory model to quantify the spin-phonon coupling 

in S = ½ transition metal complexes. The model evaluates the influence of spin-orbit coupling, ligand 

field energy gradients, and covalency dynamics on spin-phonon interactions. Through DFT and 

TDDFT calculations, the chapter correlates theoretical models with experimental quantum 

coherence properties in Cu(II) and V(IV)-based molecular qubits, offering a benchmark for future 

qubit design. Chapter 2, Part 2 enhances the model from Part 1 by adding temperature dependence 

and utilizing group theory selection rules. The model accurately forecasts relative experimental T1 

trends and identifies vibrational modes responsible for decoherence, enhancing understanding of 

room temperature coherence in these systems. 

Chapter 3 employs steady-state and time-resolved spectroelectrochemical techniques to study the 

photoexcited states of amorphous cobalt-phosphate (CoPi) and cobalt-borate (CoBi) oxyhydroxide 

films used in oxygen evolution catalysis. The analysis reveals key insights into the dynamic defect 

states and electron transport mechanisms, differentiating the electronic properties and behaviors of 

CoPi and CoBi despite their structural similarities. 
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Chapter 4 oversees the development of a unique magneto-electrochemical setup and demonstrates 

a 30-40% increase in electrocatalytic current for water splitting under a 1.5 T magnetic field, 

independently of the cobalt-phosphate oxyhydroxide catalyst. This enhancement, attributed to the 

facilitated removal of O2 gas bubbles, underscores the potential synergistic effects of magnetic fields 

in electrocatalysis and highlights the need for further investigation into such interactions. 

Appendix A addresses the ongoing debate on the vibrational modes contributing most to electron 

spin relaxation in S = ½ transition metal complexes. It uses Raman spectroscopy to experimentally 

identify vibrational energies and symmetries, providing critical experimental data for refining spin-

vibrational coupling models. 
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Abstract 

In the past decade, transition metal complexes have gained momentum as electron spin-based 

quantum bit (qubit) candidates due to their synthetic tunability and long achievable coherence times. 

The decoherence of magnetic quantum states imposes a limit on the use of these qubits for quantum 

information technologies, such as quantum computing, sensing, and communication. With rapid 

recent development in the field of molecular quantum information science, a variety of chemical 

design principles for prolonging coherence in molecular transition metal qubits have been proposed. 

Here we delineate the spin-spin, motional, and spin-phonon regimes of decoherence, outlining 

design principles for each. We show how dynamic ligand field models can provide insights into the 

intramolecular vibrational contributions in the spin-phonon decoherence regime. This minireview 

aims to inform the development of molecular quantum technologies tailored for different 

environments and conditions. 

Introduction 

Motivation 

Near the beginning of the 20th century, quantum mechanics developed new fundamental rules that 

describe the natural world, constituting the first quantum revolution. The second quantum revolution 

now endeavors to control individual quantum systems, enabling powerful applications in computing, 

sensing, and communication.1,2 The fundamental unit of quantum information science is the quantum 

bit (qubit), a two-level quantum system.3 Paramagnetic molecules can serve as qubit platforms due 

to the Zeeman effect, wherein the MS sublevels of an unpaired electron in a magnetic field generate 

an effective two-level system with an energy gap in the microwave frequency range (Figure 1.1A). 

The quantum states of electron spins can then be initialized, manipulated, and studied using 

microwave pulses in electron paramagnetic resonance (EPR) spectrometers.4 Furthermore, 

paramagnetic transition metal complexes are synthetically tunable and can be attached to templated 

substrates and surfaces,5 tethered to electrodes,6 and integrated with superconducting resonators7,8 to 

realize quantum technological devices tunable on the molecular scale.9–15 

 

 



 

 

3 
Defining and Using Quantum Coherence 

An essential feature of quantum systems is the property of phase coherence (hereafter simply 

“coherence”), in which qubits in an ensemble retain their relative phase relations.16 Interactions 

between the qubits and their environment cause the ensemble to lose coherence and collapse to a 

classically observable state, limiting the time in which uniquely quantum behavior can be observed. 

This process is known as decoherence.16 Successful electron spin qubits in both sensing and 

computing must have long coherence times relative to their Larmor precession frequency, which 

governs the limiting timescale at which the electron spin qubit can change its quantum state. Using 

X-band EPR (~9.5 GHz), this timescale is on the order of 10 ns. To maintain phase information 

adequate for fault-tolerant quantum computations, the coherence time should be 104–105 times 

longer.17 Therefore, understanding the contributions to coherence times is a critical factor for the 

development of technologies that exploit quantum information.2 

In the simplest model, decoherence of an S = ½ system can be described by two mono-

exponential processes, with time constants T1 and T2 based on the Bloch equations.18 T1 defines the 

time required for an ensemble of electron spins to relax back to thermodynamic equilibrium, a 

criterion satisfied when the Zeeman-split magnetic sublevels are populated according to a Boltzmann 

distribution. For an initial excess of excited spins, this requires dissipation of energy to a surrounding 

bath or lattice. T1 is therefore often called the “spin-lattice” relaxation time, though the environment 

need not necessarily be a crystalline lattice. T2 defines the time required for an ensemble of spins to 

lose their phase relations. This does not necessitate dissipation of energy to the lattice and arises from 

the differential couplings between qubit electron spins and spins in the bath. For this reason, T2 is 

often called the “spin-spin” relaxation time. Both processes can be visualized by considering spin 

magnetization vectors projected onto a complex unit sphere known as the Bloch sphere (Figure 

1.1A). A pure (coherent) state is represented by a vector extending towards a point on the surface of 

the sphere, while a mixed (partially or fully decohered) state is representing by a vector extending 

towards a point within the interior of the sphere.3 As can be seen geometrically, longitudinal electron 

spin relaxation (T1) necessarily destroys transverse magnetization (Figure 1.1B). Therefore, the 

upper limit to T2 (Figure 1.1C) is defined by T1, in which case T2 is said to be T1-limited. This regime 



 

 

4 
is important to consider when seeking to increase the temperature at which coherence can be 

maintained and used. 

 
Figure 1.1 Principles of qubit measurements in EPR spectroscopy. (A) Magnetically split electron 
spin sublevels serve as the qubit platform. The quantum state can be controlled by the microwave 
pulse length t, which alters the wavefunction parameter 𝛩 in the Bloch sphere representation of the 
single qubit. (B) T1 relaxation, as depicted by the recovery of net longitudinal magnetization Mz in 
the rotating frame representation. (C) T2 relaxation, as depicted by the decrease in the net transverse 
magnetization vector Mx/y (black arrow) as the ensemble of spins (red arrows) lose their phase 
coherence. The T1 contribution to T2 is not shown. 
 

The characteristic decoherence time constants can be determined experimentally using 

pulsed EPR spectroscopy. An initial state is prepared by a coherent pulse, which both excites 

members of the spin ensemble and synchronizes their phases. Experimental coherence times are 

defined herein by time constants T2DD, TM, and T2*; each pertains to a time decay following a well-

defined pulse sequence (Figure 1.2A). It should be noted that naming convention can differ, and 



 

 

5 
some authors refer to T2 and TM interchangeably. T2* corresponds to the free-induction decay 

following a single π/2 pulse and is the simplest measurement of decoherence. TM corresponds to the 

decay following a Hahn-echo pulse sequence, in which a π pulse removes dephasing due to static 

inhomogeneities in the magnetic environment (Figure 1.2B). T2 as defined by Bloch cannot usually 

be measured in EPR owing to spectral diffusion (Figure 1.2C),19 a process arising from the narrow 

bandwidth of the microwave radiation compared to the absorbance lineshape. In some cases, 

dynamic decoupling methods can more closely measure T2 by filtering out quantum noise at the 

frequency corresponding to the interactions (typically hyperfine) that dominate spectral diffusion. 

The commonly used Carr-Purcell-Meiboom-Gill (CPMG) pulse sequence uses a train of “rephasing” 

π pulses, which can substantially diminish spectral diffusion effects in EPR dephasing.20–22 While 

dynamical decoupling methods are powerful, the upper limit for coherence times are set by the 

molecular properties of the qubit. Thus, this minireview focuses on establishing design principles 

for long quantum coherence times through synthetically tunable chemical properties of the qubit and 

its environment. 
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Figure 1.2. Experimental methods and considerations for spin coherence. (A) Overlay of FID (T2*), 
Hahn-echo (TM), and dynamically decoupled echo (T2DD) decays, together with the corresponding 
pulse sequences to measure these time constants. (B) Schematic illustration of spectral diffusion, in 
which magnetic interactions modify the resonant frequency of excited spins after excitation. 
 

The Idea of Decoherence Regimes 

To understand factors leading to decoherence, it is useful to consider the terms of the spin 

Hamiltonian for the transition metal complex. A common model for decoherence is based on a 

quantum bath approach, in which the qubit and the bath are together considered as a closed quantum 



 

 

7 
system.23 The Hamiltonian of the system is defined as 𝑯 = 𝑯!"#$ +𝑯%&'( +𝑯#$', where the spin 

Hamiltonian 𝑯!"#$ for a transition metal complex is given by: 

𝑯!"#$ = 𝜇)𝒈𝑺(𝑩𝟎 + 𝑺(𝑨𝑰, + 𝑺(𝑫𝑺( (1.1) 

In order of appearance, Equation 1 contains the electronic Zeeman, hyperfine, and zero-field splitting 

terms. Here the external magnetic field is 𝑩𝟎 and the electron and nuclear spin angular momenta are 

𝑺( and 𝑰,, with hyperfine tensor 𝑨 and electronic g-tensor 𝒈. The zero-field splitting tensor is given 

by 𝑫 and is considered for systems in which the total electron spin is S > ½. The spin-bath interaction 

term 𝑯#$' determines the decoherence properties of any molecular electron spin qubit. 

A variety of strategies for increasing coherence times have been pursued, leading to different design 

principles for different goals and conditions. To prolong TM, much emphasis has been placed on 

suppressing hyperfine interactions through nuclear spin dilution,24–27 elimination,28 substitution with 

nuclei having smaller magnetic moments,27,29,30 and, more recently, “patterning,”31 in which the 

neighboring nuclei of a lattice or ligand framework have a mismatch in their magnetic moments. 

These strategies suppress dipolar and hyperfine interaction terms in 𝑯#$'. The current record for the 

longest TM in a transition metal complex is 0.7 ms at 10 K, which was observed for a six-coordinate 

V(IV) complex having a nuclear spin-free ligand and solvent environment (CS2).28 Inspired from 

atomic physics, another approach uses clock transitions, in which the Zeeman energy is centered at 

an avoided level crossing to suppress magnetic noise.32–35 To prolong T1, several studies have chosen 

structurally rigid ligand frameworks that suppress the effect of molecular vibrations and their 

modulation of spin-orbit coupling, with specific emphasis on building around the vanadyl (VO) 

moiety.36–38 A recent strategy has targeted the minimization of ground state orbital angular 

momentum in a series of 3d and 4f metal complexes.39 Despite possessing concentrated nuclear spins 

and a ligand framework that is structurally non-rigid, the isotropic ground state wave function 

enabled these qubits to reach µs coherence times at room temperature. To enable applications, 

molecular design is often inspired from a desired initialization or readout mechanism of the quantum 

state. For instance, optically addressable S = 1 molecular qubits, such as recently synthesized Cr(IV) 

complexes,40 feature a spin-selective intersystem crossing in the excited state that enables a 

fluorescence-based readout of the quantum state. Such readout mechanisms were inspired41 by the 
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famous optically addressable solid-state electron spin qubits, such as nitrogen vacancy centers in 

diamond42,43 and the divacancies in the 4H polytype of silicon carbide.44 Alternatively, single qubit 

control may be pursued through the spatial resolution offered by metal organic frameworks 

(MOFs).45,46 In accordance with the variety of experimental goals and design strategies, molecular 

qubit candidates display substantial structural diversity (Figure 1.3). Care must be taken to determine 

the dominant processes responsible for decoherence under a given set of conditions. 

 

 
Figure 1.3. Representative electronic spin-based qubits.24,28,36,38–40,42,44,45 Top row: representative 
qubits exceeding TM = 1 µs at room temperature. Abbreviations: (mnt) = maleonitriledithiolate; 
VOPc = vanadyl phthalocyanine; Cp’ = (C5H4SiMe3); (cat) = catecholate. Atomic Color Scheme: 
Cu (purple), S (yellow), C (charcoal gray), V (orange), Cr (pink), O (red), N (blue), Si (dark yellow), 
H (cyan), Y (dark green).   
 

The dominant decoherence processes of molecular qubits can be categorized into three 

distinct regimes: the spin-spin (Figure 1.4A), motional (Figure 1.4B), and spin-phonon limits (Figure 

1.4C). In the spin-spin regime, the spin bath dominates TM through electronic and nuclear spin flip-

flops. In the motional limit, TM is dominated by molecular tumbling (solution phase) or low 

amplitude librations (glassy solids), which dynamically change the portion of the anisotropic 

Zeeman tensor aligned with the external magnetic field. In the spin-phonon limit, TM is limited by 

T1, which is dominated by intramolecular vibrations that modulate the orbital angular momentum of 

the ground state. Each of the three regimes will be discussed in turn. 
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Figure 1.4. Regimes of decoherence in molecular electron spin qubits. (A) Dipolar flip-flops 
dominate the spin-spin decoherence regime, which occurs at low temperatures and in concentrated 
spin environments. Direct flip-flops occur when a pair of spins exchanges their spin angular 
momenta, while indirect flip-flops arise from interaction with nearby spin pairs. (B) Tumbling and 
librational dynamics characterize the motional decoherence regime, which occurs in liquids and 
glassy solids containing molecules with anisotropic Zeeman or hyperfine tensors. (C) Vibrationally-
induced molecular distortions characterize the spin-phonon decoherence regime, which dominates 
at high temperatures in the solid phase. 
 

Spin-Spin and Motional Contributions to Decoherence 

Electron spin qubits undergo decoherence in the presence of other electronic and nuclear spins in the 

environment due to the coupling of spin angular momenta. Electron and nuclear spins both on the 

qubit molecule and within the bath can undergo thermal energy-conserving flip-flops, which perturb 

the magnetic dipolar coupling of the electron spin qubit and induce decoherence.47 Direct and 

indirect spin-spin interactions contributing to TM are represented in Figure 1.4A. Spin-spin 



 

 

10 
decoherence arises primarily through hyperfine coupling with nuclear spins in the solvent,26,28 

hyperfine coupling with nuclear spins on the ligands,48 and direct spin flip-flops between electronic 

spin centers.45,46 To minimize the latter contribution, dilution of the paramagnetic qubit in a matrix 

of a diamagnetic analog is a commonly employed strategy.49 The suppression of hyperfine coupling 

is attained through nuclear-spin-free ligand scaffolds and spin-free solvents, such as carbon disulfide, 

which have shown great success.28  

An additional key consideration is the spin-diffusion barrier,50,51 in which nuclear spins that 

are within a 4–8 Å radius of the electron spin contribute only a small degree to decoherence.52 Nuclei 

within the barrier couple strongly to the electron spin, which detunes them to other nuclei in the bath, 

reducing their participation in nuclear spin flip-flops. Experimental evidence for the spin-diffusion 

barrier has been obtained from a series of vanadyl complexes using carbon/sulfur ligand scaffolds to 

systematically vary the distance between the terminal hydrogens and the electron spin center.53 

Molecules containing hydrogen atoms only within 6 Å were found to have a sharp increase in 

coherence time, owing to strengthened coupling between the hydrogen-based nuclear spins and the 

vanadium-based unpaired electron. Some models for fitting T2 data have incorporated the spin 

diffusion barrier radius.26,54–56 

Additional decoherence mechanisms are possible whenever an electron spin qubit exhibits 

rotational and translational degrees of freedom in solutions or glasses. An ensemble of qubits with 

anisotropic g or A tensors can dephase through molecular rotations with respect to the applied 

magnetic field (Figure 1.4B), which alters the resonance frequency conditions and decreases TM.52 

Due to the characteristic anisotropy of g and A in transition metal complexes, the TM of transition-

metal-based qubits is often more sensitive to orientation than that of organic radicals. Orientation-

dependent TM values for paramagnetic transition metal complexes in frozen solution have been 

attributed to small-angle librations (hindered rotations) at temperatures well below the glass-

transition temperature of the frozen glasses. Such librations are not prevalent in crystals. 

Experimentally, strong TM orientation dependence was observed for a Cr(V) tetratolyl-porphyin 

complex in the glassy state but not in crystals.57 Orientation-dependent studies of TM can therefore 

provide a selective diagnostic for librational decoherence processes. The role of the counterion 
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structure in glasses has also been investigated. Through analyses of the temperature dependent TM 

times, it was proposed that methyl rotors proximal to the electron spin have a detrimental impact on 

TM.58 However, similar TM behavior has also been observed in systems with no methyl groups 

present.49 

The well-studied class of V(IV) qubits contain experimental examples in each of the three 

decoherence regimes, providing for an instructive conceptual comparison. The electron spin 

relaxation of vanadyl phthalocyanine (VOPc) has been studied in a glassy frozen solution,59 a pure 

crystalline solid,38 and diamagnetically diluted crystalline dispersions in titanyl phthalocyanine 

(TiOPc) host at 1:10, 1:100, and 1:1000 concentrations.38,49 At 300 K in 1:10 dilution, VOPc exists 

in the spin-spin regime, where TM is significantly smaller than T1 owing to electronic dipolar 

contributions to decoherence. However, the 1:1000 dilution displays TM ~ T1 at 300 K, indicating 

TM is T1 limited.38 The increased dilution suppresses dipolar interactions and causes phonon 

contributions to dominate decoherence, moving VOPc from the spin-spin regime to the spin-phonon 

regime through sample preparation. Finally, the V(IV) qubit (n-Bu3NH)2[V(C6H4O2)3] in a frozen 

glass has demonstrated 20 % variation in TM times as a function of field position, consistent with 

motional contributions to decoherence.60 It is to be expected that other V(IV) qubits will demonstrate 

the same behavior. These examples show how sample preparation and measurement conditions can 

place a qubit into any one of the three decoherence regimes. Further research is needed to ascertain 

how spin-phonon contributions to decoherence change when a qubit moves from a crystalline to a 

motional environment, an effort which may prove key for applications in quantum sensing.  

Crystal packing effects can also play a significant role in magnetic decoherence properties. 

A study comparing two different crystal packing modes of lanthanide-based nitroxide radicals 

showed that the structure with proximal intermolecular nitroxide spins possessed the stronger spin-

spin exchange coupling.61 Crystal packing thus modulates the strength of the spin-spin decoherence 

regime for magnetically undiluted crystals. Further research is required to elucidate the effect of 

ligand spin polarization on decoherence.  
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Phonon Contributions to Decoherence 

In the crystalline solid phase, thermodynamic spin relaxation transfers energy to lattice phonons. At 

high temperatures, this relaxation process causes TM to become T1-limited,62 defining the spin-

phonon regime of decoherence. Two criteria must hold for spin-phonon mediated relaxation 

processes.63,64 First, energy conservation must be satisfied, implying that only lattice processes 

matching the spin-flip energy can occur. This could arise through emission of a single phonon 

possessing the correct spin-flip energy (direct mechanism16,65), inelastic scattering of two phonons 

with the correct energy difference via a virtual state (Raman mechanism16,65), or two phonon 

relaxation through a real electronic excited state (Orbach mechanism16,66), as shown in Figure 1.5A. 

In dilute monometallic S = ½ qubits, contributions from the Orbach mechanism are often negligible 

owing to the lack of thermally accessible electronic excited states.67 Second, there must be a nonzero 

transition probability for the energy to transfer from the spin to the lattice phonon, a criterion known 

as spin-phonon coupling. The theoretical underpinnings for spin-lattice relaxation in solids were 

developed by Van Vleck,65,68 Pryce,69 Orbach,70 and others.71,72 

 

Temperature Scaling 

To diagnose the dominant phonon mechanism, early spin-phonon relaxation literature focused on 

deriving functional forms for how T1 scales with temperature (T) and magnetic field (B). For 

example, treatment for S = ½ systems resulted in 1/T1 ∝ B4T for the direct process and 1/T1 ∝ T9 

and 1/T1 ∝ B2T7 for the Raman process.16 It is crucial to note, however, that these derivations use 

the Debye model, which describes crystal vibrations solely as acoustic phonons (i.e., displacement 

waves, Figure 1.5B) carrying momentum and possessing a linear dispersion relation.73 Optical 

phonons (Figure 1.5B), which include the intramolecular vibrations commonly analyzed in 

molecular vibrational spectroscopy, are not considered in the Debye model. This assumption has two 

key consequences for a spin-phonon coupling model:63,65,74 (1) relaxation takes place exclusively 

through scattering of acoustic phonons rather than optical phonons, and (2) the spin-phonon coupling 

constants for each phonon mode are equal or follow some predictable functional form, as no 

provision can be made for unique spin-phonon coupling for distinct intramolecular vibrations.63 For 



 

 

13 
more details on spin-phonon implications of the Debye model, see the perspective by Coronado, 

Gaita-Ariño and coworkers.75 

 

 

 
Figure 1.5. Phonon involvement in spin-lattice relaxation. (A) Mechanisms of phonon-induced 
relaxation. Zig-zag arrows represent phonon scattering. (B) Schematics of the two types of phonons 
involved in relaxation processes in molecular solids. Acoustic phonons are characterized by 
displacement waves, while optical phonons additionally involve intramolecular vibrations. 
 

The temperature scaling relationships derived from the Debye model often show excellent 

agreement with experiment for homogeneous extended solids at low temperatures, such as Tm2+ in 

alkaline earth fluorides.76 However, the Debye model assumptions are no longer appropriate when 

localized molecular vibrations become thermally activated with increasing temperature. In an 

extended solid, such local modes may be attributed to defects in the crystal structure.77,78 In a 

molecular solid, local modes correspond to optical phonons with large intramolecular vibrational 
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character (Figure 1.5B).73,79 Models for the temperature scaling of Raman relaxation through local 

modes have produced several new functional forms,77,78 including 1/T1 ∝ T3, 1/T1 ∝ T5, and 1/T1 ∝ 

exp(T)/(exp(T) – 1)2. 

While useful as empirical tools for analyzing data, the proliferation of such functional forms 

points to the theoretical inability of the Debye model to describe the spin-phonon decoherence 

regime in molecular solids. In such materials, spin-lattice relaxation involves Raman processes with 

optical phonons, and the density of states for optical phonons is in general not homogeneous.80,81 

Furthermore, the spin-phonon coupling terms in molecular solids may vary by orders of magnitude 

depending on the phonon mode under consideration.80,82 These effects are not captured in the Debye 

model temperature scaling predictions, rendering deviations from experiment unsurprising.79,83 

Distinctly molecular models of spin-lattice relaxation are thus required to understand the spin-

phonon regime and pinpoint the specific vibrational modes that contribute to decoherence.  

 

Coupling Mechanisms 

A second issue relates to the source of the spin-phonon coupling, which is a distinct consideration 

from the phonon mechanism (direct, Raman, Orbach). Coupling arises when phonons modulate the 

spin Hamiltonian; that is, 𝜕𝑯𝒔𝒑𝒊𝒏/𝜕𝑄/ is nonzero for atomic displacements that take place along the 

vibrational coordinate 𝑄/ of mode 𝑖.64,82 For an S = ½ qubit (Equation 1), both the g-tensor (𝒈) and 

the hyperfine tensor (𝑨) can have significant nonzero derivatives with respect to nuclear motion 

along 𝑄/. Assuming weak coupling, this yields two types of terms contributing to the spin-phonon 

interaction:64,84 

𝜕𝑯𝒔𝒑𝒊𝒏

𝜕𝑄/
= 𝜇)𝑩𝟎 ∙

𝜕𝒈
𝜕𝑄/

∙ 𝑺( 	+	𝑺( ∙
𝜕𝑨
𝜕𝑄/

∙ 𝑰, 
 

(1.2) 

Equation 2 gives first-order spin-phonon coupling terms for the direct process.84 Mixed partial 

derivatives relate to the Raman process, but the magnitudes of the mixed partial derivatives are 

expected to trend similarly to the first derivatives.80 Each phonon mode has unique spin-phonon 

coupling terms, which may be either zero or non-zero. Owing to larger modulations of the first 

coordination sphere of the spin bearing metal ion (Figure 1.5B), optical phonons exhibit much larger 
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spin-phonon coupling terms than acoustic phonons.64 Optical phonons therefore dominate spin-

lattice relaxation when the temperature is high enough for their thermal population. Optical bands 

may be approximated by molecular vibrations at the gamma point (zero phonon momentum), 

enabling description of the Raman process solely through molecular quantities.80 An active area of 

research seeks to understand the physical origins (i.e., molecular geometry and bonding) of the 

magnitudes of spin-phonon coupling coefficients under different experimental conditions.64,82,85,86 

For example, a recent study of the S = ½ organometallic [Cp(Ti)(cot)] complex found that it 

possesses a surprisingly long TM, attributed to weak spin-phonon coupling with the 𝑑0! ground 

state.87 

 

New Models 

Two recent complementary approaches that go beyond the Debye model have gained new insights 

into relaxation in the spin-phonon regime. First, the ab initio spin dynamics approach of Lunghi, 

Sanvito, Sessoli, and coworkers seeks to computationally predict T1 from the full phonon dispersion 

relation, calculating the unique spin-phonon coupling contribution from each phonon mode across 

the entire Brillioun zone. The predicted temperature scalings for T1 are a good match for available 

experimental data.64,83,84 A key breakthrough in high temperature spin-lattice relaxation modeling 

was achieved by using machine learning to predict the 𝒈 and 𝑨 tensor values as a function of 

molecular geometry.83,84 This made second-order numerical differentiation of the 𝒈 and 𝑨 tensors 

computationally tractable for the first time, enabling ab initio prediction of the Raman relaxation 

processes dominating at high temperature.84 Additionally, four-dimensional inelastic neutron 

scattering was recently used to map the phonon dispersion of a transition metal qubit, providing an 

experimental calibration of the phonon states responsible for magnetic relaxation.88 The ab initio 

spin dynamics approach rigorously considers all spin-phonon coupling coefficients, but places less 

emphasis on interpreting the electronic structure origins of the 𝒈 and 𝑨 tensor derivatives. 

A second approach uses ligand field theory and molecular vibrations to understand the 

origins of the dynamic Hamiltonian tensor values.82,89 This method provides a chemical explanation 

of the factors responsible for spin-phonon coupling, along with a mode-by-mode description of 
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which molecular vibrations contribute the most to decoherence across different coordination 

geometries and electronic structures. Such a description enables targeted molecular design focused 

on specific vibrational modes rather than the unspecific “rigidity” descriptor of the Debye model.75 

The ligand field method is outlined in the following section.  

 

Dynamic Ligand Fields in Electron Spin Qubits 

The ground states of free transition metal ions have intrinsic in-state orbital angular momentum, as 

the degenerate set of d orbitals can freely rotate into one another with no energy barrier. The g value 

in these cases can be predicted through the Landé formula and in general deviates strongly from the 

free-electron g value of 2.0023 (ge). For example, a free Cu2+ ion with a ground state of 2D5/2 has a 

predicted g value of 1.2. In the ligand fields encountered for molecular qubits, the ground state is 

orbitally nondegenerate, which quenches in-state orbital angular momentum. However, spin-orbit 

coupling between ground and excited states can reintroduce orbital angular momentum into the 

ground state (out-of-state orbital angular momentum). The impact on the g value from this orbital 

angular momentum can be expressed through the general perturbative expression for the g value of 

a given d electron ground state:90 

𝑔/ = 𝑔) − 	2𝜆;
<𝛹1>𝑳,𝒊>𝛹)@<𝛹)>𝑳, 𝒊>𝛹1@

𝐸))21

 (1.3) 

Here 𝛹1 and 𝛹) represent ground and excited state wavefunctions, respectively, 𝐸) represents the 

energy of 𝛹) relative to the ground state, 𝑳,𝒊 is an orbital angular momentum operator, and 𝜆 is the 

many-electron spin-orbit coupling constant. Note	𝜆 = ±𝜁34/2𝑆, where S is the total electron spin, 

𝜁34 is the one-electron spin-orbit coupling constant, and + and – are used for less than half filled and 

greater than half filled dn shells, respectively. Taking D4h [CuCl4]2- as an example, the gz (g||) value 

is modified by spin-orbit coupling between the 2B2g (𝑑56) excited state and the 2B1g (𝑑5!76!) ground 

state. Table 1 gives the effect of 𝑳, 𝒊 on real d orbitals and can be used in conjunction with Equation 

3 to derive a simple formula for gz, where a factor 𝜂 is used to account for the covalencies of the 

donor and acceptor orbitals of the ground and excited states:91 
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𝑔0 = 𝑔) − 2
𝜆𝜂<𝑥8 − 𝑦8>𝑳,𝒛>xy@<xy>𝑳,𝒛>𝑥8 − 𝑦8@

𝐸:!"
= 𝑔) −	

8𝜆𝜂
𝐸:!"

 (1.4) 

 

Table 1.1. Application of orbital angular momentum operators to the real d orbitals. 

𝑳"𝒙 𝑳"𝒚 𝑳"𝒛 

𝑳"𝒙𝒅𝒙𝒛 = −𝒊𝒅𝒙𝒚 𝑳"𝒚𝑑$% = 𝑖𝑑$!&'! − 𝑖√3𝑑%! 𝑳"𝒛𝑑$% = 𝑖𝑑'% 

𝑳"𝒙𝒅𝒚𝒛 = 𝒊√𝟑𝒅𝒛𝟐 + 𝒊𝒅𝒙𝟐&𝒚𝟐  𝑳"𝒚𝑑'% = 𝑖𝑑$' 𝑳"𝒛𝑑'% = −𝑖𝑑$% 

𝑳"𝒙𝒅𝒙𝒚 = 𝒊𝒅𝒙𝒛 𝑳"𝒚𝑑$' = −𝑖𝑑'% 𝑳"𝒛𝑑$' = −2𝑖𝑑$!&'! 

𝑳"𝒙𝒅𝒙𝟐&𝒚𝟐 = −𝒊𝒅𝒚𝒛 𝑳"𝒚𝑑$!&'! = −𝑖𝑑$% 𝑳"𝒛𝑑$!&'! = 2𝑖𝑑$' 

𝑳"𝒙𝒅𝒛𝟐 = −𝒊√𝟑𝒅𝒚𝒛 𝑳"𝒚𝑑%! = 𝑖√3𝑑$% 𝑳"𝒛𝑑%! = 0 

 

It should be noted that the 𝜂 parameter can be derived from the spin densities of the metal ion and 

ligating atoms: a lower spin density on the metal center indicates a more covalent interaction, in 

which less spin on the metal is available to spin-orbit couple with d-d excited states. This proxy for 

covalency therefore takes into account the delocalization of spin density with the ligating 

environment. An important assumption here is that 𝜆 for the metal ion is much greater than that of 

the ligands, which justifies treating spin-orbit coupling only in the d-d manifold. The error in this 

approximation increases when heavy ligand atoms are present. However, contributions from ligand-

based spin-orbit coupling may be incorporated into the model. 

To minimize spin-phonon coupling, 𝜕𝒈/𝜕𝑄 should be as small as possible (Equation 1.2). 

By differentiating Equation 1.4 with respect to the ith vibrational coordinate, we obtain an analytical 

expression for the spin-phonon coupling coefficient for gz:82 

𝜕𝑔0
𝜕𝑄𝒊

= 8𝜆
𝜂 K
𝜕𝐸:!"
𝜕𝑄𝒊

L − 𝐸:!" M
𝜕𝜂
𝜕𝑄𝒊

N

O𝐸:!"P
8  (1.5) 
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The logic behind the ligand field model of decoherence is summarized in Figure 1.6. As 

was previously shown, the spin-phonon coupling coefficients for a wide variety of molecular 

electron spin qubits qualitatively track with increased TM in the spin-phonon decoherence regime.82 

Crucially, Equation 1.5 expresses these coefficients in terms of spectroscopically observable and 

computationally accessible quantities: d-d ligand field transition energies (𝐸:!"), ligand–metal 

covalencies (𝜂), and the many-electron spin-orbit coupling constant of the metal ion (𝜆). The 

energies of ligand field excited states of first-row transition metal complexes can be quantified by a 

combination of electronic absorption91 and magnetic circular dichroism (MCD) spectroscopies.92 

However, highly covalent ligand–metal bonds, which are often present in molecular qubit 

candidates, can lead to low-energy, high-intensity charge transfer transitions. These, together with 

intra-ligand molecular excited states with large dipole allowed intensities (e.g., Soret and Q-bands 

in porphyrins and phthalocyanines), can obscure ligand field transitions even when using low 

temperature MCD. X-ray spectroscopies provide powerful approaches to overcome these limitations 

by gaining metal-centric electronic structure insights in highly covalent systems. For example, the 

covalencies of ligand–metal bonds can be quantified using metal L-edge93,94 and ligand K-edge95 X-

ray absorption spectroscopies. Additionally, 2p3d resonant inelastic X-ray scattering (RIXS) can be 

utilized to directly measure spin-allowed and spin-forbidden ligand field excited state energies.96,97 

1s2p RIXS can also provide L-edge-like data using hard X-rays through constant incident energy 

(CIE) cuts taken within the 1s-3d K pre-edge.98 Therefore, combining inorganic electronic 

spectroscopies with the dynamic ligand field model can provide a quantitative experimental basis 

for understanding bonding and electronic structure contributions to molecular qubit coherence times. 
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Figure 1.6. A general ligand field theory method for predicting decoherence in the spin-phonon 
regime from equilibrium molecular parameters (example: D2d d9 ML4 complex). A molecular orbital 
diagram containing metal d-based orbitals can be mapped to a state diagram, and spin-orbit 
coupling contributions can be evaluated using the corresponding double group (shown in Bethe 
notation) to obtain molecular g values. With the aid of Equation 5, minimization of 𝜕𝒈/𝜕𝑄	for the 
lowest-energy bending mode can be achieved by obtaining a planar equilibrium geometry (see also 
Figure 1.7). 
 

Equation 1.5 suggests two approaches for engineering long coherence times in molecular 

electron spin qubits. First, the overall ground state orbital angular momentum can be minimized, as 

𝜕𝒈/𝜕𝑄 is lessened when 𝒈 is small initially. This can occur by (1) decreasing the spin-orbit coupling 

constant, (2) increasing the excited state energy separation, (3) increasing the covalencies of ligand–

metal bonds, or (4) engineering a ground state wave function that cannot engage in excited state 

spin-orbit coupling. Consideration of the d orbital rotations enables the latter strategy through direct 

evaluation of orbital angular momentum matrix elements for S = ½ qubits. As shown in Table 1.1, 

the 𝑑0! orbital cannot rotate into any other d orbital about the z-axis, so a molecule with a 𝑑0! ground 

state should exhibit small spin-phonon coupling with the gz transition. Experimentally, a yttrium 

complex with a partially covalent 4𝑑0!/5𝑠-based ground state demonstrated a µs TM at room 

temperature, despite featuring ligands with nuclear spins, unoptimized magnetic dilution, and a non-

rigid ligand framework.39 This example establishes minimizing ground state orbital angular 

momentum as a powerful design principle for engineering molecular qubits within the spin-phonon 

decoherence regime. 
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Second, the magnitude of the vibrational derivatives can be directly decreased by 

employing ligand frameworks with few vibrational modes that can undergo spin-phonon 

coupling.48,82 This can be accomplished by either (1) reducing the vibrational density of states at low 

energies,62 as thermal phonon occupation is required for the Raman relaxation process, or (2) 

tailoring the coordination geometry to reduce spin-phonon coupling by symmetry.48 Dynamic ligand 

field analysis of a [CuCl4]2- model compound has illuminated how vibrational symmetry can 

engender an optimal coordination geometry for S = ½ Cu(II) qubits.82 Depending on the counterion, 

[CuCl4]2- can adopt a square planar (D4h) or distorted tetrahedral (D2d) crystal geometry.99 These two 

structures are directly related by a low-energy bending mode (Figure 1.7A). Analyses of the ground 

and excited state potential energy surfaces (PESs) along this coordinate provide insight into the 

electronic structure origins of spin-phonon coupling over different structures. For example, at the 

D4h geometry, there is no excited state distortion and therefore no excited state linear coupling term 

(Figure 1.7B, dashed blue line). The absence of linear excited state coupling eliminates linear spin-

phonon coupling in the ground state. For D2d, however, the excited state PES is shifted relative to 

the ground state (i.e., there is an excited state distorting force), giving rise to a non-zero excited state 

linear coupling term for the D2d structure. This provides a mechanism for the amount of orbital 

angular momentum mixed into the D2d ground state to dynamically fluctuate along 𝑄/ (Figure 1.7B-

C). This analysis demonstrates that new vibrational modes can be activated for spin-phonon coupling 

upon small modifications of the coordination geometry.100–102 

Density functional theory (DFT) calculations confirm that the D4h [CuCl4]2- gz value exhibits 

linear spin-phonon coupling along only the totally symmetric stretching mode (i.e., breathing mode). 

However, upon distorting to the D2d geometry, the bending distortion mode changes in symmetry 

from b2u (in D4h) to a1 (in D2d), thus activating it for linear spin-phonon coupling (Figure 1.7F). The 

spin-phonon coupling (arrow size) clearly increases as the distortion angle α departs from 180° and 

the slope of the gz surface (i.e., 𝜕𝑔0/𝜕𝑄;) increases. At α = 180°, the surface flattens as linear spin-

phonon coupling in the bending mode is removed. Examination of the covalency (Figure 1.7D) and 

excited state energies (Figure 1.7E) shows these quantities correlate strongly with the gz value, as 

expected on the basis of Equations 4 and 5.82 This model explains why Cu(II) transition metal 
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complexes with the longest T1 times host a square planar geometry around the metal center, while 

tetrahedrally distorted complexes exhibit shorter T1 times.79 While vibrational symmetry effects have 

so far been investigated in the context of discrete molecular qubits,48 such strategies will likely also 

prove important in designing arrays of qubits in MOFs, where a large density of low-energy phonons 

leads to enhanced spin-phonon coupling.45,46 

 

 
Figure 1.7. Effect of geometric distortion on spin-phonon coupling terms. (A) D4h and D2d [CuCl4]2- 

are related by a distortion parametrized by bond angle 𝛼. (B) The ground and excited state 
equilibrium geometry mismatch at D2d leads to linear excited state coupling (dashed blue lines) for 
the bending mode. (C) Linear versus quadratic spin-phonon coupling. (D), (E), (F) represent the 
variation of Cu d orbital contribution, first excited state energy, and gz in [CuCl4]2- as a function of 
geometry, respectively. Arrows give the spin-phonon coupling terms along the symmetric stretch 
(black) and bending (red) modes. Adapted from Ref. 79. 

 

Notably, the gas phase equilibrium geometries of four-coordinate Cu(II) complexes are D2d. 

However, ligand field strain through crystal packing effects can enforce geometries that would 
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otherwise be out of equilibrium, similar to the concept of the entatic state in bioinorganic 

chemistry.99,103 Cu complexes featuring symmetry- and distortion-altering intramolecular steric 

interactions have also been developed. These interactions can strongly influence ground state redox 

potentials and reorganization energies, as well as the lifetimes of metal-to-ligand charge transfer 

excited states for Cu(I).101,102,104 Similar ligand design approaches will enable systematic evaluation 

of how ligand field strain and secondary coordination sphere interactions contribute to coherence 

times Cu(II) qubit candidates. 

 

The interplay between factors in the dynamic ligand field model can be illustrated by recent studies 

comparing Cu(II) and V(IV) S = ½ qubit candidates.49,62 It was experimentally shown that the T1 of 

vanadyl phthalocyanine (VOPc) is longer than that of copper phthalocyanine (CuPc) at higher 

temperatures (>25 K) where the spin-phonon regime dominates,49 with VOPc exhibiting coherence 

up to room temperature.38 These results can be rationalized and quantitatively understood using the 

spin-phonon coupling factors found in Equation 1.5: (1) the energy of the ligand field excited state 

that spin-orbit couples with the ground state, (2) the covalencies of the ligand–metal bonds, and (3) 

the spin-orbit coupling constant. To the best of our knowledge, the specific ligand field transition 

contributions to the g values of CuPc and VOPc are not known experimentally, likely due to the 

intense, dominant intra-Pc contributions to the electronic absorption spectrum. For gz, they were 

calculated to be similar in energy (22,165 and 22,745 cm-1, respectively82), so (1) is likely not the 

distinguishing factor between CuPc and VOPc. Ligand–metal covalency in the ground state wave 

function is significantly larger in CuPc relative to VOPc, but this would suggest a longer coherence 

time for CuPc, so (2) is not the distinguishing factor. Thus, in the comparison between Cu(II) and 

V(IV)O in the same equatorial ligand set, the significantly reduced spin-orbit coupling constant of 

V(IV) in VOPc is of critical importance. Indeed, DFT calculations show that spin-phonon coupling 

coefficients between comparable vibrational modes of CuPc and VOPc differ primarily by the ratio 

of the spin-orbit coupling constants.82 
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In a comparison between four-coordinate [Cu(II)(bdt)2]2- (bdt=benzene-1,2-dithiolate) and 

six-coordinate [V(IV)(bdt)3]2-, the observation of longer electron spin relaxation for the former was 

ascribed to increased covalency of the Cu(II)–S bonds. Interestingly, this is opposite of the behavior 

observed for CuPc vs VOPc, where longer coherence times were observed for the more ionic ground 

state. While [Cu(bdt)2]2- is square planar, [V(bdt)3]2- adopts a pseudo-octahedral coordination 

geometry and was calculated to have seventeen linear spin-phonon coupling active vibrational modes 

below 400 cm-1 for gz; square planar [Cu(bdt)2]2- has only one for gz.82 Additionally, lower energy 

excited states in the six-coordinate V(IV) complexes, which increase ground state orbital angular 

momentum and thus sensitivity to spin-phonon coupling, may also be of critical importance for 

determining relaxation times. Thus, based on the ligand field theory model, the shorter coherence 

time in the six-coordinate V(IV) complex arises from increased spin-phonon coupling relative to the 

Cu(II) complex due to the different coordination environment, despite the lower spin-orbit coupling 

constant of the former. While substitution of sulfur with selenium in the ligands (forming benzene-

1,2-diselenate, bds) increases the ligand–metal covalency, T1 values were experimentally observed 

to decrease for both Cu(II) and V(IV). This likely arises because the heavy atom substitution 

decreases the frequency of the spin-phonon coupling active vibrational modes, thereby increasing 

the thermal population and total spin-phonon coupling, even though the spin-phonon coupling 

coefficient itself may decrease due to increased covalency.62,82 An additional factor to consider is the 

significantly increased spin-orbit coupling constant of selenium relative to sulfur, which will also 

contribute to accelerated relaxation. The considerations in this Section demonstrate the critical 

importance of evaluating dynamic ligand field properties when comparing coherence times between 

different molecular qubit candidates, especially if they feature different first coordination spheres. 

 

The ligand field model of spin-phonon coupling as described is general for understanding 

couplings in any S = ½ system. It has also been adapted for studying S > ½ systems. Here modulation 

of D and E in the zero-field splitting Hamiltonian along vibrational coordinates enables a description 

of excited state intersystem crossing and single molecule magnet relaxation.105 Further extensions of 
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the ligand field model are possible to also account for hyperfine contributions64 (𝜕𝑨/𝜕𝑄) to spin-

lattice relaxation. 

Summary and Outlook  

The study of electron spin relaxation has a rich history and much is known. However, further 

understanding decoherence mechanisms at the molecular level is a key step towards the development 

of quantum technologies that can employ the versatility and tunability of coordination complexes. 

Here we have leveraged the idea of coherence regimes to highlight specific molecular contributions 

to decoherence. It is clear that the conditions (temperature, solid/solution phase) of the desired 

quantum application (computing/sensing) will define the specific design principles. In the spin-spin 

decoherence regime, decreasing spin-spin interactions through magnetic dilution and decreasing the 

concentration or gyromagnetic ratios of nuclear spins has the largest impact on prolonging TM. In 

the motional regime, molecular tumbling and librational dynamics alter the resonance frequency 

conditions and decrease TM. At higher temperatures in the solid state, TM is limited by T1. We find 

this spin-phonon regime particularly exciting, as it provides a means for fundamental studies of how 

specific atomic motions are coupled to dynamic electronic structure changes. These considerations 

are also crucial for understanding time-dependent magnetization phenomena beyond quantum 

information science, including single-molecule magnetism, spin crossover complexes, and the 

kinetics of photomagnetic processes. From considering dynamic ligand fields, several strategies for 

minimizing spin-phonon coupling have been characterized and applied to experimental case studies. 

It is important to note, however, that the specific molecular vibration(s) that are responsible for 

decoherence in the spin-phonon regime have yet to be experimentally assigned. In the future, we 

anticipate that the dynamic ligand field model will provide an analytical link between molecular 

vibrations and temperature dependent electron spin relaxation rates. This will facilitate experimental 

assignment of the decoherence-inducing vibrations, allowing for a more tailored synthetic design 

approach to prolonging TM. 

Careful examination of the various decoherence mechanisms also provides insights into 

applications beyond quantum computing. These considerations extend nicely to the development of 

qubits as molecular quantum sensors (qusors), which provide several attractive features: (1) the 
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ability to target local regions of space on a molecular level, (2) novel coherence-based sensing 

mechanisms, and (3) a platform for fundamental studies of coherence in chemical 

microenvironments formed on electrode interfaces or in biological systems. In solution phases, 

including cases where qusors are immobilized on surfaces or bound to larger macromolecular 

structures (e.g., proteins), the magnitude of motional contributions to decoherence will be important 

to consider. By tailoring the ground state orbital angular momentum anisotropy and the molecular 

vibrations, it will be possible to design qusors that selectively sense rotational versus vibrational 

degrees of freedom and vice-versa, providing new insight into molecular dynamics in chemical 

microenvironments. Ligand sets with peripheral H-bond donors and acceptors may also provide a 

strategy to “lock-in” a specific molecular orientation and limit motional contributions. Additionally, 

it may be possible to sense the local electric fields in chemical microenvironments through their 

effects on T1 and TM, lending insight into the functional role of the local electrostatic environment. 

Previous work by Mims has shown that electron spin precession can be perturbed by an external 

electric field.106 Electric field sensing has already been accomplished using solid state systems such 

as nitrogen vacancies in diamond,9,107 but solid state sensors have inherently limited spatial 

resolution and tunability. An exciting molecular engineering challenge will be to tune and enhance 

qusor electric field sensitivity through noncentrosymmetric perturbations manifesting in odd parity 

ligand field components,106 while still minimizing spin-phonon coupling. This level of detailed 

understanding will derive from incorporating electric field effects into the dynamic ligand field 

model and learning to describe and control vibrational symmetry, which remains an outstanding 

challenge in engineering molecular electron spin qubits. 

While many approaches to prolonging coherence times have sought to make qubit 

frameworks more rigid, there are a variety of important geometric and electronic structure factors 

that are not captured by this description. Detailed ligand field analyses coupled to high-resolution 

inorganic spectroscopies are called for to understand the role of molecular “rigidity” and symmetry 

by defining the precise vibrational modes that contribute to spin-phonon coupling and tuning their 

frequencies through synthetic design strategies. This level of new molecular insight will guide 

fundamental studies of spin-phonon coupling over a broad range of one-, two-, and three-
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dimensional S = ½ systems, as well as the development of electron spin qubit and qusor constructs 

for use in quantum technologies. 
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Part 1: The Dynamic Ligand Field of a Molecular Qubit: Decoherence Through Spin–

Phonon Coupling 

 

Abstract 

Quantum coherence of S = ½ transition metal-based quantum bits (qubits) is strongly influenced by 

the magnitude of spin–phonon coupling. While this coupling is recognized as deriving from dynamic 

distortions about the first coordination sphere of the metal, a general model for understanding and 

quantifying ligand field contributions has not been established. Here we derive a general ligand field 

theory model to describe and quantify the nature of spin–phonon coupling terms in S = ½ transition 

metal complexes. We show that the coupling term for a given vibrational mode is governed by: 1) 

the magnitude of the metal-based spin–orbit coupling constant, 2) the magnitude and gradient in the 

ligand field excited state energy, which determines the magnitude of ground state orbital angular 

momentum, and 3) dynamic relativistic nephelauxetic contributions reflecting the magnitude and 

gradient in the covalency of the ligand–metal bonds. From an extensive series of density functional 

theory (DFT) and time-dependent DFT (TDDFT) calculations calibrated to a range of experimental 

data, spin–phonon coupling terms describing minimalistic D4h/D2d [CuCl4]2- and C4v [VOCl4]2- 

complexes translate to and correlate with experimental quantum coherence properties observed for 

Cu(II)- and V(IV)-based molecular qubits with different ligand sets, geometries, and coordination 

numbers. While providing a fundamental framework and means to benchmark current qubits, the 

model and methodology described herein can be used to screen any S = ½ molecular qubit candidate 

and guide the discovery of room temperature coherent materials for quantum information processing. 

 

 

1-1. Introduction 

The coupling of electron spin to phonons/vibrations plays important roles in the dynamical properties 

of transition metal complexes and materials. For example, spin–phonon coupling plays a major role 

in the photophysical and photochemical properties of transition metal complexes, including ultrafast 

spin state switching and intersystem crossing, wherein it provides a strong influence on 

nonequilibrium dynamics.1–5 It is also a major factor in the magnetization dynamics of single 
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molecule magnets6–9 and coherent materials for quantum information science.10–16 Beyond molecular 

systems, spin–phonon coupling also plays important roles in condensed matter (e.g., transition metal 

oxides) by giving rise to emergent phenomena such as colossal magnetoresistance and high TC 

superconductivity,17–22 including vibrational or optical control of these properties.23–26 Thus, there 

are fascinating intersections between the nature of spin–phonon coupling in molecular systems (e.g., 

mononuclear, binuclear, and multinuclear transition metal complexes) and solids to explore. 

Recent research has explored the use of S = ½ transition metal complexes as quantum bits (qubits), 

as the magnetic field split electron spin sublevels (Ms = ± ½) provide a two-level system in which a 

coherent superposition state can be formed. This coherent superposition state, often initiated with a 

well-defined microwave pulse sequence in an electron paramagnetic resonance (EPR) spectrometer 

(~9 or 35 GHz for X- or Q-band, respectively), can be leveraged to satisfy DiVincenzo’s criteria for 

the physical implementation of a quantum computer.27 However, the lifetime of this state must be 

significantly longer than the gate operation time, and a significant challenge in molecular qubits is 

to understand the principles controlling coherence lifetimes. This understanding can then be 

leveraged for the synthetic design of new transition metal complexes with long-lived coherent states. 

The quantities of measure are the longitudinal (spin–lattice) relaxation time, T1, the 

transverse (spin–spin) lattice relaxation time, T2, and the phase memory time, Tm, which serves as an 

“effective” T2 often measured instead. Recent work has demonstrated a remarkable increase in T2 

when minimizing the quantity of nuclear spins in the environment of the complex, inclusive of both 

solvent and the ligand set.28 In nuclear spin-free environments, T1 has proved to be the upper bound 

to coherence lifetimes, which further motivates efforts to understand contributions to T1, including 

the role of the geometric and electronic structure of the transition metal complex.28–45 Recent works 

in this area by Sessoli et al.13,44, Coronado et al.14,15, and Freedman et al.33 have highlighted specific 

ligand field contributions to spin–phonon coupling and coherence dynamics. Additionally, T1 

relaxation times will also play a major role when molecular qubits are entangled in dimers,46–50 

higher order complexes, or spin-dense arrays,36 which will be required for the realization of quantum 

computing applications. 

While progress has been made experimentally in elongating T1 and Tm relaxation times of transition 

metal complexes at low temperatures (<80 K), very few complexes exhibit coherence properties up 

to room temperature. For example, vanadyl phthalocyanine (VOPc) diluted in a diamagnetic titanyl 

matrix exhibits room temperature coherence with a Tm of ~1 𝜇s at 300 K, even in the presence of a 
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nuclear spin containing environment.37 Spin echoes have also been observed up to room temperature 

in the benzene-1,2-dithiolate (bdt) ligated (Ph4P)2[Cu(C6H4S2)2]33 ([(Cu(bdt)2)]2-) and the 

maleonitriledithiolate (mnt) ligated (Ph4P)2[Cu(mnt)2]51 ([(Cu(mnt)2)]2-) complexes diluted in 

diamagnetic Ni lattices. At lower temperatures (~<80 K), relaxation is dominated by the direct, 

Raman, and Orbach mechanisms, while a mechanism involving spin–phonon coupling and the 

modulation of the energy gap between the MS = ± ½ sublevels dominates at higher temperatures.52,53 

Thus, in order to achieve room temperature coherent materials, spin–phonon coupling and its 

contribution to T1 must be better understood. Doing so will allow for direct manipulation of 

geometric and electronic structure to overcome this barrier. Furthermore, while achieving room 

temperature coherence is of great technological interest for quantum information processing, these 

room temperature coherent materials will also provide exciting opportunities for the fundamental 

studies of spin–phonon coupling and will complement studies of single molecule magnets and 

photoactive transition metal complexes. 

Many of the highest performing S = ½ qubit candidates feature similar structural motifs: 1) 

a four coordinate square planar Cu(II), or 2) a four coordinate vanadyl moiety featuring a triple bond 

between the V(IV) and oxo ligand. Comparisons between 1) and 2) and six coordinate, pseudo Oh 

V(IV) complexes have also been made to highlight structural and electronic contributions to T1.13,33,54 

As shown below, multiple contributions need to be accounted for in order to make direct 

comparisons between S = ½ molecular qubits and thus to understand the origins of their coherence 

times at higher temperatures. 

Given coherent superposition states are generated within the MS = ± ½ sublevels of a metal 

complex, coherence properties are expected to be influenced by the same contributions governing g 

values. Ligand field theory (LFT) has provided expressions for understanding geometric and 

electronic structure contributions to the g values of Cu(II) complexes.55 Here this model is extended 

more generally to a dynamic regime, which allows for the direct understanding of spin–phonon 

coupling contributions to the g values of S = ½ transition metal complexes. Using the ORCA 

program,56,57 the LFT expressions are further supported by a range of spectroscopically calibrated 

density functional theory (DFT) and time-dependent DFT (TDDFT) calculations on the well-studied 

D4h and D2d [CuCl4]2- and C4v [VOCl4]2-.58,59 The correlations between experiment and LFT, DFT, 

and TDDFT calculations have elucidated the key factors that contribute to the nature of spin–phonon 

coupling terms in S = ½ transition metal complexes, thus providing a detailed orbital and bonding 
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picture for the first time. The model presented here indicates spin–phonon coupling terms are 

governed by the magnitude of the metal-based spin–orbit coupling (SOC) constant, excited state 

mixing of orbital angular momentum into the ground state, and dynamic relativistic nephelauxetic 

contributions. The latter contribution is directly related to the covalencies of ligand–metal bonds and 

can modify the metal-based SOC constant from that of the free ion in a dynamic manner. Also, 

correlations between dynamic ground state orbital angular momentum and excited state coupling 

terms and their relations to spin–phonon coupling terms are drawn for the first time. Specific group 

theoretical correlations between high and lower symmetry point groups further provide a means to 

evaluate spin–phonon coupling terms across transition metal complexes and molecular qubits 

featuring different ligand sets, geometries, and coordination numbers. The model is in excellent 

agreement with a wide range of experimental quantum coherence properties of Cu(II)- and V(IV)-

based molecular qubits and therefore provides a means to rapidly evaluate spin–phonon coupling 

terms in any S = ½ transition metal complex, including new qubit candidates. 

 

2-1. Results 

2-1.1. Dynamic Ligand Field Theory of Cu(II) g Values 

D4h [CuCl4]2- has a 2B1g (x2-y2) ground state (Figure 2-1.1). In the absence of SOC, the 2B1g ground 

state contains no orbital angular momentum and thus would exhibit a g value of 2.0023 (e.g., ge of 

the free electron) in the presence of a magnetic field. However, SOC from excited states mixes orbital 

angular momentum into the 2B1g ground state. This is shown in Figure 2-1.1 for D4h [CuCl4]2-. 

Including SOC, the 2B1g ground state (Γ7) can mix with both the 2B2g (Γ7) and 2Eg (Γ6 + Γ7) excited 

states (Figure 2-1.1). From first order perturbation theory, the ground state reflecting the 

contributions of excited state SOC is:55 

 

> 𝐵<1=8 @ = |𝑥8 − 𝑦8⟩ −
>?𝑥8 − 𝑦8@𝑳 ∙ 𝑺@𝑥𝑦A

B#!"
|𝑥𝑦⟩ −

>?𝑥8 − 𝑦8@𝑳 ∙ 𝑺@𝑥𝑧, 𝑦𝑧A
B$"

|𝑥𝑧, 𝑦𝑧⟩   (2-1.1) 

 

where 𝜆 = ±𝜁/2S (–830 cm-1 for Cu(II)), 𝑳 and 𝑺 are the total orbital and spin angular momentum 

operators, respectively, and 𝐸:!" and 𝐸B" are the energies of the 2B2g and 2Eg excited states, 
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respectively.55 For greater or less than half-filled electron configurations, either the negative or 

positive components of ±𝜁 are used, respectively. 

 

 

 

 

 

 

 

 

 

 

 

Figure 2-1.1. b-LUMOs and qualitative excited state energy diagrams for transition metal 
complexes considered in the Results sections. The hole formalism is used for [CuCl4]2-, with SOC 
symmetries given for D4h. 
 

An applied magnetic field will project out different components of 𝑳 (e.g., 𝑳𝒙,𝒚,𝒛). 

Consequently, the magnitude of orbital angular momentum mixing into the ground state is 

anisotropic. The resulting perturbed ground state wavefunction can be modified to include covalent 

ligand–metal interactions. For H || z and taking the covalency of the b1g and b2g orbitals into account, 

the expression for g|| (gz) becomes:55 

 

𝑔|| = 𝑔) −
G>;%!H%!

B#!"
, (2-1.2) 

 

where 𝛼1 and 𝛽1	are the coefficients reflecting the amount of d(xy) and d(x2-y2) character, 

respectively. With H || x,y and considering covalent interactions, equation 2-1.2 for g⊥ becomes: 
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where 𝛾1 is the coefficient reflecting the d(xz,yz) orbital contribution. From equations 2-1.2 and 2-

1.3, increasing the covalency of the ligand–metal bonds will decrease the deviation from 2.0023 

through a relativistic nephelauxetic effect.60 The prefactors of 8 in g|| and 2 in g⊥ come from operating 

on the spin orbit perturbed ground state with the orbital angular momentum operators, Li. 

The splitting between the ground state Ms = ±½ sublevels and the resulting coherent 

superposition lifetime is thus sensitive to dynamic behavior of the ligand field excited states and the 

covalencies of ligand–metal bonds. Fluctuations in the energy gap of a two-level system result in 

decoherence, and a coherence lifetime has been previously related to the variance in the energy gap 

by an inverse square root dependence.61 As the gz value and the Ms = ±½ energy gap are directly 

proportional to one another, the variance in the energy gap can be monitored by proxy of the g value. 

Therefore, a descriptor to reflect such fluctuations is the variance in gz (equation 2-1.5). To describe 

the 𝑀 vibrational modes denoted by 𝑄/, we separate the total harmonic vibrational wave function, 

ΨK/L, as a product of harmonic vibrational wave functions of each mode, Ψ/, with the vibrational 

quantum numbers 𝑁 = {𝑛<, … , 𝑛M}. 

 
ΨK/LN (𝑄<, … , 𝑄M) = ∏ Ψ#

O&(𝑄/)P
/Q< .  (2-1.4) 

 

The variance in gz can then be expressed as: 
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In equation 2-1.5, (R16
RS&

) and (R
!16
RS&

! ) are the equilibrium values of R16
RS&

 and R
!16
RS&

!  when 𝑄/ = 0, 

respectively, 𝑣/are the harmonic frequencies, and 𝑚/ are the reduced masses. To simplify the 

treatment of gz, which depends on the position along a vibrational coordinate 𝑄/, we separate the 

normal modes into two types under the harmonic approximation: even modes, where 𝑔0(𝑄)K)O) =

	𝑔0(−𝑄)K)O) and odd modes, where 𝑔0(𝑄T44) = −𝑔0(−𝑄T44). For the former, at the equilibrium 

geometry, R16
RS7879

= 0 and R
!16

RS7879! ≠ 0. For the latter, R16
RS:;;

≠ 0 and R
!16

RS:;;
! = 0. The use of the terms 

“even” and “odd” throughout the manuscript refer only to parity of the function of g along the 

vibrational coordinate Qi and is not to be confused with the parity of Hermite polynomials, which 

define the eigenstates of the quantum harmonic oscillator.   
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Under the harmonic approximation, the first term in the expansion (equation 2-1.5) is non-

zero for odd modes, while the second term is non-zero for even modes. It is clear from this expression 

that odd modes have a larger impact on the variance of gz and consequently the coherence lifetime. 

𝜕𝑔0
𝜕𝑄𝒊
h and 𝜕

8𝑔0
𝜕𝑄/8
i  at the equilibrium geometries can be directly related to ligand field 

parameters in equations 2-1.2 and 2-1.3. Taking the partial derivative of equation 2 with respect to a 

vibration coordinate 𝑄/ gives: 

 

𝜕𝑔0
𝜕𝑄/
h = 8𝜉

𝜂 K
𝜕𝐸:!"

𝜕𝑄/
i L − 𝐸:!" O

𝜕𝜂
𝜕𝑄/h P

O𝐸:!"P
8  (2-1.6) 

 

where 𝜂 = 	𝛼<8𝛽<8	and provides adjustments due to covalency. We make the assumption that 𝛼<8 and 

𝛽<8 change linearly with one another at minimal displacements about the equilibrium position and 

can therefore be represented by a single “covalency” parameter, 𝜂. In the regime where 

𝜂 K
𝜕𝐸:!"

𝜕𝑄/
i L ≫ 𝐸:!" O

𝜕𝜂
𝜕𝑄/h P, 𝜕𝑔0 𝜕𝑄/

h  will have an inverse square dependence on 𝐸:!". 

Conversely, when 𝜂 K
𝜕𝐸:!"

𝜕𝑄/
i L ≪ 𝐸:!" O

𝜕𝜂
𝜕𝑄/h P, 𝜕𝑔0 𝜕𝑄/

h  will have an inverse dependence on 

𝐸:!" and a linear dependence with covalency, 𝜂. In both cases, the role of the transition energy is 

clear: The higher the energy separation from the ground state, the lower the 𝜕𝑔0 𝜕𝑄/
h  term by at least 

an inverse dependence. However, as shown below, the complexes considered here are largely in the 

regime corresponding to an inverse square dependence on 𝐸:!". 

For even modes under the harmonic approximation and at the equilibrium geometry, 
𝜕𝐸:!"

𝜕𝑄/
i 	= 𝜕𝜂 𝜕𝑄/h 	= 0. To describe the variance in the energy gap for even modes, a second partial 

derivative of gz with respect to the vibrational coordinate is needed. 

𝜕8𝑔0
𝜕𝑄/8
i = 	8𝜉
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i )	+ 𝜂 K
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The spin–phonon coupling terms 𝜕𝑔0 𝜕𝑄𝒊
h and 𝜕

8𝑔0
𝜕𝑄/8
i  for odd and even modes, respectively, are 

therefore related to spectroscopic observables and quantities that are easily calculable. It should be 

noted that the treatment above has been generated with respect to gz of D4h Cu(II), but can be done 

analogously for any S = ½ system. At the very least, the equations above can be used as screening 

tools to estimate relative coherence lifetimes of molecular qubits by estimating parameters such as 

the relevant d-d transition energies and covalencies of the ligand–metal bonds, which can be obtained 

from quantum chemical calculations. The spin–phonon coupling terms in equations 6 and 7 have 

been computed for a large scope of S = ½ transition metal qubits reported in the literature to establish 

ligand field principles for manipulating coherence lifetimes. 

Below, we utilize D4h and D2d [CuCl4]2- as structural models to quantitatively evaluate this 

LFT model using DFT and TDDFT calculations and to define the nature of spin–phonon coupling 

terms in Cu(II) complexes. This analysis is then translated to C4v [VOCl4]2- and finally to a variety 

of Cu(II)- and V(IV)-based molecular qubits reported in the literature. 

 

2-1.2. Spin–Phonon Coupling Terms in [CuCl4]2- 

2-1.2.1. D4h [CuCl4]2- 
Depending on the counterion, [CuCl4]2- can exist in a series of distorted Td geometries along the D4h 

to D2d coordinate governed by the Cl–Cu–Cl angle, 𝛼. By correlating to a range of spectroscopic 

data on D4h and D2d [CuCl4]2-, Solomon et al.58,59 have developed a spectroscopically calibrated DFT-

based methodology to accurately describe the bonding (e.g., covalency) by incorporating 38% 

Hartree-Fock (HF) exchange into the exchange correlation functional.58,59 This methodology has 

been used for calculations presented in this section. A calibrated amount of HF exchange is 

determined independently for each case considered in subsequent sections. 

The DFT calculated g values and excited state energies for an idealized D4h [CuCl4]2- 

structure are compared to experiment in Tables 2-1.1 and 2-1.2, respectively. Idealized structures of 

D2d and D4h [CuCl4]2- give nearly identical results to those from crystal structures62; for a direct 

comparison to group theory, only results from idealized structures are presented here (see Methods 

in Supporting Information and Table S1a/b for bond distances and angles). Experimentally, the D4h 
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gz and gx,y values are 2.221 and 2.040, respectively.63,64 The calculated values for an idealized 

geometry based on the X-ray crystallographic structure are 2.204 and 2.056, respectively, in 

agreement with experiment. The HF dependence of the gz value for this structure is given in Figure 

2-1.S1. 

In D4h, the irreducible representations for the vibrational modes are ΓK/L = 𝑎<1 + 𝑏<1 +

𝑏81 + 𝑎8U + 𝑏8U + 2𝑒U. The energies, symmetry labels, and scaled vector displacements for all nine 

normal modes of vibration using the idealized D4h [CuCl4]2- structure are given in Table S2a. Spin–

phonon analyses using the calculated g values were carried out as described in the Methods section. 

Briefly, the coupling term for a given g value and vibrational mode is determined by calculating the 

g value along positive and negative distortions about a given normal mode, and the magnitude of the 

coupling term can be qualitatively estimated by the magnitude of the slope (for odd modes) or 

curvature (for even modes). The spin–phonon coupling term calculations for the gz value of idealized 

D4h [CuCl4]2- are given in Figure 2-1.2A, and their frequencies and fits are given in Table 2-1.S3a. 

Note that the fits are reported for the scaled vibrational displacements and are converted for 

comparison purposes when possible to Å-1 or °-1. The largest coupling term is observed for the totally 

symmetric a1g breathing mode (mode 7, 296 cm-1), which shows a strong linear dependence between 

the gz value and the vibrational coordinate. Note the calculated frequency for the a1g mode is in fairly 

good agreement with experimental vibrational energy (276 cm-1).59 For the a1g mode, a linear fit 

along the vibrational mode, Qi, provides a slope of -0.241 gz/Qi (0.482 gz/Å). Interestingly, the spin–

phonon coupling terms for the totally symmetric stretch exhibit insightful trends when compared to 

D2d [CuCl4]2- and C4v [VOCl4]2-, while also correlating with experimental coherence properties as 

discussed below. 
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Figure 2-1.2. Evolution of the gz values along each normal mode of vibration for idealized structures 
of (a) D4h and (b) D2d [CuCl4]2-. Insets provide zoomed in views for positive distortion and pictorial 
representations of the respective molecules. 
 

Of the other vibrational modes comprising 1 (b2u, –86 cm-1), 2 (a2u, 140 cm-1), 3/4 (eu (1a, 

1b), 172 cm-1), and 8/9 (eu (2a, 2b), 342 cm-1) are even modes with quadratic coupling terms. The 

a2u and eu (2a, 2b) modes exhibit the largest coupling terms (0.119 and -0.272 gz/Qi, respectively) 

and involve motion of the metal out-of-plane and in-plane, respectively (Table 2-1.S2a). For the a2u 
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mode, the slope can be better quantified by using the amount of metal displacement and gives 0.216 

gz/Å. The coefficients for the b2u and eu (1a, 1b) modes are -0.063 and -0.056 gz/Qi, respectively. 

While the quadratic spin–phonon coupling terms of the eu (2a, 2b) modes are the largest, they also 

have the highest calculated frequencies (342 cm-1) and are therefore not considered in detail here, as 

these modes will not be as thermally populated past their zero-point energies at practical 

temperatures. Finally, modes 5 (b2g, 183 cm-1) and 6 (b1g, 198 cm-1) exhibit negligible spin–phonon 

coupling terms with the gz value (Table 2-1.S3a). Note, however, the corresponding coupling terms 

are substantially smaller when the magnetic field is oriented along 𝑳5 or 𝑳6 (i.e., for gx,y values). 

Also, the spin–phonon coupling term for the b2u mode is increased substantially in the D2d structure. 

These observations are discussed further below. It should be noted that the imaginary frequency of 

the b2u mode is a result of the D4h structure not being an equilibrium structure in the gas phase, as 

computed by DFT. However, the nature and symmetry of the mode tracks with group theoretical 

predictions and the energy of the mode is not consequential for the magnitude of the spin–phonon 

coupling term. 

 

Table 2-1.1. Comparisons between a variety of experimental and calculated g values for D4h and D2d 
[CuCl4]2- and other Cu(II) complexes. 

Molecule gz gy gx 
 Exp. Calc. Exp. Calc. Exp. Calc. 

D4h [CuCl4]2- a 2.221 2.204 2.040 2.057 2.040 2.054 
D4h [CuCl4]2- b 2.221 2.204 2.040 2.056 2.040 2.056 
D2d [CuCl4]2- a,c 2.435 2.304 2.079 2.123 2.079 2.065 
D2d [CuCl4]2- b  2.435 2.309 2.079 2.095 2.079 2.095 
[Cu(mnt)2]2- d 2.091 2.085 - 2.039 - 2.036 
CuPc e 2.199 2.163 2.052 2.026 2.052 2.026 
CuN4 (H) f 2.19 2.196 - 2.055 - 2.063 
CuN4 (Me) f 2.205 2.218 - 2.053 - 2.078 
CuN4 (t-Bu) f 2.28 2.273 - 2.049 - 2.141 
[Cu(bdt)2]2- g 2.085 2.047 2.019 2.015 2.019 2.016 
[Cu(bds)2]2- h 2.082 2.089 2.018 2.053 2.018 2.031 

a Crystal structure from ref. 62, g values from ref. 63. 
b Idealized structure from crystal structure. 
c g values from ref. 64. 
d Crystal structure and g values from ref. 14. 
e DFT optimized structure, g values from ref. 73. 
f DFT optimized structure, experimental g values from ref. 70. 

g Crystal structure from ref. 74, g values from ref. 33. 
h Crystal structure and g values from ref. 33. 
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Table 2-1.2. Comparisons between experimental and calculated ligand field transitions for D4h and 
D2d [CuCl4]2-. 

Exp. 
(cm-1)c 

Assignment Calc. 
(cm-1)a 

Calc. 
(cm-1)b 

Exp. 
(cm-1)c 

Assignment Calc. 
(cm-1)a 

Calc. 
(cm-1)b 

D4h    D2d    
12000 2B1g → 2B2g 14470 14475 5500 2B2 → 2E 6470 6825 
13500 2B1g → 2Eg 14525 14610   7360 6825 
  14685 14610 8000 2B2 → 2B1 10465 10440 
16500 2B1g → 2A1g 15485 15485 9400 2B2 → 2A1 9130 9005 

a X-ray crystal structure from ref. 62. 
b Idealized structure from crystal structure. 
c Experimental d-d transitions from ref. 65. 
 

Given the ligand field origin of the SOC induced mixing of orbital angular momentum into 

the 2B1g ground state (Figure 2-1.1), an analysis of the excited state energies was also carried out. 

Comparisons between experimental and calculated ligand field transitions are given in Table 2-1.2. 

Experimentally, the 2B2g, 2Eg, and 2A1g ligand field transitions of D4h [CuCl4]2- are observed at 12000, 

13500, and 16500 cm-1, respectively.65 From equation 2-1.2, the 2B2g excited state can introduce 

ground state orbital angular momentum through SOC, and the gz value is inversely dependent on the 

ligand field energy. A TDDFT calculation gives an energy of 14470 cm-1, in fairly good agreement. 

The vibrational analysis of the 2B2g ligand field energy is given in Figure 2-1.3a, with 

corresponding fits given in Table 2-1.S3a. The calculation of the ligand field energy along a given 

vibrational mode provides the excited state linear coupling term, which takes into account the 

displacement between the ground and excited state potential energy surfaces (Figure 2-1.4a). The 

degree of distortion can be estimated by evaluating the effect of electron-nuclear coupling on the 

total energy of the excited state, EES:55 

 

𝐸)V)W7OUW) = q𝜓))V)Ws
𝜕𝑯BX
𝜕𝑄/

s𝜓))V)Wt 𝑄/ (2-1.8) 

 

For non-zero values of this integral, the excited state will distort along Qi by a value 𝛥Qi; the 

excited state coupling term is determined by calculating the energy change in the electronic transition 

to the excited state 𝜓e with a change along the coordinate Qi. This is shown qualitatively for D4h and 

D2d structures in Figure 2-1.4a. The partial derivative (𝜕E/𝜕Qi) reflects the relative curvature of the 
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excited state potential energy surface near the ground state equilibrium geometry (i.e., in the vicinity 

of the Franck-Condon region). The excited state coupling term therefore provides a means to 

quantify the change in excited state orbital angular momentum that can SOC into the ground state 

along a given vibrational coordinate. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 
Figure 2-1.3. Evolution of d(x2-y2) → d(xy) transition energies for (a) D4h and (b) D2d [CuCl4]2-. 
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Figure 2-1.4. Qualitative potential energy surfaces of [CuCl4]2-. (a) Excited state linear coupling 
terms for the totally symmetric Cu–Cl stretch, and (b) change in the excited state linear coupling 
term upon distorting from D4h to D2d. To simplify (a), the ground state potential energy surfaces of 
D4h and D2d are overlaid even though their Cu–Cl bonds do not have the same equilibrium distance. 
 

As with the gz value analysis, the totally symmetric a1g mode exhibits the largest coupling 

term for the 2B1g excited state (Figure 2-1.3a), namely 12405 cm-1/Qi or -24940 cm-1/Å. The 

quadradic terms for the a2u mode are -6700 cm-1/Qi and -12230 cm-1/Å. Note the slopes and 

curvatures of the 2B2g energy are inverted relative to those for the gz value slope (Figure 2-1.2a). This 

behavior is consistent with equation 2-1.2 and the inverse energy dependence on SOC. The other 

modes discussed above that exhibit spin–phonon coupling terms with the gz value also exhibit 

inverted behavior. For example, the a2u and b2u modes exhibit positive quadratic behaviors in Figure 

2-1.2a and negative ones in Figure 2-1.3a. Note the b1g mode does not exhibit a substantial coupling 

term for the gz value but does with the 2B2g energy. This is due to the nature of the b1g vibrational 

distortion (see Table 2.S2a), which lowers the symmetry from D4h to D2h by making two of the 

Cu(II)–Cl bonds, and thus the x- and y-axes, inequivalent. This turns on a small mixing between a 

forbidden (in D4h) 2A2g charge transfer state and the 2B2g ligand field state. Both of these states 

transform as 2B1g upon lowering symmetry to D2h. The energy of the forbidden 2A2g state exhibits a 

strong dependence on the b1g mode distortion. Thus, we ascribe the energy shift of the 2B2g state 

observed in Figure 2-1.3a to this mixing. Also, other than eu (2a, 2b) modes, no other modes exhibit 

this distortion induced mixing, and they maintain their original ligand field compositions observed 

for the D4h structure. Thus, the excited state coupling term (equation 2-1.8) for the 2B1g → 2B2g 
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excitation provides a means to evaluate the vibrationally induced change in ground state orbital 

angular momentum and its effect on the gz value. 

In addition to excited state SOC, equation 2-1.2 indicates covalency contributions are 

important determinants of molecular g values. Experimentally, the Cu(d) character for D4h [CuCl4]2- 

is 0.62 ± 0.02.58,59 The 𝛽-LUMO of the model considered here is given in Figure 2-1.1 and reflects 

a total Cu(d) character and spin density of 65 % and 0.668 from Loewdin population analysis and 

spin density, respectively. As shown below, the measure of covalency at the equilibrium geometry, 

by proxy of the spin density, is a key determinant to understanding its role in spin–phonon coupling 

terms. Thus, the 38 % HF method applied to a complex with known Cu(d) character provides an 

excellent starting point. Fits for the spin-phonon coupling term analyses using Cu spin densities are 

given in Table 2-1.S3e. The fits for the a1g mode give values of -0.157 SD/Qi and 0.221 SD/Å. As 

observed above for gz values and the 2B2g energies, the largest coupling term for Cu spin density is 

observed for the totally symmetric a1g mode. For this mode, the change in covalency along the a1g 

coordinate contributes in the same direction/sign to the change in gz value as the 2B2g ligand field 

energy. This is also the case for the b2u mode. The concerted contribution from ligand field energies 

and covalency is not observed for all modes, however (Figure 2-1.S3-8). From example, the Cu spin 

density contribution for the a2u mode opposes the contribution to the gz value from the 2B1g excited 

state and illustrates an important interplay between excited state SOC and covalency to the resulting 

spin–phonon coupling term for the gz value. See Figure 2-1.S9 and accompanying text for further 

analyses of the qualitative decomposition of the spin–phonon coupling term into contributions from 

ground state covalency and orbital angular momentum from excited state SOC. 

The spin–phonon coupling terms for the gx,y values for the D4h structure are given in Figure 

2-1.S10, with the corresponding fits given in Table 2-1.S3b and 2-1.S3c. The coupling terms for the 

gx- and gy values are very similar except for the inversion of the eu modes (e.g., the 1a/2a components 

switch with the 2a/2b components). As with the gz value, the largest coupling term for the gx,y values 

is observed for the a1g mode (-0.072 gz/Qi,). However, the coupling term for the gx,y values is 

significantly less than that observed for gz values (-0.241 gz/Qi) by a factor of ~3.3. This difference 

reflects the ratio of the prefactors given in equations 2-1.2 and 2-1.3, as well as contributions from 

anisotropic covalency. The other modes show a similar behavior between gx- and gz values and 

therefore are not discussed here. However, while the b1g mode exhibited a negligible spin–phonon 

coupling term for the gz value (Figure 2-1.2a), it exhibits a larger coupling term for the gx,y values 
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(Figures 2-1.S8a/b). Thus, the main differences between the gz and gx,y regions is the magnitude and 

anisotropy of the spin–phonon coupling terms, with different vibrational modes (e.g., b1g mode) 

being selectively activated in the g⊥ region. 

The corresponding spin–phonon coupling terms of the two components of the 2Eg excited 

state are given in Figure 2-1.S11. The correlation between the gx,y values and the excited state SOC 

is similar to that laid out for the gz value and is therefore not addressed further here. 

In summary for D4h [CuCl4]2-, up to the totally symmetric stretch, the vibrational modes that 

exhibit the largest spin–phonon coupling terms are the a2u and a1g modes, with the b2u and eu (1a, 

1b) modes having smaller coupling terms. Excited state SOC and covalent contributions are both 

important quantifiers and determinants of spin–phonon coupling terms, and they can either work 

cooperatively or oppose one another (Figure 2-1.5). Lastly, the spin–phonon coupling terms are 

anisotropic between the g|| and g⊥ regions, with a general decrease in coupling terms in the g⊥ region 

and an activation of different vibrational modes. This anisotropy may be an interesting way to 

experimentally probe and explore spin–phonon coupling terms in transition metal complexes and 

qubits. 

 

2-1.2.2. D2d and Comparisons to D4h [CuCl4]2- 

Going from D4h to D2d [CuCl4]2-, the g values shift from 2.221 and 2.040 to 2.435 and 2.079, 

respectively (Table 2.1). The experimental increase in g values is reproduced by the DFT calculated 

g values (2.309 and 2.095, respectively). In addition, the ligand field strength decreases significantly 

upon distorting to D2d, which results in a decrease in the ligand field transition energies to 5500, 

8000, and 9400 cm-1. The transition at 8000 cm-1 is the 2B2 → 2B1 transition, which is predicted at 

10440 cm-1 using TDDFT. The irreducible representations of the normal modes of vibration in D2d 

are ΓK/L = 2𝑎< + 𝑏< + 2𝑏8 + 2𝑒. Note in going from D4h to D2d group theory requires the ground 

state to transform as 2B2 (Figure 2-1.1).65 While this formally leads to a switch of the ground state 

from x2-y2 to xy, the overall orientation of the orbital with respect to the ligand–metal bonds does 

not change upon lowering symmetry from D4h to D2d, and we therefore retain the x2-y2 labeling as 

done previously.55 Translating to the D2d structure decreases the overlap between the Cu d(x2-y2) 

orbital and the ligand p orbitals, which results in a decrease in the covalency of the Cu–Cl bonds and 

thus a larger Cu spin density. As done above for D4h, using the DFT calculated spin density, the 2B1 
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ligand field energy, and equation 2-1.2 predicts a gz value of 2.361, which is in the range of that 

predicted from the DFT calculation (2.309). 

The spin–phonon analysis for the gz value of D2d [CuCl4]2- is given in Figure 2-1.2b (fits 

given in Table 2-1.S4a). Group theory provides a means to directly correlate the D4h and D2d 

vibrational modes. These correlations are applied here and are reflected in the labels of the D2d 

figures and tables throughout. As observed for the D4h, the largest coupling term for the D2d structure 

is observed for the totally symmetric breathing mode, a1(2) (mode 7, Table 2.S3) (a1g in D4h). For 

the a1(2) mode, a linear fit along the vibrational mode, Qi, provides a slope of -0.306 gz/Qi (0.612 

gz/Å). These slopes are larger than those observed for the a1g mode in the D4h structure (-0.241 gz/Qi 

and 0.482 gz/Å). Furthermore, while no other modes exhibited substantial linear coupling terms in 

the D4h structure, from the spin–phonon analyses in Figure 2-1.2b, the a1(1) mode (mode 1 in both 

D4h and D2d; b2u in D4h) becomes activated and linear in the D2d structure. For the a1(1) mode, the 

linear fit along the vibrational mode, Qi, provides a slope of 0.140 gz/Qi. The activation of the a1(1) 

mode and the observation of linear coupling term behavior upon going to the D2d structure is 

especially important for local mode contributions to decoherence, as the a1(1) mode is the lowest 

energy mode in these structures and thus can become populated at relatively low temperatures. This 

is discussed further in the following section. 

The quadratic coefficient of the b2(1) mode of the D2d structure (-0.068 gz/Qi) is reduced 

relative to the D4h structure (0.119 gz/Qi) (a2u in D4h). Of the modes with frequencies less than the 

a1(2) totally symmetric stretch, the b2(2) mode has a quadratic coefficient of -0.295 gz/Qi, which is 

activated relative to the D4h structure in which a very small coupling term was observed (b1g in D4h). 

The spin–phonon analysis for the 2B1 excited state of D2d [CuCl4]2- is given in Figure 2-1.3b. 

Both a1(2) and a1(1) modes exhibit oppositely signed slopes between Figure 2-1.2b and 2-1.3b, 

indicating appreciable contributions to the spin–phonon coupling term from excited state SOC. For 

the a1(2) mode, the linear fit along the vibrational mode, Qi, provides a slope of 7885 cm-1/Qi (-

15770 cm-1/Å). These slopes are smaller than those observed for the a1g mode in the D4h structure 

(12405 cm-1/Qi and -24940 cm-1/Å). The larger slope for the D4h structure might suggest it would 

have a larger spin–phonon coupling term. However, equation 2-1.2 and its differentiated forms 

predict important behavior in this regard when comparing the D4h and D2d structures. This behavior 

is addressed below. 
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The slope of the a1(1) mode for the D2d structure is -3925 cm-1/Qi, roughly half that observed 

for the a1(2) mode (7885 cm-1/Qi). The activation of this mode is a direct consequence of the 

symmetry about the Cu complex and its effect on the excited state coupling term (equation 2-1.8). 

This is shown pictorially in Figure 2-1.4b. For the D4h structure, the b2u mode is imaginary, 

representing a saddle point on the ground state potential energy surface. It has also been stressed that 

the D4h [CuCl4]2- structure arises due to crystal packing forces, and the D2d structure represents the 

energetic minimum on the ground state potential energy surface.58 However, the symmetry of the 

complex has important consequence for the excited state coupling term and thus the spin–phonon 

coupling terms. In D4h, the excited state that can SOC with the ground state is at an energetic 

maximum along the b2u (in D4h) mode connecting the D4h and D2d structures. Upon distorting along 

this mode, both the ground and excited state energies are reduced. At the ground state minimum the 

excited state potential energy surface is shifted relative to the ground state surface. This offset gives 

rise to a non-zero excited state coupling term for the D2d structure and provides a mechanism for the 

amount of orbital angular momentum mixed into the D2d ground state to change along the vibrational 

mode. This mixing is prohibited in the D4h ground state. In some ways, this qualitatively resembles 

atomic clock transitions that have also been utilized in the development of qubits.35,66–69 

The spin density as a function of the vibrational coordinate for the D2d structure is given in 

Figure 2-1.S2b. The slopes for the a1(2) mode are -0.157 SD/Qi and 0.315 SD/Å. These are larger 

than the values for the a1g mode in the D4h structure (-0.111 SD/Qi and 0.221 SD/Å). As done for the 

D4h structure, the individual contributions to the gz value from the 2B1g energy and Cu spin density 

can be estimated using equation 2-1.1. These results are given in Figures 2-1.S6-2-1.S8. 

The spin–phonon analyses were extended to the gx,y values of D2d [CuCl4]2-. These results 

are given in Figure 2-1.S11 and Tables 2-1.S4b and 2-1.S4c. The corresponding vibrational analyses 

are for the 2E excited state of D2d [CuCl4]2- are given in Figure 2-1.S12 and Tables 2-1.S4b and 2-

1.S4b. Similar to D4h, there are new modes that are activated for the gx,y values. For the D2d structure, 

these include the b2(1) and b2(2) modes. 

In summary, for D2d, in addition to the a1(2) mode, a linear spin–phonon coupling term in 

the a1(1) mode (i.e., the b2u parent mode in D4h) becomes activated. This is anticipated to be 

especially important for local mode contributions to decoherence, as the a1(1) mode is the lowest 

energy mode in these structures and thus can become populated at relatively low temperatures. 

Indeed, all Cu(II)-based qubits in the literature are roughly square planar, D4h. Insightful and 
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quantitative comparisons can be drawn between the vibrational analyses of the total symmetric 

breathing modes of the D4h and D2d structures, with the latter exhibiting a larger spin–phonon 

coupling term. This larger coupling term occurs even though the excited state coupling term (Figure 

2-1.4a) is larger than the D2d structure. The activation of the a1(1) mode for the D2d structure and its 

excited state coupling behavior can be understood via the qualitative potential energy surfaces in 

Figure 2-1.4b. Given the ground state structure of [CuCl4]2- in the absence of any structural 

constraints is D2d, going to the D4h structure on the ground state surfaces results in a scenario where 

there is a relatively small gradient in the excited state potential energy surfaces. Thus, for the D4h 

structure, there is little change in the ground state orbital angular momentum upon fluctuations in 

the b2u mode that provides a coordinate between the D4h and D2d structures. However, the excited 

state potential energy surface is offset from the ground state surface near the equilibrium position of 

the D2d geometry, which allows for larger changes in ground state orbital angular momentum for the 

a1(1) mode. 

 

2.2.3. Cu(II) Effective Decoherence Maps and Comparisons to Ligand Field Theory 

For D2d [CuCl4]2-, the vibrational modes with by far the largest spin–phonon coupling terms were 

those of a1(1) and a1(2) symmetry and thus have the greatest impact on the quantum decoherence of 

Cu(II) complexes. The a1(1) mode can be described by the Cl–Cu–Cl bond angle, 𝛼, while the a1(2) 

mode can be described by the Cu–Cl bond distance. Effective decoherence maps have been 

generated spanning this space of [CuCl4]2- geometries (Figure 2-1.5). In Figure 2-1.5, the magnitude 

and direction of gz value gradients (i.e., effective linear spin–phonon coupling terms in this space) 

are represented by the size and directions of the arrows. The horizontal and vertical components of 

the arrows reflect the relative contributions to the a1(2) and a1(1) modes, respectively. For the D4h 

structure, the gradient in gz value is small for any linear combination of these two structural 

coordinates. However, upon increasing the angle, 𝛼, the gradient in gz increases, reflecting the larger 

slope of the gz value vs. Cu–Cl bond length observed for D2d (0.612 gz/Å) vs. D4h (0.482 gz/Å) 

[CuCl4]2-. This map can be translated to any four coordinate Cu(II) complex. Indeed, previous EPR 

experiments on a large scope of Cu(II) complexes have concluded that spin relaxation rates are faster 

for tetrahedrally-distorted geometries vs. square planar geometries.70 This observation is fully 

supported by extension of the model derived here (see Figure 2-1.S20). The 2D maps are also 
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presented for spin density and the 2B2g/2B1 ligand field transition energies, wherein the trends in both 

cases track with expressions in Section 2-1.1. This extension further demonstrates that the model can 

be applied to complexes with asymmetric ligand sets where the treatment of even vs. odd vibrations 

may break down. 

Individual ligand field contributions from the ligand field transition energy and spin density 

are given in Figures 2-1.5b and 2-1.5c, respectively. Even though the excited state linear coupling 

term of the 2B2g excited state (in D4h) is larger than the 2B1 state (in D2d) (also compare blue lines in 

Figure 2-1.4a), the resultant effect on the gradient in gz value is smaller because the initial 2B2g state 

is higher in energy than the 2B1 state. Furthermore, the effective decoherence map generated using 

the Cu spin density (Figure 2-1.5c) shows that the gradient of the change in absolute value of the 

spin density increases with increasing angle, 𝛼. This behavior is similar to Figure 2-1.5a for gz. While 

it is clear that the D2d structure has a larger spin–phonon coupling term in the gz-plot alone, the 

different behaviors for the individual contributions from ligand field transition energy (Figure 2-

1.5b) and spin density (Figure 2-1.5c) are insightful and in line with the expressions derived in 

Section 2-1.1. 

 
Figure 2-1.5. Effective decoherence maps generated using 225 geometries of [CuCl4]2- spanning 
different bond lengths and angles, 𝛼, and the corresponding gradients (denoted by the size and 
magnitude of the arrows) in the 2D space. (a) gz value, (b) 2B2g/2B1 ligand field energy (cm-1), and 
(c) Loewdin spin density on Cu. 
 

2-1.3. Spin–Phonon Coupling Terms in C4v [VOCl4]2- and Comparisons to D4h [CuCl4]2- 

The bond metrics of the X-ray crystal structure and an idealized C4v [VOCl4]2- model structure are 

given in Table 2-1.S5. As for [CuCl4]2-, the X-ray structure and idealized structure gave essentially 

identical results and only the idealized structure is considered. The DFT calculated g values and 

ligand field excited state energies for C4v [VOCl4]2- are compared to experiment in Tables 2-1.3 and 
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2-1.4, respectively. Experimentally, the gz and gx,y values of [VOCl4]2- are 1.948 and 1.979, 

respectively.71 The calculated values are 1.963 and 1.973, respectively, in fair agreement with 

experiment. The HF dependence of the gz value for this structure is given in Figure 2-1.S14. For 

overall consistency and accuracy, calculations reported here for V(IV) complexes utilize 60 % HF 

exchange, as this value provides better overall agreement across a variety of other V(IV)-based 

complexes. 

 

Table 2-1.3. Comparisons between a variety of experimental and calculated g values for C4v 
[VOCl4]2- and other V(IV) complexes. 

Molecule gx gy gz 
 Exp. Calc. Exp. Calc. Exp. Calc. 

C4v [VOCl4]2- a 1.979 1.973 1.979 1.973 1.948 1.962 
C4v [VOCl4]2- b 1.979 1.973 1.979 1.973 1.948 1.963 
VOPc c 1.989 1.973 1.989 1.973 1.966 1.963 
VO(acac)2 d 1.975 1.978 1.979 1.980 1.949 1.945 
[VO(cat)2]2- e 1.980 1.976 1.988 1.982 1.956 1.951 
[VO(dmit)2]2- f 1.986 1.979 1.988 1.977 1.970 1.963 
[V(bdt)3]2- g 1.970 1.947 1.970 1.949 1.988 1.962 
[V(bds)3]2- g 1.960 1.872 1.955 1.871 1.950 1.849 

a Crystal structure from ref. 77, g values from ref. 71. 
b Idealized structure from crystal structure. 
c DFT-Optimized structure. g values from ref. 76. 
d DFT-Optimized structure. g values from ref. 78. 
e DFT-Optimized structure. g values from ref. 43. 
f VO(dmit)2: xtal structure and g values from ref. 54. 
g g values and xtal structures from ref. 33. 

 

Table 2-1.4. Comparisons between experimental and calculated ligand field transitions for C4v 
[VOCl4]2-. 

Exp.a 

(cm-1) 
Assignment Calc. 

(cm-1)b 
Calc. 

(cm-1)c 
~12000 2B2 → 2B1 15080 15230 
13700 2B2 → 2E 15925 16325 
  16825 16325 
22000 2B2 → 2A1 29270 19190 

a Ref. 72. 
b X-ray crystal structure from ref. 77. 
c Idealized structure from crystal stucture. 
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The energies, symmetry labels, and scaled vector displacements for all 12 normal modes of 

vibration for the idealized C4v [VOCl4]2- are given in Table 2-1.S6 (ΓK/L = 3𝑎< + 2𝑏< + 𝑏8 + 3𝑒). 

Spin–phonon calculations for the gz value of C4v [VOCl4]2- are given in Figure 2-1.6A, and their fits 

are given in Table 2-1.S7a. A strong coupling term for the gz value is observed for the totally 

symmetric a1(2) V(IV)–Cl breathing mode (mode 9, 323 cm-1). The linear fits provide slopes of 

0.068 gz/Qi and -0.130 gz/Å. These slopes are significantly smaller than those observed for a1g/a1(2) 

modes of either D4h (-0.241 gz/Qi and 0.482 gz/Å) or D2d (-0.306 gz/Qi and 0.612 gz/Å) [CuCl4]2-. 

The ratios of the C4v [VOCl4]2- and D4h [CuCl4]2- slopes are ~0.27. This is very similar to the relative 

magnitudes of the V(IV) (250 cm-1) and Cu(II) (–830 cm-1) SOC constants (0.3), showing that spin–

phonon coupling terms of V(IV) are systematically decreased by a factor of ~3.3, largely due to the 

reduced SOC constant of V(IV) relative to Cu(II). 

For C4v [VOCl4]2-, of the other vibrations with energies less than a1(2), modes 1 (b1(1), –51 

cm-1), 2/3 (e (1a, 1b), 160 cm-1), 4 (a1(1), 166 cm-1), 5 (b2, 187 cm-1), 6 (b1(2), 233 cm-1), 7/8 (e (2a, 

2b), 267 cm-1) all exhibit quadratic coupling terms. From low to high energy, the largest quadratic 

coupling terms are observed for modes b1(1) (-0.016 gz/Qi), e(1a, 1b) (-0.020 gz/Qi), a1(1) (-0.018 

gz/Qi), b1(2) (-0.016 gz/Qi), and e(2a, 2b) (0.017 gz/Qi). These quadratic coefficients are significantly 

less than the important low-energy quadratic modes in D4h [CuCl4]2-, which ranged from 0.056 to 

0.118 gz/Qi. When scaled for the different SOC constant of V(IV), the quadratic coefficients for 

[VOCl4]2- range from 0.054 to 0.067 gz/Qi, which are much closer to the those for D4h [CuCl4]2-. For 

more direct comparison, the coefficient of the b2u mode of D4h [CuCl4]2- is 0.063 gz/Qi, while for the 

b1(1) mode of [VOCl4]2- is -0.016 gz/Qi. Also, the coefficient of the a2u mode of D4h [CuCl4]2- is 

0.119 gz/Qi, while for the a1(1) mode of [VOCl4]2- is -0.018 gz/Qi. From group theory, these modes 

correlate between the D4h and C4v point groups. For example, the a2u mode involves out-of-plane Cu 

motion, while the a1(1) mode involves movement of the vanadyl unit out-of-plane with respect to 

the chloride ligands. Thus, the spin–phonon coupling terms of both linear and quadratic modes are 

significantly less for the vanadyl complex relative to the Cu(II) complexes. Scaled for angle change, 

the absolute values of the b2u and b1(1) slopes are 0.98 x 10-4 (gz/°) and 0.28 x 10-4 (gz/°), respectively, 

with the b2u mode being larger by a factor of 3.5. Scaled for metal displacement, the absolute values 

of the a2u and a1(1) slopes are 0.216 and 0.077 (gz/Å), respectively, with the a2u mode being larger 

by a factor of ~2.8. In both cases, the difference in slope is strongly influenced by the ratio of the 

SOC constant. 
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Vibrational analyses of the 2B1 excited state energies were carried out for C4v [VOCl4]2-. 

Comparisons between experimental and calculated ligand field transitions are given are Table 2-1.4. 

Experimentally, the 2B1, 2E, and 2A1 ligand field transitions of C4v [VOCl4]2- are observed at ~12000, 

13700, and 22000 cm-1, respectively.72 The 2B2 → 2B1 transition provides the SOC of orbital angular 

momentum for gz, while the 2B2 → 2E transition provides SOC for gx,y (Figure 2-1.1). A TDDFT 

calculation gives the energies of these transitions at 15080 and 16325 cm-1, respectively, in fairly 

good agreement.  

 

 

Figure 2-1.6. LFT parameters along the vibrational coordinates of the first nine vibrational modes 
of [VOCl4]2-. (a) gz value, (b) ligand field excited state transition energy. 
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The vibrational analysis of the 2B1 ligand field excited state is given in Figure 2-1.6b, with 

fits given in Table 2-1.S7a. As with the gz value analysis, the totally symmetric a1(2) mode exhibits 

the largest coupling term. The slope of the a1(2) mode is 13945 cm-1/Qi (-26450 cm-1/Å). These 

values are similar to those of D4h [CuCl4]2- (12405 cm-1/Qi or -24940 cm-1/Å). However, despite 

having similar ligand field excited state energies (14475 vs. 15080 cm-1) and slopes (-26450 and -

24940 cm-1/Å) for the totally symmetric stretch, the corresponding slopes for the change in gz value 

are significantly lower for [VOCl4]2- vs. [CuCl4]2- (-0.130 gz/Å vs. 0.482 gz/Å, respectively). This 

difference is due to the different ratio of SOC constants for V(IV) and Cu(II). 

The total Loewdin unoccupied V(IV) d(xy) character and V(IV) spin density for [VOCl4]2- 

are 88 % and 0.98, respectively. As expected, the covalency of the V(IV)–Cl bonds are significantly 

lower than those of D4h [CuCl4]2- (e.g., 88 % vs. 65 % unoccupied metal d character). The spin 

density vibrational analysis for C4v [VOCl4]2- is given in Figure 2-1.S15, with fits given in Table 

2.S7e. The fits for the a1(2) mode give values of -0.102 SD/Qi and 0.194 SD/Å. These values are 

smaller than those observed for D4h [CuCl4]2- (-0.157 SD/Qi and 0.221 SD/Å), consistent with the 𝜎 

overlap in [CuCl4]2- (Figure 2-1.1). The spin density change for [VOCl4]2- is due to the 𝜋-type 

interaction between the out-of-plane Cl p orbitals and the V d(xy) orbital. 

The spin–phonon coupling terms for the gx,y values for the C4v structure are given in Figure 

2-1.S16, with the corresponding fits given in Table 2-1.S7b and 2-1.S7c. Both gx and gy give similar 

results, and only gx is considered. As observed for D4h [CuCl4]2-, the spin–phonon coupling terms 

are different in the g⊥ region relative to g||. For the most part, the magnitudes of the spin–phonon 

coupling terms are decreased going from g|| to g⊥. For instance, the slope of the a1(2) mode decreases 

from 0.068 to 0.005 gz/Qi, and the slopes of the b1(1) and a1(1) modes go from -0.016 and -0.018 

gz/Qi to -0.002 and -0.007 gz/Qi, respectively. The b2 and e(2a, 2b) modes exhibit an increase in 

coupling term (0.017 to -0.032 gz/Qi). These changes in spin–phonon coupling terms are correlated 

to the changes in the slopes of the ligand field transitions. The vibrational analyses of the 2E ligand 

field excited state energies are given in Figure 2-1.S17. For instance, for the b2 mode, the excited 

state slope changes from -565 to 3775 cm-1/Qi. For the e(2a, 2b) modes, the slopes go from 1370 to 

-5945/-9620 cm-1/Qi. 

In summary, the totally symmetric a1(2) mode exhibits a strong spin–phonon coupling term 

for C4v [VOCl4]2-, making for an insightful comparison to the a1g mode of D4h [CuCl4]2-. The 
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magnitude of the spin–phonon coupling term is significantly less for [VOCl4]2-. This difference in 

spin–phonon coupling terms could be quantified to a factor of ~0.27, which is ascribed here to the 

difference in SOC constants for V(IV) vs. Cu(II). Importantly, the reduction in spin–phonon 

coupling in [VOCl4]2- relative to [CuCl4]2- occurs even though the complexes have similar ligand 

field excited state energies and similar excited state coupling terms. These observations further 

support that the reduced SOC constant reduces the spin–phonon coupling terms. Also, as observed 

for [CuCl4]2-, the spin–phonon coupling terms in [VOCl4]2- are anisotropic, with different modes 

being activated in the g|| and g⊥ regions. Nonetheless, the spin–phonon coupling terms of [VOCl4]2-

, even when scaled for degree of distortion, are significantly reduced relative to [CuCl4]2- in either g|| 

and g⊥ directions. The reduced spin–phonon coupling terms will play a major role in the room 

temperature coherence properties of vanadyl complexes relative to Cu(II) complexes. 

 

2-1.3. Discussion 

Transition metal complexes are being explored as qubits for quantum computing. In addition to 

significant hurdles related to the eventual quantum entanglement of molecular qubits, spin–phonon 

coupling in transition metal complexes often prohibits the observation of room temperature 

coherence properties. This has inspired recent research efforts to better understand the nature of spin–

phonon coupling in transition metal complexes and how it might be tuned and controlled by 

variations in the ligand set and thus the ligand field environment.13–15,33,44 As highlighted in the 

Introduction, spin–phonon couplings also play important roles in single molecule magnets and 

photophysics, and studies directed at fundamental understanding will have broad impact. 

Above, we have outlined a general LFT model of spin–phonon coupling terms in S = ½ 

transition metal complexes. This model is derived from the first and second derivatives of the LFT 

expressions of g values given in Section 2-1.1.55 While these expressions define the zero temperature 

magnitudes of spin–phonon coupling terms in S = ½ complexes, they can be expanded to consider 

additional dynamic effects through the variance of gz, 〈𝑔08〉, which highlights the importance of the 

first derivative, R16
RS&

, and therefore its role in the coherence lifetimes of S = ½ transition metal 

complexes. This suggests that, without considering thermal population, odd modes such as totally 

symmetric stretches will have a more substantial effect on spin-phonon coupling terms and 
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decoherence compared to even modes, in which their value of relevance, R
!16
RS&

! , only appears in the 

second order term of the Taylor expansion (equation 2-1.5). The fundamental behavior of these 

expressions were borne out by an extensive range of DFT and TD-DFT calculations on minimalistic 

S = ½ models, D4h/D2d [CuCl4]2- and C4v [VOCl4]2-. Together, the results above provide a general 

description of the roles of transition metal geometric and electronic structure in spin–phonon 

coupling. For instance, the magnitudes of spin–phonon coupling terms are strongly influenced by 

excited state SOC of orbital angular momentum into the ground state and are predicted to be strongly 

influenced by the energy of the particular ligand field excited state mixing with the ground state 

(equations 2-1.6 and 2-1.7) (e.g., 2B2g for a 2B1g ground state in D4h [CuCl4]2-). This excited state 

SOC contribution is governed by the ligand field geometry about the metal complex. For example, 

going from D4h to D2d [CuCl4]2- turns on additional mode coupling terms due to the enhancement of 

excited state coupling terms (Figure 2-1.4). Furthermore, the magnitude of spin–phonon coupling 

terms are strongly influenced by the covalency of ligand–metal bonds. This dynamic effect largely 

reflects a relativistic nephelauxetic effect, which effectively modulates the SOC constant of the metal 

from that of the free ion. In short, the more covalent the ligand–metal bond, the smaller the spin–

phonon coupling terms become. Relatedly, a significant overall reduction in SOC constant can of 

course be achieved through the use of different transition metal complexes (e.g., V(IV) vs. Cu(II) vs. 

Cr(V)). As shown below, V(IV), which has a significantly lower SOC constant than Cu(II), can still 

maintain favorable spin–phonon coupling terms despite having significantly more ionic ligand-metal 

bonds than Cu(II) complexes. Complications can also arise from trying to quantify spin–phonon 

coupling terms in different ligand field environments, as the nature of the modes can change. 

However, this can be facilitated to some degree by leveraging specific group theoretical correlations 

as demonstrated here for D4h, D2d, and C4v transition metal complexes. The spin–phonon analyses 

presented above for [CuCl4]2- and [VOCl4]2- are now extended to a range of S = ½ Cu(II) and V(IV) 

molecular qubit candidates. 

 

2-3.1 Extension to Cu(II)- and V(IV)-Based Qubits 

The spin–phonon analyses of the Cu(II) qubit complexes and their gz values are given in Figures 2-

1.S18 and Tables 2-1.S8(a-d). The spin-phonon analyses of the V(IV) complexes and their gz values 

for all modes up to at least 400 cm-1 in energy are given in Figures 2-1.S19(a-f) and Tables 2-1.S9(a-
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f). Comparisons between all geometry optimized and crystal structures are given in Tables 2-

1.S10(a,b) and 2-1.S11(a-c) for Cu(II) and V(IV) complexes, respectively. Providing quantitative 

comparisons between the spin–phonon analyses for different complexes is a complicated task. This 

is largely because the nature and amount of atomic motions are not necessarily conserved over all 

vibrations. However, as discussed here, the modes identified above for D4h [CuCl4]2- and C4v 

[VOCl4]2- that exhibited particularly large spin–phonon coupling terms are also those that exhibit 

spin–phonon coupling terms in qubits. Thus, the parent vibrational modes provide a means to make 

quantitative comparisons across Cu(II) and V(IV) complexes. 

 

Table 2-1.5. Spin–vibrational coupling terms, excited state energies, and covalencies across a variety 
of Cu(II) complexes/qubits. 

Complex a1g  
(cm-1) 

(g/Å) a2u  
(cm-1) 

(g/Å) ESa M(d)b M SD 

D4h [CuCl4]2- 296.3 0.482 140.5 0.216 14475 65 % 0.670 
D2d [CuCl4]2- 316.7 0.612 66.9 0.529 10440 70 % 0.760 
CuPc 259.4 0.464 151.7 0.151 22165 72 % 0.734 
[Cu(mnt)2]2- 303.4 0.384 141.2 0.102 22305 42 % 0.434 
[Cu(bdt)2]2- 387.4 0.232 85.1 0.103 29700 41 % 0.424 
[Cu(bds)2]2- 199.3 0.165 97.8 0.039 24390 37 % 0.377 

a Excited state which spin orbit couples into the ground state for gz. 
b M(d) character in unoccupied component orbital from Loewdin population analyses. 
c Loewdin metal spin density. 
 

The experimental and calculated g values of Cu(II) qubits are given in Table 1,14,33,73,74 while 

spin–phonon linear coupling terms and additional computational results are given in Table 2-1.5. 

Note X-ray crystal structures were utilized for [Cu(mnt)2]2-, [Cu(bdt)2]2-, and [Cu(bds)2]2- (bds = 

benzene-1,2-diselenate) complexes, as their structures were not well reproduced using DFT 

geometry optimization. However, CuPc provided a good agreement and thus the optimized structure 

was used. As outlined above, the totally symmetric stretch (a1g in D4h [CuCl4]2-) and the out-of-plane 

motion of the metal/vanadyl moiety (a2u in D4h [CuCl4]2- and a1(1) in C4v [VOCl4]2-) were the main 

modes to consider. The nature of these modes are well conserved over the complexes considered 

here allow for the spin–phonon coupling terms to be compared on a Å-1 scale. As elucidated above, 

the linear coupling terms for the totally symmetric modes of D4h and D2d [CuCl4]2- were determined 

to be 0.482 and 0.612 gz/Å. These modes for qubit candidates CuPc,75 [Cu(mnt)2]2-,51 [Cu(bdt)2]2-,33 

and [Cu(bds)2]2-33 are 0.464, 0.384, 0.232, and 0.165 gz/Å, respectively. Interestingly, of these qubits, 
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[Cu(bdt)2]2- exhibited spin echoes that persist to room temperature, and it has one of the lowest spin–

phonon coupling terms of the Cu(II) complexes, with only [Cu(bds)2]2- being lower. Note the lack 

of spin echoes for [Cu(bds)2]2- and its comparison to [Cu(bdt)2]2- is discussed further below. For the 

a2u parent mode, the quadratic coefficients for D4h and D2d [CuCl4]2- were determined to be 0.216 

and 0.529 gz/Å, respectively. In a similar fashion to the a1g parent mode, the quadratic coefficients 

of the a2u parent mode decrease to 0.151, 0.102, 0.103, and 0.039 gz/Å for CuPc, [Cu(mnt)2]2-, 

[Cu(bdt)2]2-, and [Cu(bds)2]2-, respectively. Thus, there is a systematic decrease in the spin–phonon 

coupling terms across these Cu(II) complexes. These observations can be understood utilizing the 

LFT model outlined above. For example, [Cu(bdt)2]2- exhibits the highest calculated ligand field 

excited state energy (29700 cm-1) and has highly covalent ligand–metal bonds (41 % Cu(d)). The 

decreased slope of [Cu(bds)2]2- is due to the increased covalency of the Cu–Se vs. Cu–S bonds (Table 

2-1.5). Furthermore, the slopes and quadratic coefficients of [Cu(mnt)2]2- are larger than those 

[Cu(bdt)2]2- and [Cu(bds)2]2-. From Table 2-1.5, this is largely reflected by the lower excited state 

energy (22305 cm-1) (and thus the higher amount of ground state orbital angular momentum) and, to 

a smaller extent, the lower covalency (42 % Cu(d)). The slopes and coefficients for CuPc are 

increased further relative to the other Cu(II) complexes, as the Cu–N bonds are significantly more 

ionic than the Cu–S bonds of [Cu(mnt)2]2-, [Cu(bdt)2]2- and [Cu(bds)2]2-. 

These electronic differences between [Cu(bdt)2]2- and [Cu(mnt)2]2- can be understood from 

their X-ray crystal structures. For example, the Cu–S bond lengths of [Cu(mnt)2]2- are ~2.33 Å, 

which are longer than those for the [Cu(bdt)2]2- complex (~2.15 Å). For [Cu(bdt)2]2-, the contraction 

of the ligand–metal bonds destabilizes the Cu d(x2-y2) 𝛽-LUMO orbital, which increases the energy 

of the 2B2g ligand field transition and increases the orbital overlap (covalency) of the ligand–metal 

bonds (Figure 2-1.1). Thus, the ligand set and [Cu(bdt)2]2- complex exhibits the ideal characteristics 

for a Cu(II)-based qubit. Also, while the slopes of the [Cu(bds)2]2- complex would suggest longer 

coherence times relative to [Cu(bdt)2]2-, the lack of spin echoes at higher temperatures can be 

attributed to the significant decrease in the vibrational frequency of the a1g parent mode due to the 

mass effect of the S to Se conversion (e.g., 387 vs. 199 cm-1, respectively). Interestingly, the fits to 

the temperature dependence of the T1 for these complexes suggest local mode contributions of 488 

± 72 and 344 ± 80 cm-1.33 Combined with the computational results here, these frequencies and their 

differences provide strong evidence that the totally symmetric a1g parent mode contributes to the 

coherence times of Cu(II) complexes. Thus, we propose that the rapidly accessible data in Table 2-
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1.5 can be computed to qualitatively and semi-quantitatively evaluate and screen potential Cu(II)-

based qubits. 

Recent work by Sessoli et al.13,54 has highlighted the important role of the vanadyl moiety in V(IV)-

based qubits. The calculated and experimental g values of a variety of vanadyl and V(IV) qubits are 

given in Table 2-1.3,43,54,71,76–78 with the corresponding spin–phonon analyses given in Figures 2-

1.S19(a-f) and Tables 2-1.S9(a-f) and specific spin–phonon slopes and additional computational 

results given in Table 2-1.S12. Note, of the vanadyl complexes considered here, VOPc, VO(acac)2, 

and [VO(cat)2]2- were geometry optimized. Similarly to the Cu complexes considered above, X-ray 

crystal structures were used for structures where geometry optimizations resulted in significantly 

different structures (e.g., [VO(dmit)2]2-, [V(bdt)3]2-, and [V(bds)3]2-). Experimentally, long 

coherence times have been observed for a variety of vanadyl complexes. However, only VOPc has 

been directly studied in a solid diamagnetic matrix, which has thus far prohibited further 

investigation of vanadyl complexes up to room temperature. From the data given in Table 2-1.S12, 

there are currently no clear defining characteristics to be observed across the vanadyl complexes. 

Thus, other vanadyl complexes, when isolated in similar solid diamagnetic matrices, will likely 

exhibit long relaxation times, with the potential for room temperature coherence.  

The spin–phonon model presents a stark difference for vanadyl vs. six coordinate V(IV) 

complexes. As shown in Sessoli et al.,13,54 six coordinate V(IV) complexes do not exhibit long T1s 

at elevated temperatures. Very recently, Albino et al.13 pointed to the role of increased excited state 

SOC in six coordinate complexes relative to vanadyl complexes. Furthermore, Fataftah et al.33 

compared six coordinate V(IV) complexes to Cu(II) complexes to suggest the role of increased 

covalency in elongating T1 relaxation lifetimes. Here we have extended our LFT model to the 

[V(bdt)3]2- and [V(bds)3]2- complexes studied by Fataftah et al.33 (Table 2-1.S12). Interestingly, as 

pointed out by Albino et al.13 for other six coordinate V(IV) complexes, the [V(bdt)3]2- and 

[V(bds)3]2- complexes exhibit very low energy calculated ligand field transitions (7935 cm-1 and 

6785 cm-1, respectively). Furthermore, the totally symmetric stretches of these complexes were 

computed at 351.7 and 209.8 cm-1, respectively. These modes allow for a quantitative comparison 

between the linear spin–phonon coupling term of Cu(II) complexes on a Å-1 scale. The linear 

coupling terms for [V(bds)3]2- in the g|| and g⊥ regions are -0.420 and -0.357 g/Å, respectively. For 

comparison, the linear coupling term of the totally symmetric a1g parent mode of [Cu(bdt)2]2- is 
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smaller (0.232 gz/Å). Also, the calculated vibrational frequency decreases and the linear coupling 

terms increase going from [V(bdt)3]2- to [V(bds)3]2-. Thus, the longer spin–lattice relaxation time at 

higher temperatures for [Cu(bdt)2]2- vs. [V(bdt)3]2- is not due to differences in ligand–metal 

covalency, but rather stems from efficient excited state SOC as a result of the relatively low energy 

ligand field transition energies for [V(bdt)3]2-. This is further supported by the observation of room 

temperature coherence in vanadyl complexes,37 despite ionic ligand metal bonding. More generally, 

the amount of excited state SOC has proven to be critical with the recent discovery of room 

temperature coherence in S = ½ transition metal complexes with well energetically isolated d(z2) 

ground states.45 Together, these DFT/TDDFT calculations are consistent with the LFT model 

derived here and further highlight the importance of considering both excited state SOC and ligand–

metal covalency when comparing different complexes with different metals and/or coordination 

environments. 

 

2-1.3.2 Ligand Field Strain in Qubits 

As previously highlighted for D4h/D2d [CuCl4]2-, the planar D4h Cu(II) structure represents a saddle 

point on the ground state potential energy surface that can only be stabilized in the presence of crystal 

packing forces.58,59 The formation of this structure in [CuCl4]2- was likened to the entatic/rack state 

in bioinorganic chemistry, where the protein architecture (inclusive of first and second sphere 

contributions, as well as long range H-bonding and electrostatics) can place a metal ion in a strained 

ligand field.79–82 This ligand field strain can generate unique properties. The entatic/rack state and 

ligand field strain is therefore of relevance to molecular qubits. For example, Cu(II)-based complexes 

with the longest coherence times are square planar Cu(II) sites stabilized in diamagnetic lattices (e.g., 

[Cu(mnt)2]2-51 and [Cu(bdt)2]2-33). The geometric dependence to T1 was also noted in an EPR study 

of a variety of Cu(II) complexes.70 Here we have shown that the origin of this dependence for the 

square planar Cu(II) geometry derives from the significant minimization of excited state coupling 

terms, which reduces dynamic SOC of orbital angular momentum into the ground state (Figure 2-

1.4). 

In addition to crystal packing forces, variations in the ligand set can effectively control the deviation 

from planarity in Cu(II) complexes. This can be observed directly in the dependence of the electronic 

energy as a function of the b2u parent mode (in D4h) distortion. For instance, as noted above, distortion 

along this mode will decrease the energy for the square planar Cu(II) complexes studied here, which 
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results in the b2u mode being imaginary. However, this is not the case for CuPc. Thus, linking the 

four N-based ligands into the aromatic planar structure of the Pc ligand provides an entatic state that 

can oppose distortions along the b2u parent mode. However, the drawback of the Pc ligand arises 

also from its N-based coordination, which gives rise to fairly ionic ligand–metal bonds and opposes 

the effects provided by the rigid and constrained ligand field (i.e., entatic state). 

In relation, significant efforts have been guided toward better identifying, understanding, and 

quantifying entatic states,83–85 which have traditionally been used to rationalize electron transfer 

properties. However, given the general nature of this description, it is being extended to other 

scenarios, including photochemistry and catalysis.86–90 Strain effects have also been discussed in the 

context of both ground and excited states and their contributions to the coherence properties in solid 

state qubits (e.g, vacancies in diamond).10–12,91 Thus, engineering ligand field strain and rigidity into 

covalent environments will be useful for advancing the geometric and electronic structural 

contributions to the quantum coherence of transition metal complexes, and the model outlined here 

can guide these future investigations. 

 

2-1.4. Conclusion 

The spin–phonon coupling terms of minimalized D4h/D2d [CuCl4]2- and C4v [VOCl4]2- complexes 

translate onto Cu(II)- and V(IV)-based molecular qubits and are dominated by three major factors: 

1) the magnitude of the metal-based SOC constant, 2) the initial magnitude and gradient of change 

in ground state orbital angular momentum, which is governed by the ligand field excited state 

energies, and 3) dynamic relativistic nephelauxetic contributions, including the initial magnitude and 

gradient in the covalency of the ligand–metal bonds. Factors 1) and 3) are directly related, as 

covalency further reduces the SOC constant of a metal in a complex relative to that of the free ion. 

LFT expressions derived here predict spin–phonon coupling terms in both odd and even modes are 

important to consider for decoherence times (equation 2-1.5). However, odd modes such as the 

totally symmetric stretch play a key role for decoherence times. We have further shown how the 

LFT expressions and thus spin–phonon coupling terms (equations 2-1.6 and 2-1.7) can be directly 

related to spectroscopic observables and calculable quantities. For Cu(II), key geometric and 

symmetry factors, including ligand field strain, significantly lower excited state coupling terms while 

simultaneously increasing orbital overlap and ligand–metal covalency. Importantly, all factors 

relating to excited state SOC and covalency need to be evaluated when comparing spin–phonon 
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coupling terms, including local mode contributions to T1 and Tm relaxation times, of various metal 

complexes. The model outlined here provides a means to quantify spin–phonon coupling terms for 

given vibrational modes for any S = ½ molecule, providing a powerful means to benchmark current 

and future qubit candidates. The further discovery of room temperature coherent materials will 

provide exciting opportunities to develop fundamental structure-function correlations for spin–

phonon coupling in transition metal complexes. 
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Supporting Information 

Computational Methods 

All DFT calculations were carried out using ORCA1, version 4.0.1.2 on the High Performance 

Computing Cluster at Caltech. For the special case of vanadyl phthalocyanine (VOPc) frequency 

calculations, the version used was 4.1.2 to resolve a glitch involving jobs running on multiple nodes. 

Representative input parameters for optimization, frequency and single point calculations are 

provided in the “Representative Orca Input Files” section of this document. For Cu(II) complexes, 

the Hartree-Fock exchange in the B3LYP functional2–5 was modified to 38%, except in the cases of 

thiolate and selenate ligands for which it was left at 20%. For all V(IV) complexes, the Hartree-Fock 

exchange was modified to 60%. As shown previously,6 for values of Hartree-Fock exchange must 

be determined independently for complexes that exhibit strongly variable covalencies of their 

respective ligand–metal bonds. All calculations were carried out using the def2-TZVP basis set7 with 

auxiliary basis set def2/J on all atoms.8 DFT grid 7 and tight SCF convergence criteria corresponding 

to a convergence tolerance of 10-8 Hartrees were used for all calculations.  

 

The calculated normal modes 𝑞Y are presented in ORCA as cartesian displacements weighted by the 

diagonal matrix 𝑀(𝑖, 𝑖) = <
Z[[/]

, where 𝑚[𝑖] is the mass of the displaced atom.  

 

𝑄 =;𝑐/𝑞/
/

 

 

𝑞/ = √𝑚/𝑥/ 

 

If Q is normalized to 1, then the reduced mass is related by the following:  

 

𝜇 =
1

∑ 𝑐/8
𝑚/

/

 

 

Which is then related to the harmonic angular frequency 𝜔 and harmonic force constant k through 

𝜔8 = 𝑘/𝜇.  
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Displacement along normal modes is done by multiplying the displacement vector 𝑞/ by a distortion 

scaling factor n, such that the displaced vector is defined by (1+n)qi. All calculations presented here 

were performed between n = -0.15 and n = 0.15 in 0.05 increments to obtain coupling terms that 

reflective of the equilibrium geometry. For simplicity, the axes titles specify n relative to 0 and not 

1, such that 0 corresponds to the equilibrium geometry.   
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Tables 

Table 2-1.S1a. Bond distances and angles for X-ray crystallographic and idealized D4h [CuCl4]2- 

structures. 

Bond Length (Å)a Length (Å)b Angle Angle (°)a Angle (°)b 

Cu-Cla 2.281 2.264 Cla-Cu-Clb 89.9 90.0 

Cu-Clb 2.247 2.264 Clb-Cu-Clc 90.2 90.0 

Cu-Clc 2.281 2.264 Clc-Cu-Cld 89.9 90.0 

Cu-Cld 2.247 2.264 Cld-Cu-Cla 90.2 90.0 

   Cla-Cu-Clc 180.0 180.0 

   Clb-Cu-Cld 180.0  180.0 
a X-ray crystal structure.9  
b Idealized structure from X-ray crystal structure. 

 

Table 2-1.S1b. Bond distances and angles for X-ray crystallographic and idealized D2d [CuCl4]2- 

structures. This structure was used for analysis in the main text.  

Bond Length (Å)a Length (Å)b Angle Angle (°)a Angle (°)b 

Cu-Cla 2.189 2.208 Cla-Cu-Clb 101.3 100.1 

Cu-Clb 2.228 2.208 Clb-Cu-Clc 98.3 100.1 

Cu-Clc 2.189 2.208 Clc-Cu-Cld 101.3 100.1 

Cu-Cld 2.228 2.208 Cld-Cu-Cla 98.3 100.1 

   Cla-Cu-Clc 138.1 130.6 

   Clb-Cu-Cld 123.1  130.6 
a X-ray crystal structure.9  
b Idealized structure from X-ray crystal structure. 

 

Table 2-1.S1c. Bond distances and angles for a different X-ray crystallographic and idealized D2d 

[CuCl4]2- structure. g values and d-d transitions are shown for the idealized structure to emphasize 

similarity of values with ones used in the main text.  
Bond Length (Å)a Length (Å)b Angle Angle (°)a Angle (°)b 

Cu-Cla 2.244 2.230 Cla-Cu-Clb 101.9 100.6 
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Cu-Clb 2.235 2.230 Clb-Cu-Clc 99.6 100.6 

Cu-Clc 2.220 2.230 Clc-Cu-Cld 101.9 100.6 

Cu-Cld 2.220 2.230 Cld-Cu-Cla 99.6 100.6 

   Cla-Cu-Clc 131.2 129.1 

   Clb-Cu-Cld 127.1 129.1 

      

 gx
b gy

b gz
b Assignment Energy (cm-1)b

 

 2.107 2.107 2.331 2B2 → 2E 6220 

     6220  

    2B2 → 2B1 8310 

    2B2 → 2A1 9890 
a X-ray crystal structure.10  
b Idealized structure from X-ray crystal structure. 
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Table 2-1.S2a. Calculated vibrational modes for idealized D4h [CuCl4]2-, including their energies, 

symmetry labels, and scaled vector displacements (arrows point towards the direction of positive 

displacement, where n > 0). ΓK/L = 𝑎<1 + 𝑏<1 + 𝑏81 + 𝑎8U + 𝑏8U + 2𝑒U 

Mode # Energy (cm-1) Symmetry Scaled Vector Displacements 

1 -85.8 b2u 

 
2 140.5 a2u 

 
3 172.2 eu(1a) 

  
4 172.2 eu(1b) 

 
5 182.7 b2g 

 
6 198.5 b1g 

 
7 296.3 a1g 
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8 341.4 eu(2a) 

 
9 341.5 eu(2b) 
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Table 2-1.S2b. Calculated vibrational modes for D2d [CuCl4]2-, including their energies, symmetry 

labels, and scaled vector displacements (arrows point towards the direction of positive displacement, 

where n > 0). ΓK/L = 2𝑎< + 𝑏< + 2𝑏8 + 2𝑒 

Mode # Energy (cm-1) Symmetry Scaled Vector Displacements 

1 -35.5 a1(1) 

 
2 66.9 b2(1) 

 
3 118.3 b1 

 
4 128.6 e(1a) 

 
5 128.6 e(1b) 

 
6 290.2 b2(2) 

 
7 316.7 a1(2) 

 



 

 

82 

8 348.7 e(2a) 

 
9 348.8 e(2b) 
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Table 2-1.S3a. Spin–phonon analyses (gz values and ligand field energies) for idealized D4h 

[CuCl4]2-. 
Mode 

# 

Energy 

(cm-1) 

Symm. Best-Fit* (gz)* r2 (gz) Best-Fit (2B2g)*  r2 (2B2g) 

1 -85.78 b2u y = 0.0630x2 + 2.2038 1.000 y  = -3230.5x2 + 14475.2 1.000 

2 140.47 a2u y = 0.1185x2 + 2.2038 1.000 y = -6698.1x2 + 14475.0 1.000 

3 172.17 eu(1a) y = -0.0559x2 + 2.2038 1.000 y = -4832.4x2 – 0.1x + 

14475.0 

1.000 

4 172.2 eu(1b) y = 0.0559x2 + 2.2038 1.000 y = -4839.1x2 + 14475.0 1.000 

5 182.65 b2g y = -0.0020x2 + 2.2038 0.995 y = 112.9x2 - 0.2x + 

14475.2 

0.999 

6 198.49 b1g y = 0.0077x2 + 2.2038 1.000 y = -6530.5x2 – 0.1x + 

14475.6 

1.000 

7 296.29 a1g y = -0.2411x + 2.2037 1.000 y = 12470.3x + 14569.2 0.996 

8 341.38 eu(2a) y = -0.2720x2 + 2.2038 1.000 y = 651.4x2 – 0.4x + 

14477.3 

0.924 

9 341.51 eu(2b) y = -0.2720x2 + 2.2038 1.000 y = 660.0x2 + 14477.3 0.926 

Quadratic equations used to fit “even” modes where gz(-n) = gz(n). Linear equations used for fitting 

“odd” modes gz(-n) = -gz(n). 
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Table 2-1.S3b. Spin–phonon analyses (gx values and ligand field energies) for idealized D4h 

[CuCl4]2-. 
Mode 

# 

Energy 

(cm-1) 

Symm. Best-Fit Equation* 

(gx)  

r2 (gx) Best-Fit 

Equation* 

(2Eg(1)) 

r2 (2Eg(1)) 

1 -85.8 b2u y = 0.0174x2 + 

2.0555 

1.000 y = -4393.8x2 + 

0.1x + 14608.5 

1.000 

2 140.5 a2u y = 0.0423x2 + 

2.0555 

1.000 y = -10065.7x2 + 

14608.0 

1.000 

3 172.2 eu(1a) y = 0.0199x2 

+2.0555 

1.000 y = -2262.9x2 -

0.1x + 14608.6 

1.000 

4 172.2 eu(1b) y = 0.0030x2 + 

2.0555 

0.999 y = -3246.7x2 + 

14608.5 

1.000 

5 182.7 b2g y = 0.0049x2 + 

2.0555 

0.926 y = -2174.3x2 + 

14600.3 

0.957 

6 198.5 b1g y = -0.0325x  + 

2.0555 

0.999 y = -2409.4x – 

14576.8 

0.991 

7 296.3 a1g y = -0.0724x + 

2.0556 

1.000 y = 12414.1x2 + 

14692.2 

0.997 

8 341.4 eu(2a) y = -0.0475x2 + 

2.0556 

0.999 y = 13480.0x2 – 

0.1x + 14608.1 

1.000 

9 341.5 eu(2b) y = -0.1364x2 + 

2.0555 

1.000 y = 3716.2x2 + 

14609.6 

0.999 

Note mode 5 (b2g) is V–shaped, but fitted as a quadratic function.  
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Table 2-1.S3c. Spin–phonon analyses (gy values and ligand field energies) for idealized D4h 

[CuCl4]2-. 
Mode 

# 

Energy 

(cm-1) 

Symm. Best-Fit Equation* 

(gy)  

r2  Best-Fit 

Equation* 

(2Eg(2)) 

r2  

1 -85.8 b2u y = 0.0174x2 + 

2.0555 

1.000 y = -4397.1x2 + 

14608.6 

1.000 

2 140.5 a2u y = 0.0423x2 + 

2.0555 

1.000 y = -10070.5x2 + 

14608.1 

1.000 

3 172.3 eu(1a) y = 0.0199x2 + 

2.0555 

0.999 y = -3240.0x2 + 

14608.6 

1.000 

4 172.2 eu(1b) y = 0.0030x2 + 

2.0555 

1.000 y = -2268.1x2 – 

0.2x + 14608.7 

1.000 

5 182.7 b2g y = -0.0050x2 + 

2.0555 

0.928 y = 1052.4x2 + 

14616.7 

0.830 

6 198.5 b1g y = 0.0325x  + 

2.0555 

0.999 y = 1986.9x + 

14610.8 

0.996 

7 296.3 a1g y = -0.0724x + 

2.0556 

1.000 y = 12414.1x2 + 

14692.3 

0.997 

8 341.4 eu(2a) y = -0.1364x2 + 

2.0555 

1.000 y = 3715.7x2 – 

0.2x + 14609.6 

0.999 

9 341.5 eu(2b) y = -0.0475x2 + 

2.0556 

0.999 y = 13481.9x2 + 

14608.2 

1.000 

Note mode 5 (b2g) is V–shaped, but fitted as a quadratic function.  
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Table 2-1.S3d. Spin–phonon analyses (y = gx - gy) for idealized D4h [CuCl4]2-. 
Mode # Energy 

(cm-1) 

Symm. Best-Fit Equation*  r2  

1 -85.8 b2u y = 0 – 

2 140.5 a2u y = 0 – 

3 172.3 eu(1a) y = 0.0169x2  1.000 

4 172.2 eu(1b) y = -0.0169x2 1.000 

5 182.7 b2g y = -0.0099x2  0.927 

6 198.5 b1g y = -0.0650x  1.000 

7 296.3 a1g y = 0 0.286 

8 341.4 eu(2a) y = 0.0889x2 0.999 

9 341.5 eu(2b) y = -0.0889x2 0.999 

Note mode 5 (b2g) is V–shaped, but fitted as a quadratic function.  
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Table 2-1.S3e. Spin–phonon analyses (spin densities and y = 2Eg(1) - 2Eg(2)) for idealized D4h 

[CuCl4]2-. 
Mode 

# 

Energy 

(cm-1) 

Symm. Best-Fit 

Equation  

r2  Best-Fit Equation 
2Eg(1) – 2Eg(2) 

r2  

1 -85.8 b2u y = 0.0484x2 + 

0.6681 

1.000 y = 3.3x2 + 0.1x – 0.1 0.361 

2 140.5 a2u y = -0.0265x2 + 

0.6681 

1.000 y = 4.8x2 – 0.1 0.833 

3 172.3 eu(1a) y = -0.0669x2 + 

0.6681 

1.000 y = 977.1x2 – 0.1x 1.000 

4 172.2 eu(1b) y = -0.0669x2 + 

0.6681 

1.000 y = -978.6x2 + 0.2x – 0.2 1.000 

5 182.7 b2g y = -0.0531x2 + 

0.6681 

1.000 y = -3226.7x2 -16.4 0.922 

6 198.5 b1g y = 0.0591x2 + 

0.6681 

1.000 y = -4396.3x – 34.0  0.995 

7 296.3 a1g y = -0.1107x + 

0.6670 

0.993 y = -0.1 - 

8 341.4 eu(2a) y = -0.1704x2 + 

0.6681 

0.999 y = 9764.3x2 + 0.1x – 

1.5 

1.000 

9 341.5 eu(2b) y = -0.1704x2 + 

0.6681 

0.999 y = -9765.7x2 + 1.4 1.000 

Note mode 5 (b2g) is V–shaped, but fitted as a quadratic function.  
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Table 2-1.S4a. Spin–phonon analyses (gz values and ligand field energies) for idealized D2d 

[CuCl4]2-. 
Mode 

# 

Energy 

(cm-1) 

Symm. Best-Fit (gz) r2 (gz) Best-Fit (2B1)  r2 (2B1) 

1 -35.5 a1(1) y = 0.1403x + 2.3098 0.998 y  = -3923.2x + 10432.9 1.000 

2 66.9 b2(1) y = -0.0678x2 + 2.3090 1.000 y = -1477.1x2 + 0.1x + 

10439.4 

1.000 

3 118.3 b1 y = 0.0297x2 + 2.3090 1.000 y = -604.8x2 + 10439.4 1.000 

4 128.6 e(1a) y = 0.0554x2 + 2.3090 1.000 y = 481.0x2 + 10439.6 1.000 

5 128.6 e(1b) y = 0.0554x2 + 2.3090 1.000 y = 481.0x2 + 10439.6 1.000 

6 290.2 b2(2) y = -0.2954x2 + 2.3090 1.000 y = -2764.8x2 – 0.3x + 

10439.9 

1.000 

7 316.7 a1(2) y = -0.3058x + 2.3083 1.000 y = 7884.4x + 10498.9 0.996 

8 348.7 e(2a) y = -0.5498x2 + 2.3090 1.000 y = 7766.7x2 + 10437.2 0.999 

9 348.7 e(2b) y = -0.5498x2 + 2.3090 1.000 y = 7768.1x2 + 0.1x + 

10437.2 

0.999 
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Table 2-1.S4b. Spin–phonon analyses (gx values and ligand field energies) for idealized D2d 

[CuCl4]2-. 
Mode 

# 

Energy 

(cm-1) 

Symm. Best-Fit Equation 

(gx)  

r2  Best-Fit Equation 

(2E(1)) 

r2  

1 -35.5 a1(1) y = 0.0811x + 

2.0957 

0.990 y = -6942.4x + 6823.4 1.000 

2 66.9 b2(1) y = -0.1697x + 

2.0948 

1.000 y = 2873.8x + 6843.1 0.998 

3 118.3 b1 y = -0.0735x2 + 

2.0942 

0.863 y = -2418.0x + 6830.6 

for x < 0 

y = 2418.0x + 6830.6 

for x > 0 

 

0.999 

 

0.999 

4 128.6 e(1a) y = -0.0424x2 + 

2.0948 

1.000 y = -1371.4x2 - 0.4x + 

6827.5 

1.000 

5 128.6 e(1b) y = 0.0628x2 + 

2.0947 

1.000 y = -1953.3x2 + 6827.4 1.000 

6 290.2 b2(2) y = -0.2172x  + 

2.0943 

0.999 y = 3053.1x + 6862.0 0.991 

7 316.7 a1(2) y = -0.1519x + 

2.0949 

1.000 y = 5323.8x + 6861.9 0.997 

8 348.7 e(2a) y = -0.6174x2 + 

2.0945 

0.999 y = 13733.3x2 – 1.6x + 

6827.1 

1.000 

9 348.7 e(2b) y = 0.1079x2 + 

2.0949 

0.982 y = 9170.5x2 + 6830.5 0.999 

Note mode 3 (b1) is V–shaped, but fitted as a quadratic function for y = gx.  
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Table 2-1.S4c. Spin–phonon analyses (gy values and ligand field energies) for idealized D2d 

[CuCl4]2-. 
Mode 

# 

Energy 

(cm-1) 

Symm. Best-Fit Equation* 

(gy)  

r2  Best-Fit 

Equation* 

(2E(2)) 

r2  

1 -35.5 a1(1) y = 0.0811x + 

2.0957 

0.990 y = -6942.0x + 

6823.4 

1.000 

2 66.9 b2(1) y = 0.1697x + 

2.0948 

1.000 y = -2873.1x + 

6843.1 

0.998 

3 118.3 b1 y = 0.1356x2 + 

2.0953 

0.955 y = 2786.2x + 

6830.3 for x<0 

y = -2785.4x + 

6412.5 for x>0 

1.000 

 

1.000 

4 128.6 e(1a) y = 0.0629x2 + 

2.0952 

1.000 y = -1959.1x2 + 

6827.5 

1.000 

5 128.6 e(1b) y = -0.0424x2 + 

2.0948 

1.000 y = -1369.5x2 + 

6827.4 

1.000 

6 290.2 b2(2) y = 0.2172x  + 

2.0943 

0.999 y = -3053.4x + 

6862.0 

0.991 

7 316.7 a1(2) y = -0.1519x + 

2.0949 

1.000 y = 5323.5x + 

6861.9 

0.997 

8 348.7 e(2a) y = 0.1079x2 + 

2.0949 

0.982 y = 9170.5x2 + 

6830.5 

0.999 

9 348.7 e(2b) y = -0.6175x2 + 

2.0945 

0.999 y = 13740.5x2 + 

0.8x + 6827.1 

1.000 

Note mode 3 (b1) is V-shaped, but fitted as a quadratic for y = gy. 
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Table 2-1.S4d. Spin–phonon analyses (gx-gy values) for idealized D2d [CuCl4]2-. 
Mode 

# 

Energy 

(cm-1) 

Symm. Best-Fit 

Equation*  

r2  Best-Fit Equation* 
2E(1) – 2E(2) 

r2  

1 -35.5 a1(1) y = -0.0000x – 

0.0000 

0.0671 y = -0.3571x - 0.0714 0.625 

2 66.9 b2(1) y = -0.3393x + 

0.0000 

1.000 y = 5746.9x – 0.0142 1.000 

3 118.3 b1 y = -0.2091x2 – 

0.0010 

0.927 y = -5203.4x + 0.2700 

for x<0 

y = 5203.4x + 0.2700 

for x>0 

1.000 

 

1.000 

4 128.6 e(1a) y = -0.1053x2 + 

0.0000 

1.000 y = 587.6x2 – 0.4x + 

0.0095 

1.000 

5 128.6 e(1b) y = 0.1053x2 – 

0.0000 

1.000 y = -583.8x2 – 0.0619 1.000 

6 290.2 b2(2) y = -0.4343x - 

0.0000 

1.000 y = 6106.4x + 0.0143 1.000 

7 316.7 a1(2) y = 0.0000x – 

0.0000 

0.197 y = 0.2857x 0.143 

8 348.7 e(2a) y = -0.7254x2 – 

0.0004 

0.998 y = 4562.9x2 - 1.6x – 

3.4142 

0.996 

9 348.7 e(2b) y = 0.7254x2 + 

0.0004 

0.998 y = -4570.0x2 - 0.8x + 

3.4571 

0.996 

Note mode 3 (b1) is V–shaped, but fitted as a quadratic function for y = gx - gy. 
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Table 2-1.S4e. Spin–phonon analyses (Loewdin spin densities) for idealized D2d [CuCl4]2-. 
Mode # Energy 

(cm-1) 

Symm. Best-Fit Equation*  r2  

1 -35.5 a1(1) y = 0.0759x + 0.7527 1.000 

2 66.9 b2(1) y = -0.0038x2 + 0.7525 0.996 

3 118.3 b1 y = -0.074x2 + 0.7525 1.000 

4 128.6 e(1a) y = -0.0524x2 + 0.7525 1.000 

5 128.6 e(1b) y = -0.0523x2 + 0.7525 1.000 

6 290.2 b2(2) y = -0.3264x2 + 0.7525 1.000 

7 316.7 a1(2) y = -0.1573x + 0.7510 0.994 

8 348.7 e(2a) y = -0.2429x2 + 0.7526 0.999 

9 348.7 e(2b) y = -0.2429x2 + 0.7526 0.999 
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Table 2-1.S5. Bond distances and angles for X-ray crystallographic and idealized C4v [VOCl4]2- 

structures. 

 Crystal Structure11      Idealized Structure 

V–O bond length (Å)  1.580 1.580 

V–Cla bond length (Å) 2.362 2.354 

V–Clb bond length (Å)  2.370 2.354 

V–Clc bond length (Å)  2.327 2.354 

V–Cld bond length (Å)  2.358 2.354 

O–V–Cla bond angle (°) 106.7 104.3 

O–V–Clb bond angle (°) 101.7 104.3 

O–V–Clc bond angle (°) 107.4 104.3 

O–V–Cld bond angle (°) 101.5 104.3 

Cla–V–Clb bond angle (°) 85.6 86.5 

Cla–V–Clc bond angle (°) 145.9  151.4 

Cla–V–Cld bond angle (°) 87.7 86.5 

Clb–V–Clc bond angle (°) 86.3 86.5 

Clb–V–Cld bond angle (°) 156.9 151.4 

Clc–V–Cld bond angle (°) 87.0  86.5 
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Table 2-1.S6. Calculated vibrational modes for idealized C4v [VOCl4]2-, including their energies, 

symmetry labels, and scaled vector displacements (arrows point towards the direction of positive 

displacement, where n > 0).  ΓK/L = 3𝑎< + 2𝑏< + 𝑏8 + 3𝑒 

Mode # Energy (cm-1) Symmetry Scaled Vector Displacements 

1 -51.3 b1(1) 

 
2 160.3 e(1a) 

 
3 160.3 e(1b) 

  
4 166.4 a1(1) 

 
5 186.8 b2 

 
6 233.2 b1(2) 
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7 267.1 e(2a) 

 
8 267.1 e(2b) 

 
9 323.5 a1(2) 

 
10 394.9 e(3a) 

 
11 394.9 e(3b) 

 
12 1050.4 a1(3) 
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Table 2-1.S7a. Spin–phonon analyses (gz values and ligand field energies) for idealized C4v 

[VOCl4]2-. 
Mode 

# 

Energy 

(cm-1) 

Symm. Best-Fit (gz) r2 (gz) Best-Fit (2B1)  r2 (2B1) 

1 -51.3 b1(1) y = -0.0162x2 + 1.9628 1.000 y = -3545.7x2 + 15227.9 1.000 

2 160.3 e(1a) y = -0.0202x2 + 1.9628 1.000 y = -5094.3x2 + 15227.5 1.000 

3 160.3 e(1b) y = -0.0202x2 + 1.9628 1.000 y = -5094.3x2 + 15227.5 1.000 

4 166.4 a1(1) y = -0.0183x2 + 0.0020x 

+ 1.9628 

1.000 y = -3576.2x2 – 298.857x 

+ 15227.9 

1.000 

5 186.8 b2 y = -0.0049x2 + 1.9628 1.000 y = -564.8x2 + 15228.0 1.000 

6 233.1 b1(2) y = -0.0164x2 + 1.9628 1.000 y = -10295.2x2 + 15227.7 1.000 

7 267.1 e(2a) y = 0.0171x2 + 1.9628 1.000 y = 1369.5x2 + 15228.6 0.998 

8 267.1 e(2b) y = 0.0171x2 + 1.9628 1.000 y = 1369.5x2 + 15228.6 0.998 

9 323.5 a1(2) y = 0.0684x + 1.9626 1.000 y = 13943.1x + 15312.6 0.997 

10 394.9 e(3a) y = -0.3125x2 + 1.9626 0.998 y = -91921.0x2 + 15002.2 0.974 

11 394.9 e(3b) y = -0.3125x2 + 1.9626 0.997 y = -91921.0x2 – 0.1x + 

15002.2 

0.974 

12 1050.4 a1(3) y = 0.0302x + 1.9628 0.999 - - 
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Table 2-1.S7b. Spin–phonon analyses (gx values and ligand field energies) for idealized C4v 

[VOCl4]2-. 
Mode 

# 

Energy 

(cm-1) 

Symm. Best-Fit (gx)  r2 (gx) Best-Fit (2E(1)) r2  (2E(1)) 

1 -51.3 b1(1) y = -0.0022x + 

1.9730 

1.000 y = -1951.0x + 

16333.9 

0.998 

2 160.3 e(1a) y = -0.0044x2 + 

1.9730 

1.000 y = 1278.1x2 + 

16325.1 

0.999 

3 160.3 e(1b) y = 0.0029x2 + 

1.9730 

1.000 y = -844.8x2 + 

16324.6 

1.000 

4 166.4 a1(1) y = -0.0069x + 

1.9730 

1.000 y = -2118.9x + 

16341.0 

0.996 

5 186.8 b2 y = -0.0030x + 

1.9730 for x<0 

y = 0.0030x + 

1.9730 for x>0 

1.000 

 

1.000 

y = -648.2x + 

16232.4 for x<0 

y = 648.2x + 

16323.4 for x>0 

0.999 

 

0.999 

6 233.1 b1(2) y = -0.0017x + 

1.9730 

0.993 y = -3227.6x2 + 

16287.6 

0.990 

7 267.1 e(2a) y = -0.0313x2 + 

1.9730 

1.000 y = -5947.6x2 + 

16324.5 

1.000 

8 267.1 e(2b) y = -0.0331x2 + 

1.9730 

1.000 y = -9620.0x2 + 

16323.7 

1.000 

9 323.5 a1(2) y = 0.0047x + 

1.9729 

0.988 y = -3539.1x + 

16312.5 

0.999 

10 394.9 e(3a) y = 0.1276x2 + 

1.9732 

0.983 y = 70592.4x2 + 

16551.2 

0.957 

11 394.9 e(3b) y = -0.0533x2 + 

1.9730 

0.999 y = -20075.2x2 – 

0.1x + 16323.1 

0.957 

12 1050.4 a1(3) y = -0.1014x + 

1.9739 

0.979  0.998 
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Table 2-1.S7c. Spin–phonon analyses (gy values and ligand field energies) for idealized C4v 

[VOCl4]2-. 
Mode 

# 

Energy 

(cm-1) 

Symm. Best-Fit 

Equation (gy) 

r2 (gy) Best-Fit Equation 

(2E(2)) 

r2 (2E(2)) 

1 -51.3 b1(1) y = 0.0022x + 

1.9730 

1.000 y = 1951.0x + 

16333.9 

0.998 

2 160.3 e(1a) y = 0.0029x2 + 

1.9730 

1.000 y = -844.8x2 + 

16324.6 

1.000 

3 160.3 e(1b) y = -0.0044x2 + 

1.9730 

1.000 y = 1278.1x2 + 

16325.1 

0.999 

4 166.4 a1(1) y = -0.0069x + 

1.9730 

1.000 y = 1633.8x2 -2119.1x 

+ 16324.6 

1.000 

5 186.8 b2 y = 0.0031x + 

1.9730 for x<0 

y = -0.0031x + 

1.9730 for x>0 

1.000 

 

1.000 

y = 488.6x +16323.2 

for x<0,  

y = -488.6x + 16323.2 

for x>0 

0.997 

 

0.997 

6 233.1 b1(2) y = 0.0017x + 

1.9730 

0.993 y = 3227.6x + 

16287.6 

0.990 

7 267.1 e(2a) y = -0.0331x2 + 

1.9730 

1.000 y = -9620.0x2 + 

16323.7 

1.000 

8 267.1 e(2b) y = -0.0313x2 + 

1.9730 

1.000 y = -5947.6x2 + 

16324.5 

1.000 

9 323.5 a1(2) y = 0.0047x + 

1.9729 

0.988 y = -3539.1x + 

16312.5 

0.999 

10 394.9 e(3a) y = -0.0533x2 + 

1.9730 

0.999 y = -20075.2x2 + 

16323.2 

0.999 

11 394.9 e(3b) y = 0.1276x2 + 

1.9732 

0.983 y = 70592.4x2 + 

16551.2 

0.957 

12 1050.4 a1(3)     
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Table 2-1.S7d. Spin–phonon analyses (y = gx–gy and y = 2E(1) - 2E(2)) for idealized C4v [VOCl4]2-

. 
Mode # Energy 

(cm-1) 

Symm. Best-Fit Equation 

(gx - gy) 

r2 (gx - gy) Best-Fit Equation 

(2E(1) - 2E(2)) 

r2  

(2E(1) - 2E(2)) 

1 -51.3 b1(1) y = -0.0044x2 1.000 y = -3902.0x2 1.000 

2 160.3 e(1a) y = -0.0073x2 1.000 y = 2122.9x2 – 0.5 1.000 

3 160.3 e(1b) y = 0.0073x2 1.000 y = -2122.9x2 – 0.4 1.000 

4 166.4 a1(1) y = 0 - y = 0.1x  0.167 

5 186.8 b2 y = -0.0060x + 

0.0000 for x<0,  

y = 0.0060 + 

0.0000 for x<0 

1.000 

 

1.000 

y = -1136.8x + 0.1 for 

x<0, 

y = 1136.8x + 0.1 for 

x >0 

1.000 

 

1.000 

6 233.1 b1(2) y = -0.003x 1.000 y = -6455.3x2 1.000 

7 267.1 e(2a) y = 0.0018x2 1.000 y = 3672.4x2 + 0.8 1.000 

8 267.1 e(2b) y = -0.0018x2 1.000 y = -3672.4x2 – 0.8 1.000 

9 323.5 a1(2) y = 0  - y = 0 - 

10 394.9 e(3a) y = 0.1809x2 + 

0.0002 

0.992 y = 90667.6x2 + 228.0 0.973 

11 394.9 e(3b) y = -0.1809x2– 

0.0002 

0.992 y = -90667.6x2 – 0.1x 

-228.0 

0.973 

12 1050.4 a1(3) y = 0 -   
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Table 2-1.S7e. Spin–phonon analyses (Loewdin spin densities) for idealized C4v [VOCl4]2-. 

Mode # Energy 

(cm-1) 

Symm. Best-Fit Equation r2  

1 -51.3 b1(1) y = 0.0055x2 + 0.9828 1.000 

2 160.3 e(1a) y = 0.0114x2 + 0.9828 1.000 

3 160.3 e(1b) y = 0.01142 – 0.0131x + 0.9828 1.000 

4 166.4 a1(1) y = 0.0349x2 – 0.0131x + 0.9828 1.000 

5 186.8 b2 y = 0.0236x2 + 0.9828 1.000 

6 233.1 b1(2) y = -0.1498x2 + 0.9828 1.000 

7 267.1 e(2a) y = -0.0112x2 + 0.9828 1.000 

8 267.1 e(2b) y = -0.0112x2 + 0.9828 1.000 

9 323.5 a1(2) y = -0.1024x + 0.9823 0.999 

10 394.9 e(3a) y = -0.2412x2 + 0.9828 0.999 

11 394.9 e(3b) y = -0.2412x2 + 0.9828 0.999 

12 1050.4 a1(3) - - 
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Table 2-1.S8a. Spin–phonon analysis  for CuPc. 
Mode #  Energy (cm-1)  Best-Fit Equation*  r2  

1 21.3* y = 0.0001x2 + 2.1634 0.995 

2 36.9 y = 0.0005x2 + 2.1634 >0.999 

3 57.6 y = 0.000006x2 + 2.1634 0.462 

4 65.5 y = 0.0014x2 + 2.1634 >0.999 

5 65.6 y = 0.0014x2 + 2.1634 >0.999 

6 114.6 y = 0.0002x2 + 2.1634  0.988 

7 122.4 y = -0.0000x2 + 2.1634 0.955 

8 122.4 y = -0.0000x2 + 2.1634 0.910 

9 124.7 y = 0.0000x2 + 2.1634 0.858 

10 128.5 y = 0.0010x2 + 2.1634 >0.999 

11 128.5 y = 0.0010x2 + 2.1634 >0.999 

12 143.1* y = 0.0039x2 +  2.1634 >0.999 

13 151.7 y = 0.0158x2 + 2.1634 >0.999 

14 173.8 y = -0.0017x2 + 2.1634 >0.999 

15 219.3 y = 0.0015x2 + 2.1634 >0.999 

16 230.3 y = -0.0000x2 + 2.1634 0.953 

17 239.4 y = 0.0039x2 + 2.1634 >0.999 

18 256.6 y = 0.0076x2 + 2.1634 >0.999 

19 256.7 y = 0.0076x2 + 2.1634 >0.999 

20 259.4**  y = 0.0404x + 2.1634 >0.999 

21 282.2* y = 0.0173x2 + 2.1634 >0.999 

22 288.2 y = 0.0196x2 + 2.1634 >0.999 

23 292.4 y = 0.0299x2 + 2.1634 >0.999 

24 292.9 y = 0.0297x2 + 2.1634 >0.999 

25 298.5 y = 0.0069x2 + 2.1634 >0.999 

26 298.6 y = 0.0069x2 + 2.1634 >0.999 

27 308.5 y = -0.0134x2 + 2.1634 >0.999 

28 308.8 y = -0.0142x2 + 2.1634 >0.999 
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29  367.9 y = 0.0101x2 + 2.1634 >0.999 

* B2u parent mode  

** A1g parent mode  
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Table 2-1.S8b. Spin–phonon analyses for [Cu(mnt)2]2-. 

Mode # Energy (cm-1) Best-Fit Equation*  r2 

1* 43.1 y = 0.0036x2 + 2.0849 >0.999 

2 45.5 y = 0.0004x2 + 0.0003x + 2.0849 >0.999 

3 53.8 y = 0.0016x2 – 0.0007x + 2.0849 >0.999 

4 57.7 y = 0.0023x2 + 2.0849 >0.999 

5 63.5 y = 0.0009x2 + 2.0849 >0.999 

6 72.0 y = 0.0156x2 – 0.0025x + 2.0849 >0.999 

7* 93.8 y = -0.0024x2 + 2.0849 >0.999 

8 99.2 y = 0.0008x2 + 0.0007x + 2.0849 >0.999 

9 120.1 y = -0.0010x2 + 0.0141x + 2.0849 >0.999 

10 131.7 y = -0.0001x2 + 2.0849 0.991 

11 134.4 y = -0.0043x2 – 0.0050x + 2.0849 >0.999 

12 141.2 y = 0.0379x2 + 2.0849 >0.999 

13 154.3 y = -0.0028x2 + 0.0147x + 2.0849 >0.999 

14 188.4 y = 0.0035x2 + 2.0849 >0.999 

15 215.4 y = 0.0090x2 + 2.0849 >0.999 

16 218.0 y = -0.0013x2 + 0.0009x + 2.0849 >0.999 

17 222.9 y = -0.0151x2 + 0.0041x + 2.0849 >0.999 

18 226.7 y = -0.0011x2 + 2.0849 >0.999 

19 287.8 y = -0.0932x2 – 0.0001x + 2.0849  >0.999 

20** 303.4 y = -0.1118x + 2.0848 >0.999 

21 306.2 y = -0.1261x2 + 0.0014x + 2.0849 >0.999 

22 398.1 y = -0.0002x2 + 0.0019x + 2.0849 >0.999 

23 405.5 y = -0.0177x2 + 2.0849 >0.999 

24 409.1 y = -0.0286x2 + 0.0009x + 2.0849 >0.999 

25 412.3 y = -0.0157x2 + 2.0849 >0.999 

Note modes 2 and 3 are rotational motions, and not intramolecular vibrations. 

* B2u parent mode  
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** A1g parent mode  
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Table 2-1.S8c. Spin–phonon analyses for [Cu(bdt)2]2-. 

Mode # Energy (cm-1) Best-Fit Equation* r2 

1* -104.1 y = 0.0068x2 + 2.0467 >0.999 

2 -87.2 y = 0.0081x2 – 0.0017x + 2.0467 >0.999 

3 -49.4 y = 0.0001x2 + 2.0467 0.969 

4 51.3 y = 0.0009x2 + 2.0467 >0.999 

5 85.1 y = 0.0465x2 + 2.0467 >0.999 

6* 108.0 y = -0.0016x2 +  2.0467 >0.999 

7 115.1 y = -0.0017x2 + 2.0467 >0.999 

8 179.8  y = -0.0001x2 - 0.0107x + 2.0467 >0.999 

9 206.2 y = 0.0008x2 + 2.0467 >0.999 

10 219.1 y = 0.0024x2 – 0.0015x + 2.0467 >0.999 

11 233.6 y = 0.0004x2 + 2.0467 >0.999 

12 246.6 y = 0.0321x2 + 2.0467 >0.999 

13 298.3 y = 0.0017x2 + 2.0467 >0.999 

14 382.2 y = -0.0074x2 + 0.0076x + 2.0467 >0.999 

15** 387.4 y = -0.0920x + 2.0468 >0.999 

* B2u parent mode  

** A1g parent mode  
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Table 2-1.S8d. Spin–phonon analyses for [Cu(bds)2]2-. (gz)  

Mode # Energy (cm-1) Best-Fit Equation* r2 

1* -61.7 y = 0.0005x2 + 2.0893 0.997 

2 -35.0 y = 0.0003x2 -0.0004x + 2.0893 >0.999 

3 -29.6 y = -0.0000x2 + 2.0893 0.941 

4 31.6 y = 0.0011x2 + 2.0893 >0.999 

5 58.0 y = 0.0000x2 – 0.0003x + 2.0893 >0.999 

6* 58.4 y = 0.0013x2 +  2.0893 >0.999 

7 97.8 y = 0.0312x2 + 2.0893 >0.999 

8 103.5 y = -0.0004x2 - 0.0080x + 2.0893 >0.999 

9 107.4 y = -0.0006x2 -0.0051x + 2.0893 >0.999 

10 156.8 0.0033x2 + 2.0893 0.998 

11 187.1 0.0036x2 – 0.0027x + 2.0893 >0.999 

12 197.7 0.0007x2 + 0.0001x + 2.0893 >0.999 

13** 199.3  y = -0.0615x + 2.0893 >0.999 

14 222.1 y = 0.0046x2 + 2.0893 >0.999 

15 244.7 y = 0.0026x2 – 0.0015x + 2.0893 >0.999 

16 253.8 y = -0.0791x2 + 2.0893 >0.999 

17 281.8 y = -0.0329x2 + 2.0893 >0.999 

18 363.5 y = -0.0207x2 + 0.0020x + 2.0893 >0.999 

19 373.4 y = -0.0146x2 + 2.0893 >0.999 

20 373.7 y = 0.0054x2 + 0.0032x + 2.0893 >0.999 

21 375.7 y = -0.0073x2 + 2.0893 >0.999 

* B2u parent mode  

** A1g parent mode  
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Table 2-1.S9a. Spin–phonon analyses for VOPc. (gz) 

Mode # Energy (cm-1) Best-Fit Equation*  r2  

1 21.5 y = -0.0000x2 + 1.9609 0.702 

2 41.5 y = -0.0007x + 1.9609 >0.999 

3 58.8 y = -0.0000x + 1.9609 0.931 

4 64.6 y = -0.0004x2 + 1.9609 0.998 

5 64.7 y = -0.0004x2 + 1.9609 >0.999 

6 117.9 y = -0.00008x2 + 1.9609 0.927 

7 121.3 y = -0.0001x2 + 1.9609 0.957 

8 121.3 y = -0.0001x2 + 1.9609 0.960 

9 127.5 y = 0.0000x2 + 1.9609 0.866 

10 130.2 y = -0.0003x2 + 1.9609 0.981 

11 130.2 y = -0.0003x2 + 1.9609 0.993 

12 148.5 y = -0.0011x2 + 1.9609 >0.999 

13* 177.3 y = -0.0088x + 1.9609 >0.999 

14 180.9 y = -0.0013x2 + 1.9609 >0.999 

15 180.9 y = -0.0013x2 + 1.9609 >0.999 

16 186.6 y = -0.0003x2 + 1.9609 0.991 

17 226.5 y = -0.0003x2 + 1.9609 >0.999 

18 232.2 y = -0.0003x2 + 1.9609 0.995 

19 248.1 y = -0.0012x2 + 1.9609 0.997 

20** 260.0 y = -0.0062x + 1.9609 >0.999 

21 277.1 y = -0.0006x2 + 1.9609 0.989 

22 277.1 y = -0.0005x2 + 1.9609 0.996 

23 306.4 y = -0.0018x2 + 0.0001x + 1.9609 0.924 

24 306.4 y – 0.0018x2 – 0.0001x + 1.9609 0.932 

25 314.1 y = -0.0039x2 + 1.9609 >0.999 

26* 317.3 y = -0.0143x + 1.9608 >0.999 

27 332.4 y = -0.0003x2 + 1.9609 0.996 

28 332.5 y = 0.0002x + 1.9609 0.987 
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29*** 384.2 y = -0.0632x2 – 0.0001x + 1.9609 >0.999 

30*** 384.2 y = -0.0593x2 + 1.9609 >0.999 

31* 393.9 y = -0.0173x + 1.9608 >0.999 

* Significant pyramidal bending character  

** Significant M-L stretching character (with ligands other than oxo)  

*** Significant V movement in the equatorial ligand plane   
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Table 2-1.S9b. Spin–phonon analyses for VO(acac)2. (gz) 

Mode # Energy (cm-1) Best-Fit Equation*  r2  

1 30.1 y = -0.0005x2 + 1.9454 >0.999 

2 42.0 y = -0.0003x2 + 0.0008x – 1.9454 >0.999 

3 76.1 y = -0.0006x2 + 1.9454 >0.999 

4 82.1 y = -0.0004x2 + 1.9454 >0.999 

5 90.7 y = 0.0000x2 + 1.9454 0.998 

6 97.0 y = -0.0006x2 + 1.9454 >0.999 

7 101.8 y = 0.0000x2 + 1.9454 0.203 

8 103.3 y = -0.0000x2 + 1.9454 0.997 

9 138.1 y = -0.0009x2 + 1.9454 >0.999 

10 143.9 y = -0.0028x2 + 1.9454 >0.999 

11 168.7 y = -0.0000x2 – 0.0001x + 1.9454 >0.999 

12 169.3 y = -0.0004x + 1.9454 >0.999 

13* 192.3 y = 0.0060x + 1.9454 >0.999 

14 231.0 y = -0.0023x2 + 0.0002x + 1.9454 >0.999 

15 243.0 y = -0.0010x2 + 1.9454 >0.999 

16 253.3 y = -0.0034x2 + 1.9454 >0.999 

17 267.1 y = -0.0010x2 – 0.0001x + 1.9454 >0.999 

18 277.6 y = -0.0020x2 + 0.0057x + 1.9454 >0.999 

19** 295.6 y = -0.0089x2 – 0.0214x + 1.9454 >0.999 

20*** 374.5 y = -0.0286x2 – 0.0001x + 1.9454 >0.999 

21*** 391.0 y = -0.0299x2 – 0.0002x + 1.9454 >0.999 

* Significant pyramidal bending character.  

** Significant M-L stretching character (with ligands other than oxo). 

*** Significant V movement in the equatorial ligand plane. 
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Table 2-1.S9c. Spin–phonon analyses for [VO(cat)2]2-. (gz) 

Mode # Energy (cm-1) Best-Fit Equation*  r2  

1 32.6 y = -0.0004x + 1.9613 0.999 

2 53.7 y = -0.0016x2– 1.9513 >0.999 

3 82.7 y = -0.0035x2 + 1.9513 >0.999 

4 84.6 y = -0.0010x2 + 1.9513 >0.999 

5 179.3 y = 0.0002x2 + 1.9513 0.988 

6** 186.1 y = -0.0042x + 1.9512 0.996 

7 197.8 y = -0.0015x2 – 0.0001x + 1.9513 >0.999 

8 228.3 y = -0.0012x2 + 1.9513 0.999 

9 254.0 y = -0.0014x2 – 0.0003x + 1.9513 >0.999 

10 269.0 y = -0.0011x2 + 1.9513 0.998 

11* 280.1 y = -0.0168x + 1.9512 >0.999 

12 340.9 y = -0.0011x2 + 1.9513 >0.999 

13* 366.3 y = -0.0115x + 1.9512 0.998 

14*** 388.4 y = -0.0387x2 + 1.9513 >0.999 

15*** 437.4 y = -0.0655x2 + 1.9513 0.999 

* Significant pyramidal bending character  

** Significant M-L stretching character (with ligands other than oxo)  

*** Significant V movement in the equatorial ligand plane   
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Table 2-1.S9d. Spin–phonon analyses for [VO(dmit)2]2-. 

Mode # Energy (cm-1) Best-Fit Equation*  r2  

1 -42.0 y = -0.0076x2 + 1.9634 >0.999 

2 -22.7 y = -0.0024x2 + 0.0003x – 1.9634 >0.999 

3 9.3 y = -0.0036x2 - 0.0010x + 1.9634 >0.999 

4 51.6 y = -0.0017x2 + 1.9634 >0.999 

5 87.2 y = -0.0020x2 + 1.9634 >0.999 

6 92.6 y = -0.0002x2 – 0.0001x + 1.9634 >0.999 

7 116.8 y = -0.0024x2 – 0.0030x + 1.9634 >0.999 

8 120.7 y = 0.0003x2 + 0.0014x + 1.9634 >0.999 

9 127.2 y = 0.0004x2 + 1.9634 >0.999 

10 144.6 y = -0.0002x2 - 0.0006x + 1.9634 >0.999 

11 175.8 y = -0.0010x2 + 1.9634 >0.999 

12 178.6 y = -0.0160x + 1.9632 0.993 

13 189.0 y = -0.0049x2 + 1.9634 >0.999 

14 256.5 y = -0.0005x2 + 1.9634 0.998 

15 261.5 y = 0.0017x2 + 1.9634 >0.999 

16 261.9 y = -0.0110x2 + 0.0006x + 1.9634 >0.999 

17* 276.9 y = 0.00481x + 1.9634 >0.999 

18 302.6 y = -0.0024x2 + 1.9634 >0.999 

19 330.2 y = -0.0128x2 + 1.9634 >0.999 

20 349.0 y = -0.0134x2 + 1.9634 >0.999 

21** 350.7 y = -0.0430x + 1.9633 >0.999 

22 356.7 y = -0.0045x2 + 0.0017x + 1.9634 >0.999 

23** 378.5 y = 0.0313x + 1.9633 >0.999 

24 414.0 y = -0.0222x2 + 1.9634 >0.999 

25 415.9 y = -0.0078x2 – 0.0009x + 1.9634 >0.999 

26*** 426.6 y = -0.0580x2 + 1.9634 >0.999 

27*** 442.7 y = -0.0267x2 + 1.9634 >0.999 

* Significant pyramidal bending character  
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** Significant M-L stretching character (with ligands other than oxo)  

*** Significant V movement in the equatorial ligand plane   
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Table 2-1.S9e. Spin–phonon analyses for [V(bdt)3]2-. 

Mode # Energy (cm-1) Best-Fit Equation*  r2  

1 16.5 y = –0.0003x + 1.9629 0.990 

2 24.7 y = 0.0014x2 + 0.0001x + 1.9628 0.721 

3 39.3 y = -0.0003x + 1.9628 0.941 

4 59.9 y = -0.0015x2 + 1.9629 0.978 

5 66.7 y = -0.0014x + 1.9628 0.987 

6 74.3 y = 0.0013x + 1.9628 0.994 

7 115.6 y = -0.0006x2 – 0.0001x + 1.9629 0.969 

8 123.6 y = -0.0021x + 1.9629 0.981 

9 136.5 y = 0.0020x + 1.9628 >0.999 

10 150.1 y = -0.0045x + 1.9624 >0.999 

11 152.4 y = -0.0008x + 1.9628 0.998 

12 156.2 y = -0.0042x + 1.9628 0.992 

13 181.2 y = 0.0013x + 1.9628 0.992 

14 192.4 y = 0.0017x + 1.9629 0.971 

15 195.6 y = -0.0011x + 1.9629 0.918 

16 251.6 y = 0.0075x2 – 0.0005x + 1.9629 >0.999 

17 255.2 y = 0.0064x2 + 0.0015x + 1.9628 >0.999 

18 264.6 y = 0.0012x + 1.9629 0.925 

19 284.5 y = 0.0091x + 1.9630 0.969 

20 289.3 y = 0.0270x2 – 0.0064x + 1.9629 >0.999 

21 301.3 y = 0.0102x2 + 0.0009x + 1.9629 >0.999 

22* 351.7 y = -0.1165x + 1.9610 0.987 

23 355.0 y = -0.0425x + 1.9627 >0.999 

24 368.0 y = -0.0308x + 1.9628 >0.999 

25 391.9 y = 0.0228x2 – 0.0046x + 1.9628 0.997 

26 393.6 y = 0.0107x2 + 0.0021x + 1.9628 >0.999 

* Symmetric M-L stretching mode   
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Table 2-1.S9f. Spin–phonon analyses for [V(bds)3]2-. 

Mode # Energy (cm-1) Best-Fit Equation*  r2  

1 12.1 y = -0.0051x2 + 0.0001x + 1.8512 0.984 

2 17.4 y = -0.0102x + 1.8512 0.997 

3 32.2 y = -0.0025x2 – 0.0001x + 1.8512 0.982 

4 48.0 y = -0.0042x2 – 0.0002x + 1.8512 0.991 

5 51.5 y = -0.0117x + 1.8511 0.996 

6 61.9 y = 0.0137x + 1.8511 0.996 

7 81.3 y = -0.0668x2 – 0.0059x + 1.8514 0.910 

8 84.6 y = -0.0283x2 + 1.8512 0.999 

9 95.7 y = -0.0156x2 + 0.0001x + 1.8512 0.999 

10 124.1 y = -0.0244x + 1.8510 0.995 

11 138.5 y = -0.0096x2 – 0.0006x + 1.8512 0.999 

12 138.8 y = 0.0079x + 1.8512 0.999 

13 142.5 y = -0.0282x2 + 0.0017x + 1.8512 0.997 

14 144.1 y = -0.0172x2
 + 0.0001x + 1.8512 0.999 

15 147.5 y = -0.0174x + 1.8512 0.999 

16 180.9 y = -0.2711x2 – 0.0102 + 1.8509 0.987 

17 182.8 y = -0.2562x2 – 0.0001x + 1.8510 0.996 

18* 209.8 y = 0.6262x + 1.8310 0.919 

19 227.2 y = -0.0095x2 + 1.8512 0.998 

20 238.5 y = -0.0137x + 1.8511 0.987 

21 242.2 y = -0.0031x2 – 0.0001x + 1.8512 0.995 

22 251.0 y = -0.0154x2 + 1.8512 0.999 

23 261.2 y = -0.0332x2 – 0.0057x _ 1.8512 0.999 

24 263.1 y = 0.0003x2 – 0.0001x + 1.8517 0.924 

25 302.8 y = -1.2173x2 + 0.0741x + 1.8503 0.987 

26 319.8 y = -0.5816x2 – 0.0001x + 1.8517 0.996 

27 325.4 y = 0.0418x2 + 1.8513 0.942 
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28 380.8 y = 0.0914x + 1.8506 0.997 

29 381.8 y = -0.0346x + 1.8510 0.996 

30 382.6 y = -0.0176x2 – 0.0001x + 1.8512 0.999 

31 397.1 y = -0.0200x2 + 1.8512 0.999 

32 399.8 y = -0.0237x2
 – 0.0040x + 1.8512 0.999 

* Symmetric M-L stretching mode  
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Table 2-1.S10a. Comparisons between optimized and X-ray crystal structure of CuPc. 

 Cu-N1 (Å) Cu-N2 (Å)  Cu-N3 (Å) Cu-N4 (Å) 

Experimental12 1.960 1.965 1.960 1.965 

Computed 

(optimized) 

1.968 1.970 1.968 1.970 

Difference  0.008 0.005 0.002 0.005 

 

Table 2-1.S10b. Comparisons between optimized and X-ray crystal structure of CuN4 complexes. 

R = H  Dihedral Angle 

(º)a         

Cu-N1 (Å) Cu-N1 (Å) Cu-N1 (Å) Cu-N1 (Å) 

Experimental13 0 1.950 1.950 1.971 1.971 

Computed 

(optimized) 

6.5 1.994 1.994 2.043 2.043 

R = Me  Dihedral Angle 

(º) 

Cu-N1 (Å) Cu-N1 (Å) Cu-N1 (Å) Cu-N1 (Å) 

Experimental13 32-33 1.938 1.938 2.016 2.016 

Computed 

(optimized) 

30.5 1.983 1.984 2.081 2.082 

R = tert-Bu  Dihedral Angle 

(º) 

Cu-N1 (Å) Cu-N1 (Å) Cu-N1 (Å) Cu-N1 (Å) 

Experimental13 61 1.937 1.937 2.057 2.057 

Computed 

(optimized) 

55.6 1.966 1.966 2.136 2.136 

a Dihedral angle defined as the dihedral angle between the two chelating N(imine)–Cu–N(pyrrolate) 

planes. 

 

  



 

 

117 
 

Table 2-1.S11a. Comparisons between optimized and X-ray crystal structure of VOPc.  

 Crystal structure 12 DFT optimized structure 

V-N1 (Å) 2.023 2.058  

V-N2 (Å) 2.019 2.058  

V-N3 (Å) 2.033 2.058  

V-N4 (Å) 2.032 2.058 

V-O (Å)  1.599 1.554 

O-V-N1 (°) 106.2 108.0 

O-V-N2 (°) 104.6 108.1 

O-V-N3 (°) 106.0 108.0 

O-V-N4 (°) 106.3 107.9  

 

Table 2-1.S11b. Comparisons between optimized and X-ray crystal structure of [VO(cat)2]2-. 

 Crystal structure 14 DFT optimized structure 

V-O1 (Å) 1.960 1.996  

V-O2 (Å) 1.978 1.999 

V-O3 (Å) 1.973   1.996  

V-O4 (Å) 1.980 1.999 

V=O (Å)  1.614 1.584 

O-V-N1 (°) 110.4 109.0 

O-V-N2 (°) 108.0 108.9 

O-V-N3 (°) 109.2 109.0 

O-V-N4 (°) 105.6 108.9  

 

Table 2-1.S11c. Comparisons between optimized and X-ray crystal structure of VO(acac)2. 

 Crystal Structure15 DFT optimized structure 

V-O1 (Å) 1.957 1.996  
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V-O2 (Å) 1.973 1.996 

V-O3 (Å) 1.978 1.997 

V-O4 (Å) 1.960 1.997 

V=O (Å)  1.558 1.549 

O-V-N1 (°) 106.3 107.7 

O-V-N2 (°) 104.5 107.8 

O-V-N3 (°) 108.2 107.7 

O-V-N4 (°) 105.6 107.9 
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Table 2-1.S12. Spin–phonon coupling terms across a variety of V(IV) complexes. 

Complex Mode  

(cm-1) 

(gz/Qi) ESa M(d)b M SD 

C4v [VOCl4]2- 166.4 -0.018 15230 88 % 0.983 

 323.5 0.068    

 394.9 -0.313    

 394.9 -0.322    

      

VOPc 177.3 -0.009 22745 85 % 0.985 

 260.0 -0.006    

 317.3 -0.014    

 384.2 -0.063    

 384.2 -0.059    

 393.9 -0.017    

      

VO(acac)2 192.3 0.006 17955 84 % 0.972 

 277.6 0.006    

 295.6 -0.021    

 374.5 -0.029    

 391.0 -0.030    

 475.4 0.022    

      

[VO(cat)2]2- 186.1 -0.004 19335 65 % 0.987 

 280.9 -0.017    

 366.3 -0.012    

 388.4 -0.039    

 437.4 -0.066    
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[VO(dmit)2]2- 116.8 -0.003 20120 50 % 0.999 

 178.6 -0.016    

 350.7 -0.053    

 378.5 0.031    

 414.0 -0.022    

 426.6 -0.058    

      

Complex Mode  

(cm-1) 

(g||/Å) (g⊥/Å) ES  

[V(bdt)3]2- 351.7 -0.420 -0.357 7935  

[V(bds)3]2- 209.8 -1.744 -0.766 6785  
a Excited state which spin orbit coupling into the ground state. 
b M(d) character in unoccupied component orbital from Loewdin population analyses. 
c Loewdin metal spin density. 

C. Figures 

 
 

Figure 2-1.S1. Hartree-Fock dependence of the calculated value of gz for D4h Cu(II)Cl4 using the 

crystal structure.9 The experimental value is 2.221.16 Acceptable agreement between theory and 

experiment is obtained near the value of 38% used in the main text.  
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Figure 2-1.S2. Spin–phonon analyses (spin density) for idealized structures of (A) D4h and (B) D2d 

[CuCl4]2-. 
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Figure 2-1.S3. Spin–phonon analyses (gz) and comparisons to equation 1 from the main text for 

idealized D4h [CuCl4]2-. Blue: changes in relevant excited state energy only. Black: changes in spin 

density only. Solid red: changes in both spin density and excited state energy according to the LFT 

equation. Dotted red: DFT-computed change in g value. 
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Figure 2-1.S4. Spin–phonon analyses (gx) and comparisons to equation 2 from the main text for 

idealized D4h [CuCl4]2-. Blue: changes in relevant excited state energy only. Black: changes in spin 

density only. Solid red: changes in both spin density and excited state energy according to the LFT 

equation. Dotted red: DFT-computed change in g value. 
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Figure 2-1.S5. Spin–phonon analyses (gy) and comparisons to equation 2 from the main text for 

idealized D4h [CuCl4]2-. Blue: changes in relevant excited state energy only. Black: changes in spin 

density only. Solid red: changes in both spin density and excited state energy according to the LFT 

equation. Dotted red: DFT-computed change in g value. 
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Figure 2-1.S6. Spin–phonon analyses (gz) and comparisons to equation 2 from the main text for 

idealized D2d [CuCl4]2-. Blue: changes in relevant excited state energy only. Black: changes in spin 

density only. Solid red: changes in both spin density and excited state energy according to the LFT 

equation. Dotted red: DFT-computed change in g value. 
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Figure 2-1.S7. Spin–phonon analyses (gx) and comparisons to equation 2 from the main text for 

idealized D2d [CuCl4]2-. Blue: changes in relevant excited state energy only. Black: changes in spin 

density only. Solid red: changes in both spin density and excited state energy according to the LFT 

equation. Dotted red: DFT-computed change in g value. 
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Figure 2-1.S8. Spin–phonon analyses (gy) and comparisons to equation 2 from the main text for 

idealized D2d [CuCl4]2-. Blue: changes in relevant excited state energy only. Black: changes in spin 

density only. Solid red: changes in both spin density and excited state energy according to the LFT 

equation. Dotted red: DFT-computed change in g value. 
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Figure 2-1.S9. Independent contributions from d-d transition energy and ligand–metal covalency to 

the change in gz for D4h [CuCl4]2-. Comparisons are made between the Δgz as calculated from the 

LFT expression and as computed using ORCA for modes (a) b2u, (b) a2u, and (c) a1g. For these plots, 

the square of the spin density on Cu was used as a proxy for the covalency. Vector displacements 

are provided for each vibrational distortion.  

 

The individual contributions to the gz value from the 2B1g energy and Cu spin density can be 

estimated using equation 2 in combination with the DFT and TDDFT calculations. For example, for 

D4h [CuCl4]2-, using the calculated Cu spin density of 0.668 and the 2B1g energy of 14475 cm-1, 

equation 2 predicts a gz value of 2.205. This is similar to the DFT calculated gz value (2.204). For 

each mode, the relative change in spin density and/or 2B1g energy can be used to estimate a change 

in gz value. The gz value estimated from equation 2 can thus be compared directly to the DFT 

calculated change in gz value along each vibrational coordinate. These plots for all normal modes 

and each g value are given in Figures 2-1.S3-S5; the results for the b2u, a2u, and a1g modes are given 

in Figures 2-1.S9 (a-c), respectively. From these comparisons for the b2u mode (Figure S9a), the Cu 

spin density and 2B2g energy both contribute appreciably to the change in gz value. Furthermore, for 

the a2u mode (Figure 2-1.S9b), the change in gz value is largely due to the change in the 2B2g energy; 

as mentioned above, a small component from the Cu spin density component actually opposes the 

Variation in spin density (SD) only 
Variation in d-d energy (E) only 
Variation in both SD and E  
DFT-computed g value

b2u a2u a1g

a b c

z z z
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change in gz value determined by the 2B2g energy alone. Lastly, for the a1g mode, the change in 

the gz value is largely due to the change in 2B2g energy, but the spin density component contributes 

to a small extent. This analysis (Figure 2-1.S9 and Figures 2-1.S3-S5) provides a means to 

qualitatively decompose the spin–phonon coupling term contributions from ground state covalency 

and orbital angular momentum from excited state SOC.  
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Figure 2-1.S10. Spin–phonon analyses (gx, gy, and gx – gy) for idealized D4h [CuCl4]2-. 



 

 

131 

 
Figure 2-1.S11. Spin–phonon analyses (2Eg) for idealized D4h [CuCl4]2-. 
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Figure 2-1.S12. Spin–phonon analyses (gx, gy, and gx – gy) and for idealized D2d [CuCl4]2-. 
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Figure 2-1.S13. Spin–phonon analyses (2E) for idealized D2d [CuCl4]2-.  
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Figure 2-1.S14. Hartree-Fock dependence of the calculated value of gz for C4v [VOCl4]2- using the 

crystal structure experimental value is 1.948. Better agreement between theory and experiment is 

obtained using values >50%. 60% has been used here, as it provides acceptable agreement for 

[VOCl4]2- and the other V(IV) complexes considered here.  
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Figure 2-1.S15. Spin–phonon analyses (spin density) for the idealized structure of C4v [VOCl4]2-. 

The first 9 out of 12 modes are displayed.  
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Figure 2-1.S16. Spin–phonon analyses, a) gx b) gy,  c) gx – gy for idealized C4v [VOCl4]2-. The first 

9 out of 12 modes are displayed. 
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Figure 2-1.S17. Spin–phonon analyses for idealized C4v [VOCl4]2-. a) 2E(xz), b) 2E(yz), c) 2E(xz) – 
2E (yz). The first 9 out of 12 modes are displayed. 
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Figure 2-1.S18. Spin–phonon analyses (gz) for Cu(II) qubits. (top left) CuPc, (top right) [Cu(mnt)2]2-

, (bottom left) [Cu(bdt)2]2-, and (bottom right) [Cu(bds)2]2-. Red: vibrational mode with substantial 

M-L stretching character. Blue: vibrational mode with substantial dihedral bending character (large 

change in 𝛼). 

  



 

 

139 
 

 
Figure 2-1.S19. Spin–phonon analyses (gz) for V(IV) qubits. (A) VOPc, (B) VO(acac)2, (C) 

[VO(cat)2]2-, (D) [VO(dmit)2]2-, (E) [V(bdt)3]2-, and (F) [V(bds)3]2-. Red: vibrational mode with 

substantial pyramidal bending character. Blue: vibrational mode with substantial M-L stretching 

character (excluding M-oxo stretch). Note, due to nonlinearity of the blue slopes for [V(bdt)3]2- and 

[V(dbs)3]2- (totally symmetric stretches), only the first two data +/- 0.05 points were used to obtain 

slopes.  
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Figure 2-1.S20. DFT-optimized CuN4 complexes (R = H (top), R = Me (middle), R = tert-Bu 

(bottom)). Red: vibrational modes with substantial M-L stretching character. Blue: vibrational mode 

with substantial dihedral bending character (large change in 𝛼).  
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Figure 2-1.S21. LFT calculations utilizing expressions from Section 2.1 in the manuscript text. (A) 

Variation in the gz value as a function of 2B2g energy, (B) Variation in the gz value as a function of 

spin density squared, and (C) Inverse pseudo-quadratic dependence of spin–phonon coupling term 

on the initial 2B2g excited state energy. 

 

The behavior predicted in Section 2.1 and analyzed above can further demonstrated using a series of 

LFT calculations. These are presented in Figure 2-1.S20 for a range of initial 2B2g energies (DE = 

10000 – 20000 cm-1) and a set value of covalency (80 % Cu(d) character). The slopes of the lines in 

Figure 2-1.S20A (i.e., the gradient in gz value) increase with decreasing energy of the initial 2B2g 

excited state. Thus, for a given value of covalency, the LFT prediction indicates spin–phonon 
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coupling terms for the gz value are smallest for complexes that have higher energy ligand field 

excited states energies. This is observed for both the LFT expressions and the DFT/TDDFT data in 

Figures 2-1.6A and 2-1.6B. Even though the excited state coupling term of the 2B2g state (in D4h) is 

larger than the 2B1 state (in D2d) (also compare blue lines in Figure 2-1.4A), the resultant effect on 

the gradient in gz value is smaller because the initial energy of 2B2g state is higher in energy than the 
2B1 state. Lastly, the slopes of the gz value vs. 2B2g energy shown in Figure 2-1.S20A exhibit an 

inverse pseudo-quadratic dependence on the initial energy of the 2B2g excited state (Figure 2-

1.S20C). The covalency contributions to the spin–phonon coupling terms can also be evaluated. For 

a given 2B2g energy (e.g., 10000 cm-1), the gradient in the gz value for a change in covalency can be 

calculated for a series of initial covalency values (Figure 2-1.S20B). The slopes of these lines 

increase with decreasing covalency. Thus, the spin–phonon coupling term for the gz value is smaller 

for more covalent ligand–metal bonds, and this coupling term is linearly dependent on the covalency 

of a given ligand–metal bond. Again, this behavior predicted by LFT and is also observed for DFT 

calculations presented in Figures 2-1.6A and 2-1.6C. 

 



 

 

143 
D. DFT Structures and Input Coordinates 

 
[CuCl4]2- crystal structure  

 
  Cl    -0.002786   -2.280699    0.000000 

  Cl    -2.247278   -0.003002    0.000000 

  Cu     0.000000    0.000000    0.000000 

  Cl     0.002786    2.280699    0.000000 

  Cl     2.247278    0.003002    0.000000  

 

[CuCl4]2-  idealized structure  

 
  Cl     0.000000   -2.264000    0.000000 

  Cl    -2.264000    0.000000    0.000000 

  Cu     0.000000    0.000000    0.000000 

  Cl     0.000000    2.264000    0.000000 

  Cl     2.264000    0.000000    0.000000 
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[Cu(mnt)2]2- crystal structure He cage17 
  Cu     0.001242    0.000571    0.000099 

  N      5.350804   -1.883487    0.221212 

  N     -5.346332    1.888441   -0.221762 

  N      5.258176    2.173372   -0.015008 

  N     -5.255549   -2.172419    0.015367 

  S      1.692644   -1.584810    0.034526 

  S     -1.689934    1.586102   -0.033510 

  S      1.619168    1.690587   -0.126304 

  S     -1.617007   -1.689183    0.125983 

  C      3.122068   -0.596224    0.082898 

  C     -3.119663    0.597899   -0.081575 

  C      4.359048   -1.288467    0.163586 

  C     -4.356045    1.291124   -0.162608 

  C      3.091239    0.778285    0.020976 

  C     -3.089067   -0.776603   -0.020200 

  C      4.295102    1.531016    0.014252 

  C     -4.292806   -1.529546   -0.013695 

  He     6.188799   -0.937495   -3.096306 

  He    -6.189224    0.938056    3.096285 

  He     7.719578   -2.226888   -1.917291 

  He    -7.719989    2.227491    1.917301 

  He     2.268341    5.208778    1.258576 

  He    -2.268754   -5.208190   -1.258570 

  He     0.832704   -3.221674   -2.847842 

  He    -0.833106    3.222253    2.847850 

  He     1.378397    2.593504    2.995096 

  He    -1.378809   -2.592926   -2.995089 

  He     5.519905    2.227175    3.165540 

  He    -5.520312   -2.226597   -3.165555 
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  He     6.773620    3.621984    1.838571 

  He    -0.528791   -1.914067    3.874611 

  He     0.528378    1.914655   -3.874611 

  He    -6.774018   -3.621400   -1.838565 

  He     6.330228    5.869329    1.772994 

  He     5.903450   -3.601739   -4.093076 

  He     0.734151   -3.465172    2.756368 

  He    -0.734562    3.465750   -2.756372 
  He    -5.903862    3.602317    4.093084 

  He    -6.330644   -5.868751   -1.772984 

  He     4.172094   -2.725347   -2.872268 

  He    -4.172504    2.725921    2.872274 

  He     2.887551   -4.099351   -1.539883 

  He    -2.887955    4.099942    1.539884 

  He     4.643875   -4.899196    0.435124 

  He    -4.644286    4.899720   -0.435148 

  He     6.908665   -1.219852    2.567387 

  He     5.446667   -4.587814    2.571021 

  He    -5.447067    4.588413   -2.571031 

  He    -6.909076    1.220433   -2.567391 

  He     7.587035    0.143413    0.860741 

  He    -7.587428   -0.142837   -0.860738 

  He     1.980676   -0.562458   -3.210510 

  He    -1.981065    0.563019    3.210511 

  He     3.816109    0.691256   -2.609753 

  He    -3.816476   -0.690641    2.609766 

  He     3.603320    3.115971   -3.882709 

  He    -3.603739   -3.115394    3.882705 

  He     6.904520   -4.226074   -0.563357 

  He    -6.904959    4.226712    0.563409 

  He     3.956188    6.048382   -1.228601 
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  He     8.137040   -3.106397    0.983741 

  He     4.218233   -2.701279    4.154707 

  He    -4.218646    2.701867   -4.154700 

  He    -8.137470    3.106985   -0.983726 

  He    -3.956599   -6.047805    1.228598 

  He     6.134159    5.471991   -0.864728 

  He     2.650999   -1.606071    2.908682 

  He    -2.651410    1.606648   -2.908686 

  He    -6.134570   -5.471404    0.864734 

  He     7.054786    3.662271   -1.970599 

  He     2.245377    0.641117    3.270731 

  He    -2.245780   -0.640530   -3.270723 

  He    -7.055198   -3.661694    1.970606 
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 CuPc optimized structure 
  Cu     1.929292   -0.000001   -0.000075 

  C     -0.816622   -1.133209   -0.047251 

  C      2.662694   -4.145743   -0.018180 

  C      3.389802   -5.327906   -0.015873 

  C      2.683996   -6.517341   -0.034066 

  C      1.284308   -6.528964   -0.054295 

  C      0.558518   -5.351405   -0.056627 

  C      1.265695   -4.157327   -0.038326 

  C      0.842295   -2.765786   -0.034679 

  C     -2.214832   -0.732876   -0.065020 

  C     -3.396860   -1.459978   -0.087676 

  C     -4.586241   -0.753945   -0.100581 

  C     -4.598029    0.645896   -0.091101 

  C     -3.420701    1.371474   -0.068500 

  C     -2.226580    0.664090   -0.055594 

  C     -0.835472    1.087821   -0.032306 

  C      3.062952   -2.747521   -0.002689 

  H      4.464599   -5.313798   -0.000407 

  H      3.216475   -7.452508   -0.032793 

  H      0.767555   -7.472814   -0.068156 

  H     -3.382884   -2.534854   -0.094865 

  H     -5.521234   -1.286444   -0.118247 

  H     -5.541833    1.162810   -0.101667 

  H     -3.424706    2.446437   -0.061215 

  N     -0.418924   -2.388251   -0.050220 

  N     -0.038656   -0.016058   -0.028118 

  N     -0.459287    2.349516   -0.018312 

  N      1.912461    1.969569    0.013234 

  N      3.897240    0.016061    0.028031 

  N      1.946125   -1.969570   -0.013321 
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  N      4.317871   -2.349515    0.018258 

  C      0.795633    2.747519    0.002627 

  C      3.016288    2.765787    0.034621 

  C      4.675206    1.133213    0.047201 

  C      4.694055   -1.087818    0.032248 

  C      1.195887    4.145741    0.018147 

  C      2.592885    4.157328    0.038294 

  N      4.277508    2.388255    0.050174 

  C      6.073418    0.732880    0.065005 

  C      6.085164   -0.664086    0.055576 

  C      0.468774    5.327899    0.015871 

  C      3.300058    5.351407    0.056633 

  C      7.255446    1.459980    0.087706 

  C      7.279283   -1.371472    0.068524 

  C      1.174577    6.517336    0.034100 

  H     -0.606022    5.313787    0.000404 

  C      2.574264    6.528963    0.054331 

  C      8.444826    0.753944    0.100654 

  H      7.241471    2.534856    0.094898 

  C      8.456612   -0.645896    0.091172 

  H      7.283287   -2.446435    0.061237 

  H      0.642096    7.452502    0.032852 

  H      3.091015    7.472814    0.068223 

  H      9.379819    1.286442    0.118356 

  H      9.400415   -1.162812    0.101771 

  H     -0.516354   -5.355312   -0.072228 

  H      4.374930    5.355317    0.072236 
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[Cu(bdt)2]2- crystal structure (H-optimized) 
Cu    -0.246333    4.840524    0.988186 

  S     -0.297451    7.010976    0.973118 

  S      1.922436    4.810648    1.000521 

  C      2.367678    6.499871    1.080609 

  C      3.698797    6.876472    1.137466 

  H      4.462439    6.116629    1.147774 

  C      4.035157    8.205599    1.189637 

  H      5.079044    8.487390    1.231583 

  C      3.061918    9.202347    1.160317 

  H      3.337319   10.245155    1.193239 

  C      1.736583    8.815746    1.112850 

  H      0.954494    9.558068    1.093694 

  C      1.378850    7.481657    1.071483 

  S     -0.195214    2.670072    1.003254 

  C     -1.871516    2.199391    0.904890 

  C     -2.860344    3.181176    0.895764 

  S     -2.415101    4.870399    0.975851 

  C     -4.191462    2.804575    0.838906 

  H     -4.955105    3.564419    0.828596 

  C     -4.527823    1.475448    0.786736 

  H     -5.571709    1.193657    0.744782 

  C     -3.554583    0.478701    0.816055 

  H     -3.829986   -0.564107    0.783138 

  C     -2.229249    0.865302    0.863523 

  H     -1.447160    0.122979    0.882678 
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[Cu(bds)2]2- crystal structure (H-optimized) 
  Se     2.413500    0.000148   -0.002234 

  Se    -0.002019    2.377198    0.001096 

  Cu     0.000006    0.000004    0.000006 

  C      1.828800    2.827746    0.141805 

  C      2.828824    1.853727    0.131995 

  C      2.192605    4.178527    0.280461 

  H      1.415755    4.924644    0.300541 

  C      3.518228    4.551426    0.392536 

  H      3.775844    5.595216    0.497960 

  C      4.504059    3.592788    0.359040 

  H      5.543168    3.877358    0.439563 

  C      4.168573    2.251722    0.233388 

  H      4.939919    1.500051    0.218160 

  Se    -2.413541   -0.000012    0.002216 

  Se     0.001902   -2.377104   -0.001162 

  C     -1.828840   -2.827610   -0.141824 

  C     -2.828865   -1.853590   -0.132013 

  C     -2.192722   -4.178433   -0.280528 

  H     -1.415864   -4.924545   -0.300632 

  C     -3.518268   -4.551290   -0.392554 

  H     -3.775907   -5.595075   -0.497978 

  C     -4.504100   -3.592651   -0.359058 

  H     -5.543201   -3.877258   -0.439582 

  C     -4.168690   -2.251628   -0.233454 

  H     -4.940029   -1.499952   -0.218244 
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CuN4 (R = H) optimized structure  

  Cu     0.000452    0.000420   -0.032815 

  C      2.523472    1.222653   -0.069467 

  C      1.621652    2.301182    0.034792 

  C      1.772180    3.687526    0.114715 

  C      0.485159    4.209757    0.206111 

  C     -0.387969    3.116559    0.176993 

  N      2.041251    0.022674   -0.117011 

  N      0.288530    1.970138    0.073689 

  N     -2.040268   -0.017550   -0.117144 

  N     -0.288142   -1.972122   -0.011491 

  C     -2.522873   -1.218304   -0.121172 

  C     -1.621416   -2.300673   -0.064089 

  C      0.388027   -3.122140    0.041299 

  C     -1.772371   -3.689143   -0.044675 

  C     -0.485468   -4.215276    0.023130 

  H      3.588720    1.407793   -0.107420 

  H      2.696894    4.230936    0.107163 

  H      0.205657    5.241397    0.284455 

  H     -1.460023    3.133733    0.229846 

  H     -3.588211   -1.401245   -0.166516 

  H      1.460108   -3.141934    0.092722 

  H     -2.697282   -4.231392   -0.075393 

  H     -0.206268   -5.249435    0.056234 

  H     -2.713241    0.724694   -0.161990 

  H      2.714467   -0.716670   -0.194338 
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CuN4 (R = Me) optimized structure  
  Cu     0.000095   -0.000371   -0.001644 

  N      0.162667    1.968189    0.178463 

  C     -0.537149    3.055567    0.531942 

  H     -1.567796    2.989866    0.820929 

  N      2.010380    0.172067   -0.511367 

  C      0.257616    4.200087    0.465966 

  H     -0.051485    5.200001    0.696784 

  C      1.520289    3.780514    0.045240 

  H      2.389237    4.388257   -0.115990 

  C      1.431118    2.399799   -0.119954 

  C      2.368518    1.408296   -0.493338 

  H      3.378397    1.698414   -0.760391 

  C      2.958383   -0.853529   -0.895609 

  H      3.872060   -0.422078   -1.298491 

  H      2.521105   -1.505098   -1.644424 

  H      3.219913   -1.469590   -0.040383 

  N     -0.146129   -1.942106    0.376902 

  C      0.576613   -2.992284    0.791386 

  H      1.622812   -2.902333    1.009248 

  C     -0.217978   -4.134925    0.885849 

  H      0.106967   -5.108599    1.194099 

  C     -1.504946   -3.753857    0.503842 

  H     -2.380595   -4.371377    0.455877 

  C     -1.429333   -2.396111    0.199622 

  C     -2.389890   -1.442145   -0.211096 

  N     -2.036446   -0.214701   -0.370462 

  C     -3.007899    0.771922   -0.795828 

  H     -3.943896    0.306704   -1.097056 

  H     -2.618481    1.343958   -1.631076 

  H     -3.217305    1.471005    0.008361 
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  H     -3.413324   -1.753147   -0.387669 
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CuN4 (R = t-Bu) optimized structure  
  Cu    -0.002134   -0.001526   -0.007537 

  N      0.232946    1.902783    0.423070 

  C     -0.382564    2.923503    1.041897 

  H     -1.383534    2.829989    1.415686 

  C      0.454211    4.034933    1.108857 

  H      0.215371    4.981625    1.550847 

  C      1.652660    3.665911    0.493002 

  H      2.531428    4.267408    0.364751 

  C      1.487108    2.343865    0.087837 

  C      2.365631    1.420057   -0.535367 

  H      3.336152    1.780236   -0.844029 

  N      2.000955    0.200508   -0.722002 

  C      2.881979   -0.789080   -1.383967 

  C      4.001032   -0.145493   -2.214721 

  H      4.727104    0.376376   -1.600251 

  H      3.603539    0.550779   -2.946784 

  H      4.536132   -0.921916   -2.750205 

  C      3.508080   -1.679463   -0.300887 

  H      2.742743   -2.184431    0.273148 

  H      4.113604   -1.087349    0.378258 

  H      4.143516   -2.434866   -0.753185 

  C      2.003355   -1.636662   -2.312581 

  H      1.207124   -2.119627   -1.759405 

  H      2.596815   -2.408226   -2.792610 

  H      1.559754   -1.020108   -3.088240 

  N     -0.305981   -1.848700    0.593032 

  C      0.216311   -2.791226    1.394631 

  H      1.160601   -2.650111    1.883369 

  C     -0.629772   -3.894819    1.472565 

  H     -0.457343   -4.785855    2.042639 
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  C     -1.734828   -3.604035    0.668720 

  H     -2.593334   -4.222610    0.493187 

  C     -1.508496   -2.332975    0.146677 

  C     -2.289877   -1.489612   -0.685345 

  H     -3.213259   -1.888429   -1.079345 

  N     -1.894128   -0.295461   -0.954206 

  C     -2.665825    0.609167   -1.836756 

  C     -3.682453   -0.125984   -2.721340 

  H     -4.488500   -0.570220   -2.146819 

  H     -3.208533   -0.904812   -3.310850 

  H     -4.132950    0.582795   -3.407283 

  C     -3.406579    1.627142   -0.957518 

  H     -2.710198    2.196567   -0.356836 

  H     -4.103345    1.124769   -0.293769 

  H     -3.966457    2.323054   -1.574885 

  C     -1.659499    1.334377   -2.739443 

  H     -0.931180    1.877905   -2.149959 

  H     -2.171230    2.044385   -3.381261 

  H     -1.132557    0.626201   -3.371455  
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[VOCl4]2- crystal structure  
  V      0.000000    0.000000    0.000000 

  O      0.000000    0.000000    1.580262 

  Cl     0.046471    2.261335   -0.680124 

  Cl     2.320584    0.000000   -0.478765 

  Cl     0.009075   -2.220921   -0.693804 

  Cl    -2.310796    0.005495   -0.469030  

 

[VOCl4]2- idealized structure 
  V      0.000000    0.000000    0.000000 

  O      0.000000    0.000000    1.580260 

  Cl     0.000000    2.281063   -0.581436 

  Cl     2.281063    0.000000   -0.581436 

  Cl     0.000000   -2.281063   -0.581436 

  Cl    -2.281063    0.000000   -0.581436 
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VOPc optimized structure  
  V      0.001035    1.963761    0.670096 

  O      0.013536    1.990117    2.223772 

  N     -2.363133   -0.405430   -0.002134 

  N     -0.003900    3.909584   -0.001001 

  N     -0.005040   -0.004750    0.070561 

  N      1.953075    1.951164    0.017611 

  N     -2.361792    4.308073   -0.091161 

  N     -1.961757    1.953021    0.051595 

  N      2.352410    4.305873   -0.133225 

  N      2.351007   -0.407660   -0.044669 

  C     -4.132573    1.255777   -0.117610 

  C     -0.702048   -2.176858   -0.082853 

  C     -1.111829   -0.790634    0.010793 

  C     -1.110256    4.692984   -0.092603 

  C      1.099815   -0.791716   -0.009031 

  C     -2.747125    3.057546   -0.047031 

  C     -4.132232    2.644712   -0.143690 

  C     -5.313816    0.536887   -0.208089 

  H     -5.309608   -0.529761   -0.190798 

  C     -2.747704    0.846170   -0.005495 

  C      1.101435    4.691974   -0.112146 

  C      2.737394    3.054987   -0.096047 

  C      2.736709    0.843588   -0.054852 

  C     -0.699652    6.074090   -0.241555 

  C      0.689516    6.073473   -0.253796 

  C     -1.417614    7.251880   -0.374597 

  H     -2.484383    7.247887   -0.368043 

  C      4.120011    2.640887   -0.219231 

  C      6.469019    1.242060   -0.439532 

  H      7.397208    0.720324   -0.525273 
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  C      0.687062   -2.177554   -0.095308 

  C      4.119550    1.251921   -0.193417 

  C     -6.486340    1.248062   -0.318008 

  H     -7.416532    0.727207   -0.385479 

  C      5.299224    3.355203   -0.359416 

  H      5.295239    4.421756   -0.382028 

  C      5.298160    0.531980   -0.307038 

  H      5.293317   -0.534673   -0.290034 

  C      1.406010    7.250672   -0.399422 

  H      2.472728    7.245814   -0.411641 

  C     -6.486029    2.645764   -0.344287 

  H     -7.415994    3.164124   -0.431327 

  C      0.692479    8.420258   -0.524708 

  H      1.211699    9.347333   -0.634462 

  C     -0.709228   -4.532569   -0.258316 

  H     -1.230021   -5.463134   -0.320990 

  C      1.402914   -3.360049   -0.193105 

  H      2.469630   -3.356319   -0.205403 

  C     -5.313248    3.360128   -0.261097 

  H     -5.308709    4.426674   -0.283896 

  C     -1.420778   -3.358580   -0.167825 

  H     -2.487538   -3.353724   -0.161014 

  C      0.688625   -4.533289   -0.270846 

  H      1.207246   -5.464394   -0.342827 

  C     -0.705402    8.420863   -0.512418 

  H     -1.225650    9.348400   -0.613022 

  C      6.469518    2.639776   -0.465477 

  H      7.398104    3.157272   -0.570515 
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VO(acac)2 optimized structure 
  V     -0.018195    0.010755    0.121557 

  O      0.005209    1.915790   -0.476822 

  O      1.893968    0.007354   -0.449106 

  O     -0.007813   -1.888934   -0.493419 

  O     -1.904506    0.018473   -0.533481 

  O     -0.050859    0.005127    1.670571 

  C      0.606481    4.139376   -0.871912 

  H     -0.092762    4.219741   -1.688151 

  H      1.463367    4.756905   -1.069173 

  H      0.107442    4.489596    0.016682 

  C      0.971280    2.694904   -0.683473 

  C      2.301788    2.295314   -0.757315 

  H      3.048367    3.031374   -0.939755 

  C      2.686579    0.962509   -0.656227 

  C      4.130237    0.580226   -0.813593 

  H      4.459353    0.090496    0.088534 

  H      4.760367    1.427495   -1.012434 

  H      4.217905   -0.131653   -1.618117 

  C     -0.579070   -4.103402   -0.971475 

  H      0.162389   -4.165780   -1.751292 

  H     -1.421828   -4.719309   -1.225976 

  H     -0.125722   -4.469511   -0.064815 

  C     -0.958099   -2.663603   -0.775153 

  C     -2.282303   -2.263159   -0.922857 

  H     -3.013820   -2.995976   -1.168345 

  C     -2.677762   -0.933951   -0.813415 

  C     -4.109898   -0.551458   -1.053659 

  H     -4.493439   -0.068545   -0.169622 

  H     -4.725779   -1.397302   -1.297662 

  H     -4.148744    0.166358   -1.856479  
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[VO(cat)2]2- optimized structure 
  V      1.895061   -0.000028    0.674427 

  O      1.774403    1.883734    0.024685 

  O      0.003568    0.040555    0.028336 

  O      1.895060   -0.000024    2.258811 

  C      0.566157    2.261253   -0.305902 

  C     -0.422647    1.231640   -0.303999 

  C     -1.723449    1.545441   -0.653205 

  H     -2.457947    0.765471   -0.650309 

  C     -2.074052    2.854767   -1.004666 

  H     -3.088336    3.078440   -1.271946 

  C     -1.122074    3.845718   -1.006398 

  H     -1.386487    4.849776   -1.275015 

  C      0.200769    3.547847   -0.656756 

  H      0.951247    4.312456   -0.656301 

  O      2.015715   -1.883795    0.024688 

  O      3.786551   -0.040619    0.028347 

  C      3.223961   -2.261315   -0.305899 

  C      4.212767   -1.231703   -0.303990 

  C      5.513567   -1.545502   -0.653200 

  H      6.248065   -0.765531   -0.650300 

  C      5.864170   -2.854827   -1.004665 

  H      6.878454   -3.078499   -1.271949 

  C      4.912192   -3.845776   -1.006403 

  H      5.176605   -4.849833   -1.275023 

  C      3.589349   -3.547908   -0.656758 

  H      2.838871   -4.312517   -0.656309 
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[VO(dmit)2]2- crystal structure  
  V      0.000000    0.000000    0.000000 

  S      2.262021   -0.056228   -0.759300 

  S     -0.014794    2.309492   -0.600700 

  S      4.231492    2.190239   -1.253500 

  S      2.233469    4.234192   -1.120200 

  S      5.044606    5.036901   -1.672400 

  O      0.000000    0.000000    1.593900 

  C      2.615920    1.635520   -0.925000 

  C      3.899295    3.886335   -1.378100 

  C      1.675843    2.604849   -0.851200 

  S     -2.262021    0.056228   -0.759300 

  S      0.014794   -2.309492   -0.600700 

  S     -4.231492   -2.190239   -1.253500 

  S     -2.233469   -4.234192   -1.120200 

  S     -5.044606   -5.036901   -1.672400 

  C     -2.615900   -1.635618   -0.925000 

  C     -3.899274   -3.886432   -1.378100 

  C     -1.675843   -2.604849   -0.851200 
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[V(bdt)3]2- crystal structure (H-optimized) 

  V     -0.107511   -0.026186    0.032267 

  S     -0.546563   -1.945633   -1.264193 

  S     -0.298407    2.004904    1.248317 

  S     -1.161104    1.260697   -1.678541 

  S      1.817730    0.034480   -1.340450 

  S      1.467973   -0.558606    1.733511 

  S     -1.792951   -0.933506    1.423530 

  C     -1.259884    2.922434   -1.139102 

  C     -2.322194   -2.458880    0.745734 

  C     -0.929790    3.238584    0.187999 

  C     -3.279656   -3.258608    1.377865 

  H     -3.693057   -2.932876    2.308629 

  C     -1.679043    3.949125   -1.992480 

  H     -1.918214    3.717964   -3.008513 

  C      3.217989   -0.312264   -0.355835 

  C     -1.052748    4.565194    0.638591 

  H     -0.793146    4.792873    1.650207 

  C     -3.701829   -4.449352    0.808372 

  H     -4.437618   -5.047751    1.305545 

  C     -1.777183   -2.886671   -0.470229 

  C     -2.209421   -4.103561   -1.034574 

  H     -1.787877   -4.420764   -1.964161 

  C      3.076040   -0.488422    1.028088 

  C      4.497174   -0.374282   -0.925996 

  H      4.596615   -0.256536   -1.983869 

  C     -1.801662    5.261358   -1.526687 

  H     -2.128110    6.030793   -2.196697 

  C     -1.486524    5.565226   -0.217117 

  H     -1.579162    6.570871    0.140439 

  C      5.610827   -0.575317   -0.138722 
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  H      6.579998   -0.626496   -0.592984 

  C      4.222528   -0.641692    1.813037 

  H      4.113395   -0.751303    2.871191 

  C     -3.154721   -4.871902   -0.395429 

  H     -3.476984   -5.794347   -0.835516 

  C      5.483014   -0.694786    1.233204 

  H      6.348847   -0.826682    1.849461 

  



 

 

164 
[V(bds)3]2- crystal structure (H-optimized)  
  Se    -0.796476   -1.684988    1.522772 

  Se     1.756761    0.274502    1.746334 

  Se     1.584431    1.498826   -1.354509 

  V      0.006380    0.103548   -0.000151 

  C      3.177236    1.693532   -0.319571 

  C     -0.424266   -3.338051    0.659263 

  C      3.229502    1.205867    0.990272 

  C     -0.677815   -4.546355    1.331841 

  H     -1.002722   -4.522354    2.358112 

  C      4.400926    1.334215    1.735563 

  H      4.430788    0.942208    2.738545 

  C      4.304237    2.314421   -0.853775 

  H      4.272242    2.693058   -1.861872 

  C     -0.525425   -5.750243    0.667172 

  H     -0.728327   -6.675341    1.185324 

  C      5.464084    2.458579   -0.093638 

  H      6.325811    2.944630   -0.524889 

  C      5.519743    1.952871    1.195814 

  H      6.418720    2.054646    1.783705 

  Se     0.596286   -1.768326   -1.520292 

  C      0.034960   -3.365765   -0.654413 

  C      0.146624   -4.596337   -1.325138 

  H      0.471586   -4.611647   -2.351500 

  C     -0.144283   -5.773423   -0.658660 

  H     -0.056251   -6.716407   -1.176594 

  Se    -1.712523    0.473678   -1.747046 

  Se    -1.399123    1.674454    1.351856 

  C     -2.958696    2.050982    0.316483 

  C     -3.067275    1.570684   -0.992624 

  C     -4.215964    1.832875   -1.738113 
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  H     -4.291952    1.444160   -2.739806 

  C     -4.006049    2.799178    0.849648 

  H     -3.931579    3.172963    1.857495 

  C     -5.141422    3.075708    0.089191 

  H     -5.943000    3.655311    0.521005 

  C     -5.255447    2.577913   -1.199400 

  H     -6.139252    2.777354   -1.785337 
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E. Representative ORCA Input Files 

 

Representative ORCA input file for an optimization calculation 
 

! UKS B3LYP OPT RIJCOSX ZORA ZORA-def2-TZVP def2/J TIGHTSCF GRID7 NOFINALGRID 

GRIDX9 NOFINALGRIDX 

! LargePrint PrintBasis 

%method 

ScalHFX = 0.38 

end 

%scf 

MaxIter 500 

end 

%pal nprocs 1 

end 

%maxcore 4500 

%eprnmr 

        gtensor 1 

        ori -3 

        printlevel 3 

end 

%tddft 

nroots 15 

maxdim 5 

end 

* xyzfile -2 2  /path/input.xyz 
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Representative ORCA input file for single point EPR & TDDFT calculation:  
 

! UKS B3LYP SP RIJCOSX ZORA ZORA-def2-TZVP def2/J TIGHTSCF GRID7 NOFINALGRID 

GRIDX9 NOFINALGRIDX 

! LargePrint PrintBasis 

%method 

ScalHFX = 0.38 

end 

%scf 

MaxIter 500 

end 

%pal nprocs 1 

end 

%maxcore 4500 

%eprnmr 

        gtensor 1 

        ori -3 

        printlevel 3 

end 

%tddft 

nroots 15 

maxdim 5 

end 

* xyzfile -2 2  /path/input.xyz 
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Representative ORCA input file for frequency calculation:  

 

! UKS B3LYP RIJCOSX FREQ def2-TZVP def2/J TIGHTSCF GRID7 NOFINALGRID GRIDX9 

NOFINALGRIDX 

! SlowConv 

%method 

ScalHFX = 0.38 

Z_solver DIIS 

Z_MaxIter 200 

Z_shift 0.3 

end 

%scf 

MaxIter 500 

end 

%pal nprocs 1 

end 

%maxcore 9000 

 

*xyzfile -2 2 /path/input.xyz 
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Part 2: The Impact of Ligand Field Symmetry on Molecular Qubit Coherence 

 

Abstract 

Developing quantum bits (qubits) exhibiting room temperature electron spin coherence is a key goal 

of molecular quantum information science. At high temperatures, coherence is often limited by 

electron spin relaxation, measured by T1. Here we develop a simple and powerful model for 

predicting relative T1 relaxation times in transition metal complexes from dynamic ligand field 

principles. By considering the excited state origins of ground state spin-phonon coupling, we derive 

group theory selection rules governing which vibrational symmetries can induce decoherence. 

Thermal weighting of the coupling terms produces surprisingly good predictions of experimental T1 

trends as a function of temperature and explains previously confounding features in spin-lattice 

relaxation data. We use this model to evaluate experimental relaxation rates across S = ½ transition 

metal qubit candidates with diverse structures, gaining new insights into the interplay between spin-

phonon coupling and molecular symmetry. This methodology elucidates the specific vibrational 

modes giving rise to decoherence, providing insight into the origin of room temperature coherence 

in transition metal complexes. We discuss the outlook of symmetry-based modeling and design 

strategies for understanding molecular coherence. 

 

2-2.1. Introduction 

The use of paramagnetic transition metal complexes as molecular electron spin quantum bits (qubits) 

has generated considerable interest over the past decade (Figure 2-2.1A).1–6 When placed into a 

magnetic field, the Zeeman effect splits the energies of the MS sublevels into a quantum two-level 

system that can be leveraged for applications in computing, sensing, and communication (Figure 2-

2.1B).2,7 Among these, molecular quantum sensing constitutes a particularly exciting application,2 

as molecular electron spin qubits can be synthetically tuned and located in a targeted fashion within 

chemical microenvironments and interfaces to read out properties of relevance in areas such as 

catalysis and medicine. The microenvironments of interest often exist under ambient conditions. 
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Thus, developing molecular qubits that operate at room temperature remains a key goal in the 

field.1,8,9 

The utility of molecular electron spin qubits is limited by the phase memory time TM, which 

describes how long phase relations are retained between members of the ensemble.10 As temperature 

increases in spin-dilute environments, TM becomes limited by T1, the spin-lattice relaxation time. T1 

describes how quickly spin energy is transferred to the vibrational bath.11 In solid lattices, this 

process is controlled by spin-phonon coupling.12 Three mechanisms for spin-phonon coupling 

deteriorate the performance of molecular qubits at room temperature, known as the direct, Raman, 

and Orbach processes (Figure 2-2.1B).10,13,14 The direct process dissipates spin energy through 

acoustic phonon emission and exerts the greatest contribution at low temperatures (e.g., < 10 K).15 

The Raman process dissipates spin energy through inelastic scattering of phonons from a virtual 

state, with acoustic phonons contributing at intermediate temperatures and optical phonons (i.e., 

local modes6) dominating at elevated temperatures near ambient conditions.12,16 In S = ½ systems, 

the Orbach mechanism generally does not contribute strongly.16 Room temperature coherence 

lifetimes of molecular electron spin qubits are controlled by spin-phonon coupling with the 

molecular vibrational modes.4,17 
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Figure 2-2.1. Overview of molecular electron spin qubits. (A) V(IV) and Cu(II) qubits considered 
in this study.8,9,18,19 VOPc = vanadyl phthalocyanine; CuPc = copper phthalocyanine; [Cu(bdt)2]2- = 
copper bis(1,2-benzenedithiolate); [Cu(bds)2]2- = copper bis(1,2-benzenediselenate); [VO(dmit)2]2- 
= vanadyl bis(1,3-dithiole-2-thione-4,5-dithiolate); [V(bdt)3]2- = vanadium tris(1,2-
benzenedithiolate); [V(bds)3]2- = vanadium tris(1,2-benzenediselenate); (B) Electronic structure and 



 

 

174 
relaxation mechanisms of molecular qubits. (Left) Electronic states (example: VOPc) in single-
valued point groups and double groups (Bethe notation) inclusive of spin-orbit coupling. Charge-
transfer states not shown. (Right) T1 relaxation mechanisms. Atomic color scheme: C (grey), N 
(blue), O (red), S (yellow), Se (orange), Cu (brown), V (pink). H atoms not shown for clarity. (C) 
Qualitative crystal field state diagrams for VOPc and CuPc (hole formalism). Excited states with red 
(blue) asterisks spin-orbit couple to the corresponding ground states through Lz (Lx or Ly) angular 
momentum operators. 

 

A natural question arises: which vibrational modes exhibit the strongest spin-phonon 

coupling? Vibrational modes higher in energy than about 400 cm-1 are not expected to contribute 

significantly to spin-lattice relaxation, as the Raman process requires thermal population of an 

existing phonon mode (see Supporting Information, Section 4).10 While the phonon density of states 

and dispersion relation below 400 cm-1 can be probed using terahertz spectroscopy20 and four-

dimensional inelastic neutron scattering,21 ascertaining the spin-phonon coupling of those modes 

remains an outstanding experimental challenge. In lieu of experimental evidence, several studies 

have sought to assign the most impactful spin-phonon coupling modes through computational 

studies.17,22–24 There exists an emerging recognition of the importance of the symmetry of the 

vibrational mode, with recent studies empirically concluding that gerade modes exhibit heightened 

spin-phonon coupling over ungerade modes for square planar compounds.22,24 However, no general 

theory yet exists for predicting which vibrational symmetries exert the greatest spin-phonon coupling 

and modeling the implications for temperature-dependent T1. This hinders rational molecular design 

and constitutes an important challenge in the field.6 

Here we derive group theory selection rules for determining vibrational modes that are active 

for spin-phonon coupling. We show that the coupling modes are those that are group theoretically 

allowed to undergo ligand field excited state distortions. These vibrational modes dynamically 

change the amount of ground state orbital angular momentum. We then show that a simple thermal 

weighting of molecular spin-phonon coupling coefficients furnishes very good agreement with 

relative trends in experimental spin-lattice relaxation rates, thus describing how different vibrations 

dominate T1 over different temperature regimes. The resulting model predicts relative spin relaxation 

times (T1), or phonon-limited coherence times (TM) at high temperatures. 
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2-2.2. Ligand Field Paradigm for Electron Spin Relaxation 

2-2.2.1. Symmetry effects on spin-phonon coupling. Spin-phonon coupling arises when some 

portion of the spin Hamiltonian is modulated by a vibrational mode.6,25 The 𝑔 tensor, 𝒈, describing 

the Zeeman effect has been implicated as a major source of spin-phonon coupling in molecular 

qubits.15,24 Therefore, to understand the impact of symmetry on spin-phonon coupling, we first turn 

to the molecular origins of the 𝑔 values in a transition metal complex.  

A free electron has an isotropic 𝑔 value of 𝑔) = 2.0023 owing to its intrinsic spin angular 

momentum; deviations from this value arise when the electron additionally possesses ground state 

orbital angular momentum, as quantified by the Landé formula. While the presence of a ligand field 

quenches orbital angular momentum in tetragonal transition metal complexes, spin-orbit coupling 

with ligand field excited states reintroduces orbital angular momentum into the ground state. Thus, 

changes in the 𝑔 value arise from changes in spin-orbit coupling. In order for the ith vibrational mode 

to have a nonzero first-order spin-phonon coupling coefficient, 𝜕𝒈 𝜕𝑄/⁄ , the magnitude of spin-orbit 

coupling must therefore change as a function of the vibrational mode coordinate 𝑄/. The expression 

for the 𝑔 value of a transition metal complex due to the spin-orbit perturbation is given by26 

 

𝑔/ = 𝑔) − 	2𝜆;
<𝛹1>𝑳, 𝒊>𝛹)@<𝛹)>𝑳,𝒊>𝛹1@

𝐸) − 𝐸1)21

 (2.2-1) 

where 𝜆 is the many-electron spin-orbit coupling constant, 𝛹1 and 𝛹) are the ground and excited 

states with energies 𝐸1 and 𝐸), respectively, 𝑳, 𝒊 is an orbital angular momentum operator, and 𝑖	 =

	𝑥, 𝑦, 𝑧 refer to the	𝑔 tensor principal axes and the molecular quantization frame, which are aligned 

for the tetragonal qubits considered in this work. Equation 1 shows that the 𝑔 values have a sensitive 

dependence on the energy gap between the ground and excited states involved in the spin-orbit 

coupling. (The precise excited states involved can be determined from double groups (Figure 2-

2.1B) using Tables 2-2.S13 and 2-2.S14 and tables of d orbital rotations.6,27) If the ground and excited 

state potential energy surfaces reach a minimum at the same value of the vibrational coordinate 𝑄/, 
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then the energy gap 𝐸) − 𝐸1 can at most vary quadratically as a function of 𝑄/, implying 

𝜕𝒈/𝜕𝑄/ = 0 at equilibrium (Figure 2-2.2A). However, if the equilibrium geometry of the excited 

state is different than that of the ground state equilibrium geometry along 𝑄/, the energy gap 𝐸) −

𝐸1 can vary linearly as a function of 𝑄/ and give rise to (𝜕𝒈 𝜕𝑄/⁄ )^ ≠ 0 (Figure 2-2.2B). We refer 

to such modes as the distorting modes.27 The first-order coupling coefficient at 

equilibrium,	(𝜕𝒈 𝜕𝑄/⁄ )^ (hereafter simply 𝜕𝒈/𝜕𝑄/), is predicted to exert the leading influence on 

spin-lattice relaxation times.15,24 Therefore, the most important vibrational modes for spin-phonon 

coupling are precisely these distorting modes.22  

 

 

Figure 2-2.2. The excited state origins of ground state spin-phonon coupling. (A) Schematic 
potential energy surfaces for the 𝑏8U bending mode in CuPc. The ground and excited state potential 
energy minima coincide, implying no excited state distortion and thus no linear spin-phonon 
coupling. (B) Schematic potential energy surfaces for the 𝑎<1 symmetric stretch in CuPc. The ground 
and excited state minima are offset, implying excited state distortion and linear ground state spin-
phonon coupling. 
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Crucially, the excited state distortion can be expressed through a matrix element27 involving 

vibrational perturbations of the ligand field Hamiltonian (𝐻_`): 

 

Δ𝑄/ = −
q𝜓)V)W) s M𝜕𝐻_`𝜕𝑄/

N
^
s𝜓)V)W) t

𝑘/
 (2-2.2) 

 

Here Δ𝑄/ gives the excited state distortion along the vibrational mode 𝑄/, 𝑘/ is the force constant, 

and 𝜓)V)W)  is the excited state wave function that spin-orbit couples into the ground state. The matrix 

element is evaluated at the ground state equilibrium geometry. The key utility of this expression lies 

in the application of group theory symmetry selection rules to the integral. The state symmetry of 

𝜓)V)W)  and 𝑄/ (Γ)V)W and ΓS&, respectively) can be assigned through textbook techniques.28 The ligand 

field Hamiltonian always has the totally symmetric irreducible representation in the molecular point 

group, so the derivative has the symmetry ΓS&. Therefore, the symmetry of the integrand is given27 

by a direct triple product. For the integral to be nonzero, Equation 3a must contain the totally 

symmetric irreducible representation: 

 

(Γ)V)W	 ×	ΓS& 	× 	Γ)V)W) 	= 	𝑎< 	+ 	⋯ (2-2.3a) 

  

Here 𝑎< in Equation 2-2.3a signifies the totally symmetric representation in the desired point group, 

and the excited state is group theoretically allowed to undergo distortion when the condition in 

Equation 3b is met: 

 

[Γ)V)W	 ×	Γ)V)W] 	= 	 ΓS& (2-2.3b) 

 

The square brackets in Equation 2-2.3b denote the symmetric direct product operation, appropriate 

for the product of Γ)V)W	with itself, and ΓS& represents all mode symmetries that are allowed to 
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couple.27,29,30 This selection rule enables facile calculation of which vibrational symmetries will 

be able to exhibit linear spin-phonon coupling terms for a given coordination geometry and 

electronic structure. The coupling modes are those that are group theoretically allowed to undergo 

ligand field excited state distortions. For nondegenerate states, only the totally symmetric modes will 

couple, while other non-totally symmetric modes can couple for degenerate excited states. We note 

that this consideration is a more general basis for understanding forces in molecules (i.e., the 

Hellmann-Feynman force31), including those of relevance for transition metal photophysics32,33 and 

those predicted by the Jahn-Teller theorem to give rise to the instability of orbitally degenerate 

states.29 

To illustrate the power of this approach in understanding spin-phonon coupling contributions 

to decoherence in molecular qubits, we turn to a comparison between vanadyl phthalocyanine 

(VOPc) and copper phthalocyanine (CuPc) (Figure 2-2.1A).19 VOPc belongs to the non-

centrosymmetric point group C4v, while CuPc belongs to the centrosymmetric point group D4h. The 

electronic ground state of VOPc has the state symbol 2B2 (dxy), which spin-orbit couples with the 2B1 

(dx2-y2) excited state to introduce orbital angular momentum into 𝑔0 (Figure 2-2.1C). The situation 

is reversed in CuPc owing to the hole formalism, with a 2B1g (dx2-y2) ground state and a 2B2g (dxy) 

excited state (Figure 2-2.1C). The relevant lowest lying excited state for 𝑔0 is nondegenerate in both 

cases. Because the direct product of any nondegenerate irreducible representation with itself gives 

the totally symmetric irreducible representation, Equation 3b reduces to 𝑎< =	ΓS& for VOPc in order 

for 𝜕𝑔0/𝜕𝑄/ ≠ 0. An identical analysis holds for CuPc, where 𝑎<1 is the totally symmetric 

representation in D4h. Thus, the group theory model predicts that the strongest spin-phonon coupling 

for 𝑔0 should arise from totally symmetric vibrational modes. Indeed, previous computational 

studies have observed that 𝑎<1 or 𝑎< modes exhibit large coupling coefficients,22,24 with D2d CuCl42- 

possessing more spin-phonon coupling than D4h CuCl42- owing to a greater number of totally 

symmetric modes.22 

Though totally symmetric vibrational modes dominate 𝑔0 coupling for both VOPc and CuPc, 

the change in point group between C4v and D4h nonetheless has important consequences for spin-

phonon coupling. CuPc displays a single 𝑎<1 mode below 400 cm-1 corresponding to the totally 
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symmetric Cu-N stretch (Figure 2-2.3A). Owing to the reduced number of irreducible 

representations in the C4v point group, VOPc displays five total 𝑎< vibrational modes below 400 cm-

1, encompassing mixtures of both the symmetric stretch and metal out-of-plane motion (Figure 2-

2.3B). The portion of the vibrational density of states which matters for spin-phonon coupling is thus 

very different: CuPc possesses a lone linear coupling mode at 262 cm-1, while VOPc possesses five 

spin-phonon active modes below 400 cm-1 (Table 1). Calculation of the 𝜕𝑔0/𝜕𝑄/ coefficients for 

CuPc and VOPc via calibrated density functional theory (DFT)34 according to a previous procedure22 

(see also Supporting Information, Section 1) shows that the totally symmetric vibrations have the 

largest coefficients by orders of magnitude, confirming the group theory analysis (Figure 2-2.3C). 

The coefficient for CuPc is an order of magnitude larger than those for VOPc owing to the larger 

spin-orbit coupling constant of Cu(II) relative to V(IV).19 For both VOPc and CuPc, only a very 

small portion of the vibrational density of states contributes to spin-phonon coupling for 𝑔0 (Figure 

2-2.3A,B) 

 

Table 2-2.1. Linear 𝑔0 spin-phonon coupling 
modes for VOPc and CuPc. All modes have the 
totally symmetric representation. 

VOPc CuPc 

E (cm-1) (𝜕𝑔0/𝜕𝑄)8 E (cm-1) (𝜕𝑔0/𝜕𝑄)8 

42 5.5 × 10-8 262 2.8 × 10-5 

178 1.5 × 10-6   

262 6.3 × 10-7   

317 2.9 × 10-6   

395 1.9 × 10-6   
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Figure 2-2.3. Impact of symmetry on spin-phonon coupling. (A) Normalized vibrational density of 
states (lavender, left y-axis) and spin-phonon coupling active vibrations (red, right y-axis) for CuPc. 
(B) Normalized vibrational density of states (lavender, left y-axis) and spin-phonon coupling active 
vibrations (red, right y-axis) for VOPc. (C) Analysis of selected modes for VOPc. Arrows indicate 
atomic displacements; additional pictures are provided in Tables 2-2.S3-2-2.S7. Symmetry selection 
rules are evaluated for the 2B1 (dx2-y2) excited state (𝑔0 spin-phonon coupling) via Equation 2-2.3b. 
1×10-10 constitutes the limit of numerical precision. 
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A similar analysis can be performed for 𝜕𝑔5/𝜕𝑄/. For both VOPc and CuPc, orbital 

angular momentum is introduced to 𝑔5 principally via spin-orbit coupling with the dxz/dyz excited 

states, which are orbitally doubly degenerate and have the representations 2E in C4v and 2Eg in D4h 

(Figure 2-2.1C). Evaluation of Equation 2-2.3b for VOPc now yields (𝑎< + 𝑏< + 𝑏8) = 	ΓS&, 

showing that 𝑎<, 𝑏<, and 𝑏8 vibrational modes are able to have 𝜕𝑔5/𝜕𝑄/ ≠ 0 by symmetry. (𝑎8 is 

produced by the antisymmetric direct product and is therefore discarded.)30 Similarly, Equation 2-

2.3b for CuPc yields �𝑎<1 + 𝑏<1 + 𝑏81� = 	ΓS&, showing that multiple nondegenerate gerade modes 

are able to couple for 𝑔5. Note that the gerade selection rule would hold true even if the electronic 

state symmetry were ungerade, because Equation 2-2.3b contains the electronic symmetry twice. 

While group theory states which modes are allowed to couple by symmetry, as with any selection 

rule, this does not guarantee a large nonzero coefficient.27 

Comparison between the coupling modes for CuPc and [Cu(bdt)2]2- (bdt = 1,2-

benzenedithiolate) illustrates the impact of descending in symmetry from D4h to D2h (Figure 2-2.4). 

Lower than 400 cm-1, CuPc displays a single active mode with 𝜕𝑔0/𝜕𝑄/, the 𝑎<1 symmetric stretch. 

Two modes for CuPc display nonzero	𝜕𝑔5/𝜕𝑄/, including both the 𝑎<1 symmetric stretch and the 

𝑏<1 antisymmetric stretching mode. The presence of the linearly coupling 𝑏<1 mode is enabled by 

the degeneracy of the 2Eg electronic state (Figure 2-2.1C). However, no degenerate irreducible 

representations exist in the D2h point group, so the dxz and dyz orbitals are split into the B81 and B31 

representations. All electronic states implicated in the 𝑔5 and 𝑔6 spin-phonon coupling are 

nondegenerate for [Cu(bdt)2]2-, implying that only totally symmetric 𝑎1 vibrational modes will 

display linear coupling for all three canonical orientations. Indeed, examination of the spin-phonon 

coupling coefficients for [Cu(bdt)2]2- shows that the most prominent coupling modes are the same 

for both 𝜕𝑔0/𝜕𝑄/ and 𝜕𝑔5/𝜕𝑄/ and possess 𝑎1 symmetry as predicted (Figure 2-2.4). The coupling 

𝑏<1 mode from CuPc correlates to a 𝑏<1 mode in [Cu(bdt)2]2-, implying that the linear coupling of 

this antisymmetric stretch mode has been turned off by the descent in symmetry. Conversely, the 

𝑏81 in-plane scissoring mode in CuPc correlates to 𝑎1 symmetry for [Cu(bdt)2]2- and is activated for 

𝑔0 coupling. Thus, descent in symmetry from D4h to D2h retains the total number of linear coupling 
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modes for 𝑔5, but changes the identity of those modes (Figure 2-2.4). Similar behavior is 

observed for the C2v qubit [VO(dmit)2]2-, with many 𝑎< modes exhibiting coupling for both 𝑔5 and 

𝑔0. Global molecular symmetry can impact the spin-phonon coupling modes even for apparently 

similar coordination geometries, a surprising result elucidated by group theory. This result 

establishes control of degenerate electronic excited states as an important design consideration for 

controlling activation of spin-phonon coupling vibrational modes.  

 

 
Figure 2-2.4. Orientation-dependent spin-phonon coupling coefficients for CuPc, [Cu(bdt)2]2-, and 
[VO(dmit)2]2-. 
 

A previous study of two D4h Cu(II) complexes empirically concluded that gerade modes 

exhibited the strongest coupling.24 Our work differs in two important ways. First, the present 

approach provides a predictive group theory analysis not dependent on a centrosymmetric point 

group. In addition to the Cnv point groups considered in this work, this will also enable extension of 

spin-phonon coupling symmetry analysis to qubits with trigonal coordination environments.35,36 By 

analogy to gerade/ungerade, point groups containing the prime/double prime representations should 

see coupling only from the single-prime vibrational modes, as the double direct product of the 

electronic excited state in Equation 3b will yield a single-prime representation irrespective of the 

electronic representation, and the totally symmetric representation will always have a single-prime 

value. Furthermore, evaluation of Equation 3b for the D4h point group reveals that the 𝑎81 mode is 



 

 

183 
not predicted to exhibit linear coupling despite possessing gerade symmetry. This prediction is 

in agreement both with previous calculations24 and our own.  

Second, a point of variance with the previous study24 arises over the role of the degenerate 

𝑒1 vibrations, which are found to couple in that study, but not predicted to couple by the present 

group theory analysis. This is because the present analysis has considered the spin-phonon coupling 

coefficients corresponding to the canonical orientations of the 𝑔 tensor; namely, 𝑔5, 𝑔6, and 𝑔0. By 

contrast, Santanni et al. averaged all nine 𝜕𝒈/𝜕𝑄 values for the non-diagonalized 𝑔 tensor.24 

Nonzero off-diagonal derivatives correspond to dynamic rotation of the principal axes of the 𝑔 

tensor. Indeed, the 𝑅5 and 𝑅6 rotation operators transform as 𝐸1 in D4h, and pictures of the 𝑒1 

vibrational modes show that the first coordination sphere undergoes a rigid rotation out of the xy-

plane (Table 2-2.S5). A minimal square-planar coordination environment such as D4h CuCl42- does 

not posses 𝑒1 normal modes,22 as these would correspond to pure rotational degrees of freedom. In 

CuPc, however, counterrotation of the phthalocyanine ligand framework enables 𝑒1 normal modes. 

As local rotation does not affect bonding in the first coordination sphere, 𝑒1 vibrational modes do 

not dynamically alter 𝑔5, 𝑔6, and 𝑔0, in accordance with our group theory predictions. Similarly, the 

non-coupling 𝑎81 modes transform as 𝑅0. 

Our choice to consider only the canonical 𝑔 tensor derivatives (𝜕𝑔5/𝜕𝑄, 𝜕𝑔6/𝜕𝑄, and 

𝜕𝑔0/𝜕𝑄) is supported by two independent lines of experimental evidence: orientation-dependent T1 

trends and temperature-dependent T1 trends. Modes with canonical versus off-diagonal 𝑔 tensor 

derivatives are predicted to have distinct patterns of orientation dependence. As shown in Figure 2-

2.S18, modes with canonical 𝑔 tensor derivatives are predicted to exhibit maximum and minimum 

coupling for molecules aligned along the principal tensor axes. By contrast, off-diagonal modes are 

predicted to exhibit maximum coupling at intermediate field positions in-between the canonical 

orientations. This provides an experimental test for whether canonical or off-diagonal modes 

dominate the observed T1 behavior. Across a variety of systems, including D4h Cu(II) coordination 

complexes,37 C4v nitridochromium(V) and oxochromium(V) complexes,38,39 and organic nitroxide 

spin labels,40 the minimum and maximum values of T1 are found to coincide with the canonical 
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orientations of the 𝑔 tensor. These measurements encompass a range of temperatures from 50-

130 K.40  This experimental fact demonstrates that T1 spin-lattice relaxation is driven not by 

rotational modes modulating the 𝑔 tensor orientation, but by modes modulating the 𝑔0 and 𝑔5, 

𝑔6	principal values.37,38,40 Corroborating this, we obtain superior predictions of experimental 

temperature-dependent T1 times by including only the on-diagonal elements (vide infra). We note 

that TM often reaches minimum experimental values at intermediate-field positions and maximum 

values at canonical orientations of the 𝑔 tensor.38 This phenomenon is ascribed to the impact of 

librations in the context of glassy frozen solution measurements,38 but the 𝑒1 modes in CuPc induce 

the same type of rotational motion. This evidence indicates that rotational modes can impact TM, but 

do not generally dominate T1. 

 

2-2.2.2. Thermally-weighted ligand field model of T1. Once the 𝜕𝒈 𝜕𝑄⁄  values for molecular 

vibrations have been calculated,22 relative T1 times can be predicted using a simplified model of the 

Raman spin-lattice relaxation process in molecular solids. A simple functional form for attributing 

Raman relaxation to molecular vibrations has been proposed on the basis of the two-phonon Green’s 

function12 and used to fit experimental T1 data.24,41 We now employ this form to make comparative 

T1 predictions informed by the preceding symmetry analysis: 

 

1
𝑇<
= 𝐴 ; M

𝜕𝒈
𝜕𝑄/

N
8 𝑒𝑥𝑝[𝐸/ 𝑘:𝑇⁄ ]
(𝑒𝑥𝑝[𝐸/ 𝑘:𝑇⁄ ]	− 	1)8	

3b	7	c

/	Q	<

 (2-2.4) 

 

Here 𝐸/ is the energy of the lattice vibration, 𝑘: is the Boltzmann constant, 𝑇 is the lattice 

temperature, A is a proportionality constant to be determined by scaling to experimental data 

(Supporting Information, Section 2.2.5), and the sum is over all normal modes of vibration. A single 

scaling factor A is chosen for all molecules in each comparative T1 prediction, ensuring that the 

relative T1 ratios are unaltered by the scaling process. Modes without a first-derivative coupling term 

(Figure 2-2.2A) do not contribute to the sum. Owing to the exponentially vanishing thermal 

weighting factor, it is sufficient to consider only modes below 400 cm-1. The prediction error due to 
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this cutoff is estimated to be no greater than 5-10% at 300 K for the complexes considered (Figure 

2-2.S19), which has a negligible effect for a logarithmic scale. Here we present rate predictions using 

𝜕𝑔0/𝜕𝑄/, while predictions using other elements of the Zeeman tensor are discussed in the 

Supporting Information Section 2-2.3 (Figures 2-2.S11-2-2.S17). Equations 3 and 4 together provide 

an analytical link between molecular vibrations and temperature dependent electron spin relaxation 

rates. 

 

Figure 2-2.5. Thermally-weighted ligand field model for phthalocyanine qubits. (A) Comparison of 
T1 model predictions (dashed lines) to experimental results from ref 19 (solid circles and squares). 
(B) Comparison of T1 model predictions employing all modes with T1 model predictions using a 
reduced subset of the vibrational modes. Dashed lines: all spin-phonon active modes. Solid lines: 
only the two strongest modes at 317 cm-1 and 395 cm-1 for VOPc and the single strongest mode at 
262 cm-1 for CuPc. All T1 predictions are scaled by the same factor A = 1.32 × 105 µs-1, chosen so 
the VOPc all-modes prediction matches the experimental data at 300 K. 

 

Figure 2-2.5A shows the predicted temperature-dependent T1 times for VOPc and CuPc, 

which are in good agreement with our previously obtained experimental data19 considering the 

simplicity of the model employed. Equation 2-2.4 correctly predicts that VOPc has a longer T1 than 

CuPc at room temperature. Furthermore, Equation 2-2.4 correctly predicts the existence of a T1 

crossover point at lower temperatures, below which CuPc displays the longer T1 time. Though 

observed in multiple systems in the molecular qubit literature,9,19 such crossover features have lacked 
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a clear interpretation and have been attributed to variations in the Raman exponent under a Debye 

model treatment or local mode terms.16,42,43 

We now show this phenomenon has a direct chemical interpretation in terms of molecular 

vibrations. As given in Table 2-2.1, VOPc possesses five linear coupling modes, while CuPc 

possesses only one. However, the magnitude of the spin-phonon coupling coefficient is significantly 

larger for the CuPc mode than for any of the VOPc modes, a fact explained by the difference in spin-

orbit coupling coefficients between the two metals.19,22 Additionally, the lone CuPc mode sits higher 

in energy than three of the five VOPc modes. Thus, at the lowest temperatures modeled, the 

symmetric stretch of CuPc has negligible thermal population and minimal spin-phonon coupling. By 

contrast, VOPc possesses coupling modes as low as 42 cm-1 (Figure 2-2.3, Table 2-2.1), which are 

thermally populated at low temperature and contribute to VOPc having a shorter T1 than CuPc. As 

the temperature increases, higher energy vibrational modes of both VOPc and CuPc become 

thermally populated, but the spin-phonon coupling coefficient is largest for the CuPc symmetric 

stretch. This manifests in a larger T1 slope for CuPc versus VOPc. When all modes are populated 

near room temperature, the larger 𝜕𝑔0/𝜕𝑄/ of CuPc takes over, and VOPc has the longer coherence 

time at room temperature. The high and low temperature behavior of T1 thus relate to the magnitude 

of 𝜕𝑔0/𝜕𝑄/ and the relative energy of the coupling vibrational modes, respectively. For these two 

molecules, ligand field symmetry is most important for a longer T1 at low temperatures, while 

chemical bonding properties6,19,22 contribute more strongly to a longer T1 at high temperatures. The 

precise nature of this interplay will vary depending on the molecules analyzed.  

The experimental T1 crossover point is around 20K, while the modeled crossover point is 

around 65K (Figure 2-2.5, Table 2-2.S2). If 𝜕𝑔5/𝜕𝑄/ derivatives are used instead of 𝜕𝑔0/𝜕𝑄/, the 

modeled crossover point is around 35K. Thus, part of the uncertainty in the T1 crossover temperature 

may arise from the choice of principal tensor derivative. Development of a model for anisotropic T1 

is called for to address this uncertainty. We note that the precise location of the crossover point likely 

also contains contributions from varying efficiencies of the direct process and Raman process 

operating on acoustic phonons. This may relate to effective acoustic phonon symmetry in the 1:1000 

magnetic dilution data modeled here, as the 42 cm-1 linear coupling mode in VOPc contains 
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displacements similar to an acoustic phonon (Figure 2-2.3C), and it has been suggested that 

acoustic phonons acquire spin-phonon coupling intensity through avoided crossings with low-lying 

optical phonons.21  

The crossover behavior predicted in the model can be unambiguously assigned to the low-

energy 𝑎< modes of VOPc by artificially manipulating the number of modes in the model. If only 

the two strongest-coupling modes of VOPc are considered (317 cm-1 and 395 cm-1), no crossover is 

observed (solid orange line, Figure 2-2.5B). Indeed a crossover is barely observed upon simply 

deleting the 𝑎< mode at 42 cm-1, indicating that low energy molecular vibrations produced by 

reduced symmetry can exert a large influence on the temperature-dependent T1 times even when 

their spin-phonon coupling coefficients are small. The overall good agreement lends credence to the 

general use of this model to a priori predict the observation of room temperature coherence in any 

transition metal complex. Note that when modes of 𝑒1 and 𝑒 symmetry (local rotations, vide supra) 

are included in the model through off-diagonal 𝑔 tensor derivatives, they dominate the T1 behavior 

for CuPc through thermal population owing to their low vibrational energy.24 This eliminates the 

predicted T1 crossover and fails to account for the power law exponents in the intermediate-

temperature regime (50 – 125K; see Figures 2-2.S11 – 2-2.S17 and discussion), further motivating 

our choice to use only the canonical 𝑔 value derivatives. 

To demonstrate the broad applicability of the thermally-weighted ligand field model, we 

provide T1 predictions for [V(bdt)3]2-, [Cu(bdt)2]2-, [V(bds)3]2-, and [Cu(bds)2]2- (bds = 1,2-

benzenediselenate). Figure 2-2.6 shows the model predicts the same order of experimental high 

temperature T1 times observed previously:9 [Cu(bdt)2]2- > [Cu(bds)2]2- > [V(bdt)3]2- > [V(bds)3]2-. 

Interestingly, the model predicts a near T1 crossover between [Cu(bds)2]2- and [V(bdt)3]2- around 100 

K, as observed experimentally at 60 K. In the high temperature regime, [Cu(bds)2]2- is predicted to 

have a shallower slope than both [V(bdt)3]2- and [Cu(bdt)2]2-, but a lower intercept than [Cu(bdt)2]2-

. Substitution of selenium for sulfur decreases the 𝜕𝑔0/𝜕𝑄/ value for the [Cu(bds)2]2- symmetric 

stretch relative to [Cu(bdt)2]2-, but also lowers the energy of that vibrational mode. The onset of 

symmetric stretch spin-phonon coupling thus occurs at lower temperature in [Cu(bds)2]2- than 

[V(bdt)3]2-, but the high temperature magnitude of spin phonon coupling is greater in [V(bdt)3]2- than 
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[Cu(bds)2]2- owing to the larger coefficients (Tables 2-2.S8 – 2-2.S9), leading to the near T1 

crossover. 

 

Figure 2-2.6. Thermally-weighted ligand field model for dithiolate and diselenate qubits. (A) T1 
predictions according to Equation 4. All T1 predictions are scaled by the same factor A = 1.01 × 105 
µs-1, chosen to match the experimental data for [Cu(bdt)2]2- at 280 K. (B) Comparison to 
experimental results from ref 9. Theoretical predictions and experimental results are overlaid in 
Figure S10. 

 

2-2.3. Discussion 

It has become commonplace to fit temperature-dependent spin-lattice relaxation data with a set of 

polynomial and exponential functions derived from the Debye model description of direct, Raman, 

Orbach, and local mode relaxation processes. These fits yield values such as the Debye frequency 

and the Raman exponent. However, recent literature has demonstrated that Debye model parameters 

have no unambiguous chemical interpretation for molecular solids, as the Debye model makes 

incompatible assumptions regarding the nature of crystalline vibrations.6 This hinders rational 

molecular design for quantum information science. A new molecular paradigm based on symmetry 

and vibrational principles is required.4,6,24 

We argue the present study provides a novel and attractive perspective for modeling T1 on 

distinctly chemical grounds. Dynamic ligand field theory successfully predicts the magnitude22 and 

symmetry-based selection rules for the spin-phonon coupling coefficients. Coupled with thermal 
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weighting, this model successfully predicts relative T1 trends and crossovers for a variety of 

structurally diverse molecular qubits. The group theory selection rules and functional forms 

employed for temperature-dependent T1 times are explicitly grounded in physical quantities for 

molecular solids, unlike in the Debye model. Previous work has considered the role of bonding 

descriptors such as covalency, excited state energy, and the spin-orbit coupling constant in predicting 

the overall magnitudes of the spin-phonon coupling coefficients between different molecules.19,22,23 

These insights can be integrated with the group theory and thermal weighting approaches described 

herein. Beyond the magnetically-dilute crystals considered in this work, this model will also describe 

intramolecular contributions to T1 for frozen glass and solution phase systems, though spin-spin and 

motional contributions will be important considerations as well.6 We anticipate that the group theory 

methodology will yield insight into the molecular origins of T1 times across a broad range of 

molecular electron spin qubits. Similar spin-orbit coupling expressions exist for organic radicals,44–

46 such as nitroxide spin labels, and will likely enable an analogous theory of spin-phonon coupling.40 

Analysis of transition metal qubits in trigonal coordination environments will expand the range of 

symmetries considered,35,36 and applications to S > ½ optically addressable qubits may be enabled 

by applying group theory to zero-field splitting expressions.47,48  
The simplicity of the model in this study necessarily comes with approximations and 

limitations that should be clearly acknowledged. First, the direct process is entirely ignored, so the 

model will fail at very low temperatures (<10 – 20 K).12 Second, the phonon dispersion across the 

Brillouin zone is not taken into account. Optical phonons are approximated by gas-phase calculations 

at the Γ point and acoustic phonons are ignored, implying the model will fail whenever the solid does 

not possess low-temperature molecular vibrations (i.e., non-molecular solids). These systematic 

errors likely accounts for much of the temperature offsets between predicted and observed quantities 

such as crossover points; however, experimental40 and theoretical12 analyses suggests that acoustic 

phonons are not important at temperatures much above the direct process regime. Third, the quantity 

𝜕𝒈 𝜕𝑄⁄  is used as a proxy for 𝜕8𝒈 𝜕𝑄/𝜕𝑄dh , the Raman coupling term predicted by Redfield 

theory.12 As a result, it is challenging to convert the present model into an absolute rate prediction. 

However, the model can be accurately calibrated by comparison to molecular spin qubits with known 
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values of 𝑇<, and the magnitude of the two derivatives are expected to trend similarly.20 The 

scaling constants used to match the data in Figures 2-2.5 and 2-2.6 agree to within 30%, suggesting 

that a scaling constant around 1 × 105 µs-1 may be used to extend this model to complexes for which 

experimental data do not exist. 

 

 
Figure 2-2.7. Symmetry flowchart of spin-phonon coupling coefficients. Convergent arrows 
indicate that vibrational modes mix under reduced-symmetry point groups, and boxes indicate the 
selection rules derived from Equation 2-2.3b. 
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In this study, we have analyzed archetypal qubits from four point groups: D4h, D2h, C4v, 

and C2v. Because D2h, C4v and C2v are all subgroups of D4h, the impact of symmetry on spin-phonon 

coupling can be viewed through the perspective of descent in symmetry on the CuPc structure 

(Figure 2-2.7). True D4h complexes such as CuPc and D4h CuCl42- exhibit only a single 𝑔0-active 

mode in the thermally accessible region, corresponding to the 𝑎<1 totally symmetric ligand-metal 

stretch (Table 2-2.S5). The 𝑏<1 antisymmetric ligand-metal stretch and the 𝑏81 scissoring mode are 

also able to couple for 𝑔5. Descent in symmetry to C4v activates the 𝑎8U (D4h) out-of-plane modes, 

which transform as 𝑎< in C4v. Phthalocyanine ligand scaffolds support many such low-energy 𝑎8U 

modes, with CuPc possessing four 𝑎8U modes below 400 cm-1 (Table 2-2.S5). These are activated 

for coupling in VOPc (Table 1, Table 2-2.S4), resulting in a smaller T1 slope than CuPc and a 

characteristic crossover point. Descent in symmetry to D2d is known to activate new modes for spin-

phonon coupling, as the 𝑏8U bending mode in D4h transforms as 𝑎< in the distorted D2d point group.22 

Descent in symmetry to D2h shuts down 𝑔5 spin-phonon coupling for the antisymmetric stretch 𝑏<1 

mode while activating 𝑔0 coupling for the 𝑏81 (D4h) scissoring mode, which transforms as 𝑎1 in D2h. 

The resulting 𝑎1 modes contain a mixture of symmetric stretch and scissoring character. This 

suggests that spin-phonon coupling could be decreased by selectively hindering scissoring and out-

of-plane modes in lower symmetry point groups, a novel symmetry-based design strategy for 

molecular qubits. 

In summary, we have developed a novel thermally-weighted dynamic ligand field model to 

describe and predict T1 in molecular electron spin qubit candidates. The methodology has allowed 

for the determination of the specific vibrational modes that give rise to decoherence in the T1-limited 

regime, ultimately elucidating the critical spin-phonon coupling, chemical bonding, and symmetry 

factors leading to room temperature coherence. It can be employed to a priori predict new S = ½ 

transition metal complexes that may exhibit this phenomenon. Group theory prediction of 

anisotropic spin-phonon coupling coefficients may prove particularly important in the context of 

quantum sensing, where anisotropic 𝑔 values provide a key motivation for employing transition 

metal complexes as spectrally addressable quantum sensors. 
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We believe future modeling work in the spin-phonon coupling field will profit from combining 

this molecular group theory approach with ab initio spin dynamics modeling employing Redfield 

theory.12,15,49,50 The strengths of these approaches complement each other: the former provides a 

direct connection to both chemical bonding parameters and analytical predictions of coupling terms, 

while the latter can simultaneously account for multiple relaxation mechanisms and predict the 

absolute relaxation rates without the need for a scaling parameter. Even when low symmetry 

molecules are considered ab initio, the descent in symmetry approach outlined in Figure 2-2.7 can 

provide a rational analysis of why coupling coefficients for different modes have the magnitudes that 

they do. A combined approach will have greater interpretability and predictive power than either 

taken in isolation. 

Finally, we note that development of spin-phonon coupling models to date has suffered from 

a lack of experimental constraints. While the temperature-dependent relaxation times provide a 

single vector of data to reference, modeling this data demands calculation of coupling coefficients 

for dozens or hundreds of vibrational modes. There exists no way to independently verify the 

accuracy of the calculated coefficients, and many combinations of spin-phonon coupling parameters 

could in principle account for similar temperature-dependent relaxation behavior. While ab initio 

models have been steadily improving in both theoretical rigor and fidelity to existing data, we believe 

new spectroscopic techniques are called for to garner insight into spin-phonon coupling, including 

the direct experimental observation of spin-phonon coupling coefficients. 
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Supporting Information 

 

Computational methods. All DFT spin-phonon coupling (SPC) calculations were performed in 

ORCA1–3 4.2.1 using the B3LYP functional.4–7 Vanadyl phthalocyanine (VOPc) and copper 

phthalocyanine (CuPc) were optimized in the gas phase prior to SPC calculations8,9 using the def2-

TZVP basis set for all atoms in the first coordination sphere, the def2-SVP basis set for all remaining 

atoms, and the def2/J auxiliary  basis set. [VO(dmit)2]2- was optimized in the gas phase prior to SPC 

calculations8,9 using the def2-TZVP basis set and the def2/J auxiliary basis set for all atoms.  

Frequency calculations were conducted using identical basis sets. Owing to non-negligible crystal 

packing distortions, geometries used for [V(bdt)3]2-, [V(bds)3]2-, [Cu(bdt)2]2-, and [Cu(bds)2]2-were 

taken from literature crystal structures10 and H-atom optimized with the def2-TZVP basis set. SPC 

calculations were conducted using the ZORA relativistic correction in all cases, with the ZORA-

def2-TZVP / ZORA-def2-SVP basis set partitioning for VOPc and CuPc as described above and the 

ZORA-def2-TZVP basis set for all other compounds, with an auxiliary basis set of SARC/J in all 

cases. DFT grid 7 and TightSCF convergence criteria were used throughout, giving a convergence 

tolerance of 10-8 Hartree. The % Hartree-Fock exchange (%HFX) included in the B3LYP functional 

was spectroscopically calibrated to experimental 𝑔 values (Table 2-2.S1), in accordance with an 

established literature procedure.11,12 Smaller values of %HFX are required for accurate modeling of 

highly covalent complexes, including heavy-atom ligands and copper complexes. We did not 

consider a dependence of the molecular geometry on temperature. While bond lengths in VOPc 

crystal structures increase by 0.02 Å from 150K to 295K,13,14 this should have a negligible impact 

on 𝜕𝒈/𝜕𝑄 that is well within the inherent errors and approximations of the model. No symmetry 

constraints were imposed in ORCA at any point during the geometry optimizations, vibrational mode 

calculations, or spin-phonon coupling calculations. All irreducible representations in the text are 

based on manual assignment to the most appropriate point group. 
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Table 2-2.S1: Comparison of experimental and calculated g values used for %HFX DFT 
calibration.  
Molecule %HFX 𝑔0 𝑔6 𝑔5 

Expt. Calc. Expt. Calc. Expt. Calc. 
CuPc 38 2.199 2.166 2.052 2.051 2.052 2.051 
[Cu(bdt)2]2- 20 2.085 2.047 2.019 2.015 2.019 2.016 
[Cu(bds)2]2- 20 2.082 2.089 2.018 2.053 2.018 2.031 
VOPc 60 1.966 1.961 1.989 1.982 1.989 1.982 
[V(bdt)3]2- 60 1.988 1.963 1.970 1.947 1.970 1.947 
[V(bds)3]2- 20 1.950 1.945 1.955 1.939 1.960 1.935 
[VO(dmit)2]2- 60 1.970 1.951 1.988 1.980 1.986 1.978 

 
Vibrational modes were defined according to the dimensionless normal coordinates1,2,15 given 

below16, which are directly comparable to previous studies.17 

 

𝑞; 	= 	 O
𝜔;
ℏ P

<
8;𝐿Y;𝛿𝑋Y�𝑀Y

3b

YQ<

 (2-2.S1) 
 

 

These coordinates are implemented in ORCA 4.2.1 through the %mtr block, using the ddnc variable 

to control the scan step size. We conducted all vibrational scans using single point jobs rather than 

%mtr scans to afford greater control over the initial guess wavefunction. However, the vibrational 

steps used are identical to those produced by %mtr. Calculations of the 𝑔 values were conducted 

over a dimensionless normal coordinate range from -0.15 to +0.15 in 0.05 step increments, with the 

exception of [V(bdt)3]2-, where numerical noise required stepping from -0.75 to +0.75 in 0.25 

increments. 𝜕𝒈/𝜕𝑄 values were calculated by centered finite difference about the origin (for 

example, 𝜕𝒈/𝜕𝑄	 = 	 (𝒈e^.^g −	𝒈7^.^g)/(0.10)). Principal tensor values are used for 𝑔5, 𝑔6, and 

𝑔0, while the non-diagonal 𝑔 tensor was used in comparisons to alternative approaches (vide infra).17 

Raw data from the normal coordinate scans is shown below in Figures 2-2.S1 – 2-2.S7. 
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Figure 2-2.S1: CuPc g value scans and fits. 
 

 
Figure 2-2.S2: [Cu(bdt)2]2- g value scans and fits. 
 
 

 
Figure 2-2.S3: [Cu(bds)2]2- g value scans and fits. 
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Figure 2-2.S4: VOPc g value scans and fits. 
 
 

 
Figure 2-2.S5: [V(bdt)3]2- g value scans and fits. 
 
 

 
Figure 2-2.S6: [V(bds)3]2- g value scans and fits. 
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Figure 2-2.S7: [VO(dmit)2]2- g value scans and fits. 
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T1 model. H-atom optimized crystal structures of [V(bdt)3]2-, [V(bds)3]2-, [Cu(bdt)2]2-, 

[Cu(bds)2]2-, and [VO(dmit)2]2- were required to accurately describe molecular geometries for SPC 

coefficient calculations, as the square-planar Cu(II) complexes undergo tetrahedral distortion under 

gas-phase optimization and the six-coordinate V(IV) complexes exhibit substantial ligand field 

distortions from crystal packing. Consequently, [V(bds)3]2-, [Cu(bdt)2]2-, and [Cu(bds)2]2- possess 

negative energy vibrational modes in the gas phase frequency calculation. These modes are discarded 

to make the predictions in Figure 2-2.6. It is important to demonstrate that the predictions of the 

thermally-weighted T1 model are insensitive to these modes. To accomplish this, we have made 

equivalent T1 prediction plots in which all negative energy modes are assigned an arbitrary frequency 

of 20 cm-1 (Figure 2-2.S8). The results are qualitatively the same as in Figure 2-2.6 – the high-

temperature ordering of all complexes is still preserved correctly, and [V(bdt)3]2- and [Cu(bds)2]2- 

undergo a nearly identical tangent crossover point under 100K. 

 
Figure 2-2.S8: Comparative effect of negative-frequency modes on T1 predictions. (A) T1 
predictions produced by discarding negative-frequency modes. (B) T1 predictions produced by 
setting all negative modes to an arbitrary frequency of 20 cm-1 and including their SPC coefficients 
in the thermal weighting. (C) Experimental data reproduced from Ref 10. Panels (A) and (C) present 
identical data as Figure 6 in the main text, but are reproduced here for comparison. All eight T1 
prediction curves in (A) and (B) are scaled by the same factor, chosen so that the [Cu(bdt)2]2- 
prediction in (A) matches the experimental [Cu(bdt)2]2- data at 280 K. 
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Figure 2-2.S9: Thermally-weighted ligand field model for phthalocyanine qubits (equivalent to 
Figure 5 in the main text, except plotting model predictions and experimental data points on separate 
panels A and B, respectively). All T1 predictions are scaled by the same factor, chosen for the VOPc 
all-modes prediction to match the experimental data at 300 K.  

 
Figure 2-2.S10: Thermally-weighted ligand field model for dithiolate and diselenate qubits, plotted 
on the same graph (equivalent to Figure 2-2.6 in the main text). All T1 predictions are scaled by the 
same factor, chosen for [Cu(bdt)2]2- to match the experimental data at 280 K.  
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Choice of spin-phonon coupling coefficients. In this study, we have chosen to employ only the 

principal 𝑔 tensor values for analysis of spin-phonon coupling. Previous works have employed all 

nine 𝑔 tensor values, thereby including not only orbital angular momentum modulation, but also 

rotation of the 𝑔 tensor principal axes.17 Here we compare and contrast the two approaches. The 

principal 𝑔 value derivatives for CuPc and VOPc are given in Figures 2-2.S11 – 2-2.S12. The full 𝑔 

tensor derivatives are given in Figures 2-2.S13 – 2-2.S14, while the summed off-diagonal 

components are given in Figure 2-2.S15. 

 
Figures 2-2.S11 – 2-2.S18 

 
Figure 2-2.S11: CuPc principal g value derivatives. 

 
Figure 2-2.S12: VOPc principal g value derivatives. 
 



 

 

205 

 
Figure 2-2.S13: CuPc full g tensor derivatives. 
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Figure 2-2.S14: VOPc full g tensor derivatives. 
 



 

 

207 

 
Figure 2-2.S15: Summed off-diagonal g tensor derivatives (elements 21, 31, 12, 32, 13, and 23). (A) 
CuPc. (B) VOPc. 
 
 
Comparison between Figures 2-2.S11 – 2-2.S12 with Figures 2-2.S13 – 2-2.S14 shows that the 

principal value derivatives correspond closely to the on-diagonal 𝑔 tensor derivatives for both VOPc 

and CuPc, as expected. Interpretation of the off-diagonal derivatives in Figures 2-2.S13 – 2-2.S14 is 

challenging, particularly as these derivatives appear to be associated with fundamentally different 

vibrational modes than the on-diagonal derivatives. However, the situation is clarified by summing 

over all the off-diagonal 𝑔 tensor derivatives, as shown in Figure 2-2.S15. This analysis reveals that 

large off-diagonal derivatives occur exclusively in pairs for both VOPc and CuPc. Comparison to 

Tables 2-2.S4 – 2-2.S5 shows that these pairwise contributions correspond to vibrational modes with 

the irreducible representation 𝑒1 (CuPc) or 𝑒 (VOPc). The rotation operators Rx and Ry transform as 

these representations in the D4h and C4v point groups.18 Such vibrations rotate the first coordination 

sphere and therefore the principal axes of the 𝑔 tensor, rather than modulating the angular momentum 

content expressed in the principal g values 𝑔5, 𝑔6, and 𝑔0. These vibrational modes do not exist in 

idealized D4h and C4v first coordination sphere geometries,11 as they correspond to pure molecular 

rotations in that case. The presence of such modes is enabled by the extended phthalocyanine ligand 

scaffold. 
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Figure 2-2.S16 compares the results for various choices of the derivatives to include in the thermally-

weighted T1 model by plotting on a double-log scale. 
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Figure 2-2.S16: Comparison of thermally-weighted T1 prediction plots for CuPc and VOPc using 
different choices for the spin-phonon coupling coefficients. (A) Experimental data plotted on a 
double log scale (same data as in Figure 2-2.5B). (B) T1 prediction using gh derivatives (same data 
as in Figure 5A, dashed lines). (C) T1 prediction using gi derivatives. (D) T1 prediction using gj 
derivatives. (E) T1 prediction using summed rate contributions from all three principal tensor 
derivatives (gi, gj, and gh). (F) T1 prediction using summed rate contributions from all nine g	tensor 
derivatives. (G) T1 prediction using only off-diagonal g tensor derivatives. Scaling factor is 
calculated so that the gh T1 prediction matches the experimental data at 300 K in panel (B), and all 
T1 predictions in panels (B)-(G) are scaled according to the same factor A = 1.32 × 105 µs-1, which 
is the same scaling used in the main text for Figure 2-2.5. 
 
 
Figure 2-2.S16A-E shows that all three principal g tensor values, in addition to their summed 

contribution, predict the same qualitative T1 crossover behavior observed in the experimental data 

in the Raman temperature regime. However, inclusion of the off-diagonal elements into the model 

eliminates any crossover point above 10K, the approximate range of validity for this Raman process 

model (Figure 2-2.S16F-G).  

 

A further point of comparison is furnished by examination of the slopes arising from a log-log plot 

of the relaxation data (that is, RVT1(< l%⁄ )
RVT1l

). This metric corresponds to the exponent of a power law 

description for the relaxation process, a commonly-used metric for T1.19 As shown in Figure S17, 

CuPc possesses a larger rate exponent than VOPc over the full range of experimental temperatures 
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tested. Use of the 𝑔0 principal tensor derivative correctly accounts for this trend, matching well 

the observed exponents above a temperature 70 K. Use of the full g tensor does not provide the 

correct trend, predicting a smaller exponent for CuPc than VOPc of most of the Raman process 

temperature range. This is consistent with strong contributions from the CuPc 𝑒1 modes at low 

energies in this model. Note that the decrease of the CuPc exponent at temperatures less than 70 K 

relative to the model is likely due to a combination of the direct process, higher-order coupling terms, 

and crystal distortions. In total, the principal value derivatives provide a superior match to the data 

and are therefore used in this study. 

 

 
Figure2-2.S17: Rate exponents for CuPc and VOPc. Experimental values are computed by finite 
difference between adjacent points, with reported temperature values given as the geometric mean 
of the corresponding temperature values. 
 
A final, independent line of evidence comes from consideration of orientation-dependent T1 and TM 

values. We first note that the Zeeman interaction is not governed by the entirety of the 𝑔 tensor at 

any given instant, but only by those elements of the 𝑔 tensor that are projected out by the field and 

spin orientations. We denote the projected 𝑔 value as 𝑔opTd 	= 	𝑩��⃗ ∙ 𝒈 ∙ 𝑺��⃗ . For simplicity, we model 

orientation-dependent spin-phonon coupling via �𝜕𝑔opTd/𝜕𝑄�
8, and we consider 𝑩��⃗ ∥ 𝑺��⃗  for all 
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orientations 𝜃, 𝜑 with respect to the molecular z-axis. (For CuPc, the molecular z-axis is defined 

perpendicular to the plane of the molecule, so 𝑔opTd = 𝑔I for polar angle 𝜃 = 90° and any value of 

the azimuthal angle 𝜑.)  

 

As noted previously, 𝑒1 vibrational modes modulate the 𝑔 value by rotating the 𝑔 tensor, while 

modes with canonical 𝑔 tensor derivatives modulate the principal values of the 𝑔 tensor. Numerical 

evaluation of �𝜕𝑔opTd/𝜕𝑄�
8 shows that the 𝑒1 modes in CuPc lead to qualitatively different 

orientation dependence of spin-phonon coupling (Figure S18). For the 𝑒1 modes, 𝜕𝑔opTd/𝜕𝑄 goes 

to zero at both canonical orientations (𝜃 = 0° and 𝜃 = 90°). This result is geometrically intuitive, as 

any rotational mode must modulate 𝑔opTd symmetrically for +Q and -Q when aligned with a 

principal tensor value, and therefore linear coupling terms vanish and only second-order spin-phonon 

coupling is possible. Spin-phonon coupling from the 𝑒1 modes would thus be at a maximum for 

intermediate-field orientations. By contrast, the 𝑎<1	mode sees �𝜕𝑔opTd/𝜕𝑄�
8 vary smoothly 

between (𝜕𝑔0/𝜕𝑄)8 and (𝜕𝑔5/𝜕𝑄)8, never reaching zero. This mode (and others like it that have 

nonzero derivatives of the canonical 𝑔 values) will exhibit maximum spin-phonon coupling at one 

canonical orientation, minimum coupling at the other canonical orientation, and no special behavior 

at intermediate field positions. Experimental data for diverse systems exhibit the latter behavior over 

a range of temperatures.20–23 This suggests that spin-phonon coupling in molecular qubits is 

dominated by modulation of the canonical 𝑔 values, supporting our decision to use those derivatives 

in our model. We note that square planar Cu(II) systems have been specifically shown to exhibit this 

behavior,23 providing a direct comparison to CuPc studied in this work.  
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Figure 2-2.S18: Orientation dependence of spin-phonon coupling for rotational modes (example: 
CuPc	er mode #25) versus modes with canonical g value derivatives (example: CuPc	a<r mode #18). 
A value of φ = 45°was chosen to maximize the er mode derivatives, as this mode rotates the first 
coordination sphere around the axis x = −y. The polar angle θ was swept to project out g∥ at θ = 0° 
and gI at θ = ±90°. Derivatives were evaluated via finite difference: g"tuv 	= 	𝐁��⃗ ∙ 𝐠 ∙ �⃗� was 
calculated for Q = +0.1 and Q = -0.1 for each orientation of the 𝐁��⃗ ∥ �⃗� vectors, and the difference was 
divided by 0.2. Left plot shows derivative prior to squaring, while right plot shows the squared spin-
phonon coupling coefficient.  
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Choice of vibrational energy cutoff 
 
In the text, spin-phonon coupling coefficients were not considered for vibrational modes with energy 

above 400 cm-1, which corresponds roughly to 2kT at room temperature. Here, we directly 

demonstrate the appropriateness of this cutoff. Spin-phonon coupling coefficients were computed 

for all vibrational modes for [Cu(bdt)2]2- and [VO(dmit)2]2-. The relative T1 predictions were 

compared with several potential values of the cutoff in Figure S19. In panels A and B, the deviation 

of the ratio from 1 corresponds to the relative error induced by the cutoff. We see the 400 cm-1 cutoff 

induces a maximum relative error of 5.8% at 300 K for [Cu(bdt)2]2- and a maximum relative error of 

0.13% at 300 K for [VO(dmit)2]2-. The error induced by the 400 cm-1 cutoff is the same as that 

induced by a 500 cm-1 cutoff in both cases, indicating that 400 cm-1 is an appropriate metric for 

capturing the most important metal-ligand bond vibrations. Based on these results, we estimate the 

maximum relative error due to the cutoff as 5-10% near room temperature. This error is visually 

unnoticeable on a logarithmic plot, as demonstrated in panels C and D. 
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Figure 2-2.S19: Impact of wavenumber cutoff on the thermally-weighted ligand field model T1 
predictions. (A) Ratio of T1 predictions between variable cutoffs and no cutoffs for [Cu(bdt)2]2-. 
Ratios for 200 cm-1 cutoff and 300 cm-1 cutoff overlap, and ratios for 400 cm-1 cutoff and 500 cm-1 
cutoff overlap. (B) Ratio of T1 predictions between variable cutoffs and no cutoffs for [VO(dmit)2]2. 
Ratios for 400 cm-1 cutoff and 500 cm-1 cutoff overlap. (C) Unscaled T1 predictions using variable 
wavenumber cutoffs for [Cu(bdt)2]2-. Predictions for 200 cm-1 and 300 cm-1 cutoffs overlap, and 
predictions for 400 cm-1 cutoff and no cutoff overlap. (D) Unscaled T1 predictions using variable 
wavenumber cutoffs for [VO(dmit)2]2-. Predictions for 400 cm-1 cutoff and no cutoff overlap. All 
model predictions use the ∂gh/ ∂Q coefficients as in the text. Compared to no cutoff, the 400 cm-1 
cutoff displays a 5.8% relative error at 300 K for [Cu(bdt)2]2- and a 0.13% relative error at 300 K for 
[VO(dmit)2]2-.  
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Scaling of T1 model predictions 
 

For increased clarity, we here describe the step-by-step process used to scale the T1 model 

predictions produced by Equation 2-2.4. We use Figure 2-2.5 as an example. First, both the 

VOPc and CuPc T1 predictions are computed according to Equation 2-2.4 in the text, with no 

scaling factor employed (A = 1). The temperature-dependent T1 curves at this stage already 

have exactly the same shape and relative rates as displayed in the final Figure 2-2.5 (see Figure 

2-2.S20 for the unscaled predictions). These trends are in very good agreement with 

experiment. However, these T1 curves do not have units, as all quantities in Equation 4 are 

dimensionless. To endow the predicted T1 values with units, we then multiply both the VOPc 

and CuPc unitless T1 predictions by the same scaling factor. It is, of course, crucial to use the 

same scaling factor for each data series within a figure to avoid introducing artifacts into the 

relative T1 predictions. For Figure 2-2.5, this scaling factor has the numerical value of (A = 

1.32 × 105 µs-1) for both the VOPc model prediction and the CuPc prediction. After this two-

step procedure, we have obtained the finalized temperature-dependent T1 predictions to plot 

in Figure 2-2.5. An identical procedure is performed to yield Figure 6, in which the scaling 

constant used for all four datasets has the numerical value (A = 1.01 × 105 µs-1). The criteria 

for obtaining the scaling constants in Figure 2-2.5 and Figure 2-2.6 are given in the figure 

captions.  

 

The similarity of the scaling constants employed for these different experimental comparisons 

suggests that a scaling constant of around A = 1 × 105 µs-1 may be used to make predictions 

where experimental data does not exist. We note this value is two orders of magnitude larger 

than Raman scaling factors reported in a previous study.17 This discrepancy likely arises from 

the different choice of g tensor derivatives employed in this work, as detailed in the main text 

at the end of Section 2-2.2.1. When seeking to make quantitative predictions of T1 magnitudes, 

care should be taken to use a scaling factor derived for the elements of the g tensor being used.  
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Figure 2-2.S20: Unscaled T1 predictions corresponding to (A) Figure 2-2.5 in the main text and (B) 
Figure 2-2.6 in the main text. Plots generated from Equation 4 using gh spin-phonon coupling 
coefficients and the trivial scaling factor A = 1 for all data series. 
 

6. Tabulation of vibrational modes and spin-phonon coupling coefficients 
 
Table 2-2.S2: Unscaled T1 predictions for all six molecules in Figures 2-2.5 and 2-2.6, using the 
trivial scaling factor A = 1 in Equation 4.  

T (K) CuPc VOPc [V(bdt)3]2- [Cu(bdt)2]2- [V(bds)3]2- [Cu(bds)2]2- 
10 2.15E+13 6.05E+09 2.43E+08 7.07E+13 5.20E+07 2.55E+11 
20 8.65E+11 2.96E+08 3.89E+07 9.08E+10 7.73E+06 7.92E+08 
30 6.65E+09 8.90E+07 1.43E+07 1.60E+09 2.95E+06 7.07E+07 
40 3.24E+08 3.97E+07 7.09E+06 2.08E+08 1.44E+06 1.79E+07 
50 5.24E+07 2.08E+07 4.08E+06 5.91E+07 7.92E+05 7.05E+06 
60 1.55E+07 1.21E+07 2.56E+06 2.42E+07 4.74E+05 3.54E+06 
70 6.47E+06 7.62E+06 1.69E+06 1.21E+07 3.07E+05 2.07E+06 
80 3.34E+06 5.14E+06 1.16E+06 6.84E+06 2.12E+05 1.35E+06 
90 1.99E+06 3.65E+06 8.19E+05 4.23E+06 1.55E+05 9.44E+05 
100 1.30E+06 2.71E+06 5.98E+05 2.80E+06 1.17E+05 6.98E+05 
110 9.15E+05 2.08E+06 4.50E+05 1.95E+06 9.21E+04 5.38E+05 
120 6.77E+05 1.64E+06 3.48E+05 1.43E+06 7.43E+04 4.28E+05 
130 5.22E+05 1.33E+06 2.76E+05 1.08E+06 6.12E+04 3.49E+05 
140 4.15E+05 1.10E+06 2.23E+05 8.43E+05 5.13E+04 2.91E+05 
150 3.39E+05 9.20E+05 1.84E+05 6.75E+05 4.37E+04 2.46E+05 
160 2.82E+05 7.83E+05 1.54E+05 5.52E+05 3.77E+04 2.11E+05 
170 2.38E+05 6.74E+05 1.31E+05 4.60E+05 3.28E+04 1.83E+05 
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180 2.05E+05 5.87E+05 1.12E+05 3.89E+05 2.89E+04 1.61E+05 
190 1.78E+05 5.16E+05 9.77E+04 3.33E+05 2.56E+04 1.42E+05 
200 1.56E+05 4.57E+05 8.57E+04 2.89E+05 2.29E+04 1.27E+05 
210 1.38E+05 4.08E+05 7.58E+04 2.53E+05 2.06E+04 1.14E+05 
220 1.23E+05 3.66E+05 6.75E+04 2.23E+05 1.86E+04 1.03E+05 
230 1.10E+05 3.31E+05 6.06E+04 1.99E+05 1.69E+04 9.32E+04 
240 9.98E+04 3.01E+05 5.47E+04 1.78E+05 1.54E+04 8.50E+04 
250 9.07E+04 2.74E+05 4.96E+04 1.61E+05 1.41E+04 7.78E+04 
260 8.28E+04 2.51E+05 4.52E+04 1.46E+05 1.30E+04 7.16E+04 
270 7.59E+04 2.31E+05 4.14E+04 1.33E+05 1.20E+04 6.60E+04 
280 6.98E+04 2.13E+05 3.80E+04 1.21E+05 1.11E+04 6.11E+04 
290 6.45E+04 1.98E+05 3.51E+04 1.12E+05 1.03E+04 5.67E+04 
300 5.97E+04 1.84E+05 3.25E+04 1.03E+05 9.62E+03 5.28E+04 
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Table 2-2.S3: Coordinate system used for symmetry label assignments for point groups in this study.  

D4h D2h C4v C2v 
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Table 2-2.S4: Vibrational modes under 400 cm-1, energies and symmetries of VOPc. Boxes are 
shaded red when gh, gi, and gj each have symmetry-allowed spin-phonon coupling, and blue when 
only gi and gj have symmetry-allowed spin-phonon coupling, evaluated according to Equation 3b 
in the text.  

Mode 
# Displacement vectors 

Energ
y (cm-

1) 

Sym. 
C4v M

𝝏𝒈𝒙
𝝏𝑸 N

𝟐

 K
𝝏𝒈𝒚
𝝏𝑸 L

𝟐

 M
𝝏𝒈𝒛
𝝏𝑸N

𝟐

 

1 

 

21.63 b1 1.2E-09 1.2E-09 0.0E+0
0 

2 

 

41.77 a1 4.0E-12 4.0E-12 5.5E-08 

3 

 

58.94 b2 6.4E-11 1.0E-10 1.0E-12 

4 

 

65.34 e 1.0E-12 0.0E+0
0 

0.0E+0
0 

5 

 

65.35 e 1.0E-12 0.0E+0
0 9.0E-12 
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6 

 

118.6 b2 5.0E-09 4.2E-09 1.0E-12 

7 

 

122.14 e 2.5E-11 2.5E-11 1.0E-12 

8 

 

122.15 e 2.5E-11 3.6E-11 1.0E-12 

9 

 

129.21 a2 
0.0E+0

0 
0.0E+0

0 
0.0E+0

0 

10 

 

130.96 e 0.0E+0
0 

0.0E+0
0 

0.0E+0
0 

11 

 

130.98 e 1.0E-12 0.0E+0
0 4.0E-12 

12 

 

149.5 b1 1.5E-09 1.6E-09 0.0E+0
0 
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13 

 

177.63 a1 4.5E-09 4.5E-09 1.5E-06 

14 

 

181.82 e 0.0E+0
0 

0.0E+0
0 9.0E-12 

15 

 

181.85 e 0.0E+0
0 

0.0E+0
0 2.5E-11 

16 

 

187.9 b1 3.6E-11 1.6E-11 0.0E+0
0 

17 

 

226.1 a2 9.0E-12 4.0E-12 0.0E+0
0 

18 

 

233.29 b2 1.2E-08 1.2E-08 1.0E-12 

19 

 

247.76 b2 1.3E-08 1.3E-08 0.0E+0
0 



 

 

222 

20 

 

261.76 a1 5.4E-08 5.4E-08 6.3E-07 

21 

 

278.55 e 0.0E+0
0 

0.0E+0
0 1.0E-12 

22 

 

278.56 e 0.0E+0
0 1.0E-12 1.0E-12 

23 

 

306.72 e 1.0E-12 1.0E-12 1.0E-12 

24 

 

306.72 e 1.0E-12 0.0E+0
0 4.0E-12 

25 

 

315.28 b1 1.0E-12 1.6E-11 2.5E-11 

26 

 

317.31 a1 7.8E-10 7.8E-10 2.9E-06 
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27 

 

333.49 e 9.0E-12 1.6E-11 9.0E-12 

28 

 

333.51 e 0.0E+0
0 

0.0E+0
0 2.6E-10 

29 

 

383.07 e 1.0E-12 1.0E-12 0.0E+0
0 

30 

 

383.09 e 1.0E-12 4.0E-12 4.0E-12 

31 

 

394.67 a1 1.0E-12 1.0E-12 1.9E-06 
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Table 2-2.S5: Vibrational modes under 400 cm-1, energies and symmetries of CuPc. Boxes are 
shaded red when gh, gi, and gj each have symmetry-allowed spin-phonon coupling, and blue when 
only gi and gj have symmetry-allowed spin-phonon coupling, evaluated according to Equation 3b 
in the text. 

Mode 
# Displacement vectors Energy 

(cm-1) 
Sym. 
D4h 

M
𝝏𝒈𝒙
𝝏𝑸 N

𝟐

 K
𝝏𝒈𝒚
𝝏𝑸 L

𝟐

 M
𝝏𝒈𝒛
𝝏𝑸 N

𝟐

 

1 

 

21.73 b2u 1.0E-12 0.0E+00 0.0E+00 

2 

 

37.99 a2u 1.0E-12 1.0E-12 9.0E-12 

3 

 

58.78 b1u 0.0E+00 0.0E+00 1.0E-12 

4 

 

67.23 eg 1.0E-12 1.0E-12 1.0E-12 

5 

 

67.23 eg 1.0E-12 0.0E+00 4.0E-12 
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6 

 

116.03 b2g 2.1E-09 1.9E-09 4.0E-12 

7 

 

123.31 eu 1.0E-12 1.0E-12 1.0E-12 

8 

 

123.31 eu 1.0E-12 1.0E-12 9.0E-12 

9 

 

127.25 a1u 4.0E-12 4.0E-12 2.5E-11 

10 

 

130.91 eg 4.0E-12 4.0E-12 3.6E-11 

11 

 

130.91 eg 0.0E+00 0.0E+00 0.0E+00 

12 

 

145.07 b2u 1.0E-12 1.0E-12 2.5E-11 
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13 

 

155.18 a2u 1.0E-12 4.0E-12 2.5E-11 

14 

 

175.18 b1g 1.4E-06 1.4E-06 1.6E-11 

15 

 

219 a2g 1.0E-12 1.0E-12 1.0E-12 

16 

 

233.18 b1u 1.0E-12 1.0E-12 0.0E+00 

17 

 

239.17 b2g 1.2E-08 1.1E-08 1.0E-12 

18 

 

261.73 a1g 2.5E-06 2.5E-06 2.8E-05 

19 

 

263.78 eg 0.0E+00 1.0E-12 1.0E-12 
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20 

 

263.78 eg 0.0E+00 0.0E+00 1.0E-12 

21 

 

290.98 eu 0.0E+00 0.0E+00 0.0E+00 

22 

 

290.98 eu 1.0E-12 1.0E-12 3.6E-11 

23 

 

293.37 b2u 1.0E-12 1.0E-12 1.6E-11 

24 

 

296.91 a2u 1.0E-12 1.0E-12 9.0E-12 

25 

 

305.09 eg 0.0E+00 1.0E-12 4.0E-12 

26 

 

305.09 eg 4.0E-12 4.0E-12 1.6E-11 
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27 

 

308.99 eu 4.0E-12 1.0E-12 1.6E-11 

28 

 

308.99 eu 0.0E+00 0.0E+00 0.0E+00 

29 

 

375.81 a2u 0.0E+00 0.0E+00 1.0E-12 
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Table 2-2.S6: Vibrational modes under 400 cm-1, energies and symmetries of [Cu(bdt)2]2-. Boxes 
are shaded red when gh, gi, and gj each have symmetry-allowed spin-phonon coupling, and blue 
when only gi and gj have symmetry-allowed spin-phonon coupling. 

Mode 
# Displacement vectors Energy 

(cm-1) 
Sym. 
D2h !

𝝏𝒈𝒙
𝝏𝑸 %

𝟐

 &
𝝏𝒈𝒚
𝝏𝑸

'
𝟐

 !
𝝏𝒈𝒛
𝝏𝑸%

𝟐

 

1 

 

-106.3 au 0.0E+00 0.0E+00 0.0E+00 

2 

 

-89.67 b2g 6.4E-11 1.0E-09 3.2E-08 

3 
 

-63.04 b1u 0.0E+00 0.0E+00 0.0E+00 

4 
 

30.85 b2u 0.0E+00 0.0E+00 1.0E-12 

5 

 

72.88 au 0.0E+00 0.0E+00 0.0E+00 

6 
 

87.72 b1u 0.0E+00 0.0E+00 1.0E-12 

7 

 

88.08 b3g 2.5E-11 9.0E-12 1.6E-11 

8 
 

174.46 ag 2.7E-07 1.5E-07 2.0E-06 

9 
 

192.23 b1g 1.6E-11 0.0E+00 1.0E-12 

10 

 

199.14 b2g 4.4E-10 1.4E-10 4.8E-08 
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11 
 

215.4 b1u 0.0E+00 0.0E+00 1.0E-12 

12 
 

238.12 b3u 0.0E+00 0.0E+00 0.0E+00 

13 
 

285.3 b2u 0.0E+00 0.0E+00 1.0E-12 

14 
 

370.21 b1g 5.8E-09 7.6E-09 1.0E-07 

15 
 

378.41 ag 1.6E-06 1.9E-06 2.7E-05 
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Table 2-2.S7: Vibrational modes under 400 cm-1, energies and symmetries of [VO(dmit)2]2-. 
Boxes are shaded red when gh, gi, and gj each have symmetry-allowed spin-phonon coupling, and 
blue when only gi and gj have symmetry-allowed spin-phonon coupling. 

Mode 
# Displacement vectors Energy 

(cm-1) 
Sym. 
C2v 

M
𝝏𝒈𝒙
𝝏𝑸 N

𝟐

 K
𝝏𝒈𝒚
𝝏𝑸 L

𝟐

 M
𝝏𝒈𝒛
𝝏𝑸 N

𝟐

 

1 

 

16.88 a1 6.7E-09 1.5E-08 2.5E-08 

2 

 

25.82 b1 0.0E+00 1.0E-12 0.0E+00 

3 

 

32.04 a2 7.3E-10 9.0E-10 5.0E-08 

4 
 

45.6 b2 0.0E+00 0.0E+00 0.0E+00 

5 

 

96.39 a1 4.1E-08 5.5E-09 9.4E-08 

6 

 

97.06 b1 9.0E-12 9.0E-12 1.0E-12 

7 
 

107.73 a1 8.9E-08 2.4E-09 5.0E-07 

8 

 

111.87 a2 1.8E-09 1.7E-10 2.1E-08 

9 

 

120.78 b2 9.0E-12 4.0E-12 1.0E-12 
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10 

 

147.1 a2 1.0E-10 1.2E-09 4.4E-09 

11 
 

172.52 ~b1, 
b2 1.0E-12 1.0E-12 1.0E-12 

12 
 

178.11 ~b1, 
b2 

1.0E-12 0.0E+00 0.0E+00 

13 
 

181.82 a1 1.4E-09 1.2E-10 2.8E-06 

14 

 

233.09 b2 1.0E-12 1.0E-12 0.0E+00 

15 

 

238.81 a2 2.9E-10 4.0E-12 2.0E-08 

16 
 

259.47 b1 6.8E-10 7.3E-10 9.0E-12 

17 

 

285.56 a1 4.7E-08 8.6E-08 2.3E-06 

18 

 

295.06 b1 6.4E-11 6.4E-11 4.0E-12 

19 
 

312.9 b2 0.0E+00 0.0E+00 0.0E+00 

20 
 

321.93 a1 1.1E-07 5.2E-07 9.4E-06 

21 
 

325.12 b1 1.8E-09 1.9E-09 4.0E-12 
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22 
 

341.23 a2 1.5E-09 4.0E-09 5.8E-08 

23 
 

360.8 b2 0.0E+00 0.0E+00 0.0E+00 

24 
 

368.96 a1 4.8E-08 4.8E-10 4.4E-07 

25 
 

382.18 b1 1.8E-09 1.8E-09 1.6E-11 
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Table 2-2.S8: Spin-phonon coupling coefficients for [Cu(bds)2]2- for modes below 400 cm-1. 

Mode Frequency (cm-1) M
𝝏𝒈𝒙
𝝏𝑸 N

𝟐

 K
𝝏𝒈𝒚
𝝏𝑸 L

𝟐

 M
𝝏𝒈𝒛
𝝏𝑸 N

𝟐

 

-61.74 1.0E-12 9.0E-12 0.0E+00 
-35.05 2.9E-10 2.2E-06 5.5E-09 
-29.63 0.0E+00 2.5E-11 1.0E-12 
31.62 1.0E-12 3.6E-11 0.0E+00 
57.97 1.5E-09 3.5E-08 1.0E-08 
58.34 1.0E-12 1.0E-10 2.5E-11 
97.75 4.0E-12 4.9E-11 2.5E-11 
103.65 7.4E-07 2.6E-06 1.1E-06 
107.54 3.1E-07 5.1E-07 4.8E-07 
156.77 1.0E-12 9.0E-12 4.0E-12 
187.04 8.5E-08 3.2E-06 2.2E-07 
197.71 2.2E-10 2.3E-10 1.1E-09 
199.3 4.4E-06 4.0E-06 1.1E-05 
222.13 4.0E-12 1.0E-12 4.0E-12 
244.77 8.8E-09 2.9E-09 2.8E-08 
253.79 0.0E+00 4.0E-12 1.0E-12 
281.76 4.0E-12 1.6E-11 1.0E-12 
363.5 1.1E-08 1.0E-07 5.1E-08 
373.47 2.5E-09 2.4E-09 6.8E-10 
373.87 3.0E-07 2.9E-07 1.1E-07 
375.71 1.6E-11 2.5E-11 9.0E-12 
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Table 2-2.S9: Spin-phonon coupling coefficients for [V(bdt)3]2- for modes below 400 cm-1. 

Mode Frequency (cm-1) M
𝝏𝒈𝒙
𝝏𝑸 N

𝟐

 K
𝝏𝒈𝒚
𝝏𝑸 L

𝟐

 M
𝝏𝒈𝒛
𝝏𝑸 N

𝟐

 

16.49 2.6E-07 4.1E-07 2.9E-08 
24.68 2.8E-07 2.3E-07 1.4E-08 
39.29 5.0E-08 7.1E-10 2.6E-09 
59.89 4.3E-08 8.4E-08 1.0E-10 
66.72 2.9E-06 2.9E-06 1.4E-07 
74.34 2.4E-09 8.3E-07 1.2E-07 
115.62 1.6E-07 2.4E-08 8.3E-10 
123.6 2.5E-06 8.1E-07 1.1E-07 
136.51 9.8E-09 4.7E-08 5.8E-08 
150.11 3.8E-07 5.2E-07 6.7E-07 
152.4 3.0E-09 1.1E-08 3.9E-08 
156.21 1.6E-07 9.4E-08 7.3E-07 
181.22 5.0E-06 4.0E-06 5.4E-08 
192.41 3.4E-08 2.4E-08 6.4E-08 
195.58 2.4E-07 2.2E-08 1.9E-08 
251.59 4.5E-08 3.1E-08 6.8E-09 
255.2 2.6E-08 2.2E-07 5.5E-08 
264.63 8.0E-08 2.8E-09 1.5E-08 
284.49 1.2E-06 9.0E-07 5.7E-07 
289.34 2.4E-08 8.3E-09 2.6E-07 
301.33 1.1E-07 7.5E-08 7.0E-09 
351.66 6.0E-06 3.1E-05 5.0E-05 
354.97 3.3E-05 8.9E-06 7.3E-06 
368.04 2.0E-06 6.6E-07 4.4E-06 
391.87 5.1E-09 7.2E-10 1.0E-07 
393.56 2.1E-06 4.2E-06 2.8E-08 
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Table 2-2.S10: Spin-phonon coupling coefficients for [V(bds)3]2- for modes below 400 cm-1. 

Mode Frequency (cm-

1) M
𝝏𝒈𝒙
𝝏𝑸 N

𝟐

 K
𝝏𝒈𝒚
𝝏𝑸 L

𝟐

 M
𝝏𝒈𝒛
𝝏𝑸 N

𝟐

 

-36.7 1.8E-09 1.2E-08 6.8E-10 
-35.44 4.6E-09 7.4E-07 7.1E-08 
-24.43 7.8E-10 4.9E-11 0.0E+00 
-22.02 8.8E-06 6.8E-06 1.2E-07 
-13.3 1.2E-09 3.1E-09 2.2E-10 
21.11 1.3E-06 3.0E-08 3.3E-07 
70.98 1.0E-10 6.3E-10 6.4E-11 
74.21 5.0E-08 2.6E-06 3.6E-07 
87.28 6.9E-09 8.5E-09 9.0E-10 
89.16 1.1E-06 9.0E-07 2.4E-07 
90.5 2.0E-10 0.0E+00 1.0E-10 
97.97 3.2E-07 3.8E-07 2.2E-07 
124.24 7.3E-06 8.1E-06 1.1E-08 
127.34 3.3E-07 1.6E-09 3.8E-07 
127.45 1.2E-08 2.9E-10 4.9E-09 
175.32 4.4E-08 4.1E-07 2.9E-06 
176.58 1.0E-12 6.4E-11 1.1E-09 
190.18 3.6E-11 2.5E-11 9.0E-12 
198.54 2.6E-05 2.4E-05 5.3E-05 
202.4 2.1E-07 6.9E-09 9.7E-08 
205.68 2.5E-11 6.4E-11 9.0E-12 
232.2 4.0E-12 4.9E-11 4.9E-11 
245.69 2.2E-06 3.8E-06 5.8E-07 
246.65 3.6E-09 7.1E-09 1.0E-09 
290.22 4.1E-05 2.4E-05 4.7E-07 
304.1 1.0E-12 4.0E-12 9.0E-12 
311.12 1.0E-12 9.0E-12 8.1E-11 
367.11 3.6E-09 1.9E-07 2.6E-06 
367.56 1.1E-09 7.2E-09 6.1E-07 
367.65 1.4E-09 2.5E-11 1.5E-09 
371.11 4.0E-12 1.4E-10 7.8E-10 
374.73 1.5E-09 4.0E-09 7.0E-08 
379.45 4.0E-12 1.0E-12 9.0E-12 
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Group theory tables 
 
Table 2-2.S11: Correlation table for point groups pertaining to this study. Adapted from Atkins.24 

D4h D2d (C2’’ → C2’) D2h (C2’’) C4v C2v (C2, 𝝈d) 

A1g A1 Ag A1 A1 

A2g A2 B1g A2 A2 

B1g B2 B1g B1 A2 

B2g B1 Ag B2 A1 

Eg E B2g + B3g E B1 + B2 

A1u B1 Au A2 A2 

A2u B2 B1u A1 A1 

B1 A2 B1u B2 A1 

B2u A1 Au B1 A2 

Eu E B2u + B3u E B1 + B2 

 
Table 2-2.S12: Direct products for groups D4, C4v, D2d (and D4h = D4 + Ci). Antisymmetric products 
are presented in square brackets []; otherwise, the products are symmetric.  

 A1 A2 B1 B2 E 
A1 A1 A2 B1 B2 E 
A2  A1 B2 B1 E 
B1   A1 A2 E 
B2    A1 E 
E     A1 + [A2] + B1 + 

B2 

 
 
Table 2-2.S13: Character table and basis functions for the groups D4, C4v, and D2d. 
 D4 𝐸 𝐸¬ 2𝐶x 2𝐶x̅ 𝐶8 2𝐶8=  2𝐶8== 

𝐶8̅ 2𝐶8̅=  2�̅�8== 
 C4v 𝐸 𝐸¬ 2𝐶x 2𝐶x̅ 𝐶8 2𝜎K 2𝜎4 

𝐶8̅ 2𝜎¬K 2𝜎¬4 
 D2d 𝐸 𝐸¬ 2𝑆x 2𝑆x̅ 𝐶8 2𝐶8=  2𝜎4 

𝐶8̅ 2𝐶8̅=  2𝜎¬4 
A1 Γ< 1 1 1 1 1 1 1 
A2 Γ8 1 1 1 1 1 -1 -1 
B1 Γ3 1 1 -1 -1 1 1 -1 
B2 Γx 1 1 -1 -1 1 -1 1 
E Γg 2 2 0 0 -2 0 0 

S = ½ Γc 2 -2 √2 −√2 0 0 0 
 Γy 2 -2 −√2 √2 0 0 0 
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Table 2-2.S14: Multiplication table for the groups D4, C4v and D2d. Adapted from Koster, Dimmock, 
Wheeler and Statz.25 

Γ< Γ8 Γ3 Γx Γg Γc Γy  
Γ< Γ8 Γ3 Γx Γg Γc Γy Γ< 
 Γ< Γx Γ3 Γg Γc Γy Γ8 
  Γ< Γ8 Γg Γy Γc Γ3 
   Γ< Γg Γg Γc Γx 

    Γ< + Γ8
+ Γ3 + Γx Γc + Γy Γc + Γy Γg 

     Γ< + Γ8
+ Γg 

Γ3 + Γx
+ Γg Γc 

      Γ< + Γ8
+ Γg Γy 

 
 
 
  



 

 

239 
References 
(1)  Neese, F. The ORCA Program System. WIREs Comput. Mol. Sci. 2012, 2 (1), 73–78. 

https://doi.org/10.1002/wcms.81. 
(2)  Neese, F. Software Update: The ORCA Program System, Version 4.0. WIREs Comput. Mol. 

Sci. 2018, 8 (1), e1327. https://doi.org/10.1002/wcms.1327. 
(3)  Neese, F. Prediction of Electron Paramagnetic Resonance g Values Using Coupled 

Perturbed Hartree–Fock and Kohn–Sham Theory. J. Chem. Phys. 2001, 115 (24), 11080–
11096. https://doi.org/10.1063/1.1419058. 

(4)  Becke, A. D. A New Mixing of Hartree–Fock and Local Density‐functional Theories. J. 
Chem. Phys. 1993, 98 (2), 1372–1377. https://doi.org/10.1063/1.464304. 

(5)  Lee, C.; Yang, W.; Parr, R. G. Development of the Colle-Salvetti Correlation-Energy 
Formula into a Functional of the Electron Density. Phys. Rev. B 1988, 37 (2), 785–789. 
https://doi.org/10.1103/PhysRevB.37.785. 

(6)  Vosko, S. H.; Wilk, L.; Nusair, M. Accurate Spin-Dependent Electron Liquid Correlation 
Energies for Local Spin Density Calculations: A Critical Analysis. Can. J. Phys. 2011. 
https://doi.org/10.1139/p80-159. 

(7)  Stephens, P. J.; Devlin, F. J.; Chabalowski, C. F.; Frisch, M. J. Ab Initio Calculation of 
Vibrational Absorption and Circular Dichroism Spectra Using Density Functional Force 
Fields. J. Phys. Chem. 1994, 98 (45), 11623–11627. https://doi.org/10.1021/j100096a001. 

(8)  Follmer, A. H.; Ribson, R. D.; Oyala, P. H.; Chen, G. Y.; Hadt, R. G. Understanding 
Covalent versus Spin–Orbit Coupling Contributions to Temperature-Dependent Electron 
Spin Relaxation in Cupric and Vanadyl Phthalocyanines. J. Phys. Chem. A 2020, 124 (44), 
9252–9260. https://doi.org/10.1021/acs.jpca.0c07860. 

(9)  Atzori, M.; Morra, E.; Tesi, L.; Albino, A.; Chiesa, M.; Sorace, L.; Sessoli, R. Quantum 
Coherence Times Enhancement in Vanadium(IV)-Based Potential Molecular Qubits: The 
Key Role of the Vanadyl Moiety. J Am Chem Soc 2016, 11. 

(10)  Fataftah, M. S.; Krzyaniak, M. D.; Vlaisavljevich, B.; Wasielewski, M. R.; Zadrozny, J. M.; 
Freedman, D. E. Metal–Ligand Covalency Enables Room Temperature Molecular Qubit 
Candidates. Chem. Sci. 2019, 10 (27), 6707–6714. https://doi.org/10.1039/C9SC00074G. 

(11)  Mirzoyan, R.; Hadt, R. G. The Dynamic Ligand Field of a Molecular Qubit: Decoherence 
through Spin–Phonon Coupling. Phys. Chem. Chem. Phys. 2020, 22 (20), 11249–11265. 
https://doi.org/10.1039/D0CP00852D. 

(12)  Szilagyi, R. K.; Metz, M.; Solomon, E. I. Spectroscopic Calibration of Modern Density 
Functional Methods Using [CuCl4]2-. J. Phys. Chem. A 2002, 106 (12), 2994–3007. 
https://doi.org/10.1021/jp014121c. 

(13)  Ziolo, R. F.; Griffiths, C. H.; Troup, J. M. Crystal Structure of Vanadyl Phthalocyanine, 
Phase II. J. Chem. Soc. Dalton Trans. 1980, No. 11, 2300. 
https://doi.org/10.1039/dt9800002300. 

(14)  Ramadan, A. J.; Rochford, L. A.; Keeble, D. S.; Sullivan, P.; Ryan, M. P.; Jones, T. S.; 
Heutz, S. Exploring High Temperature Templating in Non-Planar Phthalocyanine/Copper 
Iodide (111) Bilayers. J. Mater. Chem. C 2014, 3 (2), 461–465. 
https://doi.org/10.1039/C4TC02116A. 



 

 

240 
(15)  Jr, E. B. W.; Decius, J. C.; Cross, P. C. Molecular Vibrations: The Theory of Infrared 

and Raman Vibrational Spectra, Revised ed. edition.; Dover Publications: New York, 1980. 
(16)  Neese, F.; Wennmohs, F. ORCA Manual Version 4.2.1. 2019. 
(17)  Santanni, F.; Albino, A.; Atzori, M.; Ranieri, D.; Salvadori, E.; Chiesa, M.; Lunghi, A.; 

Bencini, A.; Sorace, L.; Totti, F.; Sessoli, R. Probing Vibrational Symmetry Effects and 
Nuclear Spin Economy Principles in Molecular Spin Qubits. Inorg. Chem. 2021, 60 (1), 
140–151. https://doi.org/10.1021/acs.inorgchem.0c02573. 

(18)  Harris, D. C.; Bertolucci, M. D. Symmetry and Spectroscopy: An Introduction to Vibrational 
and Electronic Spectroscopy, New edition.; Dover Publications: New York, 1989. 

(19)  Standley, K. J.; Vaughan, R. A. Electron Spin Relaxation Phenomena in Solids; Springer 
US: Boston, MA, 1969. https://doi.org/10.1007/978-1-4899-6539-4. 

(20)  Du, J. L.; Eaton, G. R.; Eaton, S. S. Temperature, Orientation, and Solvent Dependence of 
Electron Spin-Lattice Relaxation Rates for Nitroxyl Radicals in Glassy Solvents and Doped 
Solids. J. Magn. Reson. A 1995, 115 (2), 213–221. https://doi.org/10.1006/jmra.1995.1169. 

(21)  Konda, R.; Du, J.-L.; Eaton, S. S.; Eaton, G. R. Electron Spin Relaxation Rates for 
Nitridochromium(V) Tetratolylporphyrin and Nitridochromium(V) Octaethylporphyrin in 
Frozen Solution. Appl. Magn. Reson. 1994, 7 (2–3), 185–193. 
https://doi.org/10.1007/BF03162611. 

(22)  Du, J. L.; Eaton, G. R.; Eaton, S. S. Electron-Spin-Lattice Relaxation in Natural Abundance 
and Isotopically Enriched Oxo-Chromium(V)Bis (2-Hydroxy-2-Ethylbutyrate). J. Magn. 
Reson. A 1995, 115 (2), 236–240. https://doi.org/10.1006/jmra.1995.1172. 

(23)  Du, J.-L.; Eaton, G. R.; Eaton, S. S. Temperature and Orientation Dependence of Electron-
Spin Relaxation Rates for Bis(Diethyldithiocarbamato)Copper(II). J. Magn. Reson. A 1995, 
117 (1), 67–72. https://doi.org/10.1006/jmra.1995.9971. 

(24)  Atkins, P. W.; Child, M. S.; Phillips, C. S. G. Tables for Group Theory; Oxford University 
Press: Oxford, 1970; Vol. 6. 

(25)  Koster, G. F.; Dimmock, J. O.; Wheeler, R. G.; Statz, H. Properties of the Thirty Two Point 
Groups (Research Monograph); The MIT Press, 1963. 

 
 



 

 

241 
C h a p t e r  3  

STEADY-STATE AND ULTRAFAST SPECTROELECTROCHEMICAL INVESTIGATIONS 
OF AMORPHOUS OXYGEN-EVOLVING COBALT OXIDE FILMS  

 
Adapted with permission from: 

Mirzoyan, R.; Follmer, A. H.; Hadt, R. G. Observing Long-Lived Photogenerated Holes in 
Cobalt Oxyhydroxide Oxygen Evolution Catalysts. ACS Appl. Energy Mater. 2024, 7 (7), 
2837–2846. https://doi.org/10.1021/acsaem.3c03269. 
 
Copyright 2024 American Chemical Society. 

  



 

 

242 
 

 

Abstract 

Steady state and time-resolved spectroelectrochemical optical absorption techniques were used to 

investigate photoexcited states of amorphous cobalt-phosphate oxyhydroxide (CoPi) and cobalt-

borate oxyhydroxide (CoBi) oxygen evolution catalysts. These materials revealed concurrent 

spectroelectrochemical intensity changes in their ground-state and photoexcited visible spectra, 

providing insights into the dynamics of defect states attributable to trapped holes. Notably, long-

lived photoexcited states, assignable to hole-based defects persisting beyond 10 ms in H2O, were 

observed in CoPi and CoBi for the first time. With ~380 nm bandgap excitation and delays shorter 

than 10 ps, excited-state decay for CoPi was markedly faster than CoBi, despite the ultimately 

longer-lived signal of CoPi beyond the ms timescale. The distinct kinetic profiles highlight the films’ 

differences in structural and electronic properties despite strong similarities in absorption spectral 

profiles. These results provide further insight into the differences between the electronic properties 

and dynamics of CoPi and CoBi, which have been challenging to structurally and electronically 

characterize due to their amorphous nature. 
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Introduction 

Materials and devices that harvest photon energy and convert H2O into fuel in the form of H2 provide 

a promising avenue to an alternative renewable energy infrastructure.1–3 The oxygen evolution 

reaction (OER) is a key bottleneck to the water-splitting process, with many historically successful 

catalysts being comprised of expensive, non-earth-abundant metals.4 Amorphous cobalt-phosphate 

oxyhydroxide (CoPi) is a self-healing oxygen-evolving catalyst with a low overpotential at neutral 

pH.5,6 It has been integrated with a variety of semiconductor-based light-harvesting materials7–14 and 

is a key component of the ‘Artificial Leaf,’ a triple-junction amorphous silicon photovoltaic with a 

ternary alloy and CoPi interfaced on either side for the hydrogen and oxygen evolution half-

reactions, respectively.7 This device proved to be extremely robust, operating in natural water 

conditions for days with no decline in activity.  

Until recently, the photophysical properties of CoPi have not been considered in detail. 

Sprague-Klein et al. demonstrated direct photochemical effects on the OER through wavelength-

dependent electrochemical responses with either 415 nm or 623 nm LED irradiation.15 With 415 nm 

excitation, the overpotential increased, while the opposite effect was observed for 623 nm excitation. 

These effects were attributed to photoinduced redistributions of electron density within Co–O bonds, 

with shifts toward oxygen improving the surface oxo reactivity previously implicated in the 

mechanism of O–O bond formation.6,16–19 

In addition to CoPi, electrodeposited thin films from borate buffer (CoBi) have provided 

comparative insights into thin film formation and stability.20 Cyclic voltammograms of thin films in 

their respective buffers show Co(II)/Co(III) quasi-reversible redox features at 1.05 V vs. NHE (CoPi) 

and 0.88 V vs. NHE (CoBi) (Figure 3.1).21 There also exists a Co(III)/Co(IV) redox feature near the 

onset of the OER catalytic wave, with Co(IV) formation representing a mechanistic prerequisite for 

catalysis. Interestingly, Costentin et al. have also correlated the presence of high valent Co(IV) to a 

semiconductor-type charge transport in the thin film. Relatedly, it was further observed that the 

proton-electron conductivity increases with applied anodic potential and is higher for CoBi than 

CoPi.21  
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These electrochemical and conductivity differences have been related to the distinct 

morphologies of CoPi and CoBi.16,21,22 Co K-edge extended X-ray absorption fine structure 

(EXAFS) data suggested both films are comprised of edge-sharing MO6 clusters of molecular 

dimensions.19,23,24 Pair distribution function (PDF) analysis further revealed that the intermediate-

range structure differs substantially between CoPi and CoBi: CoBi is more structurally coherent, 

resembling a layered structure similar to CoO(OH) with 3 – 4 nm clusters making up coherent 

domains, while CoPi consists of smaller clusters that are not coherently stacked.22 A combination of 

X-ray spectroscopies and model compounds have also been used to propose that CoPi is comprised 

of 44% Oh Co(III), 39% Oh Co(II) and 17% Td Co(II), while CoBi is comprised of 65% Oh Co(III) 

and 35% Oh Co(II).25 The Td Co(II) uniquely present in CoPi was proposed to exist at edge atom 

sites (Figure 3.1).25 Along with the established morphological differences, the presence of distinct 

coordination sites may play important roles for charge transport and catalysis. 
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Figure 3.2. Graphical qualitative depictions of CoPi and CoBi domains with an overview of 
morphological and voltametric differences under pH 7.0 and pH 9.2 buffered conditions, 
respectively. 
 

To gain further fundamental insight into the structural and electronic differences between 

CoPi and CoBi, and to explore their photophysical properties, we carried out steady state and time-

resolved optical spectroscopic studies of the two thin films. Upon 380 nm excitation, we observed, 

for the first time, distinct differences in photophysical behavior between the two materials, along 

with relaxation processes attributable to hole-based defect sites that persist beyond 10 ms. Ground- 

and excited-state spectroelectrochemistry further revealed insights about the band structure of CoPi 

and CoBi. Thus, this study provides new spectroscopic signatures that may be related to their 

differences in charge transport and oxygen evolution reactivity. 
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3.2. Results  

3.2.1. Steady-state and ultrafast transient absorption spectra of CoPi and CoBi films  

 

Figure 3.2. Steady state and time-resolved electronic absorption spectra of CoPi and CoBi thin films. 
(A) Background-subtracted (FTO + buffer) UV-vis absorption spectra of CoPi and CoBi films of 
varying thickness. Apparent oscillations can occur in the frequency domain for thinner films due to 
incomplete removal of thin film interference of the underlying FTO substrate. Two-dimensional 
transient absorption spectra of 96 mC/cm2 CoPi (B) and 48 mC/cm2 CoBi (C) thin films collected 
with 380 nm pump excitation in their respective buffers. The transient absorption spectra in this 
figure are not chirp corrected.  
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Thin films of CoPi and CoBi electrodeposited on fluorine-doped tin oxide (FTO) both exhibit 

a relatively intense electronic absorption band at ~400 nm, with lower intensity absorption at 

wavelengths > 500 nm (Figure 3.2A), the latter of which are more intense for CoBi films. The 

background FTO absorption spectrum exhibits oscillations due to thin film interference (Figure 

3.S1). However, interference contributions are minimized with increasing CoPi/CoBi film 

thickness, which is proportional to the amount of charge passed during electrodeposition 

(mC/cm2). Films were between ~100 nm and ~1 µm, as determined separately through 

profilometry (Table 3.S1). Band energies do not change with film thickness. As expected, thicker 

films are visibly darker (Figure 3.S2). 

In addition to ground-state spectra, transient absorption measurements were carried out to 

probe the excited-state dynamics and to gain additional insight into the electronic structural 

differences between CoPi and CoBi. Optical transient absorption spectra of CoPi (Figure 3.2B) and 

CoBi (Figure 3.2C) in H2O excited with a 380 nm, ~120 fs pump pulse exhibit broad excited state 

absorption (ESA) features that appear immediately after excitation. Power titrations ensured pump 

pulse energies were within the linear response regime (Figures 3.S3-3.S5). Also, film thickness 

affects the overall excited-state population, but not the corresponding kinetics or spectral profiles 

(Figure 3.S6). Spectral traces at characteristic time points reveal an ESA at ~500 nm, along with a 

broad, less intense ESA at ~600 – 720 nm (Figure 3.3). ESA band energies are similar between CoPi 

and CoBi, suggesting excited-state spectra do not reflect changes in intermediate-range structure or 

film morphology. While there is some variability in the relative intensity of the 600 – 720 nm region 

between films (Figures 3.S7, 3.S8), in all cases the ~500 nm feature blue shifts with time, while the 

lower energy region red shifts. The early time dynamics differ significantly between CoPi and CoBi. 

At time delays of 1 ns and below, the CoPi excited state signal decays much faster than CoBi (Figure 

3.4, top panel). Pump wavelength dependence ranging from 380 nm to 620 nm showed similar 

profiles, albeit the more visible pump wavelength energies did not have sufficient pump energy at 

the pump powers to measure signal beyond noise (Figure 3.S9). To discern possible differences in 

dynamics, a 10 Hz repetition laser with larger attainable pulse energies within the linear response 

regime was used, with the results being detailed in the following section.  
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Figure 3.3. Spectral traces of (A) 96 mC/cm2 CoPi and (B) 48 mC/cm2 CoBi in H2O at characteristic 
time delays.  
 
3.2.2. µs and ms timescale excited-state dynamics of CoPi and CoBi thin films 

Using a tunable Nd:YAG laser, 380 nm pump, single wavelength probe (500 nm) measurements 

were used to quantify excited-state dynamics on longer, µs and ms time scales. A 10 ns pulse width 

excitation relative to ~120 fs (vide supra) increases the pulse energy by three orders of magnitude 

while maintaining a similar average power, allowing for the collection of weaker transient absorption 

signals out to significantly longer times. Indeed, ESA signals for CoPi and CoBi films in water 

persisted beyond 10 ms, with comparative traces for a 500 nm probe across multiple time regimes 

given in Figure 3.4. Despite relaxing more rapidly on the ultrafast time scale (Figure 3.4, top panel), 

the overall CoPi transient absorption signal decays more slowly than CoBi (Figure 3.4, middle and 

bottom panels). The markedly faster CoPi decay in the first 10 ps and the crossover point at 1 ns 

represent a distinct observable difference in ultrafast dynamics that will be considered in the 



 

 

249 
Discussion section. Note higher pulse energies as a result of the 10 Hz laser resulted in a rapid 

photodissolution of the thin film, limiting the number of usable laser shots before the excited portion 

of the film became optically transparent (Figures 3.S10, 3.S11). Despite this, there were no apparent 

changes in decay kinetics as the films dissolved upon irradiation. Nevertheless, the thickness of the 

film was not conserved over the course of a measurement. It was further shown that this long-lived 

ESA is not solely due to heating, as temperature-dependent steady state absorption spectra give rise 

to a distinct difference signal relative to the observed ESA (Figure 3.S12). It should be noted, 

however, that the thermal difference spectra for CoPi and CoBi do differ qualitatively. CoBi ground 

state absorption intensity decreases with increased temperature, while the CoPi absorption intensity 

increases. The thermal spectrum overlaps with parts of the ESA, which suggests there may a 

contribution from heating. However, as described below, quenching experiments support that the 

ESA is not primarily a result of heating effects.  
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Figure 3.4. Comparative decay traces (380 nm pump, 500 nm probe) of CoPi (red) and CoBi (blue) 
in H2O spanning nearly 10 orders of magnitude of time decay from sub-ps to 10 ms. Top row: 7 ns 
range decay with an ~120 fs pulse width ultrafast laser. Second and third rows correspond to time 
ranges of 10 µs and 10 ms, respectively, with a 10 ns pulse width Nd:YAG laser. Traces correspond 
to the average normalized decay of multiple films; error bars correspond to the standard deviation.  
 

The long-lived excited-state decay was investigated in the presence of various solvents to 

determine whether hydrogen bonding, polarity, and/or electron/hole scavenging influenced the 

dynamics. Only MeOH, a hole scavenger, had a substantial effect (Figure 3.S13). Averaged decay 



 

 

251 
curves obtained for both CoPi and CoBi in H2O vs MeOH probed at 500 nm are shown in Figure 

3.5, while individual constituent decay curves are shown in Figures 3.S14 – 3.S20.  

 

 
Figure 3.5. Comparison between the excited-state decay of (A) CoPi films immersed in neat H2O 
vs MeOH and (B) CoBi films immersed in neat H2O vs MeOH. Error bars represent standard 
deviations.  
 

The dependence of the observed dynamics on both the pump and probe wavelengths were 

investigated. For CoPi, 380 nn excitation resulted in a longer-lived excited state than that for 600 

nm, 650 nm, or 700 nm pump wavelengths, which resulted in similar kinetic profiles (Figure 3.S21). 

This difference in kinetics may be attributable to the UV excitation accessing distinct and longer-

lived trap states that are unattainable for visible wavelength excitation. For CoBi, the difference 

between UV and visible pump is less dramatic. Furthermore, the excited-state decays for CoPi 

showed little change with different visible probe wavelengths when pumped at 380 nm (Figure 

3.S22), suggesting that the trap states themselves have a broad absorption over the visible range. 

Comparable data for CoBi was complicated by a weaker ESA signal at visible wavelengths, so a 

direct comparison between probe wavelengths was not obtained.  
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3.2.3. Spectroelectrochemistry in the ground- and photo-excited states 

Distinct steady state and time-resolved spectral changes are observed for CoPi and CoBi thin films 

upon application of an electrochemical potential (Figure 3.6). When the potential is scanned 

anodically from the open circuit potential (OCP), the ground-state absorption intensity increases over 

the whole spectral range for both CoPi and CoBi (Figures 3.6A and 3.6B, respectively). It was 

confirmed that the absorption intensity of FTO itself was unaffected by the applied potentials (Figure 

3.S23). This spectral intensity change is reversible to a certain extent for both thin films when a 

reducing potential is applied to the oxidized films. Without actively reducing the films, they remain 

in a more oxidized state, possibly due to an electrochemically induced phase transition. A film 

initially measured at OCP has only been exposed to a relatively mild deposition potential. Cyclic 

voltammograms (Figure 3.S24) provide a context for the applied potentials mentioned here relative 

to the irreversible OER wave. Further anodic bias appears to change the composition of the material 

as indicated by an increase in OCP after oxidation experiments. This observation suggests a change 

in the Fermi level of the material, which is reversible upon application of a cathodic bias as seen by 

the decrease back to initial OCP intensity in (Figures 3.6A, 3.6B). A similar argument could explain 

the differences in intensity and frequency shifts between OCP spectral traces and their externally 

biased return to similar potentials. The increase in visible absorption is evident even upon visual 

inspection of two films, one of which has been held under anodic bias (Figure 3.S25). Note there is 

some variability in the shapes of the difference spectra (Figures 3.S26, 3.S27), likely due to the 

oxidation history of the film as described above. However, the general observation is that for both 

CoPi and CoBi films, the change in spectral intensity is nearly uniform across the UV-vis region, 

with greater change occurring in the UV region.  

To compare ground-state spectroelectrochemical changes to dynamics in the excited state, 

we further carried out spectroelectrochemical optical transient absorption spectroscopy (Figure 3.6C, 

3.6D). In contrast to the increase in ground-state absorption intensity with anodic bias, the ESA 

intensity decreased with anodic bias for all time delays up to 7 ns (Figures 3.S28, 3.S29).  
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Figure 3.6. Steady state absorption spectra of (A) 96 mC/cm2 CoPi and (B) 48 mC/cm2 CoBi at 
varying applied potentials. After applying oxidizing potentials, the absorbance profile remains at 
larger values, and the OCP potential (post-OCP) differs from that of the initial value of the as-
deposited film. A reducing potential (post-reduction OCP) brings the spectral profile back to initial 
OCP values. Corresponding transient absorption spectral traces (time delay of 1.0 ns) of (C) 96 
mC/cm2 CoPi and (D) 48 mC/cm2 CoBi are shown. For panels (C) and (D), a linear averaging 
function over 15 adjacent points was applied for visual separation of the spectral traces. The open 
circuit potential (OCP) excited state spectra are taken with no applied potentials, while all other 
potentials listed are actively applied.  
 

In order to gain further experimental insight into the origin of the observed 

spectroelectrochemical absorption changes, similar experiments were carried out in acetonitrile with 

0.1 M TBAPF6 supporting electrolyte. The same trends of increasing ground-state intensity and 
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decreasing excited-state intensity were observed with increased oxidizing potential. No 

substantial difference in absorption intensity changes were observed when titrating in buffered H2O 

(Figure 3.S27), despite an increase in current as apparent through cyclic voltammograms (Figure 

3.S30).  

 

3.3 Discussion 

3.3.1 Nature of photoexcited states in amorphous cobalt oxide films 

Through the measurements described above, there are three complementary experimental 

observations to suggest the long-lived photoexcited states in CoPi and CoBi films are attributable to 

trapped holes. These will be detailed below and consist of the following: 1) the increase in ground-

state electronic absorption intensity with anodic bias, 2) the decrease of ESA intensity when excited 

at 380 nm and monitored spectroelectrochemically under anodic bias, and 3) the quenching of decay 

kinetics in the presence of MeOH.  

 

3.3.1.1 Ground-state absorption intensity increases under applied anodic bias 

The ground-state absorption spectra of CoPi and CoBi exhibit higher intensity in the UV region. 

This spectral intensity can be attributed to ligand-to-metal charge transfer (LMCT) transitions, while 

the moderate intensity in the lower-energy range can be attributed to ligand field (d-d) transitions 

and intervalence charge transfer (IVCT) bands. Similar band assignments have been made for 

Co3O4.26 The broad rising absorption profile complicates the picture of a straightforward band 

structure as observed in many undoped crystalline metal oxides, in which the onset of absorption 

appears clearly at the energy of the band gap.27 The increasing ground-state absorption intensity with 

anodic bias is observed both in aqueous buffers and in acetonitrile with 0.1 M TBAPF6 (Figure 3.6). 

The spectral shape in both the ground state and photoexcited states does not change appreciably in 

acetonitrile relative to native buffers (Figure 3.S31). As would be expected for water oxidation, the 

current response is significantly less when oxidation occurs in acetonitrile as opposed to aqueous 

buffer (Figure 3.S30). However, the non-negligible presence of faradaic current in acetonitrile 

suggests that oxidation events are taking place on the film, likely largely due to the conversion of 
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Co(II) to Co(III). Similar behavior of the spectroelectrochemical difference spectrum in the UV-

vis region of CoPi had been observed previously and attributed to increasing Co(III) character by 

Durrant and coworkers.12  

 

3.3.1.2 The photoexcited state absorption intensity decreases under applied anodic bias 

The ESA profile upon 380 nm excitation is similar to that of other metal oxides that host trapped 

hole or electron states upon photoexcitation. Similar UV-pumped excited-state spectra were 

observed for anatase TiO2 nanoparticles (10 – 15 nm diameter)28 and nitrogen-doped anatase TiO2 

powder.29 In hematite, a µs – ms long-lived ESA band at 580 nm was attributed to hole absorption, 

whereas the long-lived ESA band in our study appears closer to 510 nm, with lifetimes in a 

comparable range (on the order of µs, with a generous stretching parameter in the case of stretched 

exponential fits as shown in Table 3.1).30,31 The photoinduced holes in hematite were quenched by 

MeOH, as was observed in the case of CoPi and CoBi and detailed in the following section. Similar 

assignments in the visible probe region were made for several other systems, including 1) Cu2O 

(transient absorption maxima at > 475 nm, quenched by Na2SO3),32 2) WO3 (transient absorption 

maxima at 430 – 500 nm, quenched by methanol),33–37 and 3) colloidal CdS (transient absorption 

maxima at 470 – 500 nm, quenched by NaI and thiophenol).38–42 The use of exogenous electron 

donors and the resulting quenching effects supported the assignment of the transient absorption to 

photoinduced holes. The long-lived ESA observed here for CoPi and CoBi is, thus, consistent with 

photoinduced trapped holes.43 As the film gets oxidized, the ground-state intensity increases from 

the increased number of holes in the form of Co(III) in the material. Consequently, the ESA intensity 

decreases as the trapped holes are filled with increasing applied potential, resulting in fewer holes to 

be generated by photoexcitation. 

 

3.3.1.3 Photoexcited state decay kinetics are quenched in the presence of MeOH 

When considering the band structure formalism, both the steady state and transient absorption 

spectra are consistent with the abundance of mid-gap states in amorphous cobalt oxide films. Similar 

to other metal oxides, such defect states can host either trapped holes or trapped electrons. To further 
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characterize the nature of the trapped state, both electron and hole scavengers were added to 

monitor which quenches the excited state.43 Both CoPi and CoBi excited states were found to be 

quenched in the presence of MeOH, a known hole scavenger (Figure 3.5).43 A CoPi film was tested 

in the presence of H2O, D2O, phosphate buffer, MeOH (hole scavenger), 1.0 M Na2SO3 (electron 

scavenger), 1.0 M AgNO3 (electron scavenger), and acetonitrile (Figure 3.S13). Only MeOH 

resulted in a quenching effect, further suggesting the long-lived excited state is a trapped hole state. 

A similar quenching effect in the presence of MeOH was observed in microcrystalline hematite 

films.30 We note that while the differences in excited-state decay were evident by the 10 Hz laser 

with delay times up to 10 ms, ultrafast transient absorption spectra did not resolve discernable 

differences in decay kinetics as the delay times were only limited to 7 ns (Figure 3.S32). 

 

3.3.2. Differences between the photoexcited spectra and the spectroelectrochemical difference 

spectra  

As shown in Figure 3.7, the electrochemical difference spectra representing the additional intensity 

from injected holes under applied anodic bias and the transient absorption excited-state spectrum at 

long time intervals do not overlay or show much similarity, other than covering a broad region. The 

differences in the spectra observed in amorphous cobalt oxide upon photoexcitation versus 

electrochemical oxidation can be attributed to several factors rooted in the material's electronic 

structure and the nature of the excitation processes. Photoexcitation excites electrons across the 

bandgap, creating electron-hole pairs. The specific excitation energies involved can selectively 

populate certain trap states, leading to distinct spectral features. Electrochemical oxidation, on the 

other hand, alters the Fermi level leading to a broader range of accessible electronic transitions, 

including those involving defect states or surface states that are not directly accessed by photon 

absorption. The spectrum under pulsed laser excitation is influenced by the dynamics of electron-

hole pairs and their interaction with intraband trap states.  

Such differences were considered previously in microcrystalline hematite by Durrant and 

coworkers.30  Under anodic bias, these trapped states become oxidized (electron-depleted), affecting 

how electrons and holes recombine and thus altering the spectral features. The lifetime of the 
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photoexcited trapped holes was extended up the order of seconds under applied anodic bias, while 

the amplitude of the long-lived signal decreased.30 In contrast to nanocrystalline hematite, 

amorphous materials typically have a more disordered structure than crystalline materials, leading 

to a higher density and different distribution of trap states. In CoPi and CoBi, we similarly observe 

a decrease in the amplitude of the excited-state signal upon application of anodic bias. We did not 

observe significant changes to the decay rate at a ps – ns timescale under applied anodic bias, though 

this does not rule out an effect on the µs – ms timescale. As such, it remains unclear whether there 

is a long-time component of the excited state decay that is sensitive to anodic bias. The trapped hole 

feature observed at ~510 nm for bandgap excitation of CoPi and CoBi suggests the presence of 

specific trap states that are effectively participating in hole trapping under photoexcitation 

conditions. Electrochemical oxidation of the ground state results in a broad, featureless increase in 

intensity, indicating a more uniform distribution of trap states or a lack of specific spectral features 

associated with these states. In contrast to hematite, where specific trap states below the conduction 

band play a significant role, the behavior in CoPi and CoBi suggests a different mechanism or a more 

homogenous distribution of states within the bandgap. This is consistent with the disparities observed 

for the transient absorption spectra and spectroelectrochemical difference spectra profiles of CoPi 

and CoBi films.  
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Figure 3.7. Comparisons between photoexcited ESA spectra with 7 ns pump-probe delay and 
the electrochemical difference spectra for CoPi (A) and CoBi (B) films in their respective buffered 
solutions. The spectroelectrochemical difference spectrum is the subtraction between the 1.4 V vs. 
NHE (OER overpotential of 0.58 V) spectrum and the open-circuit potential spectrum for CoPi, and 
the subtraction between 1.2 V vs. NHE (OER overpotential of 0.51 V) with the open-circuit potential 
spectrum for CoBi. Regions around 585 nm and 690 nm of the SEC difference spectrum have been 
omitted and replaced with a connecting straight line as the spectrometer lamp exhibited saturating 
artifacts at those wavelengths. 
 

3.3.3 Implications of long-lived excited states for the oxygen evolution reaction (OER) 

The excited-state spectral shapes and decay kinetics of CoPi and CoBi films were not significantly 

affected by solvent conditions, except for MeOH (Figure 3.S13). This suggests that the long-lived 

excited states would more likely correspond to deep traps in the middle of the band gap, rather than 

shallow traps, which would be shorter-lived and more sensitive to external perturbations.45 

Furthermore, it has been postulated that deep hole trapping should be common to amorphous oxides 

and has been observed in materials such as a-SiO2, a-Al2O3 and a-TiO2.46 Applied bias does not have 

a marked effect on any of the decay features (Figure 3.S28). This is unlike observations for hematite 

photoanodes, where applied bias was found to have a significant retarding effect on the electron-hole 

recombination rates.44 Furthermore, the observation of similar change in absorption intensity upon 

applying anodic bias without the presence of H2O suggests that H2O itself is not necessary to stabilize 

the trap states. Therefore, there is nothing to suggest that the long-lived trapped hole states play a 

role in the OER. Nevertheless, the trapped hole states may still play a role in charge transport through 

the film and highlight the complicated electronic structural nature of the catalytic films. Future 

photoconductivity measurements may elucidate the potential role of these trapped states in charge 

transport. 

 

3.3.4 Hole trap decay kinetics in CoPi and CoBi films  

While the intermediate-range structure of the two films are known to differ, both the steady-state and 

time-resolved optical spectra of the films in the UV-vis do not show dramatic differences. In 

addition, the double layer capacitance in CoPi vs. CoBi films were found to be similar (Figure 3.S4). 

Therefore, the differences in decay kinetics can be potentially tied to differences in the films’ 
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properties that would otherwise be undetectable from steady state methods. Due to the 

complicated electronic structure and amorphous nature of the materials, it is unsurprising that the 

kinetics of CoPi and CoBi films could not be fit to a simple multi-exponential model (Figures 3.S34, 

3.S35). Instead, both CoPi and CoBi decays are best fit by a sum of two stretched exponentials of 

the form ∆𝐴 = 𝑎<(𝑒7Y%)H% + 𝑎8(𝑒7Y!)H! (Figure 3.S36). Stretched exponentials are commonly 

used to fit relaxation processes in disordered materials and semiconductor trap states, where the 

stretching term can be used as a metric for disorder within the films.47–49 The fitted parameters are 

presented in Table 3.1. The low 𝛽<and 𝛽8 values may reflect the amorphous nature of the films. The 

long-lived excited-state decays of CoPi and CoBi are characterized here for the first time, with CoPi 

ultimately having a longer lifetime than CoBi despite CoPi having a much faster decay in the first 

10 ps (Figure 3.4). It is important to emphasize that the fitting parameters are for comparing the long-

lived excited-state dynamics between CoPi and CoBi and do not have a mechanistic origin. In fact, 

due to the 10 ns pulse width of the laser used to probe the long time delays, the initial rapid ultrafast 

decay in the first 10 ps is not captured by the ms timescale decay traces. As a result, the remnant 

excited state signal at 10 ms is overestimated compared to the early time maximum of the ESA. This 

is supported by Figure 3.S37, where there is no intensity before time zero with 1 kHz ultrafast 

pumping; any remnant intensity is below the discernable signal-to-noise limit.  

 
Table 3.1. Average fitted values for a phenomenological stretched biexponential model of decay. 

 CoPi CoBi 

Normalized a1 coefficient (%) 80% 29% 

k1 2.0 × 107 s-1  1.9 × 106 s-1  

𝜏< = 1/k1 50 ns 0.5 µs 

𝛽< 0.23 0.13 

Normalized a2 coefficient (%) 20%  71% 

k2 6.1 × 105 s-1  1.7 × 106 s-1  

𝜏8 = 1/k2 1.6 µs 0.6 µs 

𝛽8 0.11 0.47 
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The distinct ultrafast decay dynamics and long-lived excited-state behaviors observed 

between CoPi and CoBi may stem from their inherent structural and electronic differences. For CoPi, 

the rapid decay within the first 10 ps could be attributed to the presence of a higher density of 

accessible trap states due to its disordered intermediate-range structure. These sites, possibly located 

at edges of the smaller, less coherently stacked clusters, may provide pathways for faster non-

radiative relaxation processes, rapidly quenching the excited states. Conversely, the persisting ESA 

intensity of trapped holes in CoPi beyond the ms timescale suggests that while its structure may 

allow for faster energy dissipation, it also allows for the formation of localized states that stabilize 

the trapped holes, possibly due to a greater heterogeneity in the electronic environment created by 

disordered clusters. In contrast, CoBi's more structurally coherent domains may facilitate charge 

migration, reducing the likelihood of hole trapping, leading to shorter excited-state lifetimes. We 

emphasize that the intermediate-range structures have only thus far been indirectly determined from 

fitting of X-ray scattering data; therefore, explanations concerning differences in structure, non-

radiative decay pathways and trap sites are speculative. In addition to structural considerations, we 

note that the phosphate and borate capping groups are electron donating and electron withdrawing, 

respectively. Some of the additional stabilization of the longer-lived trapped holes in CoPi could be 

due to the electron donating nature of the phosphate groups. As of now, the contributions of 

electronic vs. structural stabilization to the differences in trap lifetimes are unclear. The difference 

in the relative amounts of Co(III) and Co(II) between the two materials may also play a role, with 

the higher proportion of Oh Co(III) in CoBi potentially contributing to a more ordered electronic 

landscape that disfavors the same level of trapping as observed in CoPi. While mechanistic 

differences between the excited-state decay pathways are currently unclear, their starkly different 

dynamics are likely related to catalytically relevant structural and electronic differences that arise 

from the mechanism of film growth and relative cobalt speciation changes when using differ buffers 

(i.e., phosphate vs. borate).  
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3.4 Conclusion  

Dynamics from sub-picosecond to millisecond timescales were probed for the first time in CoPi and 

CoBi thin films using transient absorption spectroscopy, revealing structurally distinct photophysics 

and long-lived relaxation dynamics persisting beyond 10 ms. By applying spectroelectrochemistry 

in the ground- and photo-excited states, along with the observed excited-state quenching by a hole 

scavenger, these relaxation dynamics can be attributed to deep hole traps reminiscent of other metal 

oxides. Based on solvent-dependent transient absorption measurements, it is unclear whether the 

optically probed trap states are important for the OER. However, they could potentially play a role 

in charge transport and offer new electronic structural insights into the amorphous films.  
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 Supporting Information 

 

Observing Long-lived Photogenerated Holes in Cobalt Oxyhydroxide Oxygen Evolution 

Catalysts 

Materials. Co(NO3)2 99.999%, K2HPO4 99.99%,  H3BO3 99.999%, KOH 99.99% were used as 

received from Millipore Sigma. All electrolyte solutions were prepared with MilliPore filtered 

water with 18.20 MΩ-cm resistivity. All experiments used fluorine-tin-oxide (FTO; TEC-7) coated 

glass slides that were purchased as pre-cut 1 cm × 2.5 cm glass piece from MSE Supplies.  

Electrochemical Methods. Aqueous electrochemical measurements were conducted using a 

BioLogic VSP-300 Potentiostat, a Ag/AgCl reference electrode with saturated KCl from BASi and 

a high surface area Pt-mesh counter electrode. Aqueous experiments were performed using a three-

electrode electrochemical cell consisting of 25 mL of electrolyte solution. Experiments were 

performed at ambient temperature (21 °C) and electrode potentials were converted to the NHE scale 

using E(NHE) = E(Ag/AgCl) + 0.199 V. Phosphate (Pi) buffers were made to contain 0.1 M 

phosphate and were adjusted to pH 7.00. Borate (Bi) buffers were made to contain 0.1 M borate and 

were adjusted to pH 9.20. Non-aqueous electrochemical measurements were conducted in 0.1 M 

TBAPF6 in acetonitrile. A non-aqueous reference electrode containing a silver wire and a CoralPor® 

tip from BASi was used and filled with 0.010 M AgPF6 (Millipore Sigma) and 0.1 M TBAPF6 

(Millipore Sigma) acetonitrile solution. Pt-mesh was used as the counter electrode. Acetonitrile was 

dried prior to use, however, the experiments were conducted in ambient conditions and trace amounts 

of water are expected to be present. Cyclic voltammograms and absorbance spectra from water 

titration experiments were done by starting from acetonitrile, rinsing, cleaning, and drying the 

electrochemical cell container (a 1.0 cm pathlength cuvette), and filling with a prepared acetonitrile 

solution of known aqueous buffer content (1%, 2% and 5%). Phosphate buffer was used for CoPi, 

while borate buffer was used for CoBi.  
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Film Preparation. Catalyst films of CoPi (CoBi) were prepared via chronoamperometry of Pi 

(Bi) electrolyte solutions containing 0.5 mM Co(NO3)2. FTO-coated glass pieces were used as the 

working and electrode and rinsed with acetone and water prior to use. A piece of Scotch tape was 

affixed to the electrode such that 1.0 cm2 area was exposed to the electrolyte solution. At a potential 

of 1.05 V vs. NHE, chronoamperometry is carried out and the charge passed in mC/cm2 is used as 

a proxy for the thickness of the catalyst film. A typical steady-state deposition current density is 6 

mA·h/s.  

Steady State UV-Vis Absorption and Spectroelectrochemistry. Absorption spectra were 

recorded with a StellarNet BLACK-Comet UV-VIS Spectrometer, with two separate light sources 

(SL1 Tungsten Halogen Lamp and SL3 UV Deuterium Source). The FTO-coated glass pieces with 

deposited catalyst were placed vertically in a 1.0 cm pathlength quartz cuvette with the catalyst-

coated side in contact with the corresponding native Co2+-free buffer. The potentiostat was 

connected to the electrodes in the cuvette and spectra were recorded after 60 seconds of exposure 

to each applied potential. Heating of the sample was achieved by a Unisoku USP-203 cryostat 

sample holder.  

Ultrafast Transient Absorption (TA) and TA Spectroelectrochemistry. The 800 nm output of a 

5 W, 1  kHz pulsed Ti:sapphire amplifier (Coherent Astrella) was split with a 50:50 beamsplitter. 

One half was fed into an OPerA Solo optical parametric amplifier tuned to a 380 nm output, which 

was used as the excitation pump and routed through a femtosecond HELIOS FIRE transient 

absorption spectrometer (Ultrafast Systems). The other half was used to generated broadband probe 

light of the visible wavelength region. The resulting pulse-width at the sample was 120 fs, as 

measured from fitting of the instrument response function on various samples. Samples were 

measured in a 1.0 cm pathlength quartz cuvette in their native Co2+-free buffers. In the case of applied 

anodic bias, the 1.0 cm cuvette served as a three-electrode cell. Transient absorption spectra were 

collected as the sample was held at various externally applied potentials.  
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Nanosecond/ Microsecond/ Millisecond TA. A tunable 10 Hz OPOTEK laser was used to 

generate a pump pulse of 10 ns pulse-width, while a Xenon arc lamp was used to generate the probe 

light. A monochromator set to isolate a specific probe wavelength was used. A photomultiplier tube 

with 104 V/A gain was used and the signal was digitized (with full bandwidth in the case of ≤ 100 

µs time range, and 1 MHz bandwidth in the case of 10 MHz time range) to generate the resulting 

ΔA signal.   

 

Profilometry. Profilometry measurements were taken with a DektakXT Stylus Profilometer with a 

2 µm stylus tip diameter. Software leveling was implemented with the “Terms Removal (F-

Operator)” method. Multiple measurements were made at varying lateral cross-sections for each 

film, and the average thickness and standard deviation was computed by scanning from the FTO 

surface to the cobalt oxide film over the span of a few mm and taking the data where the height of 

the film levels off after the initial height step (which tended to have remnants of adhesive and 

seeming more film deposition near the edge). 

 

Fitting of Kinetic Traces. All ultrafast (1000 Hz) spectral cuts shown were chirp corrected to a 3rd 

order polynomial and time-zero corrected.  

To fit the excited state decays as collected from the 10 Hz laser up to time delays of 10 ms, several 

trial functions were tested. The initial maximum intensity value of the data was taken as time zero. 

The trial functions comprised of the following:  

 

“Biexponential”:  

∆OD = 𝑎< exp(−𝑘<𝑡) + 𝑎8 exp(−𝑘8𝑡) 

“Triexponential”: 

∆OD = 𝑎< exp(−𝑘<𝑡) + 𝑎8 exp(−𝑘8𝑡)+𝑎3 exp(−𝑘3𝑡) 

“Two exponentials, one stretched exponential”:  

∆OD = 𝑎< exp(−𝑘<𝑡) + 𝑎8 exp(−𝑘8𝑡)+𝑎3exp	((−𝑘3𝑡)z) 

“Two stretched exponentials”:  
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∆OD = 𝑎< exp((−𝑘<𝑡)H)+𝑎8exp	((−𝑘8𝑡)z). 

 

A non-linear least squares method was used with a function tolerance of 1e-7, optimality tolerance 

of 1e-7, step tolerance of 1e-7, maximum iterations of 1e-4 and maximum function evaluations of 

5e3. These fits are implicated and detailed in Figures 3.S34-3.S36 and Tables 3.S2-3.S4.  
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Figures 

 

 
Figure 3.S1: Absorption spectra of CoPi (A) and CoBi (B) films of various thicknesses in their 
native buffers. The reference spectrum was a piece of FTO immersed in the native buffer without 
any deposited material. Thin film interference results in oscillations in the frequency domain 
superimposed on the absorptive features.  
 

 
Figure 3.S2. A) CoBi films of 10 mC/cm2, 20 mC/cm2 and 40 mC/cm2 thickness. B) CoPi films of 
24 mC/cm2, 48 mC/cm2 and 96 mC/cm2 thickness.  
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Figure 3.S3. Power dependence of ultrafast 120 fs pulse-width 380 nm pump TA signal for 48 
mC/cm2 CoPi (A, C) and 20 mC/cm2 CoBi (B, D). A pump power of 100 µW was used for all 
transient absorption studies as it is well within the linear regime.  
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Figure 3.S4. Power dependence of 380 nm pump with 10 ns pulse-width laser transient absorption 
signal for CoPi (A, B, C) and CoBi (D, E, F) immersed in H2O. Pulse energies below 8 mJ/pulse 
were used for all experiments. The spot size diameter is on the order of 1 cm. 
 

 

 
 

Figure 3.S5. Intensity profiles of the 380 nm ultrafast pump beam at the sample position (FWHM: 
1100 µm for short axis, 1200 µm for long axis).   
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Figure 3.S6. Thickness dependence of transient absorption spectral traces of CoPi and CoBi films 
at characteristic time delays. Overlaid normalized spectra are shown next to the unnormalized 
spectra.  
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Figure 3.S7. Transient absorption spectral traces at time delays of 2 ps, 10 ps and 1000 ps with 
applied bias of 96 mC/cm2 CoPi (A, C, E) and 48 mC/cm2 CoBi (B, D, F) films in their respective 
native buffers. Samples were pumped at 380 nm with a 120 fs pulse-width ultrafast laser.  
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Figure 3.S8. Transient absorption spectral traces for CoPi and CoBi in their respective buffers, both 
deuterated and non-deuterated. Samples were pumped at 380 nm with a 120 fs pulse-width ultrafast 
laser.  
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Figure 3.S9. Pump wavelength dependence of ultrafast transient absorption spectra of films taken 
in their respective buffer solutions with 120 fs pulse-width ultrafast laser.     
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Figure 3.S10. Successive shots of 380 nm pump of 10 ns pulse-width laser showing film dissolution 
effects for CoPi (A, B, C, D) and CoBi (E, F, G, H) in H2O. 
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Figure 3.S11. Successive ultrafast TA scans at a pump wavelength of 380 nm and 0.1 µJ pulse 
energy with a 10 ns pulse-width laser, suggesting no film dissolution or decomposition upon 
continued irradiation at the corresponding fluence.  
 



 

 

279 

 
 

Figure 3.S12. Effects of increased temperature on the absorption spectra of CoPi (A) and CoBi (B) 
films, with respective difference spectra (C, D) taken in their respective buffer solutions. 
Comparisons between the thermal difference spectra and excited state absorption spectra at 
representative time delays of 1 ps and 1 ns are shown for CoPi (E) and CoBi (F).   
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Figure 3.S13. A comparison of 10 ms time range decays of a CoPi film in various media. The sample 
was translated between measurements in different solvents, such that the pump and probe were 
hitting a new non-photodegraded spot on the film for each measurement. A quenching effect is 
observed with MeOH.  
 

 
Figure 3.S14. 10 ms time range decays of various CoPi films in H2O, with average decay curve 
displayed.  
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Figure 3.S15. 10 ms time range decays of various CoPi films in MeOH, with average decay curve 
displayed.  
 

 
Figure 3.S16. 10 ms time range decays of various CoBi films in H2O, with average decay curve 
displayed.  
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Figure 3.S17. 10 ms time range decays of various CoBi films in MeOH, with average decay curve 
displayed.  
 

 
Figure 3.S18. A comparison of average 10 ms time range decays of CoPi films in H2O compared to 
CoPi films in MeOH.  
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Figure 3.S19. A comparison of average 10 ms time range decays of CoBi films in H2O compared to 
CoBi films in MeOH.  
 

 
Figure 3.S20. A comparison of average 10 ms time range decays of CoPi films in H2O compared to 
CoBi films in H2O.  
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Figure 3.S21. Pump wavelength dependent decay traces taken with 10 ns pulse-width laser probed 
at 500 nm. CoPi 4 mJ/pulse traces at varying pump wavelengths on a linear (A) and logarithmic (B) 
time scale. CoBi 4mJ/pulse traces at varying pump wavelengths on a linear (C) and logarithmic (D) 
time scale.  
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Figure 3.S22. Decays of a CoPi film at various probe wavelengths, translating the film between 
scans to avoid dissolution effects and maintaining a constant detector gain for the transient absorption 
signal.   
 

 

 
Figure 3.S23: Unchanging spectral intensity with applied potential for an FTO film in phosphate 
buffer solution without the electrodeposited catalyst.   
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Figure 3.S24: Cyclic voltammograms (first cycles) of 24, 48, and 96 mC/cm2 CoPi (A) and 10, 20, 
40 mC/cm2 CoBi (B) films in their native buffers (pH 7.0 phosphate buffer for CoPi, pH 9.2 borate 
buffer for CoBi). Scan rates are 100 mV/s.   
 

 
Figure 3.S25. Pictures of two 10 mC/cm2 CoPi films. On the left, the film has been under anodic 
bias for several hours. On the right, the film has only seen the anodic bias corresponding to the 
electrodeposition potential. The difference in visible absorption is apparent and quantified 
spectroelectrochemically.  
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Figure 3.S26. Spectroelectrochemical difference spectra (vs. NHE) of CoPi in pH 7.0 phosphate 
buffer (A) and CoBi in pH 9.2 borate buffer (B).  
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Figure 3.S27. Spectroelectrochemical difference spectra (vs. 10 mM Ag/AgPF6) of CoPi (left) and 
CoBi (right) in dry acetonitrile with 0.1 M TBAPF6 with increasing amounts of aqueous buffer 
titrated in.  
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Figure 3.S28. Transient absorption spectral traces at time delays of 2 ps, 10 ps and 1000 ps with 
applied bias of 96 mC/cm2 CoPi (A, C, E) and 48 mC/cm2 CoBi (B, D, F) films in their respective 
native buffers. Samples were pumped at 380 nm with a 120 fs pulse-width ultrafast laser.   
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Figure 3.S29. Transient absorption spectral traces at time delays of 2 ps, 10 ps and 1000 ps with 
applied bias of 96 mC/cm2 CoPi and 20 mC/cm2 CoBi films in their respective native buffers. 
Samples were pumped at 380 nm with a 120 fs pulse-width ultrafast laser.   
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 Figure 3.S30. Cyclic voltammogram of CoPi (A) and CoBi (B) in dry acetonitrile with 0.1 M 
TBAPF6 and corresponding amounts of respective aqueous buffer solutions added.   
 

 
Figure 3.S31. 2D transient absorption spectra of 24 mC/cm2 CoPi and 13 mC/cm2 CoBi films 
immersed in buffer and in acetonitrile.    
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Figure 3.S32. 2D transient absorption spectra of 48 mC/cm2 CoPi and 20 mC/cm2 CoBi films 
immersed in buffer, MeOH (hole scavenger) and aqueous AgNO3 (electron scavenger) solutions.  
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Figure 3.S33: Scan rate dependence on non-faradaic regions of CVs of various film types and 
thicknesses in their native buffer solutions. The line of best fit yields a slope proportional to double 
layer capacitance, which is similar for the different film types and thicknesses. We note that the 75 
mV/s scan rate data appears to have rapid oscillations in all cases due to an artefact with the data 
collection under the employed potentiostat settings. The “averaged” data are in line with the other 
measurements and therefore is still deemed reliable for this purpose.  
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Figure 3.S34. CoPi 10 ms time range average decay with various fitting models.  

 
 

Figure 3.S35. CoBi 10 ms time range average decay with various fitting models.  
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Figure 3.S36. Normalized average 10 ms decays of CoPi (n = 3) and CoBi (n = 2) fit to two stretched 
exponentials. Details of fit given in Table S4.  
 

 

 
Figure 3.S37. Ultrafast decay traces at 380 nm pump wavelength and 500 nm probe wavelength of 
96 mC/cm2 CoPi (A) and 40 mC/cm2 CoBi (B). The insets show the decay before around time zero. 
The flat zero intensity line before time zero suggests that the 1 kHz repetition rate is appropriate for 
any measurable excited state population from the previous pump pulse to have decayed.    
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Tables 
 

Table 3.S1: Thickness data from profilometry. 

Film  Charge passed 

(mC/cm2) 

Thickness via 

profilometry (nm) 

Standard 

deviation (nm)  

CoPi  24 86  29 (n = 2) 

CoPi  48 473 73 (n = 2) 

CoPi  96 774 53 (n = 4) 

CoBi 10 108 10 (n = 4) 

CoBi 20 476 41 (n = 3)  

CoBi 40 1109 34 (n = 4)  

 

Table 3.S2: Fitting parameters for CoPi in H2O: 10 ms time range kinetics. 

 
 

Triexponential 

A 0.70 

B 0.27 

C 0.18 

k1 184428 

k2 8862 

k3 91.0 
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Two stretched 

exponentials 

A 5.30 

B 1.31 

k1 1.96e+07 

k2 6.06e+05 

β1 0.233 

β2 0.113 

 
 

Biexponential 

A 0.66 

B 0.26 

k1 65440 

k2 226.5 

 
 

Two exponentials, one 

stretched exponential 

A 0.14 

B 0.58 

C 1.61 

k1 21440 
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k2 256400 

k3 3.83e+06 

β 0.099 

 

 

Table 3.S3: Fitting parameters for CoBi in H2O: 10 ms time range kinetics 

 
 

Triexponential 

A 0.98 

B 0.19 

C 0.11 

k1 260675 

k2 11164 

k3 213.7 

 
 

Two stretched 

exponentials 

A 3.19 

B 1.30 

k1 1.70e+06 

k2 1.91e+06 
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β1 0.468 

β2 0.134 

 
 

Biexponential 

A 0.88 

B 0.20 

k1 169553 

k2 841 

 

 
 

Two exponentials, one 

stretched exponential 

A 0.61 

B 3.01 

C 1.68 

k1 226045 

k2 1.46e+06 

k3 7.73e+06 

β 0.123 

 

Table 3.S4: Fits of two stretched exponentials to the normalized average decay of CoPi in MeOH 
and CoBi in MeOH.  
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CoPi 

A 0.40 

B 3.87 

k1 2.00e+05 

k2 1.25e+07 

β1 1.20 

β2 0.16 

  
 

CoBi 

A 2.76 

B 0.36 

k1 7.39e+05 

k2 3.48e+04 

β1 0.72 

β2 0.33 
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C h a p t e r  4  

MAGNETIC FIELD EFFECTS ON ELECTROCATALYTIC OXYGEN EVOLUTION BY 
AMORPHOUS COBALT OXIDE FILMS  

 

Adapted from: 

Mirzoyan, R.; Barrientos, H. K.-H.; Hwang, K. H.; Hadt, R. Magnetic Field Effect on the 
Electrocatalytic Activity of Cobalt-Phosphate Oxyhydroxide Oxygen Evolving Thin Films. 
ChemRxiv August 23, 2024. https://doi.org/10.26434/chemrxiv-2024-k3x2k. 
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A p p e n d i x  A  

ELUCIDATING TOTALLY SYMMETRIC VIBRATIONAL MODE CONTRIBUTIONS OF 
S = ½ MOLECULAR QUBIT CANDIDATES THROUGH RESONANCE RAMAN 

SPECTROSCOPY  
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