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ABSTRACT

This thesis investigates the neural and computational mechanisms underlying human
decision-making in unfamiliar environments through three interconnected studies.
The first study demonstrates that aesthetic value computation for visual art can be
systematically predicted from visual features, which are hierarchically represented
along the brain’s rostrocaudal axis, as revealed by combining deep neural networks
with functional MRI data. The second study examines feature-based transfer learn-
ing, highlighting the importance of slow integration mechanisms, akin to glial cell
functions, for effective knowledge transfer in humans. The third study explores how
action affordance influences decision-making in novel environments, showing that
action selection results from a competitive interaction between affordance-based and
value-based systems, with meta-control exerted by the pre-supplementary motor area
and anterior cingulate cortex. Taken together, these studies provide a comprehensive
neuro-computational perspective for understanding how the brain navigates novel
environments by doing feature-based value computation, transferring knowledge,
and using affordance as a guide for action selection.
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C h a p t e r 1

GENERAL INTRODUCTION

1.1 Overview
Decision-making in novel environments, where an individual encounters a situation
they have never experienced before, is challenging but occurs almost every day in our
daily lives. For example, choosing what to eat in a restaurant you are visiting for the
first time involves evaluating multiple factors, such as visual cues from menu photos
or past experiences at similar restaurants. In such scenarios, decisions are made
by integrating current environmental cues with knowledge from past experiences.
This interplay between new information and prior knowledge enables individuals to
make informed choices, even in unfamiliar situations.

The ability to navigate novel environments and make effective decisions is a funda-
mental aspect of human cognition, and understanding how the brain achieves this
cognitive flexibility is crucial for advancing our knowledge of natural intelligence.
It also has significant implications for the development of artificial intelligence
systems that can replicate or assist in human decision-making.

This thesis explores the computational and neural mechanisms that enable decision-
making in novel environments. First, feature-based value computation will be
studied, as it is a key mechanism that supports value assessments in never-before-
seen environments, facilitating reasonable decision-making. Imagine a situation
where you make a food choice at an exotic restaurant solely based on pictures. You
might focus on visual features, such as whether the dish has a lot of red, which
might indicate the spiciness of the cuisine. Here, feature-based value computation
will be discussed using one of the most complex visual stimuli we can imagine:
visual arts. Computational modeling of the valuation process will be explored using
feature-based computation and cutting-edge techniques from artificial intelligence
which transforms high-dimensional pixel inputs are into a scalar liking value in a
biologically plausible manner.

Next, we will explore transfer learning, which supports decision-making in novel
environments by enabling humans to apply previously learned knowledge to the
current situation. For example, when you play a new video game, you might rely on
your experience with similar games to understand the basic mechanics, controls, and
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objectives. This ability to transfer knowledge from one context to another allows for
quicker adaptation and more effective decision-making, even in unfamiliar settings.
The study of transfer learning in this thesis will focus on scenarios in which multiple
environments share visual cues. The computational mechanisms behind learning
the meaning of these cues and transferring this knowledge will be discussed using
online and offline behavioral data.

Finally, the concept of action affordance will be examined as a critical factor in
decision-making within real-world novel environments. Action affordance refers to
the ability to perceive potential actions that an environment offers, based on both its
physical characteristics and the individual’s capabilities. For instance, when faced
with an unfamiliar tool, you might infer its possible uses based on its shape and
similarity to other tools you have used before. This aspect of decision-making is
essential for quickly determining the most appropriate actions in a new environment,
allowing for effective interaction and problem-solving. The neuro-computational
mechanisms behind the effect of affordance in value-based decision-making will be
explored.

Together, these studies will provide a comprehensive understanding of how the
brain computes value, transfers knowledge, and perceives action opportunities in
novel environments, thereby enabling adaptive and intelligent learning and decision-
making.

1.2 Decision neuroscience
Decision neuroscience, also known as neuroeconomics, is a field that seeks to under-
stand how the brain supports decision-making processes. It integrates principles and
methods from neuroscience, psychology, economics, and computer science to study
the neural basis of decision-making. Historically, decision-making was primarily
studied within the realms of psychology and economics, with a focus on behavior
and the outcomes of decisions rather than the underlying neural mechanisms. The
foundation for neuroeconomics was established by combining economic theories
with neurobiological data (Glimcher and Rustichini, 2004).

In classical economics, it was assumed that humans make logically optimal deci-
sions, such as maximizing utilities, the outcomes of their decisions, based on a set
of rational principles. This assumption is central to the concept of the “rational
actor,” a theoretical individual who always chooses the option that maximizes their
utility. However, a series of behavioral data showed that classical economics does
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not realistically describe actual human decision-making. For instance, real human
decisions often violate the principle of transitivity. In classical economics, if a
person prefers option A over option B and option B over option C, they should
logically prefer option A over option C. However, empirical studies have shown that
human preferences are not always consistent in this way (Tversky, 1969). More-
over, classical economics fails to explain phenomena such as loss aversion, framing
effects, and overconfidence, where people deviate from rational behavior predicted
by utility maximization (Kahneman and Tversky, 1984; Thaler, 1985).

The emergence of neoclassical economics was started by incorporating psycholog-
ical insights into economic models. This transition was significantly influenced
by the findings of psychologists like Daniel Kahneman and Amos Tversky (Kah-
neman and Tversky, 2013). Kahneman and Tversky proposed Prospect Theory,
which became a cornerstone of behavioral economics and laid the groundwork for
decision neuroscience. Prospect Theory introduced the concept that people value
gains and losses differently, leading them to make decisions based on perceived
potential losses rather than potential gains. This theory explains why people are
often risk-averse when pursuing potential gains but become risk-seeking when try-
ing to avoid losses. It also introduced the idea of loss aversion, where the pain of
losing is psychologically more impactful than the pleasure of gaining (Tversky and
Kahneman, 1992; Kahneman, 2011).

Prospect Theory challenged the traditional economic models by showing that human
decision-making is influenced by biases, heuristics, and emotional responses, rather
than purely rational utility maximization. This paradigm shift opened the door for
further exploration into the cognitive and neural processes that support decision-
making. Researchers began to investigate how different brain regions contribute
to evaluating risks and rewards, processing uncertainty, value, and integrating past
experiences with current information.

The field of decision neuroscience emerged from these interdisciplinary explo-
rations, seeking to identify the specific brain circuits and mechanisms involved in
decision-making (Glimcher and Rustichini, 2004). Significant progress in decision
neuroscience has been driven by studies using model animals, such as macaques and
rodents, where electrophysiological techniques have been employed to record neu-
ronal activity with high temporal and spatial resolution. These animal studies have
provided critical insights into the neural dynamics of decision-making processes,
allowing researchers to link specific neural circuits to behavior (Schultz et al., 1997;
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Shadlen and Newsome, 2001). In addition, advances in neuroimaging techniques,
such as functional magnetic resonance imaging (fMRI), have allowed researchers
to directly observe brain activity during decision-making tasks in humans as well.
Together, these studies have revealed that decision-making is supported by a network
of brain regions, including the prefrontal cortex (PFC), striatum, anterior cingulate
cortex (ACC), and posterior parietal cortex (PPC) each playing a role in different
aspects of the decision-making process (Gold and Shadlen, 2007).

The prefrontal cortex (PFC) is essential for higher-order cognitive functions and
plays a pivotal role in decision-making. Within the PFC, the orbitofrontal cortex
(OFC) is particularly important for encoding the value of different options, integrat-
ing sensory information with knowledge of expected outcomes to guide decision-
making. One of the first evidence that OFC encodes economical value was shown in
monkey experiments, which identified neural activities that encode the quantity of
juice outcomes independent of the location to the choice options (Padoa-Schioppa
and Assad, 2006). A series of fMRI studies also showed that OFC and ventromedial
preforntal cortex (vmPFC) have activities correlated with subjective values indepen-
dent of the type of outcome that resemble common currencies of value or the true
meaning of utility (Chib et al., 2009; Levy and Glimcher, 2012; Plassmann et al.,
2007). On top of that, recent studies showed that the subjective value is constructed
in feature-based computation which feature representation is supported by lateral
orbitofrontal cortex (lOFC). For example, it has shown that subjective value on food
can be explained by the subjective assessment of the nutrient content of the food
and those nutrient information are represented in lOFC (Suzuki et al., 2017b).

In addition, the neural correlates of decision-making have also been found in the
posterior parietal cortex (PPC) and other effector-specific regions, such as the frontal
eye field (FEF). The PPC, particularly the lateral intraparietal area (LIP), has been
shown to play a crucial role in the representation of decision variables, particularly in
tasks involving spatial attention and saccadic eye movements. For example, neural
activities in the LIP were shown to be reflecting the outcomes of the choice options
that invloves saccadic eye movments to making decisions (Platt and Glimcher, 1999;
Dorris and Glimcher, 2004). Also, neurons in the LIP encode the accumulated evi-
dence for making a decision about the direction of motion in a visual task, effectively
reflecting the gradual formation of a decision over time (Gold and Shadlen, 2007).
This area of the PPC is involved in integrating sensory evidence with motor plans,
linking the perception of stimuli to the actions required to respond, which suggests
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its role as a key node in the decision-making process (Andersen et al., 1997; Snyder
et al., 1997; Andersen and Cui, 2009; ?).

Moreover, the FEF, traditionally associated with the control of eye movements, has
been implicated in decision-making processes related to visual attention and sac-
cades. It is found that FEF neurons not only predict the direction of upcoming
saccades but also encode information about the relative value of different eye move-
ment choices, indicating that this region integrates decision-related signals with
motor planning (Schall, 2001).

Furthermore, effector-specific regions outside the PPC and FEF, such as the dorsal
premotor cortex (PMd), have been shown to encode decision variables related to the
selection of motor actions. It is demonstrated that neurons in the PMd are involved
in planning and deciding between competing motor actions, with neural activity
representing the competition between potential movements before the final decision
is made (Cisek and Kalaska, 2005, 2010; Cisek, 2007). This supports the idea
that decision-making is not confined to prefrontal regions but involves a distributed
network, including effector-specific areas that are directly related to the execution
of chosen actions.

The anterior cingulate cortex (ACC) is implicated in monitoring conflicts and er-
rors, assessing the costs associated with different choices (Rushworth et al., 2004;
Shenhav et al., 2017). It helps the brain to adapt behavior in response to unex-
pected outcomes and is particularly active when decisions require weighing difficult
trade-offs. For example, a series of studies using the Stroop task has shown that
the ACC represents the cognitive control signal necessary to selectively process
goal-related information when sensory information conflicts with task goals. In the
Stroop task, where participants must name the color of the ink a word is printed in
while ignoring the word itself (e.g., the word “red” printed in blue ink), the ACC is
activated in response to the conflict between the automatic reading process and the
task requirement to name the ink color. The ACC was found to be more active during
high-conflict trials in the stroop task, supporting its role in conflict monitoring and
signaling the need for increased cognitive control (Botvinick et al., 2001; Yeung
et al., 2004b).

The striatum, particularly the ventral striatum, plays a crucial role in processing
rewards and adapting choice behavior to maximize rewards. It receives dopaminer-
gic signals from the midbrain that encode reward prediction errors—the difference
between expected and actual outcomes (Schultz et al., 1997). This feedback mech-
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anism allows the brain to learn from experience, updating expectations and refining
future decisions. The dorsal striatum, on the other hand, is closely associated with
habitual decision-making, where behaviors become automatic through repeated re-
inforcement. It has shown that the dorsal striatum is involved in the development of
habits, as it integrates the history of actions and their outcomes, reinforcing behavior
patterns that lead to consistent rewards (Yin and Knowlton, 2006; Tricomi et al.,
2009b).

Studies on reinforcement learning (RL) have further demonstrated that the dorsal and
ventral striatum support different aspects of the learning process. The dorsal striatum
is primarily related to the prediction error when an action is involved, indicating
its role in instrumental learning. In contrast, the ventral striatum is associated with
prediction errors even in the absence of action, emphasizing its role in value-based
learning where outcomes are anticipated without direct behavioral input (O’Doherty
et al., 2004). This distinction underscores the specialized functions of these striatal
regions in different forms of learning and decision-making.

Together, these neural circuits form an integrated network that supports the complex
and dynamic process of decision-making. The interaction between these regions
allows for the flexible evaluation of options, the integration of past experiences
and the physical constraint, and the adjustment of behavior in response to new
information and changing circumstances.

1.3 Artificial intelligence and reinforcement learning
Artificial intelligence (AI) has been widely accepted in modeling complex human
behaviors, brain functions, and decision-making processes. One prominent exam-
ple of AI’s contribution to neuroscience is the use of Convolutional Neural Net-
works (CNNs) as models of the ventral visual stream (Yamins and DiCarlo, 2016;
Kriegeskorte, 2015). The ventral visual stream, often referred to as the “what” path-
way, is crucial for object recognition and visual perception. CNNs, inspired by the
hierarchical organization of the visual cortex, have been widely used to model how
the brain processes visual information. These networks consist of layers that mimic
the stages of visual processing in the brain, from simple edge detection in early
layers to complex object recognition in later layers that mimics the activities in the
V4 and inferior temporal cortex (Yamins et al., 2014). The neural representations
in CNNs are not limited to those learned through supervised training on image clas-
sification tasks; unsupervised contrastive training can also enable CNNs to mimic
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the ventral visual stream(Zhuang et al., 2021a). Additionally, a study that trained
a CNN using Q-learning, a reinforcement learning algorithm, demonstrated that
the network could represent action-related state information, similar to the dorsal
stream’s function in the brain (Cross et al., 2021).

The other prominent sub-field in AI, reinforcement learning (RL), has been widely
accepted as a biologically plausible account of value learning and decision-making
in humans and animals. At its core, RL involves an agent learning to make decisions
by interacting with an environment, receiving feedback in the form of rewards or
punishments, and updating its behavior to maximize cumulative rewards. This
process is mathematically formalized using concepts like the Bellman equation and
Temporal Difference (TD) learning. The Bellman equation provides a recursive
decomposition of the value of a state into immediate rewards plus the expected
value of subsequent states, guiding the learning process. TD learning, in particular,
captures the idea of prediction error—the difference between expected and actual
outcomes—which has been closely linked to midbrain dopaminergic activities in the
brain. This connection suggests that dopamine neurons encode prediction errors,
providing a neurobiological substrate for RL-like learning mechanisms (Schultz
et al., 1997; Sutton, 2018).

In reinforcement learning (RL), approaches are generally categorized into policy-
based and value-based methods, with the value-based approach further divided
into model-free and model-based RL. Model-free RL involves learning the value
of actions directly from experience, without constructing an explicit model of the
environment. This approach is often associated with habitual decision-making in hu-
mans and animals, where actions become automatic through repeated reinforcement.
Conversely, model-based RL entails building an internal model of the environment
(Tolman, 1948), enabling goal-directed behavior through planning and simulating
future outcomes before making decisions. This distinction between model-free and
model-based RL has been mapped onto human behavior and brain function, with
model-free processes linked to the dorsolateral striatum and habitual behavior, while
model-based processes are associated with the prefrontal cortex and goal-directed
decision-making. Notably, studies using two-step Markov decision tasks have al-
lowed researchers to behaviorally dissociate habitual and goal-directed behaviors,
explaining them as a mixture of model-based and model-free RL processes (Daw
et al., 2005; Lee et al., 2014b). The concept that human behavior results from the
interaction of multiple specialized systems has been expanded to model learning
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from observing others’ behavior as well (O’Doherty et al., 2021a; Charpentier et al.,
2020).

RL has also been integrated with neural networks, particularly in the form of deep
reinforcement learning, to predict and model complex behaviors. By combining
deep learning techniques with heuristics that stabilize the training process, deep RL
models can handle high-dimensional inputs, such as visual data, allowing them to
perform tasks like playing video games or controlling robotic systems with human-
like proficiency (Mnih et al., 2015; Silver et al., 2016). These models learn to extract
task-relevant features from raw sensory inputs and use them to make decisions,
paralleling the way the brain processes information along the dorsal visual pathway
(Cross et al., 2021). Recent advances in RL have introduced the use of multiple
policies, modulated by an arbitrator based on each policy’s performance on the
current task, akin to the concept of a mixture of experts and arbitration among
different systems (Badia et al., 2020; Fan et al., 2023). Utilizing multiple policies
and reapplying them to new tasks has also been explored as a solution for transfer
learning in the RL context (Fernández and Veloso, 2006; Fernández et al., 2010).

The flexibility of deep learning and deep RL has led to the development of a new class
of behavior modeling with significantly enhanced predictive power. For instance,
using recurrent neural networks (RNNs) for behavioral modeling has shown greater
sensitivity in distinguishing the choice characteristics of mental health patients from
those of the healthy population (Dezfouli et al., 2019b). Moreover, RNNs have
demonstrated the ability to uncover underlying cognitive mechanisms, with trial-by-
trial updating patterns of hidden activations that align with models that simulated
the behaviors (Ji-An et al., 2023b; Miller et al., 2024). This advancement heralds a
new era of cognitive modeling, capable of addressing more complex and naturalistic
behaviors.

The flexibility and predictive power of deep learning and deep reinforcement learning
models have not only enhanced our ability to simulate and predict human behav-
ior and neural activities but have also opened new avenues for understanding the
intricacies of mental health, cognitive disorders, and naturalistic decision-making.
As AI continues to evolve, its applications in neuroscience will likely lead to even
deeper insights into the workings of the human brain, providing a foundation for the
development of more sophisticated and human-like AI systems.
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1.4 Motivation for the Thesis
Chapter 2 will explore the computational mechanisms underlying value computation
using naturalistic visual stimuli, specifically focusing on the domain of art. We aim to
investigate how the brain transforms complex visual inputs into subjective aesthetic
preferences by leveraging feature-based analysis and computational modeling.

The motivation for this project stems from the concept of feature-based value com-
putation, which posits that preferences for complex stimuli can be constructed by
integrating various features extracted from those stimuli (Palmer et al., 2013; Chat-
terjee, 2003; Pelletier and Fellows, 2019; Suzuki et al., 2017a). In the context
of art, individual artworks possess a wide range of features—from low-level vi-
sual properties such as color, contrast, and texture to high-level semantic elements
like meaning, emotion, and symbolism(Leder et al., 2004). Understanding how
these features collectively shape subjective aesthetic judgments can reveal the com-
putational principles underlying human preference formation (Ramachandran and
Hirstein, 1999; Zeki, 2002).

Previous research has explored the psychological and neural bases of aesthetic judg-
ment, highlighting the influence of multiple features and the role of PFC (Kawabata
and Zeki, 2004; Cela-Conde et al., 2004; Leder et al., 2004). While models of
aesthetic processing have suggested feature-based valuation as a mechanism, they
rarely address how such features are extracted from complex, naturalistic images
like works of art and used for constructing subjective preference.

Machine learning and computer vision research have advanced feature extraction
techniques, with convolutional neural networks demonstrating success in modeling
human-like visual recognition (Bishop, 2006; Yamins and DiCarlo, 2016; Dezfouli
et al., 2019a; LeCun et al., 2015). However, few studies have applied these mod-
els to aesthetic valuation, where subjective preferences must be inferred from a
high-dimensional feature space. Additionally, it remains unclear how feature repre-
sentations extracted by computational models correspond to neural representations
supporting human preferences. Another gap in the literature is the limited under-
standing of how various levels of features—ranging from low-level visual statistics
to high-level semantic attributes—are integrated to form subjective value judgments.

To address these gaps, Chapter 2 will combine computational modeling with neu-
roimaging to investigate how human preferences for art emerge from a multi-level
feature integration process. We will apply CNNs to extract low- and high-level
features from visual art, and analyze brain activity to uncover neural mechanisms
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supporting value computation. This approach will help advancing our understanding
of the neural basis of art appreciation.

In chapter 3, I will explore human transfer learning, employing RL algorithms to
model this complex cognitive process. The findings from this study are expected
to provide valuable insights into addressing transfer learning challenges within the
RL context, potentially offering novel solutions to this longstanding problem in AI
(Parisi et al., 2019; Flesch et al., 2023).

Previous research in cognitive science has extensively explored transfer learning
through declarative memory frameworks, and cognitive map theories (Tolman, 1948;
Reber et al., 1996; Squire and Zola, 1996). While RL models have provided
valuable insights into how humans adapt to new tasks, they typically assume task-
specific learning and struggle to generalize across environments (Botvinick, 2012;
Tessler et al., 2017). Declarative memory models emphasize flexible knowledge
application but lack precise computational implementations of how such flexibility
arises. Similarly, cognitive map theories have been useful for structural knowledge
tasks but do not generalize well to feature-based transfer domains (Mark et al.,
2020).

A notable gap in the literature is the limited exploration of how humans maintain
long-term, transferable representations of feature-based information across tasks.
Additionally, research on RNNs has demonstrated success in modeling sequential
behavior, but RNNs typically lack biologically plausible mechanisms for retaining
learned knowledge over extended periods (Ji-An et al., 2023b; Miller et al., 2024).

To address these limitations, we incorporate slow integration mechanisms inspired
by the physiological properties of astrocyte glial cells, which presumably support
long-term information retention (Mu et al., 2019; Perea et al., 2009a; Kofuji and
Araque, 2021; Mederos et al., 2021; Wang et al., 2017). We hypothesize that such
mechanisms enable the gradual accumulation of learned feature-based information,
facilitating transfer learning across tasks. To test these models, we designed a
feature-based multi-armed bandit task, requiring participants to learn action values
based on shared visual features. We collected three independent behavioral datasets
from both online and in-person experiments to ensure robust, generalizable results.
Through model-driven analysis, we compare RL models with and without slow
integration components, alongside RNN models, to identify the mechanisms best
capturing human transfer learning behavior.
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Chapter 4 will explore the computational and neural mechanisms underlying nat-
uralistic decision-making, focusing on how action affordance shapes value-based
learning in novel environments. Specifically, we aim to investigate how action
affordances interact with value-driven decision-making processes (Cisek, 2007).

Previous research in cognitive neuroscience and psychology has extensively studied
action affordance in terms of automatic action potentiation (Ellis and Tucker, 2000;
Zhang et al., 2021). Studies have shown that affordances can prime actions com-
patible with an object’s physical properties, facilitating action selection in visually
guided tasks (Symes et al., 2007; Cisek and Pastor-Bernier, 2014). However, these
accounts primarily focus on immediate action selection and do not explain how
affordance-based processes might contribute to learning and adaptation in complex
decision-making environments (Pastor-Bernier and Cisek, 2011).

One key gap in the literature is understanding how action affordances influence
the learning process itself rather than merely biasing action selection. It remains
unknown whether affordances act as a persistent bias, an initial prior to guide
exploration, or as a fully independent controller that dynamically competes with
value-driven policies.

To address these open questions, we designed a novel decision-making task that
explicitly manipulates action affordance and reward contingencies. Using this task,
we collected both behavioral and fMRI data to model the competing influences
of affordance-based and value-based policies. Through computational modeling,
we test whether these systems function as independent controllers governed by a
meta-controller, and we examine the neural correlates of this arbitration process.
By integrating insights from cognitive neuroscience and artificial intelligence, this
work aims to advance our understanding of how action affordances shape adaptive
behavior in complex and dynamic environments.
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C h a p t e r 2

AESTHETIC PREFERENCE FOR ART EMERGES FROM A
WEIGHTED INTEGRATION OVER HIERARCHICALLY

STRUCTURED VISUAL FEATURES IN THE BRAIN

The following chapter is adapted from Iigaya et al., 2021 and Iigaya et al., 2023 and
modified according to Caltech Thesis format.

Kiyohito Iigaya, Sanghyun Yi, Iman A Wahle, Koranis Tanwisuth, and John P
O’Doherty. Aesthetic preference for art can be predicted from a mixture of low-
and high-level visual features. Nature human behaviour, 5(6):743–755, 2021.
doi: https://doi.org/10.1038/s41562-021-01124-6.

Kiyohito Iigaya, Sanghyun Yi, Iman A Wahle, Sandy Tanwisuth, Logan Cross, and
John P O’Doherty. Neural mechanisms underlying the hierarchical construction
of perceived aesthetic value. Nature Communications, 14(1):127, 2023. doi:
https://doi.org/10.1038/s41467-022-35654-y.

2.1 Abstract
It is an open question whether preferences for visual art can be lawfully predicted
from the basic constituent elements of a visual image. Moreover, little is known
about how such preferences are actually constructed in the brain. Here we developed
and tested a computational framework to gain an understanding of how the human
brain constructs aesthetic value. We show that it is possible to explain human
preferences for a piece of art based on an analysis of features present in the image.
This was achieved by analyzing the visual properties of drawings and photographs
by multiple means, ranging from image statistics extracted by computer vision
tools, subjective human ratings about attributes, to a deep convolutional neural
network. Crucially, it is possible to predict subjective value ratings not only within
but also across individuals, speaking to the possibility that much of the variance in
human visual preference is shared across individuals. Neuroimaging data revealed
that preference computations occur in the brain by means of a graded hierarchical
representation of lower and higher level features in the visual system. These features
are in turn integrated to compute an overall subjective preference in the parietal and
prefrontal cortex. Our findings suggest that rather than being idiosyncratic, human
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preferences for art can be explained at least in part as a product of a systematic
neural integration over underlying visual features of an image. This work not
only advances our understanding of the brain-wide computations underlying value
construction but also brings new mechanistic insights to the study of visual aesthetics
and art appreciation.

2.2 Introduction
From ancient cave paintings to digital pictures posted on Instagram, the expression
and appreciation of visual art is at the core of human experience. As Kant famously
pointed out, art is both subjective and universal (Kant (1987)). Each individual
person may have his/her own taste, but a given piece of art can also appeal to a
large number of people across cultures and history. This subjective universality
raises a fundamental question: should artistic tastes be likened to the inscrutable,
idiosyncratic, and irreducible, or is it possible to deduce lawful and generalizable
principles by which humans form aesthetic opinions?

The nature of aesthetic judgment has long been subject to empirical investigation
(Fechner (1876); Ramachandran and Hirstein (1999); Zeki (2002); Leder et al.
(2004); Biederman and Vessel (2006); Chatterjee (2011); Shimamura and Palmer
(2012); Palmer et al. (2013); Leder and Nadal (2014)). Some studies have focused
on the visual and psychological aspects of art might influence aesthetics (e.g., see
Ramachandran and Hirstein (1999); Chatterjee (2003); Leder et al. (2004); Bar and
Neta (2006); Palmer et al. (2013); Van Paasschen et al. (2014)), while other work has
highlighted the brain regions whose activity level correlates with aesthetic values
(e.g., Cela-Conde et al. (2004); Kawabata and Zeki (2004)). However, attaining a
mechanistic understanding of how humans compute aesthetic judgments in the first
place from the raw visual input has thus far proved elusive.

A long-standing finding, which partly supports the idiosyncrasy of preference forma-
tion, is that prior experience with a specific stimulus can influence value judgment,
such as the role of prior episodic memories involving the item, or prior associative
history (Fechner (1876); Ramachandran and Hirstein (1999); Zeki (2002); Leder
et al. (2004); Weber and Johnson (2006); Wimmer and Shohamy (2012); Barron
et al. (2013)). However, while the influence of past experience on current prefer-
ence is undeniable, humans can express preferences for completely novel stimuli,
suggesting that value judgments can be actively and dynamically computed.

It is an open question how the brain can transform realistically complex stimuli into
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a simple subjective value. The brain takes a massively high-dimensional input (e.g.,
a complex art image) and eventually reduces this input to a one-dimensional scalar
output (e.g., how much do I like this?). Little is known about how dimensionality
reduction can be performed at this scale, while generating reliable output (preference
ratings) for all kinds of visual input.

In machine-learning, classification problems (e.g., dog vs. non-dog) are typically
solved by projecting an input to a feature space (Bishop (2006)). Each feature is a
useful attribute that guides the classification of the input. Features can be engineered
by taking easily observable characteristics of an object (e.g., its height and weight),
or in other cases can be implicitly generated in a more abstracted and less easily
interpretable manner (e.g., the activation patterns of hidden layers in deep artificial
neural networks).

While previous studies have hinted at the use of such a feature-based framework,
in those prior studies the features involved were salient and obvious properties of a
stimulus (e.g., multi-attribute artificial stimuli including the movement and the color
of dots (Kahnt et al. (2011b); Mante et al. (2013); Pelletier and Fellows (2019)), or
items that are suited to a functional decomposition such as food odor (Howard and
Gottfried (2014)) or nutritive components (Suzuki et al. (2017a)); see also (Hare
et al. (2009); Lim et al. (2013))). However, in the case of visual imagery, the
sheer visual complexity of one art piece, as well as the enormous variation between
pieces, renders the task of identifying the relevant features that underpin this process
exceedingly challenging. In addition, it is not even clear if features are extracted and
used for aesthetic judgment in the first place. Moreover, even if relevant features
are identified, it is unknown to what extent people may idiosyncratically select the
features they use to shape their preferences and how they weigh those features to
generate value judgments. Finally, the manner by which a complex visual image
gets transformed into relevant features and then into a subjective value, is unclear.

Here, we aimed to establish a general mechanism that could underpin the construc-
tion of aesthetic preference. We first extracted features of an art image that have been
theorized to play a role in aesthetic valuation (Palmer et al. (2013); Li and Chen
(2009); Chatterjee et al. (2010); Vaidya et al. (2017); Chatterjee (2003)). These
features reflect subjective judgments about an image, and as such, we deemed them
to be “high-level” features, as they required human judgment to determine their
presence in an image. We augmented this with a bottom-up process that extracted
visual features derived from each image’s statistics and visual properties, a feature
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set we labeled as “low-level.” We then used ratings from human participants’ across
a large set of painting and photography images to ascertain the extent to which we
could predict art preferences using our image feature set. Finally, we applied a deep
convolutional neural network (DCNN) to establish the degree to which features for
computing visual preference might emerge spontaneously while processing visual
images in an (approximately) brain-like architecture. Finally, we applied both linear
and DCNN models to functional magnetic resonance imaging (fMRI) data collected
from human participants, which allowed us to identify the specific neural mecha-
nisms underlying these feature representations during the evaluation of visual art, as
well as to identify the mechanism by which such features are integrated to produce
a value judgment.

2.3 Results
Linear feature summation (LFS) model predicts human valuation of visual art
Participants were asked to report how much they liked various pieces of art (images
of paintings). The data were collected from both in-lab (N=7) and online participants
using Amazon Mechanical-Turk (N=1359). In-lab participants were recruited from
the local community. These participants visited our lab in person and performed the
task in a standard laboratory setting, while online participants performed the task
over the internet.

On each trial, participants were presented with an image of a painting on a computer
screen and asked to report how much they liked it on a scale of 0 (not at all) to 3 (very
much) (Figure 2.1A). Each of the in-lab participants rated all of the paintings without
repetition (1001 different paintings), while online participants rated approximately
60 stimuli, each drawn randomly from the image set. The stimulus set consisted of
paintings from a broad range of art genres (Figure 2.1B), and each online participant
saw images that were taken with equal proportions from different genres to avoid
systematic biases related to style and time-period.

Using this rating data, we tested our hypothesis that the subjective value of an indi-
vidual painting can be constructed by integrating across features commonly shared
across all paintings. For this, each image was decomposed into its fundamental
visual and emotional features. These feature values are then integrated linearly,
with each participant being assigned a unique set of features weights from which
the model constructs a subjective preference (Figure 2.1C). This model embodies
the notion that subjective values are computed in a feature space, whereby overall
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Figure 2.1: Testing the linear feature summation (LFS) model that constructs
aesthetic value of visual stimuli. (A). The task (ART: art-liking rating task). Par-
ticipants were asked to report how much they like a stimulus (a piece of artwork)
shown on the screen using a four-point Likert rating ranging from 0 to 3. (B).
Example stimuli. The images were taken from four categories from Wikiart.org.:
Cubism, Impressionism, Abstract art and Color Fields, and supplemented with art
stimuli previously used (Vaidya et al. (2017)). Each m-turk participant performed
approximately 60 trials, while in-lab participants performed 1001 trials (one trial
per image). (C). Schematic of the LFS model. A visual stimulus (e.g., artwork) is
decomposed into various low-level visual features (e.g., mean hue, mean contrast),
as well as high-level features (e.g., concreteness, dynamics). We hypothesized that
high-level features are constructed from low-level features, and that subjective value
is constructed from a linear combination of all low and high-level features. (D).
How features can help construct subjective value. In this example, preference was
separated by the concreteness feature. (E). In this example, the value over the con-
creteness axis was the same for four images; but another feature, in this case, the
brightness contrast, could separate preferences over art. Due to copyright issues,
some paintings presented here are not identical to what we actually used. Credit:
History and Art Collection, ART Collection, Aleksandra Konoplya, Alamy Stock
Photo, RISD Museum.
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Figure 2.2: The LFS model successfully predicts the subjective value of paintings.
(A). The LFS model with shared features captured in-lab participants’ art liking
ratings. The predictive score, defined by the Pearson correlation coefficient between
the model’s out-of-sample prediction and actual ratings, was significantly greater
than chance for all subjects who performed the task in the lab. The model was
trained on six participants and tested on the remaining participant (blue), trained
and tested on the same participant (red), and trained on on-line participants and tested
on in-lab participants (yellow). In-lab subjects performed a long task with 1001
trials. Statistical significance was tested against a null distribution of correlation
scores constructed by the same analyses with permuted image labels. The chance
level (the mean of the null distribution) is indicated by the dotted lines (at 0).
The same set of features (shown in C) was used throughout the analysis. (B).
Our model also successfully accounted for the on-line participants’ liking of the
art stimuli. We trained the model on all-but-one participants and tested on the
remaining participants (left). We also fit the model separately to in-lab participants
and tested it independently on all on-line participants (middle). The model predicted
liking ratings significantly in all cases, even when we used low-level attributes alone
(right). Each on-line participant performed approximately 60 trials. The error bars
show the mean and the SEM over participants. The chance level (the mean of the
null distribution constructed in the same manner as F) is indicated by the dotted
line. (C). Weights on shared features that were estimated for in-lab participants. We
estimated weights by fitting individual participants separately. (D). The low-level
features can predict the variance of high-level features. Classification accuracy (high
or low values, split by medians) are shown. Note that though the prediction is highly
significant, there is still a small amount of variance remaining that is unique to
high-level features. The chance level (the mean of the null distribution) is indicated
by the dotted line. The error bars indicate the standard errors over cross-validation
partitions. In all panels, three stars indicate 𝑝 < 0.001 against permutation tests.
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Figure 2.3: Cluster analysis in the feature space suggests the existence of distinct
groups of individuals who vary in their preference computations across our online
sample. (A). The estimated feature weights of all participants, colored by cluster
membership. We fit the LFS model to each individual online participant. We
then performed a clustering analysis on the estimated weights using a Gaussian
mixture model. The number of Gaussians was optimized by comparing Bayes
Information Criterion (BIC) scores. Estimated weights from three features are
shown for illustration. (B). The estimated feature weights at the center of each
cluster. Cluster 1 assigns a large positive value to concreteness, while cluster 3
assigns a large negative value to concreteness. Cluster 2 has a distinctively large
weight on the dynamics. (C). Predictive accuracy of participants in each cluster,
using a model with the mean of each gaussian as its parameters. The result suggests
that Cluster 1 and 2 have conflicting preferences, while cluster 3 is rather distinct.
(D). Example stimuli that were preferred by each cluster of participants. The
stimuli preferred by participants in cluster 1 include realistic landscape paintings,
some of which are from impressionism. The stimuli preferred by cluster 2 include
abstract, complex paintings, e.g., in cubism. Cluster 3’s favorite stimuli include
simple paintings in color fields and abstract art. Art images are purchased from
Alamy.com. Due to copyright, issues colour field paintings presented here are
not identical to what we actually used. Credit: History and Art Collection, ART
Collection, LatitudeStock, Volgi archive/Alamy Stock Photo, RISD Museum.
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subjective value is computed as a weighted linear sum over feature content (Figure
2.1DE). We refer to this model as the Linear Feature Summation (LFS) model.

The LFS model extracts various low-level visual features from an input image using a
combination of computer vision methods (e.g., Li and Chen (2009)). This approach
computes numerical scores for different aspects of visual content in the image, such
as the average hue and brightness of image segments, as well as the entirety of the
image itself, as identified by machine learning techniques, e.g., Graph-Cuts Rother
et al. (2004) (Details of this approach are described in the Methods section). Thus,
we note that the LFS model performs a (weighted) linear sum over features, where
features can be constructed non-linearly.

The LFS model also includes more abstract or “high-level” attributes that are likely
to contribute to valuation. For this, we introduced three features based on previous
studies: Chatterjee et al. (2010); Vaidya et al. (2017) the image is ‘abstract or
concrete,’ ‘dynamic or still,’ ‘hot or cold,’ as well as a fourth high-level feature
concerning whether the image had a positive or negative emotional valence. Note
that “valence” is not necessarily synonymous with valuation: if a piece of art denotes
content with a negative emotional tone (e.g., Edvard Munch’s “The Scream”), it can
still be judged to have a highly positive subjective value by the art appreciator.
We hypothesized that these high-level features are constructed in downstream units
using low-level features as input (Figure 2.1C). However, because we do not know the
value of these high-level features a priori, following previous studies Chatterjee et al.
(2010); Vaidya et al. (2017) we invited participants with familiarity and experience
in art (n=13) to provide subjective judgments about the presence of each of these
features in each of the images in our stimulus set (though we note that a previous
study found that artistic experience did not affect feature annotations (Chatterjee
et al., 2010)). We took the average score over these experts’ ratings as the input
into the model representing the content of each high-level attribute feature for each
image.

The final output of the model is a linear combination of low- and high- level features.
We assumed that weights over the features are fixed for each individual, which is a
necessary requirement to derive generalizable conclusions about the features used
to generate valuation across images. As our high-level features were annotated by
humans, we treat low-level and high-level features equally, in a non-hierarchical
manner, in order to determine the overall predictive power of our LFS model.

We first determined a minimal set of features that can reliably capture rating scores
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across participants in order to gain insights into aesthetic preference universality.
For this, we performed a group-level lasso regression on the data we collected in our
in-depth in-lab study (n=7; each rated all 1001 images) using all of the low-level and
high-level features that we constructed. By doing so, we removed from consideration
those features that do not provide useful predictive information, ultimately selecting
the features most uniquely predictive of subjective value, leaving 9 low-level and 4
high-level attribute features. The features include some low-level features computed
from the entire images such as the ‘mean hue contrast’ and the ‘blurring effect’ as
well as some low-level features computed using segmentation methods such as the
‘position and the size of the largest segment,’ in addition to high-level features
(please see the Methods for more details). Note that while the integration weights
can be tuned for individual participant(s), the feature values for each image remain
consistent for all participants.

We then asked how a linear regression model with these features can predict an
individual’s liking for visual art. To our surprise, we found that we can predict
subjective ratings in both a within-, and out-of-, participants manner; the model
predicts subjective value not only when we trained the model’s weights on the same
participant (using a cross-validated procedure) but also when we trained the weights
on other in-lab participants, and even when we trained the weights in an entirely
independent sample of online participants (Figure 2.2A).

Similarly, we found that we could reliably predict value ratings for online partici-
pants (Figure 2.2B), not only when training the model on the online participants’
data (using leave-one-out cross-validation) but also when the model had been trained
using in-lab participants’ data. We also tested the extent to which we can predict
value from the low-level attributes alone. Removing the high-level features im-
paired predictive performance somewhat, but yielded highly significant prediction
nonetheless (Figure 2.2B). These results suggest that a non-negligible proportion of
the variance in participants’ aesthetic ratings can be captured using simple visual
features, and can be generalized across people and the art genres that we tested here.

Although we could predict each individual’s ratings by training the model on the
ratings of others, the degree to which each individual could be predicted from the
pooled weights of other participants varied considerably. This suggests that while a
common generic model of feature integration can predict individual liking ratings
to a surprisingly high degree, there are also likely to be individual differences in
how particular features are weighted, which reflects personal aesthetic tastes.
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We therefore asked how the model’s integration weights for each participant can
be varied across participants if we fit the model to each participant separately. We
found that the estimated model’s feature weights varied across in-lab participants,
though all seven of them assigned the largest positive value to the concreteness
feature (Figures 2.2C and 2.18). This preference for concreteness generalized to
many of the participants in our much larger scale dataset of online participants.
However, we also found that a significant number of participants showed a small or
even negative weight on the concreteness feature (Figure 2.3A).

To better understand the heterogeneity of aesthetic computation across our sample,
we aimed to identify potential clusters of individuals that might use features similarly,
using the large-scale online participants’ data. We fit the LFS model weights to
each individual participant, and then fit a Gaussian mixture model to the estimated
weights over participants. By comparing the Bayes Information Criteria score
between models with a different number of Gaussians, we identified three clusters
in the data (Figure 2.3A,B). Clusters 1 and 2 show somewhat opposing preferences,
while cluster 3 shows a distinct preference altogether (Figure 2.3C). Consistent
with our in-lab dataset, the majority of individuals (78%) in our online dataset
belonged to Cluster 1, showing a positive weight on the concreteness feature (Figure
2.3A,B), apparently preferring images of scenery and impressionism (Figure 2.3D).
The remainder belong to one of two other groups: cluster 2 (7%) exhibited a strong
preference for dynamic images (e.g., cubism), while cluster 3 (15%) had a large
negative weight on concreteness and a positive weight on valence, exhibiting a
preference for abstract art and color fields (Figure 2.3A,B,D). We also noticed that
the difference between clusters was not well described by art categories.

One potential concern might be that the model’s performance relies on the prefer-
ences for a particular art genre over the other (e.g., people may like impressionism
over cubism); however, the same model trained on all images captures significant
variations in preference within each art genre after taking out the effect of genre
preferences (Figure 2.19), suggesting that the model captures variations in subjec-
tive preference both within and across genres. Indeed, we found in a representation
dissimilarity analysis over visual stimuli, that low-level features seem to capture art
genres, but high-level features go beyond the genres (Figure 2.20).

Although our model can capture significant variance in aesthetic liking judgements,
it by no means captures everything. We compared our model’s out-of-participant
performance with the average correlations in ratings between participants, showing
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that there is significant variance in ratings that the model fails to capture in all of
the art genres (Figure 2.21). The latter provides an estimate of a noise ceiling, that
is, the variance in ratings that can in principle be predicted from the data. The
difference between the model’s predictions and the average ratings shows that there
is still significant remaining variance that the model fails to capture in all of the art
genres.

The above results are based on a linear regression of low- and high-level features,
but we also considered the possibility that high-level features are comprised of low-
level features (illustrated in Figure 2.1C). To assess this, we probed the degree to
which a linear combination of low-level features could predict the annotated ratings
of high-level features. For this, we trained a linear support vector machine using all
low-level features as input, and indeed we found that variance ascribed to high-level
features could be predicted by low-level features (Figure 2.2D). This suggests that
high-level features can be constructed using objective elements of the images, rather
than subjective sensations, although the construction may well depend on additional
nonlinear operations.

Finally, to test for the effects of the salience of features within the image on the
behavioral prediction, we calculated a saliency map for each stimulus using the
standard saliency toolbox Walther and Koch (2006). Then we re-calculated visual
features (11 global features, 20 segmented features) with the saliency map, simply
by filtering the features through the saliency map (please see Method for details).
We added these saliency-weighted features to the original feature set, and performed
linear regression analysis. We however found that the salience map filtered features
did not improve the model’s predictive accuracy (Figure 2.22).

The LFS model also predicts human valuation of photographs
One potential concern we had was that our ability to predict artwork rating scores
using this linear model might be somehow idiosyncratic due to specific properties
of the stimuli used in our stimulus-set. To address this, we investigated the extent to
which our findings generalize to other kinds of visual images by using a new image
database of 716 images Murray et al. (2012); Figure 2.4A), this time involving
photographs (as opposed to paintings) of various objects and scenes, including
landscapes, animals, flowers, and pictures of food. We obtained ratings for these
716 images in a new m-Turk sample of 382 participants. Using the low-level
attributes alone (these images were not annotated with high-level features), the
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Figure 2.4: The LFS model also predicts subjective liking ratings for various kinds
of photographs. (A). Example stimuli from the photography dataset. We took a wide
range of images from the online photography (AVA) dataset Murray et al. (2012),
and ran a further on-line experiment in new M-Turk participants (𝑛 = 382) to obtain
value ratings for these images. (B). A linear model with low-level features alone
captured liking ratings for photography. This model when trained on liking ratings
for photography (data from the current experiment) also captured liking ratings
for paintings (data from the previous experiment described in 2.1), and the model
trained on liking ratings for paintings could also liking ratings for photography. We
note that in all cases the model was trained and tested on completely separate sets of
participants. Significance was tested against the null distribution constructed from
the analysis with permuted image labels. The error bars indicate the mean and the
s.e., while the dots indicate individual participants.

linear integration model could reliably predict photograph ratings (Figure 2.4B).
The model performed well when trained and tested on the photograph database, but
to our surprise, the same model (as trained on photographs) could also predict the
ratings for paintings that we collected in our first experiment, and vice versa (a model
trained on the painting ratings could predict photograph ratings). Of note, accuracy
was reduced if trained on paintings and tested on photographs (though still highly
above chance), suggesting that the photographs enabled improved generalization
(possibly because the set of photographs were more diverse). We stress that here, in
all cases the model was trained and tested on completely separate sets of participants.

We also tested whether the inclusion of high-level features can improve the model’s
predictive accuracy in the photograph dataset. Using the support vector machine that
is trained on high-level features in the visual art dataset, we estimated binarized high
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level features in the photograph dataset. We then tested how the model with both
low- and high-level features predict ratings in photograph dataset. We found that the
full model with both high- and low-level features performs significantly better than
the prediction from average ratings, though the direct comparison between the model
with low-level alone and the full model did not yield statistical significance (Figure
2.23). This indicates that abstract high-level features can contain information that
is generalized across different images, which enables the model to go beyond the
average ratings for each image.

A deep convolutional neural network (DCNN) model predicts human liking
ratings for visual art
We now have shown that our LFS model can capture subjective preference for
visual art; however, as we selected the model’s features using a mixture of prior
literature and bottom-up machine learning tools, we do not know if this strategy has
any biological import. In particular, 1) because we handpicked the LFS model’s
features, it is not clear if and how a neural system learns to represent these features.
It is unlikely that an actual neural system (e.g., human brain) is trained on the
features explicitly. Rather, if the LFS model represents a biologically plausible
computation, features should emerge out of training on value judgements without
explicitly trained on features. Also, 2) it is not clear what kind of network architecture
is sufficient to achieve the LFS model’s computation. Specifically, it is unknown how
a network architecture could end up representing low-level and high-level features
hierarchically and integrating them to construct subjective value.

To address these issues, we utilized a standard deep convolutional neural network
(DCNN; VGG 16 Simonyan and Zisserman (2014)), that had been pre-trained
for object recognition with ImageNet Deng et al. (2009). This allows us to test
if the computation of the LFS model can be realized in a standard feed-forward
network. We used this network with fixed pre-trained weights in convolutional
layers, but trained the weights for the last three fully-connected layers on averaged
liking ratings. Mirroring the results of our LFS model, we found that our DCNN
model can predict human participants’ liking ratings across all participants (Figure
2.5A). This shows that it is indeed possible to predict preferences for visual art
using a deep-learning approach without explicitly selecting stimulus features. In a
supplementary analysis, we also opened the convolutional layers to training, but saw
no improvement.
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Figure 2.5: A deep convolutional neural network (DCNN) can predict subjective
values (i.e., liking ratings) of art stimuli, and the features that we introduced to our
LFS model spontaneously emerge in the hidden layers of the network. We utilized a
standard convolutional neural network (VGG 16 Simonyan and Zisserman (2014))
that came pre-trained on object recognition with ImageNet Deng et al. (2009),
consisting of 13 convolutional and three fully connected layers. We trained the last
three fully connected layers of our network on average art liking scores without
explicitly teaching the network about the LFS model’s features. (A).The neural
network could successfully predict human participants’ liking ratings significantly
greater than chance across all participants. The significance (𝑝 < 0.001, indicated
by three stars) was tested by a permutation test. (B). We found that we can decode
average liking ratings using activation patterns in each of the hidden layers. The
predictive accuracy was defined by the Pearson correlation between (out-of-sample)
model’s predictions and the data. For this, we used a (ridge) linear regression to
predict liking ratings from each hidden layer. We first reduced the dimensions of
each layer with a PCA, taking top PCs that capture 80% of the variance in each
layer. The accuracy gradually increases over layers despite the fact that most layers
(layers 1-13) were not trained on liking ratings but on ImageNet classifications
alone. (C,D). When performing the same analysis with the LFS model’s features,
we found some low-level visual features with significantly decreasing predictive
accuracy over hidden layers (e.g., the mean hue and the mean saturation). We also
found that a few computationally demanding low-level features showed the opposite
trend (see the main text). (E,F). We found some high-level visual features with
significantly increasing predictive accuracy over hidden layers (e.g., concreteness
and dynamics). We also found that temperature, which we introduced as a putative
high-level feature, actually shows the opposite trend, likely because it is a color-based
feature that can be straightforwardly computed from pixel data. Credit: History and
Art Collection/Alamy Stock Photo.
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The LFS model’s features emerge spontaneously in the DCNN model’s hidden
layers
We turn now to ask whether the features used in our LFS model are spontaneously
encoded in the neural network. Mirroring our illustration of the LFS model in
Figure 2.1C, we hypothesized that low-level visual features would be represented
in early layers of the DCNN, while more abstract high-level attributes would be
represented in later layers of the network. For our investigation, we performed
decoding analyses to predict high- and low-level feature values using the activation
patterns in each hidden layer. We first reduced the dimensions of each layer using
principal component analysis (PCA), and using the top principal components (PCs)
that capture 80% of the variance of each layer, we trained a regression model for a
given variable that we aimed to predict (e.g., ratings or a feature) using the PCs of
each layer.

We first tested to see if we can predict subjective liking ratings using the hidden layer
activation patterns. We were able to decode subjective ratings across all layers, but
noted that decodability gradually increased for layers deeper in the network (Figure
2.5B). This came as a surprise since all but the last three layers (layers 1 to 13,
out of 16) were pre-trained not on the rating scales being decoded, but on image
classifications alone using ImageNet, hinting at a tight relationship between value
coding and visual recognition.

We then tested to see how the hidden layers related to the LFS model’s features. This
analysis showed that hidden layers could predict all 23 features included in the LFS
model. Consistent with our hypothesis, six (of the 19) putative low-level features
tested were represented more robustly in early layers, as shown by a significantly
negative decoding slope across layers (Figure 2.5CD). We also found four (out of 19)
low-level features had a decoding accuracy that increased as a function of the depth
of the layer, suggesting those low-level features, in fact, may be better identified
as high-level features. However, we note that the overall predictive accuracy of
these features was low compared to those showing negative slopes. These positive
slope features include: “the presence of a person,” “the mass center for the largest
segment,” “mass variance of the largest segment,” and “entropy in the 2nd largest
segment,” all of which require relatively complex computations (e.g., segmentation
and the identification of the location of the segments) compared to the ones showing
negative slopes (e.g., average saturation). We note that this result is consistent with
a previous electrophysiological and computational modeling study in macaques
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(Hong et al., 2016), which reported that the position of an object on the screen
is more robustly represented in higher visual areas and deeper layers, as position
identifications of a segment and an object likely involve similar computations. These
object-related features were also referred to as ‘low-level’ features (Hong et al.,
2016), in line with our original reference. The other 9 low-level features tested did
not show either a strong positive or negative slope.

Similarly, for the putative high-level features, we found that two (of 4) features were
more robustly represented in later layers (Figure 2.5EF). However, “temperature,”
which was labelled as a high-level feature, showed a significant negative slope. Given
that this feature is based on color palettes in the image (i.e., whether the color palette
is hot or cold), this feature’s variance may already be well captured by low-level
image statistics. The fourth putative high-level feature, valence, did not show either
an increasing or decreasing trend in decoding across layers. Thus, the DCNN allows
a more principled means to identify low and high-level features, enabling us to label
6 features as low-level (based on greater representation of those features in earlier
layers of the network), and 6 as high-level features, indicated by representations
that are present to a greater extent in later layers of the network. These LFS model-
based analyses on the DCNN sheds light into what are often-considered-to-be “black
box” computations in deep artificial neural networks, and may provide an empirical
definition of computational complexity in feature extraction of visual as well as
other sensory inputs.

Taken together, our DCNN analyses suggest that our conceptualized LFS model
(Figure 2.1C) is, in fact, a natural consequence of training the neural network on
object recognition and predicting subjective aesthetic value, without requiring any
explicit feature engineering.

The LFS model’s features emerge in the DCNN model’s style features as well
In addition to our analysis of the decodability of low- and high-level features from the
hidden layers, we also investigated whether these features could be decoded from the
style representations of the convolutional layers. Specifically, we examined the Gram
matrices of channel activations in each hidden layer, which capture the correlations
between feature maps and are commonly associated with the style information of a
painting genre (Gatys, 2015). Therefore, the style features could serve as a proper
representation for the considered feature sets.

Similar to the previous analyses, the style features were first reduced to the dimen-
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Figure 2.6: Comparison between the original and reduced dimensions after applying
PCA. The upper row shows the hidden layer activations, while the lower row displays
the style features of the hidden activations.

sions that explain 80% of the total variance using PCA. In particular, the number
of principal components needed to explain 80% of the total variance was signifi-
cantly lower when PCA was applied to the style features (Figure 2.6, left column).
Additionally, the relative number of principal components required to explain the
variance compared to the original dimensions was reduced by nearly a factor of 10
(Figure 2.6, right column).

We then conducted a decoding analysis on the style features analogous to the one
performed on the hidden layers. Most of the subjective ratings and features included
in the LFS model could be decoded from the style features, with the exceptions of
mass skewness for the second largest segment and the vertical coordinate of the mass
center for the largest segment (Figures 2.7 and 2.8). This is likely due to the style
features losing spatial information as a result of the dot products between channels.
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Figure 2.7: The predictive accuracies (Pearson correlation) for each feature averaged
across hidden layers.
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Figure 2.8: The predictive accuracies (Pearson correlation) for each feature averaged
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The decodability order of high-level features was identical to that observed in
the hidden layer decoding analyses (strongest to weakest: temperature, valence,
dynamics, and concreteness; see Figures 2.7 and 2.8). The order of decoding
performance for low-level features from the style features was similar, though some
discrepancies were noted compared to the original hidden layer decoding (Figures
2.7 and 2.8). For instance, the feature with the second highest decodability was the
mean color value of the largest segment in the hidden layer decoding, but it was the
horizontal coordinate of the mass center for the largest segment in the style feature
decoding.

The decoding slope was mostly similar, but the style feature decoding showed a dip
in the early layers, following the pattern of decoding from the original hidden layers
in the higher convolutional layers (Figure 2.9). However, in general, the decoding
accuracies were higher in the higher convolutional layers compared to the lower
layers.

The subjective value of art is represented in the medial prefrontal cortex
(mPFC)
We first tested for brain regions correlating with the subjective liking ratings of each
individual stimulus at the time of stimulus onset. We expected to find evidence
for subjective value signals in the medial prefrontal cortex (mPFC), given this is
the main area found to correlate with value judgments for many different stimuli
from an extensive prior literature, including for visual art (e.g., Cela-Conde et al.
(2004); Kawabata and Zeki (2004); Padoa-Schioppa and Assad (2006); Kable and
Glimcher (2007); Gläscher et al. (2008); Grabenhorst and Rolls (2011); Ishizu and
Zeki (2013)). Consistent with our hypothesis, we found that voxels in the mPFC
are positively correlated with subjective value across participants (Figure 2.12;
See Figure 2.27 for the timecourse of the BOLD signals in the mPFC cluster).
Consistent with previous studies, e.g., Hampton and O’doherty (2007); Serences
(2008); Chatterjee et al. (2009); Stănişor et al. (2013); FitzGerald et al. (2013);
Suzuki et al. (2017a); Bach et al. (2017), other regions are also correlated with
liking value (Figure 2.29 and 2.30).

These subjective value signals could reflect other psychological processes such as
attention. Therefore we performed a control analysis with the same GLM with
additional regressors that can act as proxies for the effects of attention and mem-
orability of stimuli, operationalized by reaction times, squared reaction times and
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the deviation from the mean rating (O’Doherty, 2014). We found that subjective
value signals in all participants that we report in Figure 2.12c survived this control
analysis (Figure 2.31).

Visual stream shows hierarchical, graded, representations of low-level and
high-level features
As illustrated in Figure 2.10d, and reflecting our hypothesis regarding the encoding
of low vs. high-level features across layers of the DCNN, we hypothesized that
the brain would decompose visual input similarly, with early visual regions first
representing low-level features, and with downstream regions representing high-
level features. Specifically, we analyzed visual cortical regions in the ventral and
dorsal visual stream (Wang et al., 2014) to test the degree to which low-level and
high-level features are encoded in a graded, hierarchical manner. In pursuit of this,
we constructed a GLM that included the shared feature time-locked to stimulus onset.
We identified voxels that are significantly modulated by at least one low-level feature
by performing an F-test over the low-level feature beta estimates, repeating the same
analysis with high-level features. We then compared the proportion of voxels
that were significantly correlated with low-level features vs. high-level features
in each region of interest in both the ventral and dorsal visual streams. This
method allowed us to compare results across regions while controlling for different
signal to noise ratios in the BOLD signal across different brain regions (Barch
et al., 2013). Regions of interest were independently identified by means of a
detailed probabilistic visual topographical map (Wang et al., 2014). Consistent
with our hypothesis, our findings suggest that low- and high-level features relevant
for aesthetic valuation are indeed represented in the visual stream in a graded
hierarchical manner. Namely, the relative encoding of high-level features with
respect to low-level features dramatically increases across the visual ventral stream
(Figure 2.13a). We found a similar, hierarchical organization in the dorsolateral
visual stream (Figure 2.13b), albeit less clearly demarcated than in the ventral case.
We also confirmed in a supplementary analysis that referring to feature levels (high or
low) according to our DCNN analysis, i.e., by using the slopes of our decoding results
(Iigaya et al., 2021), did not change the results of our fMRI analyses qualitatively
and does not affect our conclusions (see Figure 2.32).

We also performed additional encoding analysis using cross validation at each voxel
of each participant (Naselaris et al., 2011). Specifically, we performed a lasso
regression at each voxel with the low- and high-level features that we considered in
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our original analyses. Hyperparameters are optimized in 12-fold cross validation at
each voxel across stimuli.

As a robustness check, we determined if our GLM results can be reproduced using
the lasso regression analysis. We analyzed how low-level feature weights and high-
level feature weights changed across ROIs. For this, we computed the sum of
squares of low-level feature weights and the sum of squares of high-level feature
weights at each voxel. Because these weights estimates include those that can be
obtained by chance, we also computed the same quantities by performing the lasso
regression with shuffled stimuli labels (labels were shuffled at every regression).
The null distribution of feature magnitudes (the sum of squares) was estimated for
low-level features and high-level features at each ROI. For each voxel, we asked
if estimated low-level features and high-level features are significantly larger than
what is expected from noise, by comparing the magnitude of weights against the
weights from null distribution (𝑝 < 0.001). We then examined how encoding of
low-level vs high-level features varied across ROIs, as we did in our original GLM
analysis.

As seen in Figure 2.33, the original GLM analysis results were largely reproduced
in the lasso regression. Namely, low-level features are more prominently encoded
in early visual regions, while high-level features are more prominently encoded in
higher visual regions. In this additional analysis, such effects were clearly seen
across five out of six participants, while one participant (P1) showed less clear
early vs late region-specific differentiation with regard to low vs high-level feature
representation. We also note that the model’s predictive accuracy in visual regions
was lower for this participant (P1) than for the rest of the participants (Figure 2.34).

Non-linear feature representations
We found that features of the LFS model are represented across brain region and
contribute to value computation. However, it is possible that nonlinear combinations
of these features are also represented in the brain and that these may contribute to
value computation. To explore this possibility, we constructed a new set of nonlinear
features by multiplying pairs of the LFS model’s features (interaction terms). We
grouped these new features into three groups: interactions between pairs of low-
level features (low-level x low-level), interactions between pairs of low-level and
high-level features (low-level x high-level), and interactions between pairs of high-
level features (high-level x high-level). To control the dimensionality of the new
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feature groups, we performed principal component analysis within each of the three
groups of non-linear features, and took the first five PCs to match the number of the
high-level features specified in our original LFS model. We performed a LASSO
regression analysis with these new features and the original features.

We found that in most participants, non-linear features created from pairs of high
level features produced significant correlations with neural activity across multiple
regions, while also showing similar evidence for a hierarchical organization from
early to higher order regions, as found for the linear high level features (Figures 2.14
and 2.35). Though comparisons between separately optimized lasso regressions
should be cautiously interpreted, the mean correlations of the model with both
linear and nonlinear features across ROIs showed a slight improvement in predictive
accuracy compared to the original LFS model with only linear features (Figure
2.34), while the DCNN model features out-performed both the original LFS model
and the LFS model + nonlinear features.

Indeed, nonlinear features created from pairs of high-level features significantly
contribute more to behavioral choice predictions than do other nonlinear features
not built solely from high-level features (Figure 2.36). The first principal component
of high level x high level features well captured three participants (3,5,6) behavior,
while other participants show somewhat different weight profiles. However, we
found that these newly added features only modestly improved the model’s behavioral
predictions (Figure 2.37).

DCNN model representations
We then tested whether activity patterns in these regions resemble the computations
performed by the hidden layers of the DCNN model. We extracted the first three
principal components from each layer of the DCNN, and included each as regressors
in a GLM. Indeed, we found evidence that both the ventral and dorsal visual stream
exhibits a similar hierarchical organization to that of the DCNN, such that lower
visual areas correlated better with activity in the early hidden layers of the DCNN,
while higher-order visual areas (in both visual streams) tend to correlate better with
activity in deeper hidden layers of the DCNN (Figure 2.13cd).

We also performed additional analyses with LASSO regression using the DCNN
features. To test if we can reproduce the DCNN results originally performed with
the GLM approach (as shown in Figure 2.13), we first performed LASSO regression
with the same 45 features from all hidden layers. Hyperparameters were optimized
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by 12-fold cross-validation. The estimated weights were compared against the null
distribution of each ROI constructed from the same analysis with shuffled stimuli
labels. We then also performed the same analysis but with a larger set of features
(150 features). In Figures 2.38 and 2.39, we show how the weights on features from
different layers varied across different ROIs in the visual stream. We computed
the sum of squared weights of hidden layer groups (layer 1–4, 5–9, 10–13, 14–15).
Again, in order to discard weight estimates that can be obtained by chance, we
computed a null distribution by repeating the same analysis with shuffled labels and
took the weight estimates that are significantly larger than the null distribution (at
𝑝 < 0.001) in each ROI. We again found that LASSO regression with within-subject
cross validation reproduced our original GLM analysis results.

As a further control analysis, we asked whether similar results could be obtained
from a DCNN model with random, untrained, weights (Kell et al., 2018). We
repeated the same LASSO regression analysis as we did in our analysis with the
trained DCNN model. We found that such a model does not reproduce the finding
of a hierarchical representation of layers that we found across the visual stream and
other cortical areas as in the analysis with trained DCNN weights (Figures 2.40 and
2.41).

PPC and PFC show mixed coding of low- and high-level features
We next probed these representations in downstream regions of association cortex
(Baizer et al., 1991; Rao et al., 1997). We performed the same analysis with the same
GLM as before in regions of interest that included the posterior parietal cortex (PPC),
lateral prefrontal cortex (lPFC) and medial prefrontal cortex (mPFC). We found that
both the LFS model features and the DCNN layers were represented in these regions
in a mixed manner (Rigotti et al., 2013; Zhang et al., 2017). We found no clear
evidence for a progression of the hierarchical organization that we had observed
in the visual cortex; instead, each of these regions appeared to represent both low
and high-level features to a similar degree (Figure 2.15a). Activity in these regions
also correlated with hidden layers of the DCNN model (Figure 2.15b). We obtained
similar results using a LASSO regression analysis with cross validation based on
either the LFS model features (Figure 2.42) or the DCNN features (Figure 2.43 and
2.44). These findings suggest that, as we will see, these regions appear to play a
primary role in feature integration as required for subjective value computations.
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Features encoded in PPC and lPFC are strongly coupled to the subjective value
of visual art in mPFC
Having established that both the engineered LFS model and the emergent DCNN
model features are hierarchically represented in the brain, we asked if and how
these features are ultimately integrated to compute the subjective value of visual
art. First, we analyzed how aesthetic value is represented across cortical regions
alongside the model features by adding the participant’s subjective ratings to the
GLM. We found that subjective values are, in general, more strongly represented in
the PPC as well as in the lateral and medial PFC than in early and late visual areas
(Figures 2.16a and Figure 2.45). Furthermore, value signals appeared to become
more prominent in medial prefrontal cortex compared to the lateral parietal and
prefrontal regions (consistent with a large prior literature, e.g., Cela-Conde et al.
(2004); Padoa-Schioppa and Assad (2006); Kable and Glimcher (2007); Gläscher
et al. (2008); Noonan et al. (2010); Grabenhorst and Rolls (2011); Ishizu and Zeki
(2013)). This pattern was not altered when we control for reaction times and
the distance of individual ratings from the mean ratings, proxy measures for the
degree of attention paid to each image (Figure 2.46). In a further validation of our
earlier feature encoding analyses, we found that the pattern of hierarchical feature
representation in visual regions was unaltered by the inclusion of ratings in the GLM
(Figure 2.47). We note that even when using the DCNN model to classify features
as either high or low as opposed to relying on the a-priori assignment from the LFS
model, this did not change the results of our fMRI analyses qualitatively and does
not affect our conclusions (Figure 2.32).

These results suggest that rich feature representations in the PPC and lateral PFC
could potentially be leveraged to construct subjective values in mPFC. However,
it is also possible that features represented in visual areas are directly used to
construct subjective value in mPFC. To test this, we examined which of the voxels
representing the LFS model features across the brain are coupled with voxels that
represent subjective value in mPFC at the time when participants make decisions
about the stimuli. A strong coupling would support the possibility that such feature
representations are integrated at the time of decision-making in order to support a
subjective value computation.

To test for this, we first performed a psychological-physiological interaction (PPI)
analysis, examining which voxels are coupled with regions that represent subjective
value when participants made decisions (Figure 2.16b and Figure 2.48). We stress
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that this is not a trivial signal correlation, as in our PPI analysis all the value and
feature signals are regressed out. Therefore the coupling is due to noise correlations
between voxels. Then we asked how much of the feature-encoding voxels overlap
with these PPI voxels. Specifically, we tested for the fraction of feature-encoding
voxels that are also correlated with the PPI regressor across each ROI. Finding
overlap between feature encoding voxels and PPI connectivity effects would be con-
sistent with a role for these feature encoding representations in value construction.
We found that the overlap was most prominent in the PPC and lPFC, while there
was virtually no overlap in the visual areas at all (Figure 2.16c), consistent with
the idea that features in the PPC and lPFC, instead of visual areas, are involved in
constructing subjective value representations in mPFC. A more detailed decompo-
sition of the PFC ROI from the same analysis shows the contribution of individual
sub-regions of lateral and medial PFC (Figure 2.49).

We also performed a control analysis to test the specificity of the coupling to an
experimental epoch by constructing a similar PPI regressor locked to the epoch of
inter-trial-intervals (ITIs). This analysis showed a dramatically altered coupling that
did not involve the same PPC and PFC regions (Figure 2.50). These findings indicate
that coupling between PPC and LPFC with mPFC value representations occurs
specifically at the time that subjective value computations are being performed,
suggesting that these regions are playing an integrative role of feature representations
at the time of valuation. We however note that all of our analyses are based on
correlations, which do not provide information about the direction of the coupling.

2.4 Discussion
Whether we can lawfully account for personal preferences in the aesthetic appreci-
ation of art has long been an open question in the arts and sciences (Kant (1987);
Fechner (1876); Zeki (2002); Chatterjee (2011)). Here, we addressed this question
by engineering a hierarchical linear feature summation (LFS) model that generates
subjective preference according to a weighted mixture of explicitly designed stim-
ulus features. This model was verified with both in-depth lab-based small scale
behavioural experiments and large-scale on-line behavioral experiments, and con-
trasted to a deep convolutional neural network (DCNN) model as well as in in-depth
focused, within- subject, neuroimaging experiments. We found that it is indeed
possible to predict subjective valuations of both paintings and photography using
the same feature set, and we demonstrate hierarchical feature representations in a
DCNN that predicts aesthetic valuations. Moreover, we demonstrate how the brain
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transforms visual stimuli into subjective value, from the primary visual cortex to
parietal and prefrontal cortices.

Our results indicate that linearly integrating a small set of visual features can explain
human preferences for paintings and photography. Not only is it possible to predict
an individual’s ratings based on that particular individual’s prior ratings for other
images, but we also found that this strategy allowed us to predict one individual’s
preferences from the preferences of others, even for novel stimuli. This is achievable
likely because the majority of participants shared substantial variance in their pref-
erences, and the model efficiently extracted this, as shown by our clustering analysis
whereby one dominant cluster was found to account for the majority of participants’
liking ratings. Our results are consistent with a number of empirical aesthetics stud-
ies proposing that statistical properties of images can account for aesthetic values
(e.g., Bar and Neta (2006); Mallon et al. (2014); Graham and Field (2008)).

We also found that the LFS model with the same visual feature set can predict
subjective values for both visual art and for diverse photographic stimuli. This
suggests that the features used for visual aesthetic judgement may not be domain-
specific but universal, relying on a small set of visual features shared across visual
stimuli. Our findings also hint that the extraction of these features might be a
natural consequence of developing a visual system. We found that a DCNN model
trained on object recognition and valuation represents those features throughout the
hidden layers. Further studies could investigate whether such feature-extractions
and feature-based value judgement are universal computations not only in visual
processing but also other sensory domains such as in audition and olfaction.

The cluster analysis we ran on the large-scale online study showed that there is
variation in preferences across individuals. A substantial component of that variation
is whether or not participants liked concrete art or abstract art: the majority assigned
large positive weights to concreteness, while the others assigned large negative
weights. This indicates that concreteness alone is explaining a substantial part of the
variance, and accounting for variation in preferences across groups of individuals.
However, it should be noted that while concreteness does account for a substantial
portion of variance in people’s preferences, other high-level features also play an
important role, including dynamics and valence.

We also note that, though such high-level features, including concreteness, can be
used to predict preference, much if not most of the significant variance explained
by such high-level features can also be explained directly as a linear combination
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of a number of low-level visual features. This is consistent with the idea that many
low-level sensory features (that are present in early layers in DCNN) are transformed
into a smaller number of task-specific high-level features (that are present in deeper
layers in DCNN), which are in turn used to predict subjective value.

It is also important to note there was in addition variance across individuals in
preferences that the model did not capture well (Vessel et al. (2018); Vessel and Rubin
(2010)). Thus, while art preferences share some commonalities across clusters of
individuals, there is in addition some degree of individual variability. We found that
the degree of commonality in subjective ratings in our study was in a similar range to
previous studies (e.g., the average correlation between our M-turk samples was 0.45,
which is similar to Vessel et al. (2018)). We nonetheless should stress that in our
study there are two limitations. One is that most of our in-lab and online participants
are not art experts and it thus remains possible that artistically experienced people
might judge artworks differently. The second is that we only covered a relatively
narrow subset of art genres, leaving open the possibility that there may be some art
genres for which the model may not perform well. That said, we also validated our
models using a wide range of photographs, indicating the potential generalizability
of our findings even beyond drawings. In fact, previous studies (e.g., Graham
and Field (2008)) suggest that artworks and natural scenes share some statistical
regularities, of which our model might be able to take advantage.

It should also be noted that the predictive power of our model varied across par-
ticipants. One possibility is that some participants were more reliable/consistent
in reporting their ratings. Unfortunately, we did not present the same stimuli mul-
tiple times to each participant, making it difficult to directly test the consistency
of participants’ choices. However we did present the same set of stimuli to each
participant. We thus directly tested how ratings of each painting were similar across
participants. To test this, we computed the average ratings over n-1 participants of
each painting and computed correlation between the average ratings and the ratings
of the remaining participant. We performed this for each participant, and found that
the correlation systematically co-varied with the within participant predictions of
the model. This suggests that variability in predictability is largely due to noise in
participant’s preferences.

Here, utilizing a set of interpretable visual and emotional features, we showed that
these features are employed by individuals to make value judgments for art. We note
that this is by no means a complete enumeration of the features used by humans.
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For instance, the semantic meaning of a painting, its historical importance, as well
as memories of past experiences elicited by the painting, are also likely to play
important roles (see, e.g., Leder et al. (2004); Palmer et al. (2013)). Thus, rather
than offering a feature catalogue, our findings shed light on the general principles
by which feature integration yields to aesthetic valuation. However, the features that
we identified are likely to be important, particularly as we utilized a reasonably large
set of potential features in our initial feature set which was subsequently narrowed
down to a set of only the most relevant features.

We found evidence using a DCNN model that the features engineered for use in the
LFS model spontaneously emerge in a neurally plausible manner. Our deep network
model was not explicitly trained on any of the LFS model’s features, nor were the
convolutional hidden layers of the network trained on liking ratings (only the later
fully connected layers were trained using rating scores). Nevertheless, we were still
able to identify LFS features from the hidden layers of the network, which suggests
that the features used for aesthetic valuation likely emerge spontaneously through
more basic and generalizable aspects of visual development. Further, those features
may well be utilized for a wide range of visual tasks, including object classification,
prediction, and identification. Thus, we speculate that these findings suggesting
a common feature space shared across different tasks may provide insights into
transfer learning (Bengio (2012)) in machine learning.

One important consideration is whether linear feature operations are sufficient to
describe the computations underlying aesthetic valuation. Notably, the highly non-
linear deep network did not substantively outperform the simple linear model. How-
ever, in the LFS model, the feature extraction process itself is not necessarily linear
(e.g., segmentation). As such, our results do not rule out the possibility of non-
linearity in feature extraction processes in the brain, but they do suggest that the
final feature value integration for computing subjective art valuation can be ap-
proximated by a linear operation. This computational scheme resonates with a
widely-used machine-learning technique referred to as the kernel method, whereby
inputs are transformed into a high-dimensional feature space in which categories
are linearly separable (Leshno et al. (1993); Hofmann et al. (2008)), as well as
with high-dimensional task-related variables represented in the brain (Rigotti et al.
(2013)).

Focusing first on the visual system, we found that low-level features that predict
visual art preferences are represented more robustly in early visual cortical areas,
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while high-level features that predict preferences are increasingly represented in
higher-order visual areas. These results support a hierarchical representation of
the features required for valuation of visual imagery, and further support a model
whereby lower-level features extracted by early visual regions are integrated to
produce higher-level features in the higher visual system Chatterjee (2003). While
the notion of hierarchical representations in the visual system is well established
in the domain of object recognition Van Essen and Maunsell (1983); Felleman
and Van (1991); Hochstein and Ahissar (2002); Konen and Kastner (2008), our
results substantially extend these findings by showing that features relevant to a very
different behavioral task — forming value judgments, are also represented robustly
in a similar hierarchical fashion.

We then showed that the process through which feature representations are mapped
into a singular subjective value dimension in a network of brain regions, including
the posterior parietal cortex (PPC), lateral and medial prefrontal cortices (lPFC
and mPFC). While previous studies have hinted at the use of such a feature-based
framework in the prefrontal cortex (PFC), especially in orbitofrontal cortex (OFC),
in those previous studies the features were more explicit properties of a stimulus
(e.g., the movement and the color of dots (Kahnt et al., 2011b; Mante et al., 2013;
Pelletier and Fellows, 2019), or items that are suited to a functional decomposition
such as food odor (Howard and Gottfried, 2014) or nutritive components of food
(Suzuki et al., 2017a); see also Hare et al. (2009); Lim et al. (2013)). Here we show
that features relevant for computing subjective value of visual stimuli are widely
represented in lPFC and PPC, whereas subjective value signals are more robustly
represented in parietal and frontal regions, with the strongest representation in
mPFC.

Further, we showed that PFC and PPC regions encoding low- and high-level features
enhanced their coupling with the mPFC region encoding subjective value at the time
of image presentation. While further experiments are needed to infer the direction-
ality of the connectivity effects, our findings are compatible with a framework in
which low and high-level feature representations in lPFC and PPC are utilized to
construct value representations in mPFC, as we hypothesized in the LFS model.

Going beyond our original LFS model, we also found that in most participants, non-
linear features created from pairs of high level features specified in the original model
produced significant correlations with neural activity across multiple regions, while
largely showing similar evidence for a hierarchical organization from early to higher
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order regions, as found for the linear high level features. These findings indicate
that the brain encodes a much richer set of features than our original proposed set
of low-level and high-level features as specified in the original LFS model. It will
be interesting to see if the nonlinear features that we introduced here, especially
the ones that were constructed from pairs of high-level features, can also be used to
support behavioral judgments beyond the simple value judgments studied here, such
as object recognition and other more complex judgements (Durkin et al., 2020). We
also note that there are other ways to construct nonlinear features. Further studies
with richer set of features, e.g, other forms of interactions, may improve behavioral
and neural predictions

Accumulating evidence has suggested that value signals can be found widely across
the brain including even in sensory regions (e.g., Hampton and O’doherty (2007);
Serences (2008); Chatterjee et al. (2009); Stănişor et al. (2013); FitzGerald et al.
(2013); Suzuki et al. (2017a); Bach et al. (2017)), posing a question about the
differential contribution of different brain regions if value representations are so
ubiquitous. While we also saw multiple brain regions that appeared to correlate with
value signals during aesthetic valuation, our results suggest an alternative account
for the widespread prevalence of value signals, which is that some components of the
value signals especially in sensory cortex might reflect features that are ultimately
used to construct value in later stages of information processing, instead of the value
itself. Because neural correlates of features have not been probed previously, our
results suggest that it may be possible to reinterpret at least some apparent value
representations as reflecting the encoding of precursor features instead of value per
se. In the present case even after taking into account feature representations, value
signals were still detectable in the medial prefrontal cortex and elsewhere, supporting
the notion that some brain regions are especially involved in value coding more than
others. In future work it may be possible to even more clearly dissociate value from
its sensory precursors by manipulating the context in which stimuli are presented,
wherein features remain invariant across contexts, while the value changes. In
doing so, further studies can illuminate finer dissociations between features and
value signals (O’Doherty et al., 2021c).

While previous studies have suggested similarities between representations of units
in DCNN models for object recognition and neural activity in the visual cortex
(e.g., Cadieu et al. (2014); Khaligh-Razavi and Kriegeskorte (2014); Güçlü and
van Gerven (2015); Hong et al. (2016)), here we show that the DCNN model can
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also be useful to inform how visual features are utilized for value computation
across a broader expanse of the brain. Specifically, we found evidence to support
the hierarchical construction of subjective value, where the early layers of DCNN
correlate early areas of the visual system, and the deeper layers of DCNN correlate
higher areas of the visual system. All of the DCNN layers’ information was equally
represented in the PPC and PFC.

These findings are consistent with the suggestion that the hierarchical features which
emerge in the visual system are projected into the PPC and PFC to form a rich feature
space to construct subjective value. Further studies using neural network models
with recurrent connections (Kar and DiCarlo, 2020) may illuminate more detail,
such as the temporal dynamics, of value construction in such a feature space across
brain regions.

Although the deep neural network approach has been successfully applied to a wide
range of machine learning problems (e.g., Esteva et al. (2017); LeCun et al. (2015)),
the underlying computational mechanisms that deep neural networks leverage in
order to attain high performance across domains are opaque and often poorly under-
stood. Here, we provide evidence that the hidden layers in the deep network encode
low-level and high-level features relevant for computing aesthetic visual preferences
in a hierarchical manner, which are utilized to produce coherent behavioral outputs.
Thus our study provides a clear link from distributed neuronal computations to in-
terpretable, explicit, hierarchical feature representations. Our study thus highlights
the merits of a model-based analysis of artificial neural networks in order to better
understand the nature of the computations implemented therein. We however cau-
tion that we do not claim that the DCNN model necessarily provides a plausible
account of actual neural computations going on in the brain. Unlike a DCNN which
is exclusively feedforward in its connections between layers, the brain is heavily
recurrent, and thus is likely to be better approximated by networks with recurrent
architecture.

One open question is how the brain has come to be equipped with a feature-based
value construction architecture. We showed that a DCNN model trained solely on
object recognition tasks represents the LFS’s low- and high-level features in the
hidden layers in a hierarchical manner, suggesting the possibility that such features
could naturally emerge over development (Iigaya et al., 2021). While the similarity
between the DCNN and the LFS model correlations with fMRI responses in adult
participants provides a promising link between these models and the brain, further
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investigations applying these models to studies with children or other species has the
potential to inform understanding of the origin of feature-based value construction
across development and across species.

Following the typical approach utilized in non-human primate and other animal
neurophysiology as well as in human visual neuroimaging, we performed in-depth
scanning (20 sessions) in a relatively small number of participants (six) in order to
address our neural hypotheses. Because we were able to obtain a sufficient amount
of fMRI data in individual participants, we were able to reliably perform single-
subject inference in each participant and evaluate the results across participants
side-by-side. This approach contrasts with a classic group-based neuroimaging
study in which results are obtained from the group average of many participants,
where each participant performs short sessions, thus providing data with low signal
to noise. One advantage of our approach over the group averaging approach is
that we can treat each participant as a replication unit, meaning that we can obtain
multiple replications (Smith and Little, 2018) from one study instead of just one
group result. If every participant shows similar patterns, then it is unlikely that those
results are spurious, and much more likely they reflect a true property of human
brain function. We indeed found that all participants similarly performed our-
hypothesized feature-based value construction across the brain. Another advantage
of our methodological approach concerns possible heterogeneity across participants.
Not all brains are the same, and there is known to be considerable variation in the
location and morphology of different brain areas across individuals (Llera et al.,
2019). Thus, it is unlikely that all brains actually represent the same variable at the
same MNI coordinates. The individual subject-based approach to fMRI analyses
used here takes individual neuroanatomical variation into account, allowing for
generalization that goes beyond a spatially smoothed average that does not represent
any real brain. We note that one important limitation of this in-depth fMRI method
is that it is not ideal for studying and characterizing differences across individuals.
To gain a comprehensive account of such variability across individuals. it would
be necessary to collect data from a much larger cohort of participants. As it is not
feasible to scale the in-depth approach to such large cohorts due to experimenter
time and resource constraints, such individual difference studies would necessarily
require adopting more standard group-level scanning approaches and analyses.

While we found that results from the visual cortex were largely consistent across
participants, the proportion of features represented in PCC and PFC, as well as



46

the features that were used, were quite different across participants. Understanding
such individual differences will be important in future work. For instance, there is
evidence that art experts tend to evaluate art differently from people with no artistic
training (Hekkert and van Wieringen, 1996; Chatterjee and Vartanian, 2014). It
would be interesting to study if feature representations may differ between experts
and non-experts, while probing whether the computational motif that we found here
(hierarchical visual feature representation in visual areas, value construction in PPC
and PFC) might be conserved across different levels of expertise. We should also
note that the model’s predictive accuracy about liking ratings varied across par-
ticipants. It is likely that some participants used features that our model did not
consider, such as personal experience associated with stimuli. Brain regions such
as the hippocampus may potentially be involved in such additional feature computa-
tions. Further, behavior and fMRI signals can be inherently noisy in that there will
be a portion of data that cannot be predicted (i.e., a noise ceiling). Characterizing
the contribution of these noise components will require further experiments with
repeated measurements of decisions about the same stimuli.

The present findings offer a mechanism through which artistic preferences can be
predicted. It is of course important to note that aesthetic experience more broadly
defined goes beyond the simple one-dimensional liking rating (a proxy of valuation)
that we study here (e.g., Zeki (2002); Chatterjee (2011); Palmer et al. (2013)), and
that judgments can be context-dependent (Brieber et al. (2015)). Art is likely to
be perceived along many dimensions, of which valuation is but one, with some
dimensions relying more on idiosyncratic experience than others. Nevertheless,
we speculate that just as it is possible to explain aesthetic valuation in terms of
underlying features, many other aspects of the experience of art can also likely be
decomposed into more atomic feature-based computations, with different dimen-
sions employing different weights over those features. Indeed, subjective value can
itself be considered to be a “feature” in a feature space, albeit a high-level one,
alongside other judgments that might be made about a piece of art. Further, al-
though we did not find evidence for this in the present study, it is undoubtedly the
case that various psychological processes such as attention are likely to dynamically
modulate the relative weights over features that construct subjective value, as well
as modulating underlying neural activity (Lim et al. (2013)).

Taken together, these findings are consistent with the existence of a large-scale
processing hierarchy in the brain that extends from early visual cortex to medial pre-
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frontal cortex, whereby visual inputs are transformed into various features through
the visual stream. These features are then projected to PPC and lPFC, and subse-
quently integrated into subjective value judgment in mPFC. Crucially, the flexibility
afforded by such a feature-based mechanism of value construction ensures that value
judgments can be formed even for stimuli that have never before been seen, or in
circumstances where the goal of valuation varies (e.g., selecting a piece of art as
a gift). Therefore, our study proposes a brain-wide computational mechanism that
does not limit to aesthetics, but can be generalized to value constrictions of a wide
range of visual and other sensory stimuli.

2.5 Methods
Participants
All participants provided informed consent for their participation in the study, which
was approved by the Caltech IRB.

Online study: A total of 1936 volunteers (female: 883 (45.6%). age 18-24 yr:
285 (14.8%); 25-34 yr: 823 (42.8%); 35-44 yr: 435 (22.6%); 45 yr and above:
382 (19.8%)) participated in our on-line studies in the Amazon Mechanical Turk
(M-turk). 1545 of them participated in the ART task, and 391 of them participated
in the AVA photo task. Among these, participants who missed trials and failed to
complete 50 trials were excluded from our analyses, leaving us with online 1359
participants in the ART task data and 382 participants in the AVA photo task data.

In-lab study: Seven volunteers (female: 3. age 18-24 yr: 5; 25-34 yr: 5; 35-44 yr:
3. 4 Asian, 3 Caucasian) were recruited to our in-lab study The in-lab participants
did not include lab members but were instead recruited from the local community
in Pasadena. Seven participants completed master’s degree or higher. None of the
participants possessed an art degree. Six of the participants reported that they visit
art museums less than once a month, while one participant reported visiting art
museums at least once but less than four times a month.

fMRI study: Six volunteers (female: 6; age 18-24 yr: 4; 25-34 yr: 1; 35-44 yr: 1.
4 White, 2 Asian) were recruited into our fMRI study. 1 participants completed
master’s degree or higher, 4 participants earned a college degree as the highest
level, and 1 participant had a high-school degree as the highest degree. None of the
participants possessed an art degree. All of the participants reported that they visit
art museums less than once a month.

Additionally, thirteen art-experienced participants [reported in our previous behav-
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ioral paper (Iigaya et al., 2021)] (female: 6; ages 18-24 yr: 3; 25-34 yr: 9; 35-44 yr:
1) were invited to evaluate the high-level feature values (outside the scanner). These
participants for annotation were primarily recruited from the ArtCenter College of
Design community.

Stimuli
The same stimuli as our recent behavioral study (Iigaya et al., 2021) were used in the
current fMRI study. Painting stimuli were taken from the visual art encyclopedia
www.wikiart.org. Using a script that randomly selects images in a given category
of art, we downloaded 206 or 207 images from four categories of art (825 in total).
The categories were ‘Abstract Art,’ ‘Impressionism,’ ‘Color Fields,’ and ‘Cubism’.
We randomly downloaded images with each tag using our custom code in order
to avoid subjective bias. We supplemented this database with an additional 176
paintings that were used in a previous study (Vaidya et al., 2017). For the fMRI
study reported here, one image was excluded from the full set of 1001 images to
have an equal number of trials per run (50 images/run × 20 runs = 1000 images).

Picture images were taken from the Aesthetic Visual Analysis (AVA) dataset. This
dataset consists of images from multiple online photo contests. We took images
from the following categories (about 90 images from each): ‘Animals,’ ‘Floral,’
‘Nature,’ ‘Sky,’ ‘Still Life,’‘Advertisement,’ ‘Sky,’ and ‘Abstract Pictures’. In a total
of 716 images were used.

Tasks
Behavioral task
Liking rating task: On each trial, participants were presented with an image of the
artwork (in the Art-liking Rating Task: ART) or a picture image (in the AVA photo
task) on the computer screen. Participants reported within 6 seconds how much
they like the artwork (or the picture image), by pressing buttons corresponding to a
scale that ranged from 0, 1, 2, 3, where 0 = not like at all, 1= like a little, 2 = like,
and 3 = strongly like, presented at the bottom of the image. Each of the on-line
ART participants performed on average 57 trials of the rating task, followed by a
familiarity task in which they reported if they could recognize the name of the artist
who painted the artwork for the same images that they reported their liking ratings.
The images for each online participant were drawn to balance different art genres.
On-site ART participants performed 1001 trials of rating tasks. On-site participants
had a chance to take a short break approximately every 100 trials. Each of the
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on-line AVA photo task participants performed on average 115 trials of the rating
task.

Feature annotation: The four high-level features were annotated in a manner fol-
lowing Chatterjee et al. (2010); Vaidya et al. (2017). On each trial, participants
were asked about the feature value of a given stimulus, ranged from -2, -1, 0, 1, 2.
Following Chatterjee et al. (2010), example figures showing extreme feature values
are always shown on the screen as a reference (please see Figure 2.24). Each par-
ticipants completed four separate tasks (for four features) in a random order, where
each task consists of 1001 trials (with 1001 images).

fMRI task
On each trial, participants were presented with an image of the artwork on the
computer screen for three seconds. Participants were then presented with a scale
from 0, 1, 2, 3 in which they had to indicate how much they liked the artwork. The
location of each numerical score was randomized across trials. Participants had
to press a button of a button box that they hold with both hands to indicate their
rating within three seconds, where each of four buttons corresponded to a particular
location on the screen from left to right. The left (right) two buttons were instructed
to be pressed by their left (right) thumb. After a brief feedback period showing their
chosen rating (0.5 sec), a center cross was shown for inter-trial intervals (jittered
between 2 to 9 seconds). Each run consists of 50 trials. Participants were invited to
the study over four days to complete twenty runs, where participants completed on
average five runs on each day.

fMRI data acquisition
fMRI data were acquired on a Siemens Prisma 3T scanner at the Caltech Brain Imag-
ing Center (Pasadena, CA). With a 32-channel radiofrequency coil, a multi-band
echo-planar imaging (EPI) sequence was employed with the following parameters:
72 axial slices (whole-brain), A-P phase encoding, –30 degrees slice tilt with re-
spect to AC-PC line, echo time (TE) of 30ms, multi-band acceleration of 4, repetition
time (TR) of 1.12s, 54-degree flip angle, 2mm isotropic resolution, echo spacing of
0.56ms. 192mm x 192mm field of view, in-plane acceleration factor 2, multi-band
slice acceleration factor 4.

Positive and negative polarity EPI-based field maps were collected before each
run with very similar factors as the functional sequence described above (same
acquisition box, number of slices, resolution, echo spacing, bandwidth and EPI
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factor), single band, TE of 50ms, TR of 5.13s, 90-degree flip angle.

T1-weighted and T2-weighted structural images were also acquired once for each
participant with 0.9mm isotropic resolution. T1’s parameters were: repetition time
(TR) 2.4 s: echo time (TE), 0.00232 s; inversion time (TI) 0.8 s; flip angle, 10
degrees; , in-plane acceleration factor 2. T2’s parameters were: TR 3.2 s; TE
0.564s; flip angle, 120 degrees; in-plane acceleration factor 2.

fMRI data processing
Results included in this manuscript come from preprocessing performed using fM-
RIPrep 1.3.2 (Esteban et al. (2018a); RRID:SCR_016216), which is based on Nipype
1.1.9 (Gorgolewski et al. (2018); RRID:SCR_002502).

Anatomical data preprocessing

The T1-weighted (T1w) image was corrected for intensity non-uniformity (INU)
with N4Bias Field Correction Tustison et al. (2010), distributed with ANTs 2.2.0
(Avants et al., 2008, RRID:SCR_004757), and used as T1w-reference throughout
the workflow. The T1w-reference was then skull-stripped with a Nipype imple-
mentation of the antsBrainExtraction.sh workflow (from ANTs), using OA-
SIS30ANTs as target template. Spatial normalization to the ICBM 152 Nonlinear
Asymmetrical template version 2009c was performed through nonlinear registra-
tion with antsRegistration (ANTs 2.2.0), using brain-extracted versions of both
T1w volume and template. Brain tissue segmentation of cerebrospinal fluid (CSF),
white-matter (WM) and gray-matter (GM) was performed on the brain-extracted
T1w using fast.

Functional data preprocessing

For each of the 20 BOLD runs found per subject (across all tasks and sessions),
the following preprocessing was performed. First, a reference volume and its
skull-stripped version were generated using a custom methodology of fMRIPrep.
A deformation field to correct for susceptibility distortions was estimated based on
two echo-planar imaging (EPI) references with opposing phase-encoding directions,
using 3dQwarp(AFNI 20160207). Based on the estimated susceptibility distortion,
an unwarped BOLD reference was calculated for a more accurate co-registration
with the anatomical reference.
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The BOLD reference was then co-registered to the T1w reference using flirt with
the boundary-based registration cost-function. Co-registration was configured with
nine degrees of freedom to account for distortions remaining in the BOLD reference.
Head-motion parameters with respect to the BOLD reference (transformation matri-
ces, and six corresponding rotation and translation parameters) are estimated before
any spatiotemporal filtering using mcflirt The BOLD time-series (including slice-
timing correction when applied) were resampled onto their original, native space by
applying a single, composite transform to correct for head-motion and susceptibility
distortions. These resampled BOLD time-series will be referred to as preprocessed
BOLD in original space, or just preprocessed BOLD. The BOLD time-series were
resampled to MNI152NLin2009cAsym standard space, generating a preprocessed
BOLD run in MNI152NLin2009cAsym space. First, a reference volume and its
skull-stripped version were generated using a custom methodology of fMRIPrep.
Several confounding time-series were calculated based on the preprocessed BOLD:
framewise displacement (FD), DVARS and three region-wise global signals. FD
and DVARS are calculated for each functional run, both using their implementations
in Nipype.

The three global signals are extracted within the CSF, the WM, and the whole-brain
masks. Additionally, a set of physiological regressors were extracted to allow for
component-based noise correction. Principal components are estimated after high-
pass filtering the preprocessed BOLD time-series (using a discrete cosine filter with
128s cut-off) for the two CompCor variants: temporal (tCompCor) and anatomical
(aCompCor). Six tCompCor components are then calculated from the top 5%
variable voxels within a mask covering the subcortical regions. This subcortical
mask is obtained by heavily eroding the brain mask, which ensures it does not
include cortical GM regions. For aCompCor, six components are calculated within
the intersection of the aforementioned mask and the union of CSF and WM masks
calculated in T1w space, after their projection to the native space of each functional
run (using the inverse BOLD-to-T1w transformation).

The head-motion estimates calculated in the correction step were also placed within
the corresponding confounds file. All resamplings can be performed with a single
interpolation step by composing all the pertinent transformations (i.e., head-motion
transform matrices, susceptibility distortion correction when available, and co-
registrations to anatomical and template spaces). Gridded (volumetric) resamplings
were performed using ants Apply Transforms (ANTs), configured with Lanczos
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interpolation to minimize the smoothing effects of other kernels.

Computational models
The computational methods and behavioral modeling reported in this manuscript
overlap with that reported in our recent article focusing exclusively on behavior
Iigaya et al. (2021). For completeness, we reproduce some of the descriptions of
these methods as first described in Iigaya et al. (2021).

Linear feature summation model (LFS model)
We hypothesized that subjective preferences for visual stimuli are constructed by
the influence of visual and emotional features of the stimuli. As its simplest, we
assumed that the subjective value of the 𝑖-th stimulus 𝑣𝑖 is computed by a weighted
sum of feature values 𝑓𝑖, 𝑗 :

𝑣𝑖 =

𝑛 𝑓∑︁
𝑗=0

𝑤 𝑗 𝑓𝑖, 𝑗 (2.1)

where 𝑤 𝑗 is a weight of the 𝑗-th feature, 𝑓𝑖, 𝑗 is the value of the 𝑗-th feature for
stimulus 𝑖, and 𝑛 𝑓 is the number of features. The 0-th feature is a constant 𝑓𝑖,0 = 1
for all 𝑖’s.

Importantly, 𝑤 𝑗 is not a function of a particular stimulus but shared across all visual
stimuli, reflecting the taste of a participant. The same taste (𝑤 𝑗 ’s) can also be shared
across different participants, as we showed in our behavioral analysis. The features
𝑓𝑖, 𝑗 were computed using visual stimuli; we used the same feature values to predict
liking ratings across participants. We used the simple linear model Eq.(2.1) to
predict liking ratings in our behavioral analysis (see below for how we determined
features and weights).

As we schematically showed in Figure 2.10, we hypothesized that the input stimulus
is first broke down into low-level features and then transformed into high-level
features, and indeed we found that a significant variance of high-level features can
be predicted by a set of low-level features. This hierarchical structure of the LFS
model was further tested in our DCNN and fMRI analysis.

Features
Because we did not know a priori what features would best describe human aesthetic
values for visual art, we constructed a large feature set using previously published
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methods from computer vision augmented with additional features that we ourselves
identified using additional existing machine learning methods.

Visual low-level features introduced in Li and Chen (2009)

We employed 40 visual features introduced in Li and Chen (2009). We do not repeat
descriptions of the features here; but briefly, the feature sets consist of 12 global
features that are computed from the entire image that include color distributions,
brightness effects, blurring effects, and edge detection, and 28 local features that
are computed for separate segments of the image (the first, the second and the third
largest segments). Most features are computed straightforwardly in either HSL (hue,
saturation, lightness) or HSV (hue, saturation, value) space (e.g., average hue value).

One feature that deserves description is a blurring effect. Following Ke et al.
(2006); Li and Chen (2009), we assumed that the image 𝐼 was generated from
a hypothetical sharp image with a Gaussian smoothing filter with an unknown
variance 𝜎. Assuming that the frequency distribution for the hypothetical image
is approximately the same as the blurred, actual image, the parameter 𝜎 represents
the degree to which the image was blurred. The 𝜎 was estimated by the Fourier
transform of the original image by the highest frequency, whose power is greater
than a certain threshold.

𝑓blur = 𝑚𝑎𝑥
(
𝑘𝑥 , 𝑘𝑦

)
∝ 1

𝜎
(2.2)

where 𝑘𝑥 = 2(𝑥 − 𝑛𝑥/2)/𝑛𝑥 and 𝑘𝑦 = 2(𝑦 − 𝑛𝑦/2)/𝑛𝑦 with (𝑥, 𝑦) and (𝑛𝑥 , 𝑛𝑦) are
the coordinates of the pixel and the total number of pixel values, respectively. The
above max was taken within the components whose power is larger than four (Li
and Chen, 2009).

The segmentation for this feature set was computed by a technique called kernel
GraphCut (Rother et al., 2004; Salah et al., 2010). Following Li and Chen (2009),
we generated a total of at least six segments for each image using a 𝐶++ and Matlab
package for kernel graph cut segmentation (Salah et al., 2010). The regularization
parameter that weighs the cost of cut against smoothness was adjusted for each
image in order to obtain about six segments. See Salah et al. (2010); Li and Chen
(2009) for the full description of this method and examples.

Of these 40 features, we included all of them in our initial feature set except for local
features for the third-largest segment, which were highly correlated with features for
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the first and second-largest segments and were thus deemed unlikely to add unique
variance to the feature prediction stage.

Additional Low-Level Features

We assembled the following low-level features to supplement the set by Li and
Chen (2009). These include both global features and local features. Local features
were calculated on segments determined by two methods. The first method was
statistical region merging (SRM) as implemented by Nock and Nielsen (2004),
where the segmentation parameter was incremented until at least three segments
were calculated. The second method converted paintings into LAB color space and
used k-means clustering of the A and B components. While the first method reliably
identified distinct shapes in the paintings, the second method reliably identified
distinct color motifs in the paintings.

The segmentation method for each feature is indicated in the following descriptions.
Each local feature was calculated on the first and second-largest segments.

Local Features:

• Segment Size (SRM): Segment size for segment 𝑖 was calculated as the area
of segment i over the area of the entire image:

𝑓segment size =
area segment 𝑖

total area
(2.3)

• HSV Mean (SRM): To calculate mean hue, saturation, and color value for
each segment, segments were converted from RGB to HSV color space.

𝑓mean hue = mean(hue values in segment 𝑖) (2.4)

𝑓mean saturation = mean(saturation values in segment 𝑖) (2.5)

𝑓mean color value = mean(color values in segment 𝑖) (2.6)

• Segment Moments (SRM):

𝑓CoM X coordinate =

∑
𝑘∈segment 𝑖

𝑥𝑘

area segment 𝑖
(2.7)

𝑓CoM Y coordinate =

∑
𝑘∈segment 𝑖

𝑦𝑘

area segment 𝑖
(2.8)
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𝑓Variance =

∑
𝑘∈segment 𝑖

(𝑥𝑘 − 𝑥)2 + (𝑦𝑘 − �̄�)2

area segment 𝑖
(2.9)

𝑓Skew =

∑
𝑘∈segment 𝑖

(𝑥𝑘 − 𝑥)3 + (𝑦𝑘 − �̄�)3

area segment 𝑖
(2.10)

where (𝑥, �̄�) is the center of mass coordinates of the corresponding segment.

• Entropy (SRM):
𝑓entropy = −

∑︁
𝑗

(𝑝 𝑗 ∗ log2(𝑝 𝑗 )) (2.11)

where 𝑝 equals the normalized intensity histogram counts of segment 𝑖.

• Symmetry (SRM): For each segment, the painting was cropped to maximum
dimensions of the segment. The horizontal and vertical mirror images of the
rectangle were taken, and the mean squared error of each was calculated from
the original.

𝑓horizontal symmetry =

∑
𝑥,𝑦∈segment

(segment𝑥,𝑦 − horizontal_flip(segment)𝑥,𝑦)2

# pixels in segment
(2.12)

𝑓vertical symmetry =

∑
𝑥,𝑦∈segment

(segment𝑥,𝑦 − vertical_flip(segment)𝑥,𝑦)2

# pixels in segment
(2.13)

• R-Value Mean (K-Means): Originally, we took the mean of R, G, and B
values for each segment, but found these values to be highly correlated, so we
reduced these three features down to just one feature for mean R value.

𝑓R-value = mean(R-values in segment) (2.14)

• HSV Mean (K-Means): As with SRM generated segments, we took the
hue, saturation, and color value means of segments generated by K-means
segmentation as described in equations 2-4.

Global Features:

• Image Intensity: Paintings were converted from RGB to grayscale from 0 to
255 to yield a measure of intensity. The 0-255 scale was divided into five
equally-sized bins. Each bin count accounted for one feature.

𝑓intensity count bin 𝑖∈{1,4} =
# pixels with intensity ∈ { 255(𝑖−1)

5 , 255𝑖
5 }

total area
(2.15)
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• HSV Modes: Paintings were converted to HSV space, and the modes of the
hue, saturation, and color value across the entire painting were calculated.
While we took mean HSV values over segments in an effort to calculate
overall-segment statistics, we took the mode HSV values across the entire
image in an effort to extract dominating trends across the painting as a whole.

𝑓mode hue = mode(hue values in segment 𝑖) (2.16)

𝑓mode saturation = mode(saturation values in segment 𝑖) (2.17)

𝑓mode color value = mode(color values in segment 𝑖) (2.18)

• Aspect (width-height) Ratio:

𝑓aspect ratio =
image width
image height

(2.19)

• Entropy: Entropy over the entire painting was calculated according to equation
9.

High-Level Feature Set (Chatterjee et al., 2010; Vaidya et al., 2017)

We also introduced features that are more abstract and not easily computed by a
simple algorithm. Chatterjee et al. (2010) pioneered this by introducing 12 features
(color temperature, depth, abstract, realism, balance, accuracy, stroke, animacy,
emotion, color saturation, complexity) that were annotated by human participants for
24 paintings, in which the authors have found that annotations were consistent across
participants, regardless of their artistic experience. Vaidya et al. (2017) further
collected annotations of these feature sets from artistically experienced participants
for an additional 175 paintings and performed a principal component analysis,
finding three major components that summarize the variance of the original 12
features. Inspired by the three principal components, we introduced three high-level
features: concreteness, dynamics, and temperature. Also, we introduced valence
as an additional high-level feature. The four high-level features were annotated
in a similar manner to the previous studies (Chatterjee et al., 2010; Vaidya et al.,
2017). We took the mean annotations of all 13 participants for each image as feature
values. In addition, we also annotated our image set with whether or not each image
included a person. This was done by manual annotation, but it can also be done
with a human detection algorithm (e.g., see Zhu et al. (2006)). We included this
presence-of-a-person feature in the low-level feature set originally (Iigaya et al.,
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2020b), though we found in our DCNN analysis that the feature shows a signature
of a high-level feature (Iigaya et al., 2020b). Therefore in this current study, we
included this presence of a person to the high-level feature set. As we showed in
the main text, classifying this feature as a low-level feature or as a high-level feature
does not change our results.

Identifying the shared feature set that predicts aesthetic preferences
The above method allowed us to have a set of 83 features in total that are possibly used
to predict human aesthetic valuation. These features are likely redundant because
some of them are highly correlated, and many may not contribute to decisions at
all. We thus sought to identify a minimal subset of features that are commonly
used by participants. In Iigaya et al. (2020b), we performed this analysis using
Matlab Sparse Gradient Descent Library 1. For this, we first orthogonalized features
by sparse PCA (Hein and Bühler, 2010). Then we performed a regression with a
LASSO penalty at the group level using participants’ behavioral data with a function
𝑔𝑟𝑜𝑢𝑝 − 𝑙𝑎𝑠𝑠𝑜 − 𝑝𝑟𝑜𝑏𝑙𝑒𝑚. We used Fast Iterative Soft Thresholding Algorithm
(FISTA) with cross-validation. After eliminating PC’s that were not shared by more
than one participant, we transformed the PC’s back to the original space. We then
eliminated one of the two features that were most highly correlated (𝑟2 > 0.5) to
obtain the final set of shared features.

To identify relevant features for use in the current fMRI analysis, we utilized be-
havioral data from both our previous in-lab behavioral study (Iigaya et al., 2020b)
and the fMRI participants included in the current study (13 participants in total).
Because the goal of the fMRI analysis is to highlight the hierarchical nature in neural
coding between low and high-level features, we first repeated the above procedure
with low-level features alone (79 features in total) and then we added high-level
features (the concreteness, the dynamics, the temperature, and the valance) to the
obtained shared low-level features.

The identified shared features are the following: the concreteness, the dynamics, the
temperature, the valence, the global average saturation from Li and Chen (2009),
the global blurring effect from Li and Chen (2009), the horizontal coordinate of
mass center for the largest segment using the Graph-cut from Li and Chen (2009),
the vertical coordinate of mass center for the largest segment using the Graph-cut
from Li and Chen (2009), the mass skewness for the second largest segment using

1https://github.com/hiroyuki-kasai/SparseGDLibrary
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the Graph-cut from Li and Chen (2009), the size of the largest segment using SRM,
the mean hue of the largest segment using SRM, the mean color value of largest
segment using SRM, the mass variance of the largest segment using SRM, global
entropy, the entropy of the second-largest segment using SRM, the image intensity
in bin 1, the image intensity in bin 2, and the presence of a person.

Nonlinear interaction features

We constructed additional feature sets by multiplying pairs of LFS features. We
grouped the resulting features into three groups. 1) features created from interactions
between high level features 2) features created from interactions between low level
features and 3) features created from interactions between a high-level and a low-level
feature. In order to determine the contribution of these three groups of features, we
performed PCA on each group so that we can take the same number of components
from each group. In our analysis, we took five PCs from each group to match with
the number of features of original high-level features.

Behavioral Model fitting
We tested how our shared-feature model can predict human liking ratings using out-
of-sample tests. All models were cross-validated in twenty folds, and we used ridge
regression unless otherwise stated. Hyperparameters were tuned by cross-validation.
We calculated the Pearson correlation between model predictions (pooled predic-
tions from all cross-validation sets) and actual data, and defined it as the predictive
accuracy.

We estimated individual participant’s feature weights by fitting a linear regression
model with the shared feature set to each participant. For illustrative purposes,
the weights were normalized for each participant by the maximum feature value
(concreteness) in Figures 2.10g, 2.25 and 2.36.

The significance of the above analyses was measured by generating a null distribu-
tion constructed by the same analyses but with permuted image labels. The null
distribution was construed by 10000 permutations. The chance level was determined
by the mean of the null distribution.
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Deep Convolutional Neural Network (DCNN) analysis
Network architecture

The deep convolutional neural network (DCNN) we used consists of two parts. An
input image feeds into convolutional layers from the standard VGG-16 network that
is pre-trained on ImageNet. The output of the convolutional layers then projects to
fully connected layers. This architecture follows the current state-of-the-art model
on aesthetic evaluation Murray et al. (2012); Murray and Gordo (2017).

The details of the convolutional layers from the VGG network can be found in
Simonyan and Zisserman (2014); but briefly, it consists of 13 convolutional layers
and 5 intervening max pooling layers. Each convolutional layer is followed by a
rectified linear unit (ReLU). The output of the final convolutional layer is flattened
to a 25088-dimensional vector so that it can be fed into the fully connected layer.

The fully connected part has two hidden layers, where each layer has 4096 dimen-
sions. The fully connected layers are also followed by a ReLU layer. During training,
a dropout layer was added with a drop out probability 0.5 after every ReLU layer
for regularization. Following the current state of the art model Murray and Gordo
(2017), the output of the fully connected network is a 10-dimensional vector that is
normalized by a softmax. The output vector was weighted averaged to produce a
scalar value Murray and Gordo (2017) that ranges from 0 to 3.

Network training

We trained our model on our behavioral data set by tuning weights in the fully
connected layers. We employed 10-fold cross-validation to benchmark the art rating
prediction. The model was optimized using a Huber loss metric, which is robust to
outliers Huber (1964).

We used stochastic gradient descent (SGD) with momentum to train the model. We
used a batch size of 100, a learning rate of 10−4, the momentum of 0.9, and weight
decay of 5 × 10−4. The learning rate decayed by a factor of 0.1 every 30 epochs.

To handle various sizes of images, we used the zero-padding method. Because our
model could only have a 224 × 224 sized input, we first scaled the input images to
have the longer edges be 224 pixels long. Then we filled the remaining space with
0 valued pixels (black).

We used Python 3.7, Pytorch 0.4.1.post2, and CUDA 9.0 throughout the analysis.
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Retraining DCNN to extract hidden layer activations

We also trained our network on single fold ART data in order to obtain a single
set of hidden layer activations. We prevented over-fitting by stopping our training
when the model performance (Pearson correlation between the model’s prediction
and data) reached the mean correlation from the 10-folds cross-validation.

Decoding features from the deep neural network

We decoded the LFS model features from hidden layers by using linear (for con-
tinuous features) and logistic (for categorical features) regression models, as we
described in Iigaya et al. (2020b). We considered the activations of outputs of ReLU
layers (total of 15 layers). First, we split the data into ten folds for the 10-fold
cross-validation. In each iteration of the cross-validation, because dimensions of
the hidden layers are much larger (64 × 224 × 224 = 3211264) than the actual
data size, we first performed PCA on the activation of each hidden layer from the
training set. The number of principal components was chosen to account for 80%
of the total variance. By doing so, each layer’s dimension was reduced to less than
536. Then the hidden layers’ activations from the test set were projected onto the
principal component space by using the fitted PCA transformation matrices. The
hyperparameter of the ridge regression was tuned by doing a grid search, and the
best performing coefficient for each layer and feature was chosen based on the scores
from the 10-folds cross-validation. We tested for a total of 19 features, including all
18 features that we used for our fMRI analysis, as well as the simplest feature that was
not included into our fMRI analysis (as a result of our group-level feature selection)
but that was also of interest here: the average hue value. For the continuous features
(e.g., rating, mean hue), Pearson correlation between the model’s predication and
data were used as the metric for goodness of fit, while for the categorical features
(e.g., presence of person), we calculated accuracy, area under curve (AUC), and
F1 scores. The sign of slopes of decoding plots from these metrics were identical.
In a supplementary analysis, we also explored whether adding ‘style matrices’ of
hidden layers Gatys et al. (2016) to the PCA-transformed hidden layer’s activations
can improve the decoding accuracy; however, we found the style matrices do not
improve the decoding accuracy. Sklearn 0.19.2 on Python 3.7 was used.
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Reclassifying features according to the slopes of the decoding accuracy across
hidden layers

In our LFS model, we classified putative low-level and high-level features simply
by whether a feature is computed by a computer algorithm vs annotated by humans,
respectively. In reality, however, some putative low-level features are more complex
in terms of how they could be constructed than other lower level features, while
some putative high-level features could in fact be computed straightforwardly from
raw pixel inputs. Using the decoding results of the features from hidden layers
in the DCNN, we identified DCNN-defined low-level and high-level features. For
this, we fit a linear slope to the estimated decoding accuracy vs hidden layers. We
permuted layer labels 10,000 times and performed the same analysis to construct
null distribution as described earlier. We classified a feature as high-level if the slope
was significantly positive at 𝑝 < 0.001, and we classified a feature as a low-level
feature if the slope was signifcantly negative at 𝑝 < 0.001.

The features showing negative slopes were: the average hue, the average saturation,
the average hue of the largest segment using GraphCut, the average color value of
the largest segment using GraphCut, the image intensity in bin 1, the image intensity
in bin 3, and the temperature.

The features showing positive slopes were: the concreteness, the dynamics, the
presence of a person, the vertical coordinate of the mass center for the largest segment
using the Graph Cut, the mass variance of the largest segment using the SRM,
the entropy in the 2nd largest segment using SRM. All of these require relatively
complex computations, such as localization of segments or image identification.
This is consistent with a previous study showing that object-related local features
showed a similar increased decodability at a deeper layer (Hong et al., 2016).

fMRI analysis
Standard GLM analysis

We conducted a standard GLM analysis on the fMRI data with SPM 12. The
SPM feature for asymmetrically orthogonalizing parametric regressors was disabled
throughout. We collected enough data from each individual participant (four days of
scanning) so that we can analyze and interpret each participant’s results separately.
The following regressors were obtained from the fmriprep preprocessing pipeline
and added to all analysis as nuisance regressors: framewise displacement, comp-
cor, non-steady, trans, rot. The onsets of Stimulus, Decision, and Action were also
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controlled by stick regressors in all GLMs described below. In addition, we added
the onset of the Decision period, the onset of feedback to all GLM as nuisance
regressors, because we focused on the stimulus presentation period.

Identifying subjective value coding (GLM 1)

In order to gain insight into how the subjective value of art was represented in the
brain, we performed a simple GLM analysis with a parametric regressor at the onset
of Stimulus (GLM 1). The parameter was linearly modulated by participant’s liking
ratings on each trial. The results were cluster FWE collected with a height threshold
of 𝑝 < 0.001.

Identifying feature coding (GLM 2,3, 2,’ 3’)

In order to gain insight into how features were represented in the brain, we performed
another GLM analysis with a parametric regressor at the onset of Stimulus (GLM
2,3). In GLM 2, there are in total 18 feature-modulated regressors; each representing
the value of one of the shared features for the fMRI analysis. We then performed
F-tests on high-level features and low-level features (a diagonal contrast matrix with
an entry set to one for each feature of interest was constructed in SPM) in order to
test whether a voxel is significantly modulated by any of the high and/or low-level
features. We then counted the number of voxels that are significantly correlated
(𝑝 < 0.001) in each ROI (note that the F-value for significance is different for high
and low features due to the difference in the number of consisting features). We
then displayed the proportions of two numbers in a given ROI.

We performed a similar analysis using the DCNN hidden layers (GLM 3). We took
the first three principal components of each convolutional and fully connected layers
(three PCs times 15 layers = 45 parametric regressors). We then performed F-tests
on PCs from layers 1 to 4, layers 5 to 9, layers 10 to 13, and fully connected layers
(layers 14 and 15). The proportions of the survived voxels were computed for each
ROI.

In addition, we also performed the same analyses with GLMs to which we added
liking ratings for each stimulus. We call these analyses GLM 2’ and GLM 3,’
respectively.

We note that, because in our LFS model the liking rating is a linear integration of
features, adding liking rating regressor means to identify neural correlates of the
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liking ratings that are outside of the LFS model’s prediction.

Region of Interests (ROI)

We constructed ROIs for visual topographic areas using a previously published
probabilistic map (Wang et al., 2014). We constructed 17 masks based on the 17
probabilistic maps taken from Wang et al. (2014), consisting of 8 ventral–temporal
(V1v, V2v, V3v, hV4, VO1, VO2, PHC1, and PHC2) and 9 dorsal–lateral (V1d,
V2d, V3d, V3A, V3B, LO1, LO2, hMT, and MST) masks. In this, ventral and
dorsal regions for early visual areas V1, V2, V3 are separately defined. Each mask
was constructed by thresholding the probability map at 𝑝 > 0.01. We defined
𝑉123 as V1v +V2v+ V3v+ V1d + V2d + V3d + V3A + V3B, and 𝑉ℎ𝑖𝑔ℎ as hV4 +
VO1 + VO2 + PHC1 + PHC2 + LO1 + LO2 + hMT + MST. (hV4: human V4,
VO: ventral occipital cortex, PHC: posterior parahippocampal cortex, LO: lateral
occipital cortex, hMT: human middle temporal area, MST: medial superior temporal
area.)

We also constructed ROIs for parietal and prefrontal cortices using the AAL
database. Posterior parietal cortex (PPC) was defined by bilateral MNI-Parietal-
Inf + MNI-Parietal-Sup. lateral orbitofrontal cortex (lOFC) was defined by bilat-
eral MNI-Frontal-Mid-Orb + MNI-Frontal-Inf-Orb + MNI-Frontal-Sup-Orb, and
medial OFC (mOFC) was defined by bilateral MNI-Frontal-Med-Orb + bilateral
MNI-Rectus. Dorsomedial PFC (dmPFC) was defined by bilateral MNI-Frontal-
Sup-Medial + MNI-Cingulum-Ant, and dorsolateral PFC (dlPFC) was defined by
bilateral MNI-Frontal-Mid + MNI-Frontal-Sup. Ventrolateral PFC (vlPFC) was
defined by bilateral MNI-Frontal-Inf-Oper + MNI-Frontal-Inf-Tri.

We also constructed lateral PFC (LPFC) as vlPFC + dlPFC +lOFC, and medial PFC
(MPFC) as mOFC + dmPFC.

PPI analysis (GLM 4, 4’)

We conducted a psychobiological-physiological interaction analysis. We took a
seed from the GLM 1 identified cluster showing subjective value in MPFC (Figure
2.48), and a psychological regressor as a box function, which is set to one during
the stimulus epoch and 0 otherwise. We added the time course of the seed, the PPI
regressor, to a variant of GLM 2’ (the parametric regressors in which feature values
and liking values were constructed using a boxcar function at stimulus periods,
instead of its onsets) and determined which voxels were correlated with the PPI
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regressor (GLM 4). Following Suzuki et al. (2017a), boxcar functions were used
because feature integration can take place throughout the duration of each stimulus
presentation.

We also conducted a control PPI analysis. For this we took the same seed, but
now the psychological regressor was a box function which is one during ITI, and
0 otherwise. We added the time course of the seed and the PPI regressor, the box
function for ITI, and the PPI regressor to the same variant of GLM 2’ (the parametric
regressors with feature and liking values were constructed using boxcar function at
Stimulus periods, instead of its onsets). We refer to this as GLM 4’.

Feature integration analysis

We conducted an F-test using GLM 2, to test whether any of the shared features
were significantly correlated with a given voxel (a diagonal with one at all features
in SPM). The resulting F-map is thresholded at 𝑝 < 0.05 cFWE at the whole-brain
with height threshold at 𝑝 < 0.001. We then asked within the survived voxels,
which of them were also significantly positively correlated with PPI regressor in
GLM 4, using at value thresholded at 𝑝 < 0.001 uncorrected. We then counted the
fraction of voxels that survived this test in a given ROI.

Regression analysis with cross validation

In addition to the SPM GLM analysis, we also performed regression analyses with
cross validation within each participant (Naselaris et al., 2011). We first extracted
beta estimates at stimulus presentation time on each trial from a GLM with regressors
at each stimulus onset, where the GLM also included other nuisance regressors,
including framewise displacement, comp-cor, non-steady, trans, rot, the onsets of
Decision, Action and feedback. We then used these beta estimates at the stimulus
presentation time as dependent variables in our regression analysis. In all fMRI
analyses, we used a Lasso penalty unless otherwise stated. The hyperparameters
were optimized using 12-fold cross validation. The Matlab lasso function was used.
We note that each stimulus was presented only once in our experiment in a given
participant.

We performed a feature coding analysis analogous to what we performed using SPM.
We first estimated the weights of the LFS model features using lasso regression at
each voxel. We then computed a sum of squared weights for low-level features
and high-level features separately. In order to discard weight estimates that can
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be obtained by chance, we also performed the same lasso regression analysis using
shuffled stimuli labels. We then constructed a null distribution with a sum of squared
weights at each ROI using the weight estimates from this analysis. If the sum of
squared weights of low (or high) -level features obtained from correct stimuli labels
at a given voxel is significantly larger than the null distribution of low (or high)
-level features in the ROI (𝑝 < 0.001), we identified the voxel as encoding low-level
(or high-level) features.

We also ran a similar analysis with the LFS model’s features where we also included
‘nonlinear features’ that are constructed by multiplying pairs of the LFS model’s
features. As described above, we grouped the nonlinear features into three groups.
1) features created from interactions between high level features 2) features created
from interactions between low level features, and 3) features created from interac-
tions between high-level and low-level features. We took five PCs from each group
to match with the number of original high-level features from the model.

When comparing predictive accuracy across different models, we calculated Pearson
correlations between the data and each model’s predictions, where the model’s
predictions were pooled over predictions from testing sets across cross-validations.

We performed a similar analysis using the DCNN’s features, where the DCNN was
trained to predict behavioral data. Using the obtained results, we computed the sum
of squared features from layers one to four, layers five to nine, layers ten to thirteen,
and layers fourteen to fifteen. Again, estimates that are significantly greater than
the ones obtained by chance (at 𝑝 < 0.001) were included in our results, using the
same regression analysis with shuffled labeled data. We performed analyses with
45 features (3 PCs from each layer) and 150 features (10 PCs from each layer).

We also performed the same DCNN analysis using untrained, random, weights.

Data availability
The data that support the findings of this study are available at https://github.com/kiigaya/Art
or from the corresponding author upon request.

Code availability
The code that support the findings of this study are available at https://github.com/kiigaya/Art
or from the corresponding author upon request.
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Figure 2.10: Neuroimaging experiments and the model of value construction. (a).
Neuroimaging experiments. We administered our task (ART: art rating task) to
human participants in an fMRI experiment. Each participant completed 20 scan
sessions spread over four separate days (1,000 trials in total with no repetition of
the same stimuli). On each trial, a participant was presented with a visual art
stimulus (paintings) for 3 sec. The art stimuli were the same as in our previous
behavioral study (Iigaya et al., 2021). After the stimulus presentation, a participant
was presented with a set of possible ratings (0,1,2,3), where they had to choose one
option within 3 seconds, followed by brief feedback with their selected rating (0.5
sec). The positions of the numbers were randomized across trials, and the order of
presented stimuli was randomized across participants. (b). Example stimuli. The
images were taken from four categories from Wikiart.org.: Cubism, Impressionism,
Abstract art and Color Fields, and supplemented with art stimuli previously used
(Vaidya et al., 2017). (c). The idea of value construction. An input is projected into a
feature space, in which the subjective value judgment is performed. Importantly, the
feature space is shared across stimuli, enabling this mechanism to generalize across
a range of stimuli, including novel ones. (d). Schematic of the LFS model (Iigaya
et al., 2021). A visual stimulus (e.g., artwork) is decomposed into various low-level
visual features (e.g., mean hue, mean contrast), as well as high-level features (e.g.,
concreteness, dynamics). We hypothesized that in the brain high-level features are
constructed from low-level features, and that subjective value is constructed from
a linear combination of all low and high-level features. (e). How features can
help construct subjective value. In this example, preference was separated by the
concreteness feature.Reproduced from Iigaya et al. (2021). (f). In this example,
the value over the concreteness axis was the same for four images; but another
feature, in this case, the brightness contrast, could separate preferences over art.
Reproduced from Iigaya et al. (2021). (g). The LFS model successfully predicts
participants’ liking ratings for the art stimuli. The model was fit to each participant
(cross-validated). Statistical significance was determined by a permutation test
(one-sided). Three stars indicate 𝑝 < 0.001. Due to copyright considerations, some
paintings presented here are not identical to that used in our studies. Credit: Jean
Metzinger, Portrait of Albert Gleizes (public domain; RISD Museum).
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Figure 2.11: The deep convolutional neural network (DCNN) model naturally
encodes low-level and high-level features and predict participants’ choice behavior.
(a). Schematic of the deep convolutional neural network (DCNN) model and the
results of decoding analysis (Iigaya et al., 2021). The DCNN model was first trained
on ImageNet object classifications, and then the average ratings of art stimuli.
We computed correlations between each of the LFS model features and activity
patterns in each of the hidden layers of the DCNN model. We found that some
low-level visual features exhibit significantly decreasing predictive accuracy over
hidden layers (e.g., the mean hue and the mean saturation). We also found that
a few computationally demanding low-level features showed the opposite trend
(see the main text). We further found that some high-level visual features exhibit
significantly increasing predictive accuracy over hidden layers (e.g., concreteness
and dynamics). Results reproduced from Iigaya et al. (2021).(b).The DCNN model
could successfully predict human participants’ liking ratings significantly greater
than chance across all participants. Statistical significance (𝑝 < 0.001, indicated
by three stars) was determined by a permutation test (one-sided). Credit: Jean
Metzinger, Portrait of Albert Gleizes (public domain; RISD Museum).
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Figure 2.13: fMRI signals in visual cortical regions show similarity to our LFS
model and DCNN model. (a). Encoding of low and high-level features in the
visual ventral-temporal stream in a graded hierarchical manner. In general, the
relative encoding of high-level features with respect to low-level features increases
dramatically across the ventral-temporal stream. The maximum probabilistic map
(Wang et al., 2014) is shown color-coded on the structural MR image at the top
to illustrate the anatomical location of each ROI. The proportion of voxels that
significantly correlated with low-level features (blue; one-sided F-test 𝑝 < 0.001)
against high-level features (red; one-sided F-test 𝑝 < 0.001) are shown for each
ROI. See the Methods section for detail. (b). Encoding low and high-level features
in the dorsolateral visual stream. The anatomical location of each ROI (Wang et al.,
2014) is color-coded on the structural MR image. (c). Encoding of DCNN features
(hidden layers’ activation patterns) in the ventral-temporal stream. The top three
principal components (PCs) from each layer of the DCNN were used as features in
this analysis. In general, early regions more heavily encode representations found
in early layers of the DCNN, while higher-order regions encode representations
found in deeper CNN layers. The proportion of voxels that significantly correlated
with PCs of convolutional layers 1 to 4 (light blue), convolutional layers 5 to 9
(blue), convolutional layers 10 to 13 (purple), fully connected layers 14-15 (pink)
are shown for each ROI. The significance was set at 𝑝 < 0.001 by one-sided F-test.
(d). Encoding of DCNN features in the dorsolateral visual stream. Credit: Jean
Metzinger, Portrait of Albert Gleizes (public domain; RISD Museum).
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Figure 2.14: Encoding of nonlinear feature representations. We performed encoding
analysis of low-level, high-level, and interaction term features (low x low, high x
high, low x high), using lasso regression with cross validation within subject. The
results of ROIs in the ventral-temporal and dorso-lateral visual streams are shown.
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Figure 2.15: Parietal and prefrontal cortex encode features in a mixed manner. (a).
Encoding of low- and high-level features from the LFS model in posterior parietal
cortex (PPC), lateral prefrontal cortex (lPFC) and medial prefrontal cortex (mPFC).
The ROIs used in this analysis are indicated by colors shown in a structural MR
image at the top. (b). Encoding of the DCNN features (activation patterns in the
hidden layers) in PPC and PFC. The same analysis method as Figure 2.13 was used.
Credit: Jean Metzinger, Portrait of Albert Gleizes (public domain; RISD Museum).
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Figure 2.16: Features are integrated from PPC and lateral PFC to medial PFC
when constructing the subjective value of visual art. (a). Encoding of low- and
high-level features (green) and liking ratings (red) across brain regions. Note that
the ROIs for the visual areas are now grouped as V1-2-3 (V1, V2 and V3) and
V-high (Visual areas higher than V3). See the Methods section for detail. (b). The
schematics of functional coupling analysis to test how feature representations are
coupled with subjective value. We identified regions that encode features (green),
by performing a one-sided F-test (𝑝 < 0.05 whole-brain cFWE with the height
threshold 𝑝 < 0.001). We also performed a psychophysiological interaction (PPI)
analysis (orange: 𝑝 < 0.001 uncorrected) to determine the regions that are coupled
to the seed regions in mPFC that encode subjective value (i.e., liking rating) during
stimulus presentation (red: seed, see Figure 2.48). We then tested for the proportion
of overlap between voxels identified in these analyses in a given ROI. (c). The results
of the functional coupling analysis show that features represented in the PPC and
lPFC are coupled with the region in mPFC encoding subjective value. This result
dramatically contrasts with a control analysis focusing on ITI instead of stimulus
presentations (Figure 2.50). Credit: Jean Metzinger, Portrait of Albert Gleizes
(public domain; RISD Museum).
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Figure 2.17: The predictive accuracy of subjective ratings of art in the in-lab
participants. Blue: within-participant prediction using our computational model.
Red: across-participant prediction using the average rating of each stimulus.
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Figure 2.18: The estimated feature weights of in-lab participants. The significance
was estimated against the null distribution of weighs constructed by model fittings
to permuted data. One star, two starts, three stars, indicates 𝑝 < 0.05, 𝑝 < 0.01,
𝑝 < 0.001, respectively.
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Figure 2.19: Predictive accuracy of the LFS model within different art genres. The
model was trained on all images using 20 fold cross validation in each participant.
Predictions for images in each art genre were compared with the actual data. The
predictive accuracy was measured by Pearson correlation. This figure shows that
our overall predictive accuracy is not merely an artifact of the fact that people like
different genres differently, i.e., that the LFS model is sensitive only to differences
between images as a result of genre and that this alone enables it to have success.
Here, even within specific genres, the model can still succeed in predicting liking
ratings just as it can across genres. Note that correlation values are smaller than the
overall value presented in Figure 1. This is because between-genre correlation is
indeed present in Figure 1.

.
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Figure 2.20: Representation dissimilarity matrix using low-level and high-level
features. Image index; 1-204: Impressionism. 205-417: Abstract art. 418-621:
Color fields. 622-826: Cubism. 827-1000: Pictures from the stimulus set of Vaidya
et al. (2017) .



77

Ful
l m

od
el

C
on

cr
et

en
es

s

Pre
di
ct
ed

 b
y 
m

ea
n

0

0.1

0.2

0.3

0.4

p
re

d
ic

ti
v
e

 s
c
o

re
 (

r)

impressionism

Ful
l m

od
el

C
on

cr
et

en
es

s

Pre
di
ct
ed

 b
y 
m

ea
n

0

0.1

0.2

0.3

0.4

p
re

d
ic

ti
v
e

 s
c
o

re
 (

r)

abstract

Ful
l m

od
el

C
on

cr
et

en
es

s

Pre
di
ct
ed

 b
y 
m

ea
n

0

0.1

0.2

0.3

0.4

p
re

d
ic

ti
v
e

 s
c
o

re
 (

r)

color fields

Ful
l m

od
el

C
on

cr
et

en
es

s

Pre
di
ct
ed

 b
y 
m

ea
n

0

0.1

0.2

0.3

0.4

p
re

d
ic

ti
v
e

 s
c
o

re
 (

r)

cubism

***
***

***

***
***

***

***
***

***

A B

C D

*
***

***

Figure 2.21: The model’s predictive accuracy when using full features or the
concreteness feature alone, tested in the large scale online dataset. The full model
significantly outperforms the model with concreteness feature alone, but shows room
to improve when compared against the performance of an average rating model. The
error bars indicate the mean and SEM.
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Figure 2.22: The inclusion of salience-weighted features does not improve our
model’s predictive accuracy in M-Turk participants. The error bars indicate SEM.
N.S. indicates not significant in permutation test.
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Figure 2.23: The predictive accuracy of model on photograph ratings. Left: the
original model with low-level features. Middle: the model with low-level and
high-level features, where the binary high level features are approximated by a
nonlinear support vector machine trained on visual art set using low-level features.
Right: correlations with the average ratings for each image. The one star indicates
𝑝 < 0.05 in permutation test across participants. The error bars indicate SEM.
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Figure 2.24: An example trial of feature annotation. Annotators were asked to
evaluate high-level feature values (from –2 to 2). Frits Thaulow-Marmortrappen
credit: ART Collection / Alamy Stock Photo.
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Figure 2.25: Feature weights from each fMRI participant, determined by fitting the
LFS model to the liking ratings from each participant.
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Figure 2.26: Correlations between feature weights across fMRI participants.
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Figure 2.27: The time course of BOLD signals in mPFC. BOLD signals are ex-
tracted from the cluster in mPFC correlating with liking ratings from each participant
depicted in Figure 2.12 in the main paper. The signals are up-sampled (Iigaya et al.,
2020a) and shown for trials in which participants gave the highest (liking rating =3;
blue) and the lowest (liking rating =0; orange). The error bars indicate the mean ±
SEM over trials.
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Figure 2.28: Neural correlates of subjective value. One-sided t-test. An adjustment
was made for multiple comparison correction: clusters at whole-brain cFWE 𝑝 <

0.05 with height threshold at 𝑝 < 0.001 are shown.

Figure 2.29: Neural correlates of subjective value. One-sided t-test. An adjustment
was made for multiple comparisons: clusters at whole-brain cFWE 𝑝 < 0.05 with
height threshold at 𝑝 < 0.001 are shown for slices ranging from 𝑦 = 22 and 𝑦 = 72
for participant 1 ( red), participant 2 (blue), participant 3 (green), participant 4
(violet), participant 5 (yellow), participant 6 (cyan).
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Figure 2.30: Neural correlates of subjective value. Voxels at 𝑝 < 0.001 uncorrected
are shown for slices between 𝑦 = 28 and 𝑦 = 79. One-sided t-test.
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for 'attention'

Figure 2.31: Neural correlates of subjective value when controlling for the effects
of attention (reaction time, squared reaction time, distance from the mean rating).
One-sided t-test. An adjustment was made for multiple comparisons: clusters
significant at whole-brain cFWE 𝑝 < 0.05 with height threshold at 𝑝 < 0.001 are
shown.
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Figure 2.32: Results of fMRI encoding analysis of low- and high-level features,
using the features that are reclassified according to the DCNN results. Among the
features that were originally considered, the features showing significantly positive
slopes across layers in the DCNN were defined as high-level features, while the
features showing significantly negative slopes across layers in the DCNN were
defined as low-level features. The results did not qualitatively change from our
original analysis with the original definition of low- and high- level features. Credit:
Jean Metzinger, Portrait of Albert Gleizes (public domain).



85

Low-level features
High-level features

V1v
V2v
V3v
hV4
VO1
VO2
PHC1
PHC2

Ventral-temporal Dorso-lateral

V1d
V2d
V3d
V3a
V3b
LO1
LO2
hMT
MST

P1

V1vV2vV3vhV
4
VO1

VO2
PHC1

PHC2
0

0.2

0.4

0.6

0.8

1
P2

V1vV2vV3vhV
4
VO1

VO2
PHC1

PHC2
0

0.2

0.4

0.6

0.8

1
P3

V1vV2vV3vhV
4
VO1

VO2
PHC1

PHC2
0

0.2

0.4

0.6

0.8

1

P4

V1vV2vV3vhV
4
VO1

VO2
PHC1

PHC2
0

0.2

0.4

0.6

0.8

1
P5

V1vV2vV3vhV
4
VO1

VO2
PHC1

PHC2
0

0.2

0.4

0.6

0.8

1
P6

V1vV2vV3vhV
4
VO1

VO2
PHC1

PHC2
0

0.2

0.4

0.6

0.8

1

P1

V1dV2dV3dV3aV3bLO
1
LO

2
hM

T
MST

0

0.2

0.4

0.6

0.8

1
P2

V1dV2dV3dV3aV3bLO
1
LO

2
hM

T
MST

0

0.2

0.4

0.6

0.8

1
P3

V1dV2dV3dV3aV3bLO
1
LO

2
hM

T
MST

0

0.2

0.4

0.6

0.8

1

P4

V1dV2dV3dV3aV3bLO
1
LO

2
hM

T
MST

0

0.2

0.4

0.6

0.8

1
P5

V1dV2dV3dV3aV3bLO
1
LO

2
hM

T
MST

0

0.2

0.4

0.6

0.8

1
P6

V1dV2dV3dV3aV3bLO
1
LO

2
hM

T
MST

0

0.2

0.4

0.6

0.8

1

Fe
at

ur
e 

B
re

ak
do

w
n

Fe
at

ur
e 

B
re

ak
do

w
n

Figure 2.33: Encoding analysis of low-level, high-level, features using lasso
regression with cross validation within subject. The results of ROIs in the ventral-
temporal visual stream are shown.
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Figure 2.34: Contrasting different model predictive accuracies, measured by Pear-
son correlations, across ROIs. Blue is the model with original low and high level
features. Red is the model with original features and nonlinear features that are
constructed by interactions between pairs of original features. Yellow is the DCNN
hidden layers (150 PCs in total). The correlation was computed for each voxel for
each participant. The colored bars indicate the mean and the error bars indicate
standard errors across voxels in each ROI.The number of voxels varied across ROIs.
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Figure 2.35: Encoding analysis of low-level, high-level, and interaction term
features (low x low, high x high, low x high), using lasso regression with cross
validation within subject. The results of ROIs in visual areas, PPC, PFC are shown.
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Figure 2.38: Encoding analysis of DCNN features (45 features in total, 3 features
per layer) using lasso regression with cross validation within subject. The results of
ROIs in the ventral-temporal and dorso-lateral visual stream are shown.
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Figure 2.39: Encoding analysis of DCNN features (150 features in total, 10 features
per layer) using lasso regression with cross validation within subject. The results of
ROIs in the ventral-temporal and dorso-lateral visual stream are shown.
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Figure 2.40: Encoding analysis of the DCNN model features, where the model
weights were set to random, using lasso regression with cross validation within
subject. The results of ROIs in the ventral-temporal visual stream are shown.
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Figure 2.41: Encoding analysis of DCNN model features, where the model weights
were set to random, with lasso regression with cross validation within subject. The
results of ROIs in visual areas, PPC, PFC are shown.
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Figure 2.42: Encoding analysis of low-level, high-level features using lasso regres-
sion with cross validation within subject. The results of ROIs in visual areas, PPC
and PFC are shown.
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Figure 2.43: Encoding analysis of DCNN features using lasso regression (45
features in total, 3 features per layer) using cross validation within subject. The
results of ROIs in visual areas, PPC, PFC are shown.
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Figure 2.44: Encoding analysis of DCNN features (150 features in total, 10 features
per layer) using lasso regression using cross validation within subject. The results
of ROIs in visual areas, PPC, PFC are shown.
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Figure 2.45: The same analysis as Figure 2.16A but now with the DCNN model
features. Credit: Jean Metzinger, Portrait of Albert Gleizes (public domain).
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Figure 2.46: The breakdown of feature representations and value representations
across cortical regions when controlling for reaction time, squared reaction time, and
distance from the mean rating. Credit: Jean Metzinger, Portrait of Albert Gleizes
(public domain).
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Figure 2.47: Encoding analysis of low- and high-level features when subjective
liking ratings are also included into the same GLM. The results of ROIs in the ventral-
temporal and dorso-lateral visual streams are shown. Credit: Jean Metzinger,
Portrait of Albert Gleizes (public domain).
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Figure 2.48: The seeds of the PPI analysis. The seeds used for the PPI analysis
correspond to a medial PFC cluster drawn from each participant that was found
to show significant correlation with subjective value. The cluster used for each
participant is shown here (one-sided t-test. An adjustment was made for multiple
comparisons: 𝑝 < 0.05 cFWE at whole-brain with a height threshold of 𝑝 < 0.001).



98

LFS model’s
features

DCNN’s features

P1

vlP
FC

lOFC
dlP

FC
mOFC

dm
PFC

0

0.5

1
P2

vlP
FC

lOFC
dlP

FC
mOFC

dm
PFC

0

0.5

1
P3

vlP
FC

lOFC
dlP

FC
mOFC

dm
PFC

0

0.5

1

P4

vlP
FC

lOFC
dlP

FC
mOFC

dm
PFC

0

0.5

1
P5

vlP
FC

lOFC
dlP

FC
mOFC

dm
PFC

0

0.5

1
P6

vlP
FC

lOFC
dlP

FC
mOFC

dm
PFC

0

0.5

1

P1

vlP
FC

lOFC
dlP

FC
mOFC

dm
PFC

0

0.5

1

Fe
at

ur
e 

br
ea

kd
ow

n

P2

vlP
FC

lOFC
dlP

FC
mOFC

dm
PFC

0

0.5

1
P3

vlP
FC

lOFC
dlP

FC
mOFC

dm
PFC

regions

0

0.5

1

P4

vlP
FC

lOFC
dlP

FC
mOFC

dm
PFC

0

0.5

1
P5

vlP
FC

lOFC
dlP

FC
mOFC

dm
PFC

Regions

0

0.5

1
P6

vlP
FC

lOFC
dlP

FC
mOFC

dm
PFC

0

0.5

1

P1

V12
3

Vhig
h
PPC
vlP

FC
lOFC

dlP
FC
mOFC

dm
PFC

0

0.1

0.2

0.3

P2

V12
3

Vhig
h
PPC
vlP

FC
lOFC

dlP
FC
mOFC

dm
PFC

0

0.05

0.1

0.15

0.2

P3

V12
3

Vhig
h
PPC

vlP
FC
lOFC

dlP
FC
mOFC

dm
PFC

0.2

0.4

0.6

P4

V12
3

Vhig
h
PPC
vlP

FC
lOFC

dlP
FC
mOFC

dm
PFC

0

0.1

0.2

0.3
P5

V12
3

Vhig
h
PPC
vlP

FC
lOFC

dlP
FC
mOFC

dm
PFC

Regions

0

0.02

0.04

0.06
P6

V12
3

Vhig
h
PPC
vlP

FC
lOFC

dlP
FC
mOFC

dm
PFC

0

0.1

0.2

0.3

0.4

vlPFC
lOFC
dlPFC
mOFC
dmPFC

Fe
at

ur
e 

br
ea

kd
ow

n

Regions

Fe
at

ur
e 

co
up

lin
g 

w
ith

 s
ee

d

low level
high level

Liking rating

Low level
features

High level
features

...
..

...
..

...
...

layer 1-4
layer 5-9
layer 10-13
layer 14-15

Liking rating

Figure 2.49: The same results as in Figures 2.16 and 2.45, but now broken down
to show separate results for each sub-region of the PFC. Credit: Jean Metzinger,
Portrait of Albert Gleizes (public domain).
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Figure 2.50: The same analysis as in Figure 2.16C, except here the epoch of the ITIs
are taken as the psychological regressor, as opposed to the epoch of presentation
of the visual stimuli. In this situation, we did not observe robust coupling between
mPFC value areas and lateral PFC and PPC, thereby supporting the possibility that
increased coupling between lPFC, PPC and mPFC occurs specifically at the time of
stimulus evaluation.
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C h a p t e r 3

HUMAN TRANSFER LEARNING AND FEATURE LEARNING
ACROSS DIFFERENT ENVIRONMENTS

3.1 Abstract
Human cognitive flexibility, particularly the ability to transfer knowledge across dif-
ferent environments, is crucial for continual life-long learning and decision-making.
This study investigates the computational mechanisms underlying feature-based
transfer learning in humans. We examined how individuals apply previously ac-
quired knowledge to new environments with shared features by designing a feature-
based multiarmed bandit task, collecting behavioral data, and employing various
computational models. Our results demonstrate that participants successfully trans-
ferred knowledge across tasks, and reinforcement learning (RL) models incorpo-
rating glia-like slow integration components explain the behavior characteristics in
transfer learning the best. These components, modeled after the physiological prop-
erties of astrocyte-glial cells, enabled the retention of learned information over time,
thus supporting knowledge transfer. While recurrent neural network (RNN) models
showed strong predictive accuracy in participant choices, they failed to capture the
temporal dynamics observed in human transfer learning. This research highlights
the complexity of human transfer learning and suggests that incorporating slow in-
tegration mechanisms is essential to achieve the cognitive flexibility necessary for
effective transfer learning.

3.2 Introduction
Transfer learning is a critical aspect of human cognitive capacity, allowing individ-
uals to apply knowledge acquired in previously experienced environments to novel
contexts without forgetting it (Zhuang et al., 2021b; Flesch et al., 2023). In cog-
nitive science, the mechanisms supporting this ability to transfer knowledge across
different tasks have been studied from various perspectives. One line of research
focuses on declarative memory, which is characterized by its flexibility and ability to
be applied in new contexts (Keresztes et al., 2018; Reber et al., 1996; Poldrack et al.,
2001; Squire and Zola, 1996). Another is the concept of cognitive maps, which
suggests that spatial information is stored within the brain and can be leveraged
to solve new problems (Mark et al., 2020; Tolman, 1948). Recently, shared value
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representation across tasks that can handle different context information has been
suggested to support flexible knowledge transfer (Tomov et al., 2021). However,
these concepts do not fully explain scenarios where different environments share
features, and recognizing these features can be advantageous for achieving goals in
novel environments.

For instance, an individual’s previous experience with red-colored, spicy cuisine
from their home country might guide their food choices when confronted with
unfamiliar options in an exotic location. This phenomenon, referred to as feature-
based transfer learning (Zhuang et al., 2021b), illustrates how feature-based value
computation can facilitate decision-making in novel environments (Farashahi et al.,
2017; Niv et al., 2015; Leong et al., 2017; Suzuki et al., 2017b; Iigaya et al., 2021,
2023). Nevertheless, the exact computational mechanisms underlying how feature
learning occurs, how this information is maintained, and in what ways previously
acquired knowledge influences decision-making in new tasks remain unclear.

One of the hypotheses in understanding human transfer learning is that the brain
operates with computational components that operate on different time scales. This
temporal differentiation allows slower processes to retain information longer without
forgetting, enabling effective transfer learning (Parisi et al., 2019). Hierarchical
reinforcement learning models have been proposed to embody such properties,
retaining context-specific sub-policies or skills that operate on shorter time scales
and are dynamically employed in solving new environments when the skills are
applicable (Tessler et al., 2017; Botvinick, 2012; Eckstein and Collins, 2020).

Another promising avenue for understanding the biological underpinnings of trans-
fer learning lies in astrocyte glial cells. These cells exhibit properties that facilitate
long-term information tracking and serve as computational resources alongside neu-
rons in the brain by controlling the efficacy of neuronal synapses and facilitating
learning (Kofuji and Araque, 2021; Mu et al., 2019; Perea et al., 2009a). Integrating
properties of glial cells into artificial neural networks has also been shown to enhance
performance in classification tasks and perform computations analogous to trans-
formers, the backbone of current advances in large language models (Porto-Pazos
et al., 2011; Kozachkov et al., 2023; Vaswani, 2017).

Based on these insights, our aim is to unveil the computational mechanisms behind
transfer learning when the transferred information comprises values of features in
environments. To address these research questions, we designed a novel feature-
based multiarmed bandit task (or “contextual bandit”) consisting of multiple two-
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armed bandit problems and collected three independent human choice datasets
from both online and in-person experiments. Using a computational model-driven
analysis, we explored the possible mechanisms that facilitate human transfer learning
across environments that share visual features. First, we tested various reinforcement
learning (RL) models, with and without a slow integration component designed to
mimic the physiological properties of glial cells. Furthermore, we explored the
efficacy of recurrent neural network (RNN) models with gated memory units to
explain human transfer learning, as these models have proven to be powerful tools
in modeling behavioral patterns (Dezfouli et al., 2019b; Ji-An et al., 2023b; Miller
et al., 2024).

From quantitative and qualitative model comparisons, we suggest that reinforce-
ment learning models with separate components that gradually track the learned
action values can explain human transfer learning. However, the complexity of this
cognitive process necessitates further investigation to unravel the full extent of the
computational and biological substrates involved. This research represents a step
towards understanding how the brain maintains and utilizes feature-based informa-
tion, contributing to the broader quest to replicate human-like learning in artificial
systems.

3.3 Task design
In the behavioral task, participants engaged in multiple two-armed bandit tasks
sequentially, which were framed as a Casino tour. Each "casino" had two slot
machines, one of which had a higher reward probability. Participants interact with
the slot machines for an average of 16 trials in the online tasks or 8 trials in the
onsite experiment. The participants were instructed to maximize the collected
reward. Consequently, participants had to interact with the slot machines, using
trial and error to identify the more rewarding one (see Fig. 3.1).

A key characteristic of the task is the presence of shared visual cues across casinos,
each with a different level of contingency to the winning slot machines. (see Fig.
3.2). The contingencies between each cue and the winning slot machine were varied
to create blocks with different levels of information for identifying the better slot
machine. This contingency was manipulated by varying the frequency with which
each cue appeared on winning slot machines. For example, a cue named H1 was
associated with the winning slot machine in 18 out of 24 casinos in the online tasks
(and in 24 out of 36 casinos in the onsite task).
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Figure 3.1: The task consists of multiple blocks or casinos that participants visited.
In each casino, participants played with two slot machines and determined the more
rewarding one through trial and error. The two cues displayed on top of the slot
machines served as hints to help participants find the better slot machine faster, while
the paintings at the bottom indicated that participants were visiting a novel, unique
environment. The onsite tasks consist of 72 blocks, with trial lengths ranging from
7 to 9 trials, instead of 36 blocks with 14 to 18 trials.

Based on these contingencies, the 6 different cues were categorized into into 3
groups: high-reward, low-reward and neutral (see Fig. 3.3). In online tasks, for
example, casinos where two high-reward cues were on one slot machine and two
low-reward cues on the other were labeled as strongly-informative blocks. This is
because, among the 12 casinos with these cue pairs, the slot machines with two
high-reward cues were the better choice in 10 casinos. Similarly, other cues were
associated with the better slot machine at different frequencies. Participants could
learn these contingencies since high-reward cues were more frequently associated
with the better slot machine compared to the other cue groups and low-reward cues
were more frequently associated with the worse slot machine (See Figs. 3.2 and 3.3
for details on the task design and cue contingencies)

It is important to note that the onsite task comprise 72 blocks instead of 36, with
each block consisting of an average of 8 trials, while the online tasks had an average
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Figure 3.2: Based on the contingency between the more rewarding slot machine and
the cues, the task featured three different block types. The task was designed so that
participants could identify the better slot machine more quickly in the informative
blocks. In the onsite task, artistic fruit images were used as cues to reduce the
cognitive demand of memorizing their meanings.

of 16 trials per block. The onsite task design was chosen to ensure that participants
experienced not only the 3 different cue combination pairs (H1H2 vs L1L2, H1N1
vs L1N2, and H2L2 vs N1N2) but also more diverse cue combination pairs. This
approach prevented the displayed cue combination pairs from directly indicating
the block type, encouraging participants to learn the values of the cues rather then
relaying on a 1-to-1 mapping between cue combination pairs and block types.

Using behavioral tasks, two sets of online data and one onsite dataset were collected.
Amzaon Mechanical Turk (MTurk) and Prolific were utilized to collect the online
data set (for more details, please refer to the Methods section)

3.4 Results
The behavioral experiment tested three hypotheses regarding transfer learning. The
first hypothesis posits that participants’ choices are influenced by knowledge gained
from previous casinos, allowing them to more quickly identify the better slot ma-
chine, as evidenced by a bias in exploration. The second hypothesis suggests that
this exploration bias and the improved performance from knowledge transfer will
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Online task

Onsite task

Figure 3.3: Contingency between cues and the most rewarding slot machine. SI:
strongly informative, WI: Weakly informative, NI: Non-informative.

become more pronounced in the later phase of the task due to learning effect. The
last hypothesis is that there will be a correlation between exploration bias and task
performance.

To test the first hypothesis, we analyzed the initial choices made in informative
blocks and the learning curves by block type. The initial choices in informative
blocks depend entirely on knowledge transfer from previous experiences in other
blocks, which serves as a behavioral indicator of transfer learning. As shown in
the second column of Fig. 3.4, the initial choices in informative blocks (explo-
ration bias) were significantly biased towards slot machines with high cues (t-tests
t(88)=8.73, t(77)=6.12, t(29)=2.84, 𝑝 = 1.5 × 10−13, 3.6 × 10−8 and 0.008 each
for Mturk, Prolific, and Onsite data, respectively). This initial exploration bias
enabled participants to identify the better slot machine more quickly in informative
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Figure 3.4: The cue information is transferred and facilitates learning. In all three
datasets, The learning curve started higher from the initial trials in informative
blocks compared to noninformative blocks. The probability of choosing the slot
machine with high cues were significantly higher than the chance level 50% (t-
tests t(88)=8.73, t(77)=6.12, t(29)=2.84, 𝑝 = 1.5 ∗ 10−13, 3.6 ∗ 10−8, 0.008 each for
Mturk, Prolific, and Onsite data, respectively). Moreover, participants’ performance
in choosing the more rewarding slot machine was higher in the informative blocks
but the difference between strongly informative and weakly informative blocks were
marginal. (t-test paired, SI vs NI: t(88)=4.53, t(77)=3.46, t(29)=2.85, 𝑝 = 1.8 ∗
10−5, 8.8∗10−4, 0.008 each for Mturk, Prolific, and Onsite data, respectively; WI vs
NI: t(88)=4.47, t(77)=2.23, t(29)=1.36, 𝑝 = 2.3∗10−5, 0.028, 0.185 each for Mturk,
Prolific, and Onsite data, respectively; SI vs WI: t(88)=0.20, t(77)=1.60, t(29)=1.00,
𝑝 = 0.841, 0.114, 0.325 each for Mturk, Prolific, and Onsite data , respectively; I vs
NI: t(88)=5.10, t(77)=3.39, t(29)=2.34, 𝑝 = 1.9 ∗ 10−6, 3.6 ∗ 10−13, 0.027 each for
Mturk, Prolific, and Onsite data, respectively)

blocks compared to non-informative blocks. This pattern is also evident in the learn-
ing curve plots, where choices in non-informative blocks and choices in informative
blocks, where slot machines with high cues were indeed the better choice (congruent
blocks), are displayed.

The effect of transfer learning in the exploration phase also contributed to overall
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task performance. As observed in the third and fourth columns of Fig. 4, the
frequency of choosing the more rewarding slot machine was higher in strongly and
weakly informative blocks compared to non-informative blocks (Paired t-tests, SI vs
NI: t(88)=4.53, t(77)=3.46, t(29)=2.85, 𝑝 = 1.8∗10−5, 8.8∗10−4, 0.008 for MTurk,
Prolific, and Onsite data, respectively; WI vs NI: t(88)=4.47, t(77)=2.23, t(29)=1.36,
𝑝 = 2.3 ∗ 10−5, 0.028, 0.185 for MTurk, Prolific, and Onsite data, respectively; I
vs NI: t(88)=5.10, t(77)=3.39, t(29)=2.34, 𝑝 = 1.9 ∗ 10−6, 3.6 ∗ 10−13, 0.027 for
Mturk, Prolific, and Onsite data, respectively). Interestingly, there was no significant
performance difference between the strongly and weakly informative blocks in all
three datasets (Paired t-tests, SI vs WI: t(88)=0.20, t(77)=1.60, t(29)=1.00, p=0.841,
0.114, 0.325 for MTurk, Prolific, and Onsite data, respectively).

The second hypothesis was tested by analyzing the exploration bias and perfor-
mance over the course of the task. As shown in Fig. 3.5, the exploration bias
increased in later blocks. Specifically, the exploration bias in the last block was
significantly larger than in the first block, especially in the MTurk dataset (Paired
t-tests, t(88)=3.15, t(77)=1.16, t(29)=1.11, p=0.002, 0.246, and 0.271 for MTurk,
Prolific, and Onsite data, respectively). When focusing on trials in strongly infor-
mative blocks, the Prolific dataset also showed a significantly larger exploration bias
in the last block compared to the first block (Paired t-tests, t(88)=2.10, t(77)=2.04,
t(29)=1.08, p=0.039, 0.045, and 0.283 each for MTurk, Prolific, and Onsite data,
respectively).

The performance pattern showed a similar trend. For example, performance in
the first strongly informative block was lower than in the last strongly informative
block (Paired t-tests, t(88)=1.28, t(77)=2.85, t(29)=2.88, p=0.204, 0.006, 0.007 for
MTurk, Prolific, and Onsite data, respectively, see Fig. 3.6). When pooling choices
in strongly and weakly informative blocks together, a performance increase from
the first to the last block was still observable (Paired t-tests, t(88)=0.18, t(77)=1.70,
t(29)=1.77, p=0.854, 0.093, 0.087 for MTurk, Prolific, and onsite data, respectively,
see Fig. 6). An ANOVA analysis of the performance increase showed similar
results, indicating that being in informative blocks affects task performance increase
(ANOVA on first vs last block & SI vs NI: F(1)=1.15, 7.39, 3.50, p=0.284, 0.007,
0.064 for Mturk, Prolific, and onsite data respectively; ANOVA on first vs last
block & I vs NI: F(1)=0.13, 4.71, 1.24, p=0.716, 0.031, 0.268 for Mturk, Prolific,
and Onsite data, respectively). From these analyses, it can be concluded that
participants’ choices are influenced by knowledge gained from previous casinos,
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Figure 3.5: Exploration bias getting stronger in later blocks. The plots showing the
exploration bias, or the frequency of choosing the slot machine with better cues at
the initial trials, by the block index and the block type. The average exploration
bias of informative blocks across participants was stronger in the very last block
compared to the first block but only significant in the Mturk data (t-test paired,
t(88)=3.15, t(77)=1.16, t(29)=1.11, 𝑝 = 0.002, 0.246, 0.271 for Mturk, Prolific, and
Onsite data, respectively) The exploration bias in the strongly informative blocks
were also stronger in the very last block but was not significant in the onsite data (t-
test paired, t(88)=2.10, t(77)=2.04, t(29)=1.08, 𝑝 = 0.039, 0.045, 0.283 for Mturk,
Prolific, and Onsite data, respectively).

with choice characteristics from knowledge transfer becoming more prominent in
the later phases of the task due to learning effects.

Additionally, weak correlations between exploration bias and task performance
was observed in all three datasets (Pearson correlation, 𝑟 = 0.18, 0.35, 0.15, 𝑝 =

0.100, 0.002, 0.437 for Mturk, Prolific, and Onsite data, respectively). Although
only the Prolific data showed statistical significance, the general tendency for the
two metrics to be correlated was evident in the other two datasets as well (see Fig.
3.7)
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Figure 3.6: Task performance by block index. The plots showing the task perfor-
mance, or the frequency of choosing the more rewarding slot machines, by the block
index and the block type. Collectively, the data suggest that the performance im-
proved in the later block and the effect was stronger in strongly informative blocks.
The statistics test results in the second column show the performance difference
between the first and the last strongly informative blocks (t-test paired, t(88)=1.28,
t(77)=2.85, t(29)=2.88, 𝑝 = 0.204, 0.006, 0.007 for Mturk, Prolific, and Onsite
data, respectively). The test results in the fourth column show the performance
difference between the first and the last informative blocks (t test paired, t(88)=0.18,
t(77)=1.70, t(29)=1.77, 𝑝 = 0.854, 0.093, 0.087 for Mturk, Prolific, and Onsite data,
respectively). ANOVA analysis on the effect of condition (SI vs NI or I vs NI) in the
performance increase also shows that SI cues had stronger effect in the performance
improvement (ANOVA on SI vs NI: F(1)=1.15, 7.39, 3.50, 𝑝 = 0.284, 0.007, 0.064
for Mturk, Prolific, and Onsite data, respectively; ANOVA on I vs NI: F(1)=0.13,
4.71, 1.24, 𝑝 = 0.716, 0.031, 0.268 for Mturk, Prolific, and Onsite data, respec-
tively).

3.5 Glia-inspired computational models
Given the observed behavioral patterns in transfer learning, we fit various reinforce-
ment learning (RL) model variants to the choice datasets and conducted Bayesian
model comparisons. Our initial hypothesis posited that transfer learning is supported
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Figure 3.7: Correlations between the exploration bias and task performance in
informative blocks. The task performance and the frequency of choosing the slot
machine with higher cues in the initial trials is correlated but only significant in the
Prolific data (Pearson correlation, 𝑟 = 0.18, 0.35, 0.15, 𝑝 = 0.100, 0.002, 0.437 for
Mturk, Prolific, and Onsite data, respectively).

by components that slowly track learned values, allowing them to be maintained over
longer timescales without forgetting. To test this hypothesis, we implemented five
different RL models (see Fig. 3.8 and Methods for details). The first model was
a Naive RL model, which tracks the values of slot machines in each block inde-
pendently using the delta rule (Sutton, 2018) . The second model was a feature
RL (fRL) model, which computes the slot machine value as a linear integration
of the values of its features, such as the two cues and the painting. A forgetting
mechanism was also tested by applying a decay term to the learned values at each
time step. As the component that tracks learned value and maintains the information
for longer timescale than the value tracking unit, we implemented non linear units
for each value learning units. The exact implementation of the slower nonlinear
units were inspired from physiological properties of astrocyte glia cells, which are
believed to support information accumulation and event tracking (Mu et al., 2019;
Porto-Pazos et al., 2011). These nonlinear units enhanced the efficacy of learned
values in calculating the slot machine value when the corresponding value learning
unit maintained high values for a sufficient number of time steps (see Methods for
details).

To identify the underlying computational mechanisms that explain the transfer learn-
ing effect, we fit the free parameters of each model to the choice data and conducted
Bayesian model comparisons (see Methods). As shown in Fig. 3.9, the onsite data
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Figure 3.8: Conceptual diagram of the computational models. RL model learns the
slot machine values, agnostic about the features while Feature RL model learns the
values of each feature (cues and the painting) separately and linearly integrates those
values to calculate the slot machine value. The models with the forgetting component
forget the learned values every trial with a fixed ratio (𝛼2). The models with
slow integration component implemented the glia-like computation by including
the component 𝐺 that tracks the activation of value neuron q and non-linearly affect
the efficacy of neuron output using the tanh function.
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Figure 3.9: Model comparison among conventional cognitive models. The feature
RL model with forgetting and glia-like slow integration component all together
explained the onsite data best but it was the second best model in explaining online
datasets.

was best explained by the feature RL model with forgetting and slow integration
units, while the online datasets were better explained by the feature RL model with
forgetting alone. However, the model frequency distribution revealed that nearly
one-third of the online participants were best explained by the model with the
glia-like slow integration component.
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Figure 3.10: Posterior predictive check of the transfer learning effect in exploration
using the feature RL with forgetting and slow integration. The model could re-
produce the actual behavior in Fig 3.4. in online data but the initial exploration
bias was not significant in the onsite data. Model with fit parameters were simu-
lated 10 times for each participants. (Initial exploration bias t-test: t(889)=6.32,
t(779)=5.80, t(299)=0.95, 𝑝 = 4.12 ∗ 10−10, 9.67 ∗ 10−9, 0.343 for Mturk, Pro-
lific, and Onsite, respectively; SI vs NI t-test paired: t(889)=11.32, t(779)=11.20,
t(299)=2.93, 𝑝 = 7.71 ∗ 10−28, 4.14 ∗ 10−27, 0.003 for Mturk, Prolific, and On-
site, respectively; WI vs NI t-test paired: t(889)=11.21, t(779)=9.30, t(299)=1.91,
𝑝 = 2.32∗10−27, 1.34∗10−19, 0.058 for Mturk, Prolific, and Onsite respectively; SI vs
WI t-test paired: t(889)=-0.50, t(779)=1.83, t(299)=1.11, 𝑝 = 0.619, 0.068, 0.269
for Mturk, Prolific, and Onsite, respectively; I vs NI t-test paired: t(889)=12.89,
t(779)=11.91, t(299)=2.73, 𝑝 = 5.46∗10−35, 3.56∗10−30, 0.006 for Mturk, Prolific,
and Onsite, respectively).

To examine the behavioral characteristics captured by each model, we also performed
posterior predictive checks. Specifically, we analyzed the role of the slow integration
component in choice behavior by comparing simulated results from the fRL model
with forgetting and slow integration against the fRL model with only forgetting.
The models were simulated 10 times for each participant using individually fitted
parameters, and the simulated results were analyzed identically to the actual data.
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First, the model with the slow integration component was able to reproduce the
actual performance differences among different block types (see the third and fourth
columns of Fig. 3.10). For instance, the simulated performances were significantly
higher in strongly or weakly informative blocks than in non-informative blocks,
while the performance differences between strongly and weakly informative blocks
were insignificant (SI vs NI t-test paired: t(889)=11.32, t(779)=11.20, t(299)=2.93,
𝑝 = 7.71∗10−28, 4.14∗10−27, 0.003 for Mturk, Prolific, and Onsite, respectively; WI
vs NI t-test paired: t(889)=11.21, t(779)=9.30, t(299)=1.91, 𝑝 = 2.32∗10−27, 1.34∗
10−19, 0.058 for Mturk, Prolific, and Onsite respectively; SI vs WI t-test paired:
t(889)=-0.50, t(779)=1.83, t(299)=1.11, 𝑝 = 0.619, 0.068, 0.269 for Mturk, Prolific,
and Onsite, respectively). Additionally, when choices in informative blocks were
pooled together, performance in these blocks was significantly higher than in non-
informative blocks (I vs NI t-test: t(889)=12.89, t(779)=11.91, t(299)=2.73, 𝑝 =

5.46 ∗ 10−35, 3.56 ∗ 10−30, 0.006 for Mturk, Prolific, and Onsite, respectively).

In contrast, the model without the glia-like component failed to reproduce these
patterns (see the third and fourth columns of Fig. 3.11). For example, in the Prolific
data, the model showed a significant performance difference between strongly and
weakly informative blocks. In the onsite data, the model could not reproduce the
performance differences between informative and non-informative blocks (SI vs
NI t-test paired: t(889)=11.56, t(779)=7.61, t(299)=2.06, 𝑝 = 6.97 ∗ 10−29, 7.80 ∗
10−14, 0.837 for Mturk, Prolific, and Onsite, respectively; WI vs NI t-test paired:
t(889)=9.45, t(779)=4.70, t(299)=1.18, 𝑝 = 2.85 ∗ 10−20, 3.08 ∗ 10−6, 0.118 for
Mturk, Prolific, and Onsite, respectively; SI vs WI t-test paired: t(889)=1.67,
t(779)=2.50, t(299)=0.10, p=0.094 0.012, 0.923 for Mturk, Prolific, and Onsite,
respectively; I vs NI t-test paired: t(889)=12.07, t(779)=7.32, t(299)=0.15, 𝑝 =

1.63 ∗ 10−6, 6.27 ∗ 10−13, 0.880 for Mturk, Prolific, and Onsite, respectively). It is
also noteworthy that the model with the glia-like component successfully capture
the initial bias toward choosing slot machines with high cues in online datasets
but not in the onsite data (see the second column of Fig. 10 and 14, fRL+f+S
model’s initial exploration bias t-test: t(889)=6.32, t(779)=5.80, t(299)=0.95, 𝑝 =

4.12 ∗ 10−10, 9.67 ∗ 10−9, 0.343 for Mturk, Prolific, and Onsite, respectively) On
the other hand, the model without the glia-like component reproduced the actual
initial exploration bias patterns (fRL+f model’s initial exploration bias t-test: t-test:
t(889)=4.83, t(779)=6.59, t(299)=7.09, 𝑝 = 1.63 ∗ 10−6, 7.88 ∗ 10−11, 3.71 ∗ 10−12

for Mturk, Prolific, and Onsite, respectively).
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Second, both tested models struggled to reproduce the actual patterns of exploration
bias and performance increase in the later blocks. For example, exploration bias
decreased in the simulation results of both models for the MTurk data and Onsite
data while the actual data showed the increasing pattern in MTurk and nonsignificant
effect in Onsite data (See Fig.3.5,3.12 and 3.13). The initial choices in informative
blocks were rather decreasing (All informative blocks, fRL+f t-test paired : t(889)=-
1.64, t(299)=-2.86, 𝑝 = 0.101, 4.30 ∗ 10−3 for Mturk, and Onsite, respectively;
fRL+f+s t-test paired: t(889)=-2.69, t(299)=0.12, 𝑝 = 0.007, 0.907 for for Mturk and
Onsite respectively; Strongly informative blocks only, fRL+f: t(889)=-0.23, t(299)=-
1.19, p=0.815, 0.236 for Mturk, and Onsite, respectively; fRL+f+s t-test paired:
t(889)=-1.92, t(299)=0.56, p=0.055, 0.578 for Mturk, and Onsite, respectively).
However, both models showed an increase of exploration bias in the prolific data
where the actual data showed significant increase of it in the strongly informative
blocks only (All informative blocks, fRL+f t-test paired: t(779)=2.60, 𝑝 = 9.44 ∗
10−3; fRL+f+s t-test paired: t(779)=3.77, 𝑝 = 1.67 ∗ 10−4 Strongly informative
blocks only, fRL+f t-test paired: t(779)=1.46, p=0.145; fRL+f+s t-test paired:
t(779)=1.80, p=0.073)

On the other hand, the results of the online datasets’ simulations from both models
showed higher performance in the last informative blocks, while the performance
increase in the actual data was significant only in the Prolific data (see Fig.3.6,3.14
and 3.15). For instance, in the comparison of the first vs. last informative blocks,
the fRL with forgetting showed significant improvements (informative first vs last
block, t-test paired: t(889)=1.69, t(779)=4.40, 𝑝 = 0.092, 1.26 ∗ 10−5 for Mturk
and Prolific, respectively; strongly informative first vs last block, t-test paired:
t(889)=5.19, t(779)=5.13, 𝑝 = 2.57 ∗ 10−7, 3.76 ∗ 10−7 for Mturk and Prolific
respectively). Similarly, ANOVA analyses on the informative vs. non-informative
blocks showed that the fRL with forgetting model captured these differences in
Prolific data but not in MTurk data (ANOVA on first vs last block & I vs NI:
F(1)=0.38, 7.84, 𝑝 = 0.539, 0.005 for for Mturk and Prolific, respectively; ANOVA
first vs last block & on SI vs NI: F(1)=4.58, 14.19, 𝑝 = 0.032, 1.68 ∗ 10−4 for Mturk
and Prolific, respectively). The fRL model with forgetting and slow integration also
showed similar patterns (informative first vs last block, t-test paired: t(889)=1.84,
t(779)=5.20, 𝑝 = 0.066, 2.59∗10−7 for Mturk and Prolific, respectively; ANOVA first
vs last block & on I vs NI: F(1)=0.24, 8.65, 𝑝 = 0.627, 0.003 for Mturk and Prolific
respectively; strongly informative first vs last block, t-test paired: t(889)=3.84,
t(779)=8.01, 𝑝 = 1.35 ∗ 10−4, 4.10 ∗ 10−15 for Mturk and Prolific, respectively;
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ANOVA on first vs last block & SI vs NI: F(1)=1.41, 30.13, 𝑝 = 0.235, 4.36 ∗ 10−8

for Mturk and Prolific, respectively).

However, when analyzing the onsite data, both models struggled to reproduce the ac-
tual performance patterns. For example, instead of showing increased performance
in the last informative blocks, as observed in the actual data, the fRL with forgetting
showed decreased performance (see Fig.3.6 and 3.15, fRL+f Informative first vs last
block, t-test paired: t(299)=-5.71, 𝑝 = 1.82∗10−8; fRL+f ANOVA first vs last block
& on I vs NI: F(1)=8.00, 𝑝 = 4.73 ∗ 10−3. Note that the direction was opposite;
fRL+f strongly informative first vs last block, t-test paired: t(299)=-1.99, 𝑝 = 0.047;
fRL+f ANOVA first vs last block & on SI vs NI: F(1)=0.94, 𝑝 = 0.333. Note that
the direction was opposite). Similar patterns were found in the fRL model with
forgetting and slow integration, where performance decreased rather than increased
(see Fig.12, fRL+f+s informative first vs last block, t-test paired: t(299)=-3.08,
𝑝 = 0.002; fRL+f+s ANOVA first vs last block & on I vs NI: F(1)=4.68, 𝑝 = 0.031.
Note that the direction was opposite; fRL+f+s strongly informative first vs last block,
t-test paired: t(299)=-1.61, 𝑝 = 0.110; fRL+f+s ANOVA first vs last block & on SI
vs NI: F(1)=2.34, 𝑝 = 0.126. Note that the direction was opposite).

Interestingly, positive correlations between exploration bias and task performance
in informative blocks were observed only in the onsite data simulation using the
model without the glia-like slow integration component. In contrast, the actual
onsite data showed an insignificant correlation (see Fig.3.7, 3.16, and 3.17; fRL+f
Person correlation: r=-0.004, -0.050, 0.280, 𝑝 = 0.901, 0.166, 8.68∗10−7 for Mturk,
Prolific, and Onsite data, respectively, fRL+f+s Person correlation: r=0.067, -0.104,
0.059, 𝑝 = 0.045, 0.004, 0.328 for Mturk, Prolific, and Onsite data, respectively).
Notably, while the actual correlation was most significant in the Prolific data, the
simulated correlations from both models were negative.

To further analyze the effect of the glia-like slow integration component on transfer
learning, we examined model-based variables and the average likelihood per trial
index. First, the proportion of the slow integration effect in decision-making was
most prominent in initial trials (see the first row of Fig.3.18, see methods for the
details). Additionally, the relative likelihood of the fRL model with forgetting and
slow integration compared to the RL or fRL model with forgetting was higher
in early trials of each block (see the second and third rows of Fig.3.18). These
patterns collectively suggest that the knowledge transferred across different blocks
was maintained and supported by the glia-like slow integration component.
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3.6 Deep RL models
In addition to conventional cognitive modeling, we also performed deep-neural-
network-based behavior modeling that included recurrency but lacked the slow
integration component. We optimized a variant of a recurrent neural network called
a Gated Recurrent Unit (GRU) to predict the actual action given the history of
state, action, reward, and a binary variable indicating the start of a new block (see
Fig.3.19 and methods for the details on model implementation) (Cho, 2014; Duan
et al., 2016). The GRU model received a concatenated vector of the current and
previous several trials’ states, actions, rewards, and block start indicators as input,
with further previous trial information passed through the previous hidden vector
via recurrent connections. To determine the optimal context size, we tested different
context lengths using leave-one-subject-out (LOSO) validation. The model was
trained on all data except for one MTurk participant, who was used as the test
subject. The LOSO log likelihood was found to be maximum when the context
size was 3, suggesting that participants might maintain recent trial experiences in
working memory, while further past experiences were kept implicitly (see Fig.3.20)
(Keresztes et al., 2018).

Using the optimal context size of 3, the RNN model was trained and tested on the
entire dataset using the LOSO method and compared with the cognitive models
discussed in the previous section. The log likelihoods of each cognitive model for
each dataset were summed, and the LOSO log likelihood of the RNN model was
calculated for the entire dataset. This approach was more stringent than the other
cognitive models, where models were fit to each individual and the maximized log
likelihood was used as the metric. Even with this stringent metric, the RNN model
demonstrated the best performance in explaining actual choices (see the second row
of Fig.3.20).

To further validate the model’s performance, we conducted simulation studies for
each participant 10 times (see Fig.3.21,3.22 and 3.23 for the simulations on Mturk,
Prolific and Onsite data, respectively). The simulated performance differences be-
tween conditions showed similar patterns to the actual MTurk and Prolific data.
However, the simulation on the Onsite data failed to reproduce the actual pattern.
For instance, the simulated performance in weakly informative blocks was lower
than in non-informative blocks (t-test paired, t(299)=-2.79, 𝑝 = 0.006). Addition-
ally, the expected performance difference between informative and non-informative
blocks was not observed (t-test paired, t(299)=-0.04, 𝑝 = 0.966) While the model
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successfully reproduced the actual initial action selection bias toward the slot ma-
chine with higher cues in the online datasets, it failed to do so in the Onsite dataset
(t(889)=13.74, 𝑝 = 4.19 ∗ 10−39; t(779)=4.98, 𝑝 = 7.69 ∗ 10−7; t(299)=-1.31,
𝑝 = 0.189 for MTurk, Prolific, and Onsite data, respectively).

However, the RNN model struggled to reproduce the increase in initial exploration
bias in the later blocks. In the MTurk and onsite data simulations, the difference
between the first and the last blocks’ initial exploration biases in informative blocks
was insignificant (t-test paired; t(889)=1.43, p=0.154; t(299)=1.43, p=0.154 for
MTurk, and Onsite data each, also see Fig. 21 and 23). Moreover, in the MTurk
data simulation, the initial exploration bias was even larger in the first strongly
informative block than in the last strongly informative block (t-test paired; t(889)=-
4.86, 𝑝 = 1.38 ∗ 10−6). Nonetheless, the model was able to successfully reproduce
the increasing trends of initial choice bias toward high cues in the Prolific data (see
Fig. 22, all informative blocks t-test paired, t(779)=3.72, 𝑝 = 2.05 ∗ 10−4; strongly
informative blocks only, t(779)=3.01, 𝑝 = 2.68 ∗ 10−3).

The correlation between initial exploration bias and performance was significantly
positive in online datasets’ simulations but not in the Onsite data simulation (r=0.218,
0.097, 0.037, 𝑝 = 4.44∗10−11, 0.006, 0.528 for MTurk, Prolific and onsite data each).
It is noteworthy that the actual correlation was significantly positive in the Prolific
data and showed positive trends in the MTurk and Onsite data as well (see Fig.3.7).
The simulated correlation value and the actual correlation value was similar in
the MTurk dataset (r=0.18 and 0.218 for simulation and actual data each), but the
simulation on other datasets showed discrepancies (r=0.35 and 0.097 for simulation
and actual Prolific data each, r=0.15 and 0.037 for simulation and actual Onsite data
each)

Despite these successes, the RNN model significantly failed to reproduce the in-
crease in performance in the later blocks (see the last row of Fig.3.21,3.22 and
3.23). In the simulations of the online datasets, performance was significantly lower
in the last blocks compared to the first (MTurk First vs Last all informative blocks,
t-test paired t(899)=-50.08, 𝑝 ≤ 1 ∗ 10−5; ANOVA on first vs last block & I vs
NI, F(1)=260.36, 𝑝 = 1.91 ∗ 10−58; First vs Last strongly informative blocks, t-test
paired t(889)=-26.62, 𝑝 = 2.78 ∗ 10−154; ANOVA on first vs last block & SI vs NI,
F(1)=47.74, 𝑝 = 4.92 ∗ 10−12; Prolific First vs Last all informative blocks, t-test
paired t(779)=-29.93, 𝑝 = 1.93 ∗ 10−193; ANOVA on first vs last block & I vs
NI, F(1)=61.21, 𝑝 = 5.24 ∗ 10−15; First vs Last strongly informative blocks t-test
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paired t(779)=-13.20, 𝑝 = 1.16 ∗ 10−39; ANOVA on first vs last block & SI vs NI,
F(1)=179.19, 𝑝 = 8.59 ∗ 10−41). In the Onsite data simulation, the performance in
the strongly informative blocks was higher in the last block compared to the first
(See Fig.23, First vs Last strongly informative blocks, t-test paired, t(299)=1.69,
𝑝 = 0.091; ANOVA on first vs last block & SI vs NI, F(1)=6.43, 𝑝 = 0.001). How-
ever, when both strongly and weakly informative blocks were analyzed together,
the RNN model showed the opposite pattern from the actual data (First vs Last all
informative blocks t(299)=-1.18, p=0.236; ANOVA on first vs last block & I vs NI,
F(1)=0.14, p=0.713).

3.7 Discussion
In this work, we aimed to explore the computational mechanisms of human transfer
learning, particularly how individuals leverage previously acquired knowledge to
solve novel environments with shared features. The behavioral findings from the
experiments and the computational modeling provide insights into the mechanistic
description about the human transfer learning.

First, behavioral results demonstrated that participants effectively learned the infor-
mation about the feature value and transferred the knowledge across different blocks
of the task. For example, the performance in blocks with informative cues was higher
than non-informative blocks. Moreover, the initial exploration bias was significant
towards slot machines with high-reward cues, and the performance and exploration
bias tend to be positively correlated. These findings suggest that participants were
not simply learning each block independently but were utilizing information from
prior experiences to make more informed decisions in new situations.

The temporal dynamics observed in the behavioral study, particularly the increasing
exploration bias in later blocks within strongly informative blocks of the online
datasets, indicate that the efficacy of transfer learning improves with continued
exposure to similar tasks. In addition, we could observe significant performance
increase in the last informative blocks compared to the initial blocks. These suggest
that as participants gain more experience, they become more adept at understanding
meaning of the cues, leading to more efficient learning and decision-making.

The computational models used in this study, particularly the reinforcement learn-
ing (RL) models with glia-inspired slow integration components, were able to
partially capture the transfer learning behavior observed in the participants. In ad-
dition, model-based variable analysis and trial-by-trial likelihood analysis suggest
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that components that mimic the slow accumulation of information and retaining the
learned information, akin to the role of glial cells in the brain, are crucial for effec-
tive transfer learning (Kofuji and Araque, 2021; Mu et al., 2019; Porto-Pazos et al.,
2011). This slow integration mechanism allows for the retention of learned values
over longer timescales, preventing the rapid forgetting that often plagues artificial
systems.

On the other hand, the recurrent neural network (RNN) models showed strong
performance in predicting participant choices, surpassing the other tested models.
However, they struggled to replicate the temporal dynamics of transfer learning,
particularly the increase in exploration bias and performance over time. These
suggest that while deep learning models with recurrent connections are powerful
tools for predicting behaviors, they may lack the nuanced temporal processing
capabilities necessary to implement transfer learning like a human (Dezfouli et al.,
2019a; Miller et al., 2024; Ji-An et al., 2023a). Moreover, it suggests that modeling
the computational power of the brain requires not only recurrent connections but
also more temporally heterogeneous components (Hihi and Bengio, 1995; Botvinick,
2012).

The findings of this study highlight the ongoing struggle to replicate how humans
learn and transfer knowledge in artificial intelligence.This cognitive flexibility, which
is effortless for humans, remains a challenge for artificial intelligence despite the
exponential advancements in deep neural network-based models. The naive applica-
tion of these models to learn new tasks often results in a degradation of performance
on previously trained tasks, a phenomenon known as catastrophic forgetting (Kirk-
patrick et al., 2017; Wang et al., 2024). The currently suggested techniques are
rather heuristic than a fundamental solution, such as having different models for
individual tasks and applying and tuning them based on the context. (Ma et al.,
2018; Hazimeh et al., 2021) or having a subset of weights for each task (Kirkpatrick
et al., 2017). However, our results suggest that incorporating biological insights,
such as slow integration mechanisms inspired by glial cells, could offer a pathway
to more robust transfer learning capabilities in AI. By mimicking the brain’s abil-
ity to maintain learned information over time, artificial systems could potentially
avoid the pitfalls of catastrophic forgetting and achieve more human-like cognitive
flexibility (Botvinick, 2012; Botvinick and Weinstein, 2014; Ribas-Fernandes et al.,
2019; Eckstein and Collins, 2020).

In addition, these results of computational modeling suggest future direction of the
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research on the role of astrocyte glia cells in decision making and learning. So far,
the research on glia cell in decision making has focused on rather basic components
in decision making such as information accumulation and its correlation with the
glial activity (Mu et al., 2019) or causal relation between the glia and the value-based
learning performance (Mederos et al., 2021; Wang et al., 2017; Kofuji and Araque,
2021). However, our research is the first formal evidence that showed the potential
crucial role of glia-like components in feature-based transfer learning. The simple
form of context-based bandit tasks that can be tested in model animals will allow
us to understand the precise casual relationship of the astrocyte glia and transfer
learning.

Furthermore, even though there are no tools available to directly measure glial activ-
ities in the human brain, the computational model can be indirectly tested in humans
using fMRI. Multiple studies have shown that the BOLD signal is closely related
to astrocyte-glial activities (Takata et al., 2018; Kahali et al., 2021; Howarth et al.,
2021). In addition, neural activities modeled with tripartite synapses, where synap-
tic efficacy is modulated by glial cells, may better predict actual neural activities
(Perea et al., 2009a). Therefore, simulated glia activities or neural activities can
be used for model-based analyses of fMRI analyses. The effectiveness of including
the glia in the computational modeling of behavior can be tested by employing the
model-based neural model comparisons as well.

Although this study provides valuable insights about the mechanisms of transfer
learning, it also highlights several limitations. The discrepancy between the online
and onsite data, and even between online datasets, suggests that environmental
factors and task design can significantly influence the efficacy of transfer learning.
This warrants further investigation into how different contexts, settings, and task
order affect the transferability of learned knowledge.

Future research should explore the integration of other cognitive components, such
as working or declarative memory and attention mechanisms, into computational
models (Poldrack et al., 2001; Reber et al., 1996; Knowlton and Squire, 1993; Gersh-
man and Daw, 2017; Collins and Frank, 2012; Niv et al., 2015; Leong et al., 2017).
For example, the learning of multiple features simultaneously and generalization of
the meaning of individual features to their compound is related to the literature on
configural learning and multi-dimensional decision making (Farashahi et al., 2017;
Kahnt et al., 2011a; Zysset et al., 2006; Soto et al., 2014; Pelletier and Fellows,
2019). The literature showed that the learning of the configural cue starts from the
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elemental learning of the meaning of individual cues to the more thorough meaning
of each configuration of cues (Gluck et al., 2002). Incorporating these elements into
the model may better replicate the complex processes underlying human transfer
learning.

In conclusion, this study contributes to the understanding of human transfer learning
and offers potential directions for enhancing transfer learning in artificial systems.
By bridging cognitive science and artificial intelligence, we move closer to repli-
cating the cognitive flexibility that is so effortlessly demonstrated by humans but
remains a challenge for machines.

3.8 Methods
Participants
Three behavioral datasets were collected: two online and one onsite. The first online
dataset was collected from Amazon Mechanical Turk (MTurk) between September
and October in 2020. The second dataset was collected onsite from October to
December in 2022, and the third dataset was collected from Prolific in February
2024. I recruited 139 participants from MTurk, 30 participants from the onsite
study, and 84 participants from Prolific. I applied exclusion criteria such that the
proportion of choosing the most rewarding action, averaged across blocks, was not
significantly higher than the chance level of 0.5, using a one-sample t-test. After
exclusion, 89 participants from Mturk(38 female, age 40 ± 12.2), 30 participants
from the onsite (16 female, age 32±9.2) and 78 participants from Prolific (33 female,
age 34 ± 9.4) were included for the further analyses. Participants from Mturk and
Prolific were paid a base rate of $10 or $12 respectively, plus a performance-based
bonus up to $3. The onsite participants were paid $20 per hour, plus a performance
bonus up to $3. All participants provided their informed consent, and the study was
approved by the Institutional Review Board of California Institute of Technology.

Task
Participants completed multiple blocks of 2-armed bandit tasks, with each block
presenting a novel bandit task. Before starting each block, participants were in-
formed they were entering a new environment, which was indicated by displaying
the name of the new environment. To maintain novelty, the slot machines featured
unique paintings at their bases in each new block. To elicit transfer learning, two
visual cues were displayed on each slot machine, shared across environments. Par-
ticipants’ goal was to collect as many coins as possible by identifying the better slot
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machine in each block, and they were informed that the cues could help them more
quickly determine the better slot machine. Rewards were given as a binary outcome:
winning a coin or not.

There were 6 cues, categorized into 3 groups based on the contingency with the
winning slot machine : High cue 1/2 (H1/H2), Neutral cue 1/2 (N1/N2) and Low
cue 1/2 (L1/L2). For the MTurk participants, the cues consisted of fractal images. In
contrast, for the Onsite and Prolific participants, AI-generated, abstract-art-stylized
images of fruits were used (model: Stable Diffusion v1-4; prompt: abstract art,
<fruit name>). This approach aimed to match the cues’ features with the art paintings
shown, andw make it easier for participants to remember the cues.

The online tasks consist of 36 blocks, while the onsite task had 72 blocks. There
were three types of blocks, categorized based on the cues presented on the slot
machines: Strongly informative (SI), weakly informative (WI), and noninformative
(NI) blocks. In the online tasks, SI blocks featured one slot machine with H1 and
H2 cues, and the other with L1 and L2 cues. WI blocks had each slot machine
paired with H1, N1 cues, and L1, N2 cues, respectively. In NI blocks, one slot
machine came with H2, L2 cues, and the other with N1, N2 cues. For the onsite
task, there were two variations of SI blocks: one with H1, N1 (or H2, N2) cues on
a slot machine, and the other with N2, L2 (or N1, L1) cues. Similarly, two types of
WI blocks featured H2, N2 (or H1, N1) cues on one slot machine, and H1, L2 (or
H2, L1) cues on the other. In NI blocks, slot machines were assigned with H1, L2
(or N1, L1) cues and H2, L1 (or N2, L2) cues, respectively.

In the online experiments, the reward probabilities for each slot machine were set
at [0.3, 0.7], while in onsite experiments, they were [0.15, 0.55]. For the SI blocks,
which totaled 12 in the online and 24 in the onsite experiments, the slot machines
displaying H1, H2 (or H1, N1, or H2, N2 in the onsite) had the higher reward
probability in 10 (or 20 in the onsite) of these blocks. In the WI blocks, totaling the
same number, the slot machines with H1, N1 (or H2, N2, or H1, N1 in the onsite)
were the better slot machine in 8 (or 16 in the onsite) blocks. For the NI blocks, in
6 (or 12 in the onsite) out of the total blocks, the slot machines with H2, L2 (or H2,
L2, or N1, L1 in the onsite) were the winning machines. Therefore, in the online
tasks, out of the 24 slot machines associated with H1, 18 were winning machines.
The counts for the other cues were as follows: H2 led to 16 winning machines, N1
to 14, N2 to 10, L2 to 8, and L1 to 6. In the onsite task, among the 48 slot machines
displaying H1, 28 were better slot machines. The winning machine counts for the
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other cues were: H2 with 28, N1 with 26, N2 with 26, L2 with 18, and L1 also
with 18. The length of each block was randomized. In the online tasks, lengths
varied between 14-18 trials and in the onsite task, they they ranged from 7 to 9 trials.
Consequently, the total number of trials across all tasks was 576.

In Prolific and onsite experiments, the order of the cues within each slot machine
was randomized across blocks but remained constant within a block. In contrast, for
Mturk, the order of the cues within slot machines was not randomized to simplify
the task for participants. In all experiments, the left-right order of the slot machines
was randomized across trials.

Given this task structure, participants were able to learn the contingencies of the
cues related to the better slot machines through trial and error, and apply this learned
knowledge to more quickly identify the winning slot machine in novel environments.

After completing the 2-armed bandit tasks, participants were asked to complete
two additional post-task surveys. In one survey, participants were presented with a
cue or a pair of cues and reported how likely it was that the cue (or pair of cues)
shown was associated with an increased or decreased chance of winning a reward.
Their responses were registered using a sliding bar, with the leftmost end labeled
‘Decreased chance’ and the rightmost end labeled ‘Increased chance’. Responses
were collected on a 0 to 100 scale. In the onsite experiment, each cue (6 kinds) and
all possible permutations of cue pairs (15 kinds) were shown twice. In the online
experiments, each cue (6 kinds) and the cue pairs that were presented during the
main task (6 kinds) were shown once.

In the other survey, participants chose the better cue or cue pair based on their
experience from among the two cues or two pairs of cues presented to them. In the
onsite experiment, all possible permutations of cue pairs (15 kinds) and permutations
of pairs of cue pairs (45 kinds) were shown twice each. In the online experiments,
all possible permutations of cue pairs (15 kinds) and the permutations of pairs of
cue pairs (15 kinds) that were shown during the main task were shown once each.
The order of the two surveys was randomized across participants.

Psychopy 2021.2.0 was used for the onsite experiment and jsPsych 6.1.0 was used
for the online experiment.
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Behavioral analysis
Computational modeling of behavior
We tested conventional cognitive models that are based on the reinforcement learn-
ing (RL) algorithm. Inspired from the importance of the neuro-glia interaction
in neuro-computation and accumulation and maintaining of information, glia-like
computational components was added on top of the RL algorithm. The models
were fit to each subject data using the Computatiaonal Behavioral Modeling (CBM)
toolkit which calculates model evidence and likelihoood of the data using Laplace
approximation and estimates parameters using maximum-a-posteriori (MAP) esti-
mation (Piray et al., 2019b). Mean 0 and variance 66.25 Gaussian priors were used
for estimating the parameters. Since CBM assumes that the parameters follow a
normal distribution, we used transformation functions to adjust them: a sigmoid
function for parameters that range between 0 and 1, and an exponential function for
positive parameters. We opted not to use the hierarchical Bayesian inference func-
tion from the toolkit. Instead, we conducted Bayesian model selection by utilizing
the log evidence from the CBM outputs for Bayesian model comparison (Stephan
et al., 2009b).

Reinforcement learning model. The RL model is the simplest model we tested that
does not consider the visual features consisting slot machines, but only models value
of the slot machines themselves. Values 𝑄 for each slot machines are initialized at
0.

𝑄0(𝑠) = 0

and the probability of choosing a slot machine on the left of the screen 𝑠𝑙 is a softmax
function of the values of slot machines shown

𝑃𝑡 (𝑠𝑙) =
𝑒𝑥𝑝(𝛽𝑄𝑡 (𝑠𝑙))

𝑒𝑥𝑝(𝛽𝑄𝑡 (𝑠𝑙))) + 𝑒𝑥𝑝(𝛽𝑄𝑡 (𝑠𝑟)))

where 𝛽 > 0 is an inverse temperature parameter. The value 𝑄𝑡 (𝑠) for the chosen
slot machine 𝑠𝑡 at trial 𝑡 is updated based on the delta rule

𝑅𝑃𝐸𝑡 = 𝑟𝑡 −𝑄𝑡 (𝑠𝑡)

𝑄𝑡+1(𝑠𝑡) ← 𝑄𝑡 (𝑠𝑡) + 𝛼 × 𝑅𝑃𝐸𝑡

where the reward prediction error (RPE) is the difference between the reward 𝑟𝑡 (0 or
1 depending on the realized outcome) at the trial 𝑡 and the action value. 0 ≤ 𝛼 ≤ 1
is a learning rate parameter. There were 2 free parameters (𝛽, 𝛼) in this model.
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Feature-based RL (fRL) model. The fRL model learns the values of visual
features consisting slot machines. So the value of the slot machine (𝑠) is defined as
the weighted sum of the values of visual cues (𝑐1, 𝑐2) on the top of slot machines
and paintings (𝑝) on the bottom of slot machines.

𝑄(𝑠) = 𝑤(𝑄(𝑐1) +𝑄(𝑐2)) + (1 − 𝑤)𝑄(𝑝)

where 𝑤 ∈ [0, 1]. The learning rule was

𝑅𝑃𝐸𝑡 = 𝑟𝑡 −𝑄′𝑡 (𝑠𝑡)

𝑄𝑡+1(𝑐1) ← 𝑄𝑡 (𝑐1) + 𝛼 ∗ 𝑅𝑃𝐸𝑡

𝑄𝑡+1(𝑐2) ← 𝑄𝑡 (𝑐2) + 𝛼 ∗ 𝑅𝑃𝐸𝑡

𝑄𝑡+1(𝑝) ← 𝑄𝑡 (𝑝) + 𝛼 ∗ 𝑅𝑃𝐸𝑡

and decision making rule followed the rules in the RL model. There were 3 free
parameters (𝛽, 𝛼, 𝑤) in this model.

Forgetting model The forgetting was implemented as the exponential decay of
learned value every trial. For all the learned visual cues and paintings, in every trial,
the value was decayed with the following rule

𝑄 ← 𝛼′𝑄

where 𝛼′ ∈ [0, 1]. There fore, fRL with forgetting model has 4 free parameters
(𝛽, 𝛼, 𝛼′, 𝑤).

Slow integration model. The computational component that resembles astrocyte-
glia was implemented based on the properties of real biological glia cells. The
astrocyte cells integrate neuronal activity with slower temporal scale than neurons,
and respond to neurotransmitters in a nonlinear way. Also the astrocyte activities
control the efficacy of the synapses (Perea et al., 2009b). Consequently, the slow
integration component that resembles glia were implemented using the following
rules. For each feature value coding neuron 𝑄, corresponding slow integration
component 𝐺 (from glia) follows

𝐺 𝑡+1 ← 𝐺 𝑡 + 𝛼′′(𝑄𝑡 − 𝐺 𝑡−1)
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where 𝛼′′ ∈ [0, 1]. This updating rule allows us to approximate the slower temporal
dynamics of astrocyte-glia cells. Then the efficacy of the output of value coding
neuron 𝑄 is updated to 𝑄′ by

𝑄′ = 𝑄 + 𝛽2𝑡𝑎𝑛ℎ(𝛽1𝐺 + 𝛽0)

which resemble the property of biological glia that controls the efficacy of synapses
only when there was a strong neuronal activities. Then the neuron that represents
the decision variable for a slot machine is

𝑄′(𝑠) = 𝑤(𝑄′(𝑐1) +𝑄′(𝑐2)) + (1 − 𝑤)𝑄′(𝑝)

Then the probability of choosing a left slot machine 𝑠𝑙 is a softmax function of the
𝑄′. The value coding neurons 𝑄 were updated using

𝑅𝑃𝐸𝑡 = 𝑟𝑡 −𝑄′𝑡 (𝑠𝑡)

𝑄𝑡+1(𝑐1) ← 𝑄𝑡 (𝑐1) +
𝛼

3
∗ 𝑅𝑃𝐸𝑡

𝑄𝑡+1(𝑐2) ← 𝑄𝑡 (𝑐2) +
𝛼

3
∗ 𝑅𝑃𝐸𝑡

𝑄𝑡+1(𝑝) ← 𝑄𝑡 (𝑝) +
𝛼

3
∗ 𝑅𝑃𝐸𝑡

therefore, the fRL model with glia-like slow integration has 7 free parameters
(𝛼, 𝛼′′, 𝛽, 𝛽0, 𝛽1, 𝛽2, 𝑤).

Forgetting and slow integration model. Forgetting and slow integration model
incorporates all the components from the forgetting model and slow integration
model. Therefore this model has 8 free parameters (𝛼, 𝛼′, 𝛼′′, 𝛽, 𝛽0, 𝛽1, 𝛽2, 𝑤).

Effect of slow integration in decision-making. To analyze the effect of slow
integration in decision-making, the trial-by-trial model-based variables were gen-
erated using the fRL with forgetting and slow integration with fit parameters.
Then the analyses of the first row in Fig.19 was done by calculating the rela-
tive size of the absolute difference of model-generated slow integration components
(|∑𝑠∈{𝑐1,𝑐2,𝑝} (𝛽2𝑡𝑎𝑛ℎ(𝛽1𝐺 (𝑠𝑙𝑒 𝑓 𝑡)+𝛽0)−𝛽2𝑡𝑎𝑛ℎ(𝛽1𝐺 (𝑠𝑟𝑖𝑔ℎ𝑡)+𝛽0)) |) to the absolute
difference of model-generated decision variables (|∑𝑠∈{𝑐1,𝑐2,𝑝} (𝛽2𝑡𝑎𝑛ℎ(𝛽1𝐺 (𝑠𝑙𝑒 𝑓 𝑡)+
𝛽0) − 𝛽2𝑡𝑎𝑛ℎ(𝛽1𝐺 (𝑠𝑟𝑖𝑔ℎ𝑡) + 𝛽0)) | + |

∑
𝑠∈{𝑐1,𝑐2,𝑝} (𝑄(𝑠𝑙𝑒 𝑓 𝑡) −𝑄(𝑠𝑟𝑖𝑔ℎ𝑡)) |).

Recurrent neural network model. Recurrent neural network (RNN) models were
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trained to predict trial-by-trial responses based on the history of states, actions, and
rewards. Each trial was represented by the cue identities of the left and right slot
machines, the chosen action, the outcome received, and an indicator marking the
start of a new block. The RNN model used the trial representations from the past
𝑇 trials as input, with the actual human response to the current trial serving as the
target for prediction.

Before processing by the RNN, the elements of the input were embedded into
vectors with dimension 𝑑. For example, the two cue identities of the left slot
machine were embedded into two vectors, which were then summed element-wise
to represent the left slot machine as a whole. The cues in the right slot machine
were processed similarly to represent the right slot machine. Additionally, the
chosen action, the given outcome, and the block start indicator were embedded
into 𝑑-dimensional vectors. The state of a single trial was thus represented by the
concatenation of these five 𝑑-dimensional vectors. Therefore, the input to the RNN
was a concatenated vector of the left and right slot machines, actions, outcomes
from the past 𝑇 trials, and the block start indicator for the current trial, resulting in
a (4𝑇 + 1) × 𝑑-dimensional input vector.

The neural network was trained using leave-one-subject-out cross-validation across
all three datasets (n=197), with the model trained on data from all but one subject
and tested on the held-out subject. Also mapping between cues and their embed-
ding were randomized across training batch to model the cue randomization across
participants and prevent the model from knowing the meaning of cues from the
begining of making predictions on the one held-out participant. The neural network
was optimized using cross-entropy loss with the Adam optimizer, set at a learning
rate of 0.001. Four hyper parameters (embedding dimension, hidden layer size,
number of layers and context size) were optimized using the grid search, resulting in
the final selection of an embedding dimension of 16, hidden layer size of 256, three
layers, and a context size of 3. Both GRU and LSTM were tested for the RNN unit,
but the GRU showed better log likelihood than the LSTM. The implementation was
done using Python 3.9.0 and PyTorch 2.1.1 with CUDA 11.8.
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Figure 3.11: Posterior predictive check results of the transfer learning effect in
exploration using the feature RL with forgetting only. The figures correspond to
Fig 10. It cant be observed from the second column of the simulation results that
the Initial exploration bias was significant in all three data (t-test: t(889)=4.83,
t(779)=6.59, t(299)=7.09, 𝑝 = 1.63 ∗ 10−6, 7.88 ∗ 10−11, 3.71 ∗ 10−12 for Mturk,
Prolific, and Onsite, respectively). The simulations could capture the better per-
formance level in the informative blocks only in the online datasets (I vs NI t-test
paired: t(889)=12.07, t(779)=7.32, t(299)=0.15, 𝑝 = 1.63∗10−6, 6.27∗10−13, 0.880
for Mturk, Prolific, and Onsite respectively). Moreover, unlike the simulation us-
ing the feature RL with forgetting and glia, the model without glia model failed in
replicating the indifference in the performance between strongly and weakly infor-
mative blocks in the Prolific, data (SI vs NI t-test paired: t(889)=11.56, t(779)=7.61,
t(299)=2.06, 𝑝 = 6.97 ∗ 10−29, 7.80 ∗ 10−14, 0.837 for Mturk, Prolific, and On-
site respectively; WI vs NI t-test paired: t(889)=9.45, t(779)=4.70, t(299)=1.18,
𝑝 = 2.85 ∗ 10−20, 3.08 ∗ 10−6, 0.118 for Mturk, Prolific, and Onsite respectively; SI
vs WI t-test paired: t(889)=1.67, t(779)=2.50, t(299)=0.10, 𝑝 = 0.0940.012, 0.923
for Mturk, Prolific, and Onsite, respectively).
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Figure 3.12: Posterior predictive check results of the transfer learning effect in
terms of exploration bias using the feature RL with forgetting and slow integration.
These plots corresponds to the plots in Fig 5. The frequency of choosing the slot
machine with the higher cues was only significantly increasing in simulation using
the Prolific data (All informative blocks, t-test paired: t(889)=-2.69, t(779)=3.77,
t(299)=0.12, 𝑝 = 0.007, 1.67 ∗ 10−4, 0.907 for Mturk, Prolific, and Onsite, re-
spectively; Strongly informative blocks only, t-test: t(889)=-1.92, t(779)=1.80,
t(299)=0.56, 𝑝 = 0.055, 0.073, 0.578 for Mturk, Prolific, and Onsite, respectively).
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Figure 3.13: Posterior predictive check of the transfer learning effect in terms of
exploration bias using the feature RL with forgetting. These graphs correspond to
the Fig 11. Similar to the simulation results with the feature RL with forgetting
and glia, the frequency of choosing the slot machine with the higher cues was
only significantly increasing in simulation using the Prolific data. Moreover, the
simulation results on the onsite data showed the significant opposite trend from the
actual data (All informative blocks, t-test: t(889)=-1.64, t(779)=2.60, t(299)=-2.86,
𝑝 = 0.101, 9.44 ∗ 10−3, 4.30 ∗ 10−3 for Mturk, Prolific, and Onsite, respectively;
Strongly informative blocks only, t-test: t(889)=-0.23, t(779)=1.46, t(299)=-1.19,
𝑝 = 0.815, 0.145, 0.236 for Mturk, Prolific, and Onsite, respectively).
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Figure 3.14: Simulated task performance by block indices using the feature RL with
forgetting and slow integration. The plots correspond to the fig 6. The simulation
results using online datasets showed the increasing performance in informative
blocks, in particular strongly informative blocks. (Informative first vs last block,
t-test: t(889)=1.84, t(779)=5.20, t(299)=-3.08, 𝑝 = 0.066, 2.59 ∗ 10−7, 0.002 for
Mturk, Prolific, and Onsite, respectively; ANOVA on I vs NI: F(1)=0.24, 8.65, 4.68,
𝑝 = 0.627, 0.003, 0.031 for for Mturk, Prolific, and Onsite, respectively. Note that
the direction was opposite in the onsite data; Strongly informative first vs last block,
t-test: t(889)=3.84, t(779)=8.01, t(299)=-1.61, 𝑝 = 1.35 ∗ 10−4, 4.10 ∗ 10−15, 0.110
for Mturk, Prolific, and Onsite, respectively; ANOVA on SI vs NI: F(1)=1.41, 30.13,
2.34, 𝑝 = 0.235, 4.36 ∗ 10−8, 0.126 for for Mturk, Prolific, and Onsite, respectively.
Note that the direction was opposite in the onsite data).
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Figure 3.15: Simulated task performance by block indices using the feature RL
with forgetting only. The plots correspond to the fig 12. The simulation results
using online datasets showed the increasing performance in informative blocks,
in particular strongly informative blocks. (Informative first vs last block, t-test:
t(889)=1.69, t(779)=4.40, t(299)=-5.71, 𝑝 = 0.092, 1.26 ∗ 10−5, 1.82 ∗ 10−8 for
Mturk, Prolific, and Onsite, respectively; ANOVA on I vs NI: F(1)=0.38, 7.84,
8.00, 𝑝 = 0.539, 0.005, 4.73 ∗ 10−3 for for Mturk, Prolific, and Onsite, respectively.
Note that the direction was opposite in the onsite data; Strongly informative first vs
last block, t-test: t(889)=5.19, t(779)=5.13, t(299)=-1.99, 𝑝 = 2.57 ∗ 10−7, 3.76 ∗
10−7, 0.047 for Mturk, Prolific, and Onsite, respectively; ANOVA on SI vs NI:
F(1)=4.58, 14.19, 0.94, 𝑝 = 0.032, 1.68 ∗ 10−4, 0.333 for for Mturk, Prolific, and
Onsite, respectively. Note that the direction was opposite in the onsite data).
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Mturk (n=890) Onsite (n=300)Prolific (n=780)

Figure 3.16: Simulated correlations between the exploration bias and task perfor-
mance in informative blocks using the feature RL with forgetting and slow integration
model. The figure corresponds to Fig.3.7. The posterior predictive check results
did not show significant positive correlations between the two metrics (Person cor-
relation: 𝑟 = 0.067,−0.104, 0.059, 𝑝 = 0.045, 0.004, 0.328 for Mturk, Prolific and
Onsite data respectively).

Mturk (n=890) Onsite (n=300)Prolific (n=780)

Figure 3.17: Simulated correlations between the exploration bias and task perfor-
mance in informative blocks using the feature RL with forgetting only. The figure
corresponds to Fig3.16. The posterior predictive check results did not show signifi-
cant positive correlations between the two metrics except the onsite data simulation
(Person correlation: 𝑟 = −0.004,−0.050, 0.280, 𝑝 = 0.901, 0.166, 8.68 ∗ 10−7 for
Mturk, Prolific, and Onsite data, respectively)
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fRL+f+slow integration
fRL+forgetting
RL

fRL+f+slow integration
fRL+forgetting
RL

fRL+f+slow integration
fRL+forgetting
RL

fRL+f+slow integration
fRL+forgetting
RL

fRL+f+slow integration
fRL+forgetting
RL

fRL+f+slow integration
fRL+forgetting
RL

Figure 3.18: Effect of slow integration in initial exploration bias. The first row
on the plots shows proportion of slow integration output in the difference of de-
cision variables which are the sums of the outputs of neuron and slow integration
component. The second and third row show the likelihood of each trial by models.
The second row normalize the likelihood of each trial using the likelihood from
the RL model and the third row normalize the likelihood using the feature RL with
forgetting.
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Figure 3.19: Deep neural network architecture. The neural network takes the
embedding vectors of state, action, reward and a binary indicator that represent the
start of a new block of previous certain number of trials and predict the current
trial’s action. The example plot shows when previous 3 trials were used to predict
the action. The network was optimized to minimize the cross entropy between the
action prediction and the actual action at each trial. The state representation of each
trial was the difference between the sum of the embeddings of right slot machine
features and left slot machine features.
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Figure 3.20: Model comparison of the deep neural network model. The upper
panel shows the network performance tested on the MTurk data by the length of
context of the input. Embedding size 16, hidden layer size 256 and 3 layered GRU
was used. Using 3 previous trials showed the best performance in terms of leave-
one-subject-out(LOSO) log likelihood. The lower panel shows the neural network
model performance compared to the RL models sum over all three datasets. It is
noteworthy that the neural network model used leave-one-subject-out log likelihood
while other models’ metrics are log likelihood on the data which were used to
optimize the hyper parameters.
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Figure 3.21: Posterior predictive check on Mturk data using the RNN model
(n=89*10). The model was able to reproduce the actual initial exploration bias
and performance differences between conditions (the first row, t-test paired, SI vs
NI t(889)=1.18, 𝑝 = 4.73 ∗ 10−30; WI vs NI t(889)=9.89, 𝑝 = 5.94 ∗ 10−22; SI vs
NI t(889)=0.72, 𝑝 = 0.472; I vs NI t(889)=13.00, 𝑝 = 1.62 ∗ 10−35; frequency of
choosing the high cue slot machine in the initial trial t(889)=13.74, 𝑝 = 4.19∗10−39)
However, the simulated exploration bias in the later blocks were not increasing in
the latter blocks (the second row, t-test paired, all informative blocks t(889)=1.43,
p=0.154). Moreover, the exploration bias in the strongly informative blocks showed
the opposite trend (t(889)=-4.86, 𝑝 = 1.38∗10−6). The positive correlation between
the exploration bias and the performance were reproduced from the simulations
(r=0.218, 𝑝 = 4.44 ∗ 10−11). However, the RNN model was failing in capturing the
increasing performance level in the later blocks and rather generated the opposite
trends(the last row, First vs Last all informative blocks t-test paired, t(899)=-50.08,
𝑝 ≤ 1 ∗ 10−5; ANOVA on I vs NI, F(1)=260.36, 𝑝 = 1.91 ∗ 10−58; First vs Last
strongly informative blocks t-test paired, t(889)=-26.62, 𝑝 = 2.78 ∗10−154; ANOVA
on SI vs NI, F(1)=47.74, 𝑝 = 4.92 ∗ 10−12).



139

Figure 3.22: Posterior predictive check on Prolific data using the RNN model
(n=78*10) .The model was able to reproduce the actual initial exploration bias and
performance differences between conditions (the first row, t-test paired, SI vs NI
t(779)=3.45, 𝑝 = 5.33 ∗ 10−4; WI vs NI t(779)=5.27, 𝑝 = 1.77 ∗ 10−7; SI vs NI
t(779)=-2.02, 𝑝 = 0.044; I vs NI t(779)=4.98, 𝑝 = 7.69∗10−7; frequency of choosing
the high cue slot machine in the initial trial t(779)=4.98, 𝑝 = 7.69∗10−7). Moreover,
the simulated exploration bias in the later blocks were increasing in the latter blocks
(the second row, t-test paired, all informative blocks t(779)=3.72, 𝑝 = 2.05 ∗ 10−4;
strongly informative blocks only, t(779)=3.01, 𝑝 = 2.68 ∗ 10−3). The positive
correlation between the exploration bias and the performance were reproduced
from the simulations as well (r=0.097, p=0.006). However, the RNN model was
failing in capturing the increasing performance level in the later blocks and rather
generated the opposite trends(the last row, First vs Last all informative blocks t-
test paired, t(779)=-29.93, 𝑝 = 1.93 ∗ 10−193; ANOVA on I vs NI, F(1)=61.21,
𝑝 = 5.24 ∗ 10−15; First vs Last strongly informative blocks t-test paired, t(779)=-
13.20, 𝑝 = 1.16 ∗ 10−39; ANOVA on SI vs NI, F(1)=179.19, 𝑝 = 8.59 ∗ 10−41).
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Figure 3.23: Posterior predictive check on Onsite data using the RNN model
(n=30*10) .The model had a trouble in reproducing the actual initial exploration bias
and performance differences between conditions (the first row, t-test paired, SI vs NI
t(299)=2.26, 𝑝 = 0.024; WI vs NI t(299)=-2.79, 𝑝 = 0.006; SI vs NI t(299)=5.28,
𝑝 = 2.50∗10−7; I vs NI t(299)=-0.04, 𝑝 = 0.966; frequency of choosing the high cue
slot machine in the initial trial t(299)=-1.31, 𝑝 = 0.189). Moreover, the simulated
exploration bias in the later blocks were not significantly increasing in the latter
blocks (the second row, t-test paired, all informative blocks t(299)=1.43, 𝑝 = 0.154;
strongly informative blocks only, t(299)=0.49, 𝑝 = 0.632). The correlation between
the exploration bias and the performance were not significant in simulations as well
(r=0.037, p=0.528). Furthermore, the RNN model was failing in capturing the
increasing performance level in the later blocks (the last row, t-test paired, First vs
Last all informative blocks t(299)=-1.18, 𝑝 = 0.236; ANOVA on I vs NI, F(1)=0.14,
𝑝 = 0.713). However, when we focused on the strongly informative blocks only, we
could observe a greater increase in performance compared to noninformative blocks
(First vs Last strongly informative blocks t-test paired, t(299)=1.69, 𝑝 = 0.091;
ANOVA on SI vs NI, F(1)=6.43, p=0.001).
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C h a p t e r 4

NEURO-COMPUTATIONAL MECHANISM OF INFLUENCE OF
AFFORDANCE IN VALUE-LEARNING

The following chapter is adapted from Yi and O’Doherty, 2023 and modified ac-
cording to Caltech Thesis format.

Sanghyun Yi and John P. O’Doherty. Computational and neural mechanisms under-
lying the influence of action affordances on value learning. BioRxiv, 2024. doi:
https://doi.org/10.1101/2023.07.21.550102.

4.1 Abstract
When encountering a novel situation, an intelligent agent needs to find out which
actions are most beneficial for interacting with that environment. One purported
mechanism for narrowing down the scope of possible actions is the concept of action
affordance. Here, we delve into the neuro-computational mechanisms accounting
for how action affordance shapes value-based learning in a novel environment by
utilizing a novel task alongside computational modeling of behavioral and fMRI data
collected in humans. Our findings indicate that rather than simply exerting an initial
or persistent bias on value-driven choices, action affordance is better conceived
of as an independent system that concurrently guides action-selection alongside
value-based decision-making. These two systems engage in a competitive process
to determine final action selection, governed by a dynamic meta controller. We find
that the pre-supplementary motor area and anterior cingulate cortex plays a central
role in exerting meta-control over the two systems while the posterior parietal cortex
integrates the predictions from these two controllers of what action to select, so that
the action-selection process dynamically takes into account both the expected value
and appropriateness of particular actions for a given scenario.

4.2 Introduction
In order to interact successfully with situations as they occur in the world, humans
and other animals need to select particular actions from a very large set of possible
actions based on which actions are most appropriate to the situation. One fun-
damental guiding principle for action selection, is that actions should be selected
based on their expected value, that is by how much a particular action might in-
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crease an individual’s access to rewards, or decrease potential exposure to aversive
outcomes (Glimcher and Fehr, 2013; Rangel et al., 2008; Sanfey et al., 2006). A
large literature has shed light on the neural and computational underpinnings of
value-based action selection, including reinforcement-based mechanisms for learn-
ing which actions to select based on the future expected rewards they engender
(Montague et al., 1996; Schultz et al., 1997; O’Doherty et al., 2003). However,
when encountering a stimulus for the first time in a particular context, the value of
that stimulus is largely unknown and the brain needs to have a strategy to reduce
the extremely large set of possible actions that could be selected to a tractable set
of possible actions that could form the basis of subsequent trial and error learning.
One putative mechanism for this is visual affordance (Gibson, 2014; Cisek, 2007;
Pezzulo and Cisek, 2016). Action affordances are features of stimuli in the world
that suggest the appropriateness of particular actions, which can make the action
selection problem more tractable. For example, a computer keyboard might suggest
pressing or poking actions, a watering can might suggest a grabbing or clenching
action, a pair of chopsticks might suggest a pinching action.

It has previously been found that affordance automatically potentiates particular
actions that are compatible with properties an object or scene presented (Ellis and
Tucker, 2000; Grèzes et al., 2003; Zhang et al., 2021; Cisek, 2007). Particularly,
it has been suggested that the selection of visually guided actions is supported
directly by affordance and that this affordance mechanism is in turn biased by other
decision variables such as the value of choice options (Pastor-Bernier and Cisek,
2011; Cisek and Pastor-Bernier, 2014). However, the role that affordances might
play in actually guiding learning during value-based decision-making is essentially
unknown. A natural hypothesis is that affordance acts as an initial prior on value
learning by, for example, subtly inflating the value of the afforded action during
initial choice behavior so as to guide exploration, or alternatively, affordance might
act as a constant yet moderate tug on action selection, persistently increasing the
likelihood that an affordance-based action is selected in spite of the effects of value
learning. Yet another possibility is that affordance-based choice and value-based
choice operate as independent systems, competing for access to behavior. As we
will see, our findings rather surprisingly support this latter possibility and suggest
a role for a dynamic arbitration between independent expert systems implementing
affordance and value-based choice.

To answer these questions we designed a novel behavioral task to probe the ef-
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Figure 4.1: Decision-making task using naturalistic hand gestures and affordance-
conferring stimuli. (a) Example stimuli associated with particular hand gesture
affordances, determined from a separate online survey. (b) Example trial structure.
A stimulus was displayed until an executed naturalistic hand gesture was registered.
Each object was shown with a human silhouette background to give a naturalistic
sense of the size of the object displayed. (c) Example block structure. Four
objects were shown in each block and each object was associated with one of the
4 experimental conditions: congruent high (CH), incongruent high (IH), congruent
low (CL), and incongruent low (IL) (see Methods for the details). (d) Experiment
setting of the behavioral task. Participants made hand gestures inside the apparatus
with a camera on top of it which sent a video stream to a server that classified
hand movements into one of the three allowed hand gesture types in real time. (e)
Implementation of the fMRI experiment. Participants lied down on the bed and
mimed hand gestures on the plane which was placed on top of their bodies.

fects of affordance on decision-making. We adopted a computational model-driven
approach in which we specified a series of computational models to capture the
different possible mechanisms by which affordance affects value learning, which we
then systematically tested against human behavior. Further, we then measured brain
activity with fMRI in order to identify the neural correlates of these putative com-
putational processes. The overarching goal of the present study is thus to investigate
how action affordances might potentially interact with value-based action-learning
at behavioral, computational and neural levels.

In the behavioral task, participants were presented with pictures of an array of
different visual objects. These objects were pre-selected to have specific action
affordances based on the actions a separate group of participants rated to be most
appropriate for a given object, out of three possible actions: pinch, poke, or clench.
In the task, when participants saw an object, they could make one of those three
actions in response, using a naturalistic (right) hand gesture (Fig. 4.1; Methods).
We implemented a computer vision-based approach for the behavioral experiment,
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which classified a live video stream of the participant’s hand movements into one
of the three gesture classes in real time (Fig. 1d; Methods). For a given object,
one of these actions was associated with a higher probability of reward (winning
money), while the other actions were associated with a lower probability of winning
money. So for example, upon seeing a picture of a watering can, if the participant
makes a poking gesture they would be most likely to win money, whereas if they
make a pinching gesture they are less likely to win. Four objects (out of a set of 24
or 48 depending on the study), were encountered in a particular block of trials of
80 duration on average. Participants are instructed that their goal is for each object
to select the action associated with the greatest amount of reward in order to obtain
as many rewards as possible. Thus for each object, participants had to learn which
action to select in order to maximize rewards. Crucially, for some objects, the most
rewarded action was also the action that had the greatest affordance (congruent),
while for other objects, the most rewarded action was not the action that had the
greatest affordance (incongruent) (Fig. 1c). Furthermore, we included an orthogonal
manipulation that controlled the reward probability such that half of the stimuli were
associated with a high reward probability condition and the other half with a low
reward probability condition, with the latter offering half the reward probability of
the former (though in both conditions one of the actions available still had a higher
reward probability than the other two). Through these manipulations, we could
therefore assess the role that action affordance plays in guiding action selection
alongside expected value, as well as characterizing how these two processes might
interact. We ran two studies using this paradigm. An initial behavioral study
(n=19) was followed by an fMRI study (n=30). Together these studies allowed us to
investigate the behavioral effects of affordance on value-based learning and to then
utilize computational modeling to gain insight into the computational mechanisms
underpinning these interactions. Finally, our fMRI study allowed us to characterize
the neural mechanisms implementing these computations.

4.3 Results
Effects of affordance on reaction times and action selection
We first ascertained to what extent did the affordance properties of a stimulus
influence response reaction times (RTs). We expected that choice of an action
compatible with the dominant action affordance for an object would be associated
with shorter RTs than choice of an affordance incompatible action regardless of the
presence of ongoing value learning (Ellis and Tucker, 2000; Grèzes et al., 2003;
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Figure 4.2: Behavioral effects of affordance during value learning and decision
making. Upper-row plots show results from the behavioral study while the lower-
row plots are from the fMRI study. (a and f). RTs were faster when the response
was compatible with the affordance compared to when it was incompatible (paired-𝑡
tests; 𝑡 (18) = 3.62 for the behavioral, 𝑡 (29) = 4.68 for the fMRI experiment). RTs
for each trial were averaged for each participant and trial types and the dots represent
individual participants. (b an g) Initial responses to objects were significantly biased
toward affordance-compatible actions. (𝑡 tests; 𝑡 (18) = 2.62 for the behavioral,
𝑡 (29) = 4.48 for the fMRI experiment). Dots represent the average frequencies
for each participant and the red line is the chance level 1/3. (c and h) Correlations
between the RT effect and the frequency of choosing affordance-compatible actions.
(Pearson 𝑟) Dots represent each participant. (d and i) Learning curves averaged
across blocks by experimental conditions. The star annotation presents the statistical
significance of those difference between congruent and incongruent conditions in
each trial (permutation tests; 5000 iterations each; *: 𝑝 < 0.05 Bonferroni corrected)
(e and j) Learning slopes analyzed as a function of the number of rewarded trials
which were averaged across blocks. The gray lines in d,i,e, and j show the choice
accuracy difference between congruent and incongruent conditions. All the errorbar
shows 95% interval of estimated statistics.

Zhang et al., 2021). RTs were defined as the interval between the stimulus onset
and initiation of movement, and were indeed found to be significantly shorter when
making affordance-compatible actions compared to affordance-incompatible actions
in both the behavioral and fMRI data even when participants were freely exploring
the environment for finding the most rewarding hand gesture (Figs. 2a,f; for details
on the reaction time measurement, see Methods). Moreover, the difference in RT
remained consistent throughout. The average RT difference between the first 5 trials
and the last 5 trials was not significantly different in either dataset (t(18)=-1.329,
p=0.20 in the behavioral and t(29)=0.7592, p=0.45 in the fMRI data). We also found
that the RTs were influenced by value-learning, in that participants were faster to
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respond to stimuli with higher expected value than stimuli with lower expected value
(Fig. 4.6). Thus, to disambiguate the effects of affordance on RTs from other possible
confounding variables such as experimental condition, action type, choosing the
most-rewarding action, and the progress of learning across trials, all of which are
associated with value learning, we conducted mixed-effect linear regression which
included each of these effects as potential confounding covariates. Even after
accounting for these confounds, the effect of affordance on RT remained significant
(Table 4.1; 𝛽 = −0.026, 𝑧 = −2.66, 𝑝 ≤ 0.01 for selecting affordance-compatible
actions in the behavioral experiment, and 𝛽 = −0.029, 𝑧 = −3.02, 𝑝 ≤ 0.01 in the
fMRI experiment, which indicates that RTs for affordance-compatible actions were
about 2.7% shorter). These results not only confirm that our experimental paradigm
and stimulus set reliably induce affordance-related response preparation effects,
but also reveal that the reaction time effect due to stimulus-response compatibility
persists regardless of the effects of value-learning.

Next, we aimed to examine the effect of affordance on which action was chosen on
a given trial. Specifically, we hypothesized that the affordance associated with a
particular object would bias choices in favor of the afforded action, independently of
the expected value of that action. To test for this, we analyzed the initial responses
participants made to each object, as those are the actions not affected by value
learning. The probability of selecting affordance-compatible actions as the initial
response was significantly higher than chance (1/3) in both datasets (Figs. 2b
and 2g). Furthermore, those initial actions were biased toward the afforded action
that each object was selected to confer based on the initial affordance ratings we
previously obtained in a separate sample (Table 4.2; 𝜒2 test; null hypothesis was the
probability distribution of choosing each action type independent of the affordance
of objects calculated using the choice data; 𝜒2(2, 𝑁 = 304) = 9.33, 𝑝 ≤ 0.01 for
pinch, 𝜒2(2, 𝑁 = 304) = 16.02, 𝑝 ≤ 0.001 for clench, 𝜒2(2, 𝑁 = 304) = 21.12, 𝑝 ≤
10−4 for poke in the behavioral experiment; 𝜒2(2, 𝑁 = 240) = 17.91, 𝑝 ≤ 0.001
for pinch, 𝜒2(2, 𝑁 = 240) = 16.18, 𝑝 ≤ 0.001 for clench, 𝜒2(2, 𝑁 = 240) =

16.54, 𝑝 ≤ 0.001 for poke in the fMRI experiment). Moreover, the initial selection
bias remained constant throughout the task for all new objects introduced over the
course of the experiment (Figs. 7a and 7c for details). This observation rules
out an alternative explanation regarding the initial selection bias which posits that
participants might have gradually inferred that the structure of the task is such that
affordance-compatible actions are the most-rewarding action in half of the trials,
and thus, the baseline probability for selecting affordance-compatible action would
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be 1/2 rather than 1/3. According to this hypothesis, the initial selection bias
toward affordance-actions would be expected to increase as the task progresses as
participants become more aware of the task structure with increasing experience.
However, the actual data contradict this notion by showing that the initial selection
bias remained stable and did not increase as the task progressed in both the behavioral
and fMRI studies.

On top of that, we observed significant positive correlations across participants be-
tween these two distinct affordance-related bias effects on choice. We computed
the degree of RT bias as the additional reaction time for executing affordance-
incompatible actions relative to affordance-compatible actions (RT effect= 𝑅𝑇𝑖𝑛𝑐𝑜𝑚𝑝−𝑅𝑇𝑐𝑜𝑚𝑝

𝑅𝑇𝑐𝑜𝑚𝑝
)

for each participant and compared it to the frequency of choosing affordance-
compatible actions throughout the task. Significant correlations were observed
between the two metrics in both datasets (Figs. 2c,h), and moreover, the RT effect
positively correlated with the frequency of selecting the affordance-compatible ac-
tion as the initial response to each object (Figs. 7b,d; Pearson 𝑟 = 0.41, 𝑝 = 0.08
in the behavioral, Pearson 𝑟 = 0.58, 𝑝 ≤ 0.001 in the fMRI experiment). These
findings suggest that both forms of affordance-related biases on choice behavior are
related and have a shared substrate.

Affordance influences value learning
The pronounced action selection bias toward the afforded action also influenced
value-learning and contributed to the choice accuracy difference between congruent
and incongruent conditions. To be specific, selection of the most rewarding action
for each object was significantly greater in the congruent than in the incongruent
conditions (𝑡 (18) = 2.50, 𝑝 ≤ 0.05 in the behavioral, 𝑡 (29) = 3.25, 𝑝 ≤ 0.01 in the
fMRI experiment). However, the bias toward selecting actions based on affordance
was most evident in the early phase of the interaction with each specific object and
diminished across subsequent trials involving that specific object. As demonstrated
in Figs. 2d,i, statistical tests on the difference in choice accuracy between congru-
ent and incongruent conditions in each trial revealed that the affordance effect was
significant on early trials within a block but became less pronounced as learning
progressed in both experiments.Because the exploration of choice options is biased
by action affordance, participants are likely to need more trials to experience pos-
itive outcomes in incongruent than in congruent conditions. Therefore, the choice
accuracy difference between congruent and incongruent conditions might be due to
an affordance bias operating on the choice process rather than reflecting the effects



148

of impaired value learning.

To analyze the influence of affordance on learning further, we examined the choice
accuracy difference between congruent and incongruent conditions as a function of
the number of rewarded trials previously encountered. The analysis indicates that
learning slopes were actually steeper in the incongruent conditions, as evidenced
by a decreasing pattern in the difference between the two learning slopes from
each condition (Figs. 2e,j). Mixed-effect GLM analyses confirmed that the choice
accuracy difference between the conditions is decreasing and that the incongruent
condition has a steeper slope than the congruent condition (Fixed-effect coefficients
for the gradient of the choice accuracy difference Δ𝑃 : 𝛽 = −0.010, 𝑧 = −3.16, 𝑝 ≤
0.01 in the behavioral, 𝛽 = −0.009, 𝑧 = −2.97, 𝑝 ≤ 0.01 in the fMRI experiment;
Table 4.3).

As previously mentioned, two possible explanations might account for this effect:
first, it is possible that participants go through a longer exploration phase between
receiving rewards in the incongruent conditions, which might support counterfac-
tual learning during exploration, leading to steeper learning (Camille et al., 2004;
Lohrenz et al., 2007). In such scenarios, using a reinforcement learning (RL) model
that incorporates negative learning signals to update the values of unchosen actions
in the trials without rewards would be sufficient to account for the learning effect, as
such a model could capture counterfactual learning. Alternatively, it is plausible that
behavioral adaptation based on reward history is more sensitive in the incongruent
conditions. This could result from having a higher learning rate in incongruent
conditions, or it could be due to the exertion of a higher level of cognitive control
on incongruent conditions resulting in decisions that are more heavily reliant on
learned values (Verguts and Notebaert, 2008; Botvinick and Braver, 2015; Braem
et al., 2019). As we will see, the computational modeling we implement supports
the notion that cognitive control is allocated to balance the influence of affordance
and value-learning in order to govern task performance (see below).

We also plotted the learning slope in high and low conditions as the function of
the number of rewarded trials previously encountered. However mixed-effect GLM
analyses revealed that the difference between high and low conditions does not
decrease (Fixed-effect coefficients for the gradient of the choice accuracy differ-
ence Δ𝑃 : 𝛽 = −0.006, 𝑧 = −1.30, 𝑝 = 0.20 in the behavioral, 𝛽 = −0.010, 𝑧 =

−0.66, 𝑝 = 0.51 in the fMRI experiment; Fig. 4.8).
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Figure 4.3: Computational model comparison, and the simulation results from the
best model. Figs. 3b-g are from the behavioral study and their corresponding
simulations while the Figs. 3h-m show the results from the fMRI study and their
corresponding simulations. (a) Schematics of candidate computational mechanisms
(Value DM: value-based decision-making; Affordance DM: affordance-based DM).
See the main text and methods for details. (b and h) Log model evidence of the com-
pared models. (c and i) Arbitration weights were affected by the affordance-value
congruency so that the value-based decision-making was more favored in incongru-
ent conditions. (paired-𝑡 tests; 𝑡 (18) = 2.28 for the behavioral, 𝑡 (29) = 3.59 for
the fMRI experiment). Arbitration weights were calculated using the performance-
based arbitration model for each trial and were averaged for each participant and
condition. (d and j) Frequency of choosing affordance-compatible actions in the ac-
tual choice data is a decreasing function of the arbitration weight on the value-based
decision-making. The arbitration weights were transformed into the percentiles
within each participant. The tendency of choosing affordance-compatible actions
more when the arbitration mechanism favors affordance-based decision-making was
only evident in incongruent conditions as the responses based on affordance and
value were indistinguishable in congruent conditions. (e and k) Simulated initial
choice bias toward affordance-compatible action for each object. The performance-
based arbitration models with individually estimated parameters were simulated
10 times each. (𝑡 tests; 𝑡 (189) = 9.29 for the behavioral, 𝑡 (299) = 7.21 for the
fMRI experiment) (f and l) Simulated learning curves and their differences. (g and
m) Simulated learning slopes and their differences as a function of the number of
rewarded trials. All the error-bar shows 95% interval of estimated statistics.

Dynamic meta-level control merging affordance-based and value-based decision-
making best explains behavior
To investigate the underlying computational mechanism responsible for these behav-
ioral effects, we implemented various computational models, fit those to participant’s
behavioral data and then performed a formal model comparison (see Methods for
details; Fig. 3a). We applied an RL model to capture value learning. We then
modeled the degree of affordance assigned to each action for each object using the
affordance-compatibility scores for the hand gestures for each object provided by
the participants themselves after the completion of the value-based choice task.

One simple way in which affordance might influence choice is via a constant action-
selection bias – essentially providing a constant push toward choosing the afforded
action on each trial over and above other considerations such as value. Another
possibility is that affordance acts as an initial prior operating on the initial value of
the afforded action. If the afforded action is presumed to have a higher initial value
than the other actions, this could produce a bias toward choosing that action more
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often at the beginning of a block. We implement both of these possible biases in
separate RL models, either as a bias in the decision variable (bias model), or as a bias
in the initial values assigned to an action before the onset of reinforcement-learning
(prior model). We also tested the possibility that value learning was supported by
Bayesian inference, rather than RL (Bayes model) (Niv et al., 2015).

In addition, based on the observation that the steeper learning slope in incongruent
conditions (Figs. 2e,j) could be captured by cognitive control resulting in a greater
focus on value in the incongruent conditions, we explored models inspired by
the concept of a mixture of experts (O’Doherty et al., 2021b). In this class of
models, we assumed that two different decision-making systems are concurrently
making predictions about the appropriate action for a given object. The first system
is an affordance-based decision-making system, which simply makes choices in a
manner proportional to the degree of affordance attached to particular actions, while
the second system is a value-based decision-making system, by which actions get
selected based on their learned expected values. Additionally, we assumed a meta-
level controlling mechanism that arbitrates between the two systems and mediates
the influence of the two systems in selecting actions. Four candidate arbitration
mechanisms were tested.

The first model assumes that the outputs from the two systems are mixed with a fixed
weight, which is conceptually similar to the bias model (Fixed arbitration model).
We also tested a model that assumed affordance acts as a cost that makes the outcome
from selecting affordance-incompatible actions less rewarding, thereby hindering
selection of affordance-incompatible actions. This component was added on top of
the fixed arbitration model (Cost model) (Shenhav et al., 2013). The second type of
arbitration model gave a boost in control to the value-based decision-making system,
when the two systems made conflicting predictions, which mainly happened in
incongruent conditions (Conflict-based arbitration model) (Matsumoto and Tanaka,
2004; Botvinick et al., 2001; Yeung et al., 2004a). The third model type assigned a
greater degree of control to the system that had the lower level of prediction errors,
or a higher level of reliability in its predictions, so that participants could minimize
the uncertainty in predicting the values of each action. The reliabilities of each
system were estimated using the absolute value of reward prediction errors (RPE)
or affordance prediction errors (APE), which is the difference between the outcome
and the affordance compatibility of the chosen action (Reliability-based arbitration
model) (Lee et al., 2014a; Charpentier et al., 2020; O’Doherty et al., 2021b).



152

The last type of model allowed for a larger influence from a system that had higher
expected outcomes when the decision maker followed that particular system in
making a decision (Botvinick and Braver, 2015; Shenhav et al., 2013). By doing
so, the decision maker can maximize the outcome they can collect (see Methods for
details). The performance of each system, or the expected outcome by following the
specific decision-making system to a given object, was estimated using a method
called inverse propensity scoring (Precup et al., 2000; Horvitz and Thompson,
1952), which was implemented in a form of delta rule supported by performance
prediction errors (PPE) within each system. (Performance-based arbitration model;
see Methods for details).

As illustrated in Figs. 3b,h, the performance-based arbitration model was found
to best explain the actual choice data in terms of group-level log model evidence.
Additionally, the Bayesian model selection results showed that the posterior model
frequency and protected exceedance probabilities were in agreement with the above
model comparison results (Fig. 4.9). It is noteworthy that the task design used in
this study had sufficient power to differentiate between the various decision-making
models tested. For example, the performance-based arbitration model could be well
recovered when the actual data generative process was based on itself. When the
performance-based model provided the best fit for a given individual’s data, the
probability of the performance-based model being the true generative model of the
data was found to be 0.89 (Table 4.4; Methods).

In addition, the variables extracted from the best performing model suggest that the
congruency between affordance and value determines how the meta-level controller
weighs each system. Specifically, the arbitration weight on value-based decision-
making was found to be higher in incongruent conditions (Figs. 3c,i; 𝑡 (18) =

2.28, 𝑝 ≤ 0.05 in the behavioral; 𝑡 (29) = 3.59, 𝑝 ≤ 0.01 in the fMRI data). We also
observed that how often rewards were given on recent trials increased the arbitration
weight toward value-based decision-making (Shenhav et al., 2013). In the high
conditions where rewards were given more frequently, the weight on the value-
based decision-making system was higher (Figs. 10a,f; 𝑡 (18) = 2.53, 𝑝 ≤ 0.05 in
the behavioral study; 𝑡 (29) = 3.77, 𝑝 ≤ 0.01 in the fMRI study). Moreover, those
trials with less weight on value-based decision-making were also trials in which the
actual choice was compatible with the afforded action more often (Figs. 3d,j). We
also observed that those participants who exhibited higher accuracy in selecting the
most rewarding hand gestures were the individuals who also had a higher average
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arbitration weight assigned to the value-based decision-making system (Figs. 10b,g;
Pearson 𝑟 = 0.62, 𝑝 ≤ 0.01 in the behavioral, Pearson 𝑟 = 0.65, 𝑝 ≤ 0.001 in the
fMRI experiment).

Furthermore, through model simulations utilizing the estimated parameters, we
observed that the performance-based arbitration model could very closely replicate
behavioral patterns found in the real choice data. In the simulated data, initial
action selection was biased toward affordance-compatible actions and this bias was
consistent across the blocks (Figs. 3e,k; Fig. 4.12) as found in the real data described
earlier. The simulated learning curves also exhibited a close correspondence with
the actual learning curves in each condition, and the choice accuracy gap between
congruent and incongruent conditions showed a tendency to be larger in the earlier
trials of each object, which was consistent with the actual data (Figs. 3f,l; Fixed-
effect coefficients for the gradient of the choice accuracy difference Δ𝑃 : 𝛽 =

−0.001, 𝑧 = −2.26, 𝑝 ≤ 0.05 in the behavioral, 𝛽 = −0.001, 𝑧 = −1.50, 𝑝 = 0.13 in
the fMRI data simulation; Table 4.5).

It is notable that, apart from the performance-based arbitration model, simula-
tions using other types of arbitration model did not show an initial action selec-
tion bias or a gradual decrease in the choice accuracy gap between congruent
and incongruent conditions (Figs. 3e,f,k,l; Fig. 4.13). Although the cost and
the conflict-based arbitration models could exhibit several properties of the ac-
tual choice data with specific ranges of free parameters, simulations using the
fitted parameters could not reproduce the patterns from actual choices (Fig. 4.13).
For example, the choice accuracy gap was increasing in the cost model, which is
the opposite pattern from the real data. The conflict-based arbitration model did
not show a bias toward affordance compatible actions in the initial trial. More-
over, the simulated choice accuracy in incongruent condition was even better or
comparable in the conflict-based arbitration model which contradicts the actual
data (𝑃(𝑐𝑜𝑟𝑟𝑒𝑐𝑡 |𝑖𝑛𝑐𝑜𝑛𝑔𝑟𝑢𝑒𝑛𝑡) − 𝑃(𝑐𝑜𝑟𝑟𝑒𝑐𝑡 |𝑐𝑜𝑛𝑔𝑟𝑢𝑛𝑒𝑡) of the conflict-based ar-
bitration model; 𝑡 (189) = −3.12, 𝑝 ≤ 0.01 in the behavioral data simulation,
𝑡 (299) = −0.69, 𝑝 = 0.49 in the fMRI data simulation). The fixed and the reliability-
based arbitration models could reproduce the initial action selection bias, but the
gradient of the choice accuracy gap between congruent and incongruent conditions
was marginal compared to that from the performance-based arbitration model (Table
4.5).

Additionally, when model-simulated learning curves were plotted as a function of
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the number of rewarded trials similar to Figs. 2e,j, the performance-based and
reliability-based arbitration models could reproduce the real behavioral patterns,
but not the fixed arbitration model (See Figs. 3g,m; Fig. 4.14 and Table 4.6). For
example, the difference between the congruent and incongruent conditions in terms
of frequency of choosing correct actions as a function of the number of rewarded
trials was only decreasing in the simulated data using the performance-based and
the reliability-based arbitration models, but not in the fixed arbitration model’s
simulated choices (Fixed-effect coefficients for the gradient of the choice accuracy
difference Δ𝑃: performance-based arbitration model’s 𝛽 = −0.007, 𝑧 = −6.64, 𝑝 ≤
0.001 in the behavioral, 𝛽 = −0.008, 𝑧 = −8.81, 𝑝 ≤ 0.001 in the fMRI data
simulation; reliability-based arbitration model’s 𝛽 = −0.003, 𝑧 = −3.08, 𝑝 ≤ 0.01
in the behavioral, 𝛽 = −0.004, 𝑧 = −4.28, 𝑝 ≤ 0.001 in the fMRI data simulation;
fixed arbitration model’s 𝛽 = −0.001, 𝑧 = −0.91, 𝑝 = 0.36 in the behavioral,
𝛽 = 0.001, 𝑧 = 0.62, 𝑝 = 0.54 in the fMRI data simulation).

Nonetheless, the steeper learning slope we observed might be due to a potentially
higher learning rate in the incongruent conditions. To explore this possibility, we fit
the data with a fixed-arbitration model that incorporates two distinct learning rate
parameters, one for incongruent conditions and another for congruent conditions.
However, our analysis revealed no significant difference in learning rates between
congruent and incongruent conditions (𝑡 (18) = −1.16, 𝑝 = 0.26 in the behavioral,
𝑡 (29) = 0.73, 𝑝 = 0.47 in the fMRI data). Moreover, we could eliminate the possi-
bility that the presence of counterfactual learning alone is sufficient to demonstrate
the steeper learning slope. With the implementation of counterfactual learning
through the updating of values for unchosen actions in unrewarded trials, it is clear
that counterfactual learning on its own falls short of replicating the actual behav-
ioral data (see Methods and Fig. 4.15). These results collectively indicate that the
observed steeper learning slope in incongruent conditions is due to a dynamic arbi-
tration mechanism that boosts the better working system for a given situation, rather
than being a result of counterfactual learning in unrewarded trials or the effects of a
larger learning rate in the incongruent conditions.

In addition, the non-decreasing difference between high and low conditions in terms
of the frequency of choosing correct actions as a function of the number of rewarded
trials could be captured by all tested arbitration models (Fig. 4.16, Table4.7 and
Supplementary Note 2)

Consequently, through rigorous model comparisons and simulations, we identi-
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Figure 4.4: Neural implementation of performance-based arbitration. (a)
Affordance-compatibility scores of the chosen action correlated with the high-level
visual area including V3 and V4 in the left occipital lobe (b) The chosen action
value was significantly identified in the mPFC. (c) Action selection probabilities of
the chosen action were found in various regions of the cortical grasping circuit. (d)
Performance of the value-based decision-making signals (e) BOLD signals of the
performance of the affordance-based decision-making. (f) The fMRI correlates of
the difference between the performances of two systems (𝑃𝑒𝑟 𝑓𝑎 𝑓 𝑓 − 𝑃𝑒𝑟 𝑓𝑞), which
is directly related to the arbitration weight. (g) PPE signals for tracking perfor-
mances of the two systems were identified in the striatum. All the results were
cluster-corrected 𝑝 < 0.05 with the cluster defining threshold 𝑧 = 3.1.

fied performance-based arbitration as the best candidate model for explaining the
behavioral data, both quantitatively and qualitatively.

Next, we explored the neural implementation of affordance-based action-selection
and its influence on value-based action-selection by utilizing computational variables
from this model in the analysis of the fMRI data.

Neural correlates of affordance, value-learning, and action selection
We conducted a GLM analysis that included the chosen action’s affordance- com-
patibility score, action value and action selection probability from the performance-
based model as parametric regressors to identify the regions associated with affor-
dance and value-based decision-making, respectively, as well as to uncover an action
selection region responsible for integrating the predictions from these two systems
to guide action-selection (GLM1; See Methods for details).
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First of all, we found that the affordance-compatibility of the chosen action on each
trial was encoded in the higher-level ventral visual stream such as V3 and V4 in
the left occipital lobe which is the region that has been suggested to be responsible
for affordance-perception or object recognition and processing physcial properties
such as shape and size that are necessary for hand gesture control (Fig. 4a)(Bonner
and Epstein, 2017; Sakagami and Pan, 2007; Kravitz et al., 2013; Polanen and
Davare, 2015) The chosen action value from the performance-based aribtration
model was found in medial prefrontal cortex (mPFC) which is the region that has
been implicated in the encoding of learned value (Fig. 4b) (Dolan and Dayan, 2013;
Wunderlich et al., 2009; Hare et al., 2011).

Regions correlating with the action selection probability of the chosen action, which
is the integration of the predictions from value-based and affordance-based decision-
making systems were located in the posterior parietal cortex (PPC) near the parieto-
occipital junction (POJ), ventral premotor cortex (PMv), and the posterior superior
temporal sulcus (pSTS) all of which are parts of the cortical grasping circuit (Fig.
4c) (Polanen and Davare, 2015; Davare et al., 2011; Rizzolatti and Luppino, 2001;
Borra et al., 2017). Notably, these identified regions are responsible for not only
performing the hand gesture itself but also integrating different sensory modalities
related to manual actions (Andersen, 1997).

To ensure that regions correlating with the probability of the chosen action were not
merely reflecting the effects of action execution vigor, we conducted an identical
GLM analysis but incorporated RT as an additional parametric regressor (Shadmehr
et al., 2019). These regions remained significant (at an uncorrected threshold
of 𝑝 < 0.001) suggesting that the regions are associated with the weighted sum
of affordance-based and value-based decision-making systems rather than merely
reflecting movement vigor (Fig. 4.18).

Moreover, we extracted coordinates of the right-hand joints from the recorded hand
videos and included them in the GLM as a parametric regressor in order to control
for any potential confounding effects arising from the effects of hand movements
per se (See Methods for details). While we found action selection related signals in
various regions of the cortical grasping circuit, the actual motor implementation of
the hand gesture was correlated with activity in the left primary motor cortex, left
premotor cortex, left primary somatosensory cortex, and bilateral inferior parietal
lobule (IPL) (Figs. 19c-f).

Another GLM analysis using the second best fitting reliability-based arbitration
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model was conducted as well, which identified mostly overlapping regions for each
of the cognitive variables (GLM2; See Figs. 17a-c, and 4.18).

Neural implementation of the meta-level controller
Next, we probed for brain regions responsible for the meta-level computations in-
volved in arbitrating between value and affordance-based decision-making systems.
To achieve this, we utilized arbitration-related variables extracted from the perfor-
mance model as parametric regressors in a GLM (GLM3; See Methods for details).

As illustrated in Figs. 4d,e, we found that the mPFC, rostral anterior cingulate
cortex (rACC), posterior division of middle temporal gyrus (pMTG), and IPL to
be associated with the performances of both systems. The posterior division of
superior temporal gyrus (pSTG), dorso and ventro lateral prefrontal cortex (dlPFC,
vlPFC), mid-cingulate cortex (MCC), orbitofrontal cortex (OFC), precuneous cortex
(PCUN), and hippocampus (HPC) were correlated with the performance of value-
based decision-making but not with the performance of affordance-based decision-
making.

In addition, we observed that the signal corresponding to the difference in per-
formance between the two decision-making systems (𝑃𝑒𝑟 𝑓𝑎 𝑓 𝑓 − 𝑃𝑒𝑟 𝑓𝑞), which
determines the arbitration weight, was present in the pre-supplementary motor area
(preSMA), lateral prefrontal cortex (lPFC), and insular cortex (IC) (Fig. 4f). We
also found that the IPL and PCUN were regions correlated with the difference in per-
formance between the affordance and value-based decision-making systems. These
regions have been shown to be associated with the implementation of cognitive
control (Botvinick and Braver, 2015; Nachev et al., 2008; Botvinick et al., 2004;
Miller, 2000; Behrmann et al., 2004). Interestingly, our findings indicate that the
regions identified were less activated when the value-based decision-making system
was allocated more weight.

Similar to the RPE signals (Fig. 19a), the variables responsible for updating arbi-
tration weights, which are also outcome-dependent prediction error signals, were
found in the striatum (Fig. 4g). Specifically, the PPE of the value-based decision-
making system was prominently encoded in the ventral striatum, while the PPE of
the affordance-based decision-making system was found in the dorsal striatum.

In addition to investigating neural correlates for the performance-based arbitration
model, we also tested for regions correlating with reliability-based arbitration which
was the second best fitting model in our model comparison (GLM4). We also
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found clear neural correlates of reliability-based arbitration signals (Figs. 17d-g
and Fig. 19b). In particular, we found the regions that correlate with the difference
between the reliabilities of the two systems largely coincide with those identified
using the performance-based arbitration model, particularly the preSMA. It is note
worthy that the average correlation between the arbitration variables of the two
models were small(𝑟 = 0.196 in the fMRI data and 𝑟 = 0.159 in the behavioral
data). Therefore, the most plausible explanation is that each model captures distinct
variance in activity in the preSMA. These findings indicate that the brain keeps
track not only of the performance of the different systems but also of their reliability,
suggesting that both variables might ultimately be taken into account during the
arbitration process.

Better task performance is linked to a more robust representation of arbitration
variables in meta-level controller regions
Next we explored the relationship between individual differences in task perfor-
mance and representation of the arbitration variables. We found that individuals
with higher task performance demonstrated more robust representations of the ar-
bitration variables such as the performances of the two systems and the difference
in performance between the two systems in brain regions involved in encoding
arbitration-related variables. To be specific, we found positive correlations between
each participant’s propensity to choose the most rewarding actions and the extent to
which BOLD activity in the identified arbitration regions can be explained by our
model-derived arbitration variables.

For instance, in those participants who tend to be more accurate in choosing the
correct actions, the computational variable corresponding to the difference in per-
formance between the two decision-making systems provided a better account of
BOLD activity in the arbitration regions shown in Fig. 4f (𝑟 = 0.47, 𝑝 ≤ 0.01;
Fig. 5a, See Methods for details). Moreover, in those participants who achieved
higher accuracy in choosing the most rewarding actions, brain regions involved
in representing the computational variables corresponding to the performance of
each individual system were more correlated with the model-estimated performance
variables (𝑟 = 0.38, 𝑝 ≤ 0.05 for the performance of the affordance-based sys-
tem; 𝑟 = 0.43, 𝑝 ≤ 0.05 for the performance of the value-based system; Fig. 5a).
However, the strength of the neural representation of the within system compu-
tational variables produced by each system relevant for decision-making did not
correlate with the participants’ accuracy (𝑟 = 0.23, 𝑝 = 0.22 for the affordance;
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Figure 4.5: Correlations between behavioral effects and neural representations. (a)
Correlations between the tendency to select the most rewarding actions and the
strength of the neural representation of cognitive variables by functionally defined
regions of interest. (b) Correlation between the affordance effect on the behavior
and the increased BOLD activity when executing affordance-incompatible action
by functionally defined regions of interest. The x-axis is the average z-statistics
of the contrast between the affordance-incompatible and affordance-compaitble
action execution from the GLM5 across the voxels within the ROIs. RT effect
=
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𝑅𝑇𝑐𝑜𝑚𝑝
. Each dot represents an individual participant. See Methods for

the details.

𝑟 = 0.08, 𝑝 = 0.68 for the value; Fig. 5a). These findings, suggest that more robust
neural representations of performance-based arbitration are associated with better
behavioral performance on the task, providing additional evidence in support of the
role for an arbitration process in mediating effective interactions between value-
based and affordance-based action selection (Analogous results were also found for
the reliability-based arbitration model; see Fig. 20).

We also found that those individuals with a stronger behavioral affordance ef-
fect exhibited increased activation of performance-based arbitration regions when
executing affordance-incompatible actions. Such individuals likely have to exert
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stronger behavioral control to suppress the prepotent affordance compatible action
compared to individuals with a lower overall affordance effect in their behavior.
To test for this, we looked at the relationship between the overall proportion of
affordance compatible actions chosen by each individual and activation on trials
where the affordance incompatible action was chosen compared to when it was not
chosen (GLM5; See Methods for details). A significant correlation was observed
in performance-based arbitration regions (𝑃𝑒𝑟 𝑓𝑎 𝑓 𝑓 − 𝑃𝑒𝑟 𝑓𝑞 regions in Fig. 4f;
𝑟 = 0.59, 𝑝 ≤ 0.001; Fig. 5b). A similar effect was found when examining the rela-
tionship between the reaction time increase when executing affordance-incompatible
actions compared to affordance compatible reaction times, and activity in those ar-
eas (𝑟 = 0.38, 𝑝 ≤ 0.05; Fig. 5b; See Methods for details). These findings suggest
that regions involved in arbitration including the preSMA, have an important role in
suppressing the prepotent affordance response, especially in those individuals who
have a stronger overall bias toward affordance effects (Nachev et al., 2008).

4.4 Discussion
We provide evidence that action affordance plays a key role in shaping value-
based action-selection and learning in humans. Action affordance and value-based
decision-making were found to interact to guide behavior. Affordances were found
to both influence reaction times, such that actions compatible with the affordance
are selected more rapidly regardless of the effects of ongoing value learning, as well
as biasing choice toward the afforded action , an effect that was most prominent in
the early trials.

In order to understand the mechanism by which action affordance influences instru-
mental value learning, we implemented and tested a series of computational models.
We found that the effects of affordance on choice behavior is not well described by
either a simple bias in action-selection or an initial prior boosting the value of af-
forded actions. Instead, a form of dynamic arbitration was found to best explain
behavior on the task. According to this framework, two separate systems operate
in parallel, a value-based system and an affordance-based system, and the determi-
nation of which system contributes most to behavior at any one time is based on
estimates of the relative performance of the two systems. This neuro-computational
mechanism provides a potential explanation for the problem of how human learns
appropriate actions in the absence of clear information about their value. Given
that a very large family of actions could be implemented in any given situation, it
is highly beneficial for the set of actions available for selection to be constrained by
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properties of the visual environment such as object affordance. This can help make
the action-selection problem more tractable, and provide a scaffold for selecting
actions so as to explore and learn about value during initial exploration.

In the brain, consistent with our computational model-based findings, we found
evidence for the existence of distinct affordance-based and value-based decision-
making systems. While the value of the chosen action was found in medial prefrontal
cortex, the affordance of the action chosen on a given trial showed a positive
correlation with activity in the visual pathways of the occipital cortex, including
regions V3 and V4 (Bonner and Epstein, 2017; Dolan and Dayan, 2013; Wunderlich
et al., 2009; Hare et al., 2011). This finding suggests that the occipital visual
areas, crucial for recognizing an object’s physical properties and identity, are more
engaged when an action compatible with the object’s affordance is chosen (Polanen
and Davare, 2015; Sakagami and Pan, 2007; Kravitz et al., 2013). Conversely, when
an action irrelevant to the object is selected, these characteristics are less involved
in the final action selection and motor execution process.

Moreover, our study revealed that the overall integrated choice probability, which is
the integration of value and the compatibility of certain actions to the shown object,
is associated with activity in the PPC. The PPC is known for representing object-
associated hand movements and has been identified as a key area in reward-based
decision making, especially concerning action values (Chen et al., 2016; Castiello,
2005; Johnson-Frey, 2004; Fagg and Arbib, 1998; Platt and Glimcher, 1999; Dorris
and Glimcher, 2004; Wunderlich et al., 2009). Thus, our finding aligns with previous
findings and supports the perspective that the PPC plays a critical role in integrating
multimodal information necessary for movement execution (Andersen and Cui,
2009). It also unifies two different literatures on visually guided motor control and
economic decision making, emphasizing the PPC’s comprehensive function in these
processes.

In addition to identifying regions correlating with each strategy and their integra-
tion, we also looked for evidence of brain regions involved in meta-control over the
two underlying action-selection systems. Specifically, we identified a network of
brain regions tracking and comparing the performance of both strategies, including
the anterior cingulate, pre-SMA, lateral prefrontal cortex, and inferior parietal lob-
ule, regions that have been found to be involved in cognitive control in a number
of previous studies (Botvinick and Braver, 2015; Nachev et al., 2008; Botvinick
et al., 2004; Miller, 2000; Behrmann et al., 2004). Moreover, activity within the
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arbitration regions served as an indicator of the likelihood that participants would
choose affordance-compatible actions, as well as the extent of the stimulus-response
compatibility effect on reaction times. Additionally, we found that the more activ-
ity in regions representing arbitration-related variables correlated with the relevant
arbitration variables across participants, the more optimal a participant’s behavior
was in terms of selection of the most rewarding actions. This finding therefore
suggest a crucial role for the arbitration process between affordance and value-based
decision-making in guiding optimal behavioral outcomes.

The finding of a role for an arbitration scheme governing the contribution of value-
based and affordance-based choices to behavior is consistent with a mixture of
experts framework (O’Doherty et al., 2021b). In the present study, we found
evidence for a role of performance-based arbitration over and above reliability-
based arbitration, which we have previously investigated in relation to its role in
allocating control between other strategies such as model-based and model-free RL
and different forms of observational learning (Lee et al., 2014a; ?). While these two
arbitration concepts are closely related as they are both concerned with how well a
particular expert system is doing in making predictions, the precise computational
variables underpinning the arbitration process is an important research question. In
the present study, reliability-based arbitration was the second best performing model,
outperformed only by the performance-based arbitration model. Moreover, we found
evidence for reliability-based arbitration signals in the brain alongside performance-
based arbitration signals and those two arbitration signals capture distinct variance
in the activity of the identified arbitration regions which includes the preSMA.
It is possible that both performance and reliability are playing a role in guiding
arbitration between these different expert systems.

It is important to note that the arbitration process described here can be seen as a
form of cognitive control. Central to our model is the concept of directing control
towards the system that promises a higher expected return. This idea aligns with the
Expected Value of Control (EVC) model which allocates cognitive control based on
the control’s effectiveness such as expected value and cost (Shenhav et al., 2013).
According to the model, the demand for control and deciding the control intensity can
be evaluated by tracking the conflict between task relevant and irrelevant information
as well (Botvinick et al., 2001). However, our findings suggest that a conflict-based
arbitration model, rooted in conflict monitoring theory, does not most effectively
explain choice behavior in value learning contexts, despite the proposed significance
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of conflict signals in control allocation. In contrast, our model emphasizes allocating
control towards the system with a higher expected return, a concept resonating with
the EVC model’s focus on control effectiveness.

Furthermore, the well-established link between perception and action extends be-
yond the concept of affordance. The automatic potentiation of likely actions has also
been explored from an information processing viewpoint, indicating that motor and
visual representations share a common representational space (Hommel et al., 2001;
Hommel, 2004), and from attention theory, which suggests that attention to a spatial
location primes corresponding action plans toward that location (Rizzolatti et al.,
1987; Craighero and Rizzolatti, 2005). While efforts have been made to differentiate
the affordance effect from the Simon effect (Symes et al., 2005; Iani et al., 2011;
Pappas, 2014) the necessity of affordance in explaining stimulus-response compat-
ibility is still debated (Proctor and Miles, 2014). Notably, the affordance effect
is significant primarily when motor representation, aligned with an object’s affor-
dance, is triggered by movement intention rather than solely by the visual stimulus
(Bub et al., 2021; Ferguson et al., 2021). Our experiment which required movement
intention for completing each trial, is particularly relevant in this context. Recent
studies also suggest that affordance, or plausible actions triggered by a stimulus,
impact attention allocation and other cognitive processes such as working memory
and visual perception. This indicates that explaining affordance through spatial
attention alone is insufficient, and that a bidirectional process must be considered
(Heuer et al., 2020; Olivers and Roelfsema, 2020; Ede, 2020). Our computational
approach was not focused on the mechanisms behind affordance-induced stimulus-
response compatibility but instead on how automatically activated actions influence
learning.

Another pertinent question concerns how affordance-based action-selection relates
to other forms of action-selection that are thought to exist alongside value-based
decision-making. The most obvious comparison is with habits. Habits are sug-
gested to be formed via repeated reinforcement of stimulus-response associations
(Dickinson, 1985). Here, the affordances associated with particular objects were
not acquired in the experiment through trial and error reinforcement, because they
were manifested on the very first trial that each object was encountered and were
by design kept orthogonal to the reward contingencies. Thus, they are not “habits"
in the traditional sense as typically studied in the lab. However, it is possible that
affordances do correspond to a type of stimulus-response association that has been
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historically acquired over the course of development as individuals interact with
objects in their environment and learn to implement specific physical actions in
response to them. In that sense, these affordances could be thought of as very
well-learned habits. However, our fMRI study revealed evidence for the neural
implementation of affordances and their influence on action-selection in occipital
and parietal cortices, and not in areas traditionally associated with habitual action-
selection such as the posterior putamen (Tricomi et al., 2009a; McNamee et al.,
2015). It is possible that such extremely well learned habits come to eventually
depend on the cortex and not the basal ganglia. However, within the dorsal striatum,
we did find learning update signals related to meta-control that steers individuals
to favor affordance-based decisions — suggesting that the basal ganglia may play a
role in updating control signals related to the arbitration process between strategies,
over and above its contributions to implementing individual strategies.

Alternatively, affordance-based influences on action-selection could be implemented
via a much more dynamic visuomotor computation, in which specific visual features
of an object guide on-line action-selection computations in which the most relevant
actions for interacting with a particular object are decided upon and implemented
(Wolpert et al., 2011). Further investigation of the specific neural computations
unfolding during affordance-based action selection could help discriminate the un-
derlying mechanisms.

We acknowledge a potential limitation in our study arising from the use of object
images instead of real objects. Images might primarily convey the object’s semantics
or ‘stable affordance,’ constructed from people’s familiarity with the object, and not
fully represent the physical properties like the object’s orientation and proximity
to participants, which are also important factors in affordance perception (Sakreida
et al., 2016). Additionally, there is a possibility that the different neural circuitry has
been involved in the current study compared to using the real object. For example,
researches have shown that interacting with real objects and images involve distinct
visuo-motor circuitry and object pictures are rather processed conceptually or as the
object word (Marini et al., 2019; Freud et al., 2018; Martin, 2007). Furthermore,
fMRI studies have identified parieto-occipital cortex regions sensitive to the physical
properties of real objects (Gallivan et al., 2011; Rice et al., 2007; Valyear et al., 2006;
Gallivan et al., 2009; Symes et al., 2007).

Nevertheless, our data suggest that the effects we found about hand gestures as-
sociated with objects was influenced not just by participants’ familiarity and the
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semantics of objects, but also by their physical properties inferred from visual fea-
tures of the displayed objects. The familiarity scores participant reported about
stimuli used in the behavioral and fMRI tasks varied significantly (66.45 ± 24.62
on a 0 to 100 scale, Fig. 4.21) and the difference in probabilities of choosing
affordance-compatible actions in the initial trial upon seeing unfamiliar objects (fa-
miliarity score < 66.45) and familiar objects (familiarity score ≥ 66.45) was not
significant (t(18)=1.529, p=0.144 in the behavioral, t(29)=0.001, p=0.996 in the
fMRI), despite a general bias towards the affordance-compatible actions in the first
trials. This indicates that the choices were influenced by their physical properties
discernible in the images, beyond just familiarity or object identity. Furthermore,
the stimuli were not arbitrarily selected but annotated by online participants view-
ing the same images as the on-site participants. From approximately 1000 stimuli,
48 objects significantly associated with specific hand gestures were chosen for our
experiments. Thus, the affordance labels used in our study can be considered stable,
taking into account the object’s orientation and virtual proximity as displayed in the
stimuli.

Additionally, the automatic potentiation of action and its behavioral and neural ef-
fects have been observed even with photographic representations of objects (Tucker
and Ellis, 1998; Grèzes et al., 2003). While planar presentation may affect visuo-
motor processing, stable affordance aspects such as mechanical and functional
knowledge about an object are likely unaffected (Osiurak et al., 2017). Conse-
quently, our findings remain valid within the context of studying the effect of stable
affordance, predominantly derived from object semantics, in value learning. How-
ever, future research utilizing real objects will be helpful for studying affordance in
more ecologically valid and realistic settings.

In conclusion, the present study provides evidence that human value learning is
guided not only by the value of particular actions, but also by the visual affordance
of objects. Rather than affordance acting as a simple bias in decision-making or prior
in value learning, instead we find that affordance and value-based decision-making
are best viewed as distinct expert systems that interact by means of a determination
about which system is performing best in obtaining rewards.

4.5 Methods
Participants. We recruited 21 and 32 healthy participants for the behavioral-only
experiment and the fMRI experiment, respectively. 2 participants were excluded
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from the behavioral and another 2 from the fMRI experiment because they did not
complete the study. Therefore, data from the remaining 19 (8 females, 18 right-
handed; 1 ambidextrous, 18 ∼ 24 years: 6; 25 ∼ 34 years: 10; 35 ∼ 44 years: 1;
45 years or above: 2) and 30 (13 females, 28 right-handed; 2 ambidextrous, 18 ∼
24 years: 12; 25 ∼ 34 years: 12; 35 ∼ 44 years: 4; 45 years or above: 2) were
used for the analyses. Before taking part in the experiment, all participants were
assessed to ensure that those with the history of neurological or psychiatric illness
were excluded. All participants provided their informed consent, and the study was
approved by the Institutional Review Board of California Institute of Technology.

Stimuli. To implement the paradigm, we began by creating a set of stimuli. The
stimulus set consisted of various object images, each of which was designed to
engender a specific hand configuration among four hand movement classes known
to be employed during object interaction: pinch, clench, poke, and palm (e.g., a
button-shaped object that affords poking)(Klatzky et al., 1987). We first obtained
1000 images of around 900 unique objects and built a set of visual stimuli by su-
perimposing those object images onto a human silhouette image. We designed the
stimuli in this way to ensure that the visual stimuli retain information about the
object’s size.

Then we used those edited photographs in an online task on Amazon Mechanical
Turk (M-Turk). Each image was displayed 4 times during the task to collect anno-
tations on the suitability, or affordance-compatibility score, of 4 hand movements
to the object displayed. Within a trial, the image with the human silhouette was
displayed for 2 seconds and the object’s zoomed-in image was shown for one second
along with a text of one of the 4 hand gestures. Then while the zoomed-in image was
on the screen for additional 8 seconds, M-Turk participants responded how suitable
it is to pinch, clench, poke or palm the object shown by sliding a bar ranging from
“Very unsuitable” to “Very suitable.” Additionally, we asked about their familiarity
with the object 4 times. The affordance-compatibility and familiarity scores were
both converted to 0 to 100 scale later. Throughout the task, 4 catch questions were
used to check the participants’ attention.

We recruited 227 participants online, but only 160 of them were included in the
data analysis as we excluded those that did not pass at least 2 catch trials. Each
of the participants was asked to annotate 50 objects. On average, each object was
annotated by 7.2 individuals.



167

Then we chose objects based on their 0-100 affordance-compatibility scores. For
example, if an objects’ average affordance-compatibility score of pinch was greater
than 50, and the mean score of pinch was significantly larger than the mean scores
of other actions (independent t-tests, 𝑝 < 0.05 uncorrected), the object was chosen
as a pinch-affording object. By doing so we obtained 21 pinch-, 102 clench- and
16 poke-compatible objects. Then we randomly selected 16 items from each set,
yielding 48 stimuli for the main task (Fig. 1a).

Task. We designed a variant of a 3-armed bandit task in which the available
actions are natural pinch, clench, or poke gestures made by the right hand, which
yields binary outcomes. We used 48 visual object stimuli for the behavioral exper-
iment and 24 object stimuli (a subset of the 48 stimuli) for the fMRI experiment.
On each trial, one of the stimuli showing an object with a human silhouette was
displayed, and a participant mimed one of the three hand gestures while maintaining
their wrist position on the provided wrist pad (Figs. 1a,e). The images used here
(including the human silhouettes) were identical in form to the selected sub-set of
images initially presented in the online survey. Participants were provided with
instructional videos showcasing example hand movements corresponding to each
gesture type to ensure that they had a clear understanding of the hand gestures under
consideration. Participants were instructed that the reward probability of each hand
motion is different for each object, and that they need to figure out the most reward-
ing hand gesture for each object by trying different hand motions. Each category
of hand postures corresponded to actions with different reward probabilities, and an
object was shown in a trial to evoke one of the three hand gesture affordances. There
were 4 experimental conditions in this paradigm: congruent high, congruent low,
incongruent high, and incongruent low conditions. In a congruent trial, an action
that was consistent with the presented stimulus’ affordance had a high reward prob-
ability, whereas in an incongruent trial, the opposite applied. Each hand position
had a reward probability of 0.8, 0.2, or 0.2 in the high condition and 0.4, 0.1, or 0.1
in the low condition.

The task consisted of a 2-day experiment for the behavioral-only study and a 1-
day experiment for the fMRI study, with 76∼84 trials (on average 80 trials) per
block, and 6 blocks per day, totaling 960 trials for the behavioral study and 480
trials for the fMRI study. In each block, 4 distinct objects were displayed using the
event-related design. Each object corresponded to one of the 4 conditions and was
shown for an average of 20 trials (ranging from 19 to 21 trials). All objects were
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displayed once in every 4 trials in random order. Everyone in the behavioral-only
and fMRI experiment was shown the same set of 48 or 24 objects, respectively,
but the associations between experimental conditions and stimuli was randomized
across participants. For the counterbalancing, at most two objects within a block
had the same affordance and at most two objects within a block had the same
most-rewarding response. Also, the two congruent condition objects within a block
had different affordances and the two incongruent condition objects had different
affordances and different correct responses from each other.

Each trial lasted between 7 to 11.5 seconds (9.25s on average). The trial timing is
detailed in Fig. 1b. Each trial started with a jittered fixation cross (1-2.5s), followed
by the stimulus display. The stimulus was shown at most for 4 seconds. After a
hand gesture was recognized, there was another jittered fixation cross (1-2.5s) and a
jittered reward feedback (1-2.5s). Following the reward feedback, another fixation
cross was displayed for the duration of the difference between 4s and the reaction
time plus the processing time for response registration. Eye-tracking data were
also collected during both the behavioral and fMRI experiments but is not analyzed
herein.

Following the main task, the behavioral and fMRI participants did the same online
survey that the M-Turk participants completed to annotate affordance-compatibility
scores and familiarity for each object. However, in this phase, the participants
annotated only the 48 (or 24 in the fMRI case) stimuli that were used for the main
experiment.

Response decoding. In the behavioral experiment, participants’ hand gestures
were tracked by a consumer web camera (30 FPS) and decoded in real-time using
a computer vision algorithm, Openpose (Cao et al., 2019; Simon et al., 2017; Cao
et al., 2017; Wei et al., 2016), and a fully connected neural network (FCNN) that
classifies such movement, frame by frame. For the real-time processing of the
video stream, frames were first resized to 192×108 pixels and then inputted into
BODY_25 model of Openpose with a net resolution setting -1×112 and an output
resolution -1×80. The FCNN classified a participant’s hand position in a frame
using an 81-dimensional vector that was created based on Openpose estimations of
the 2-dimensional coordinates of 21 key points on the right hand (4 from each finger
and 1 from the wrist), as well as the confidence scores of the estimations for each
key point.
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Specifically, the x and y coordinates of each key point were centered using the wrist
location, and then scaled based on the x-directional distance between the left-most
and right-most key points, as well as the y-directional distance between the bottom-
most and the top-most key points in the current frame. The 81-dimensional input to
the FCNN was then built using those centered and scaled x, y coordinates of each
key point except for the wrist (20×2 dimensions), their sum of squares representing
the distances between each key point and the wrist (20 dimensions), and confidence
scores of the 21 key point estimations (21 dimensions).

The neural network classifier comprised of 3 hidden layers (128, 64, and 32-
dimensions, respectively, from low to high layers) and a 4-dimensional softmax
output layer in which each unit was associated with one of four hand gestures:
pinch, clench, poke, or palm. The deep network classifier was trained using videos
of hand motions that were labeled frame-by-frame. The training videos featured
hand gestures of 2 males and 2 females, and the total duration of the videos were
40240 frames. We used MLPClassifier function from Sklearn 0.23.1 with lbfgs
optimizer and learning rate 10−5.

A response in a trial was registered as a valid action only when all frames for 500ms
were classified with a probability greater than 95% into one specific hand gesture.
To ensure consistency in the starting hand position across trials, it was required that
each trial begins with a hand position classified as the palm position by the deep
network. The classifier classified responses with 93.2% accuracy and misclassified
responses were manually corrected after the experiment (and we then used the
correctly decoded action in the subsequent analyses – those ∼7% errors trials would
have produced outcomes with differing probabilities to that intended according to
the experimental design, but this variation would not have been noticeable to the
participants and was fully accounted for in subsequent data analysis involving the
computational models). Reaction times were measured by calculating the time
difference between the stimulus onset and the frame where the hand gesture was
initiated from the resting palm position using the recorded videos of hand gestures.

In the fMRI experiment, decoding of participant’s actions was found to be much
less reliable with the machine-learning algorithm we used successfully in the be-
havioral study, because participant’s hand position was occluded by the MRI bore.
Consequently, we resorted instead to manually decoding each gesture in real-time.
Participants’ hand gestures were monitored by the experimenter using a low light
USB camera (See3CAM_CU30, 40 FPS), and the footage was displayed in the
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control room in real-time. The experimenter manually but rapidly categorized the
movements into one of 3 hand gesture categories (pinch, clench, or poke) thereby
enabling participants to interact with the task in real-time. The registered responses
were double-checked after each experiment by replaying the recorded video stream,
revealing that less than 0.1% of the responses were mistakenly classified during the
task performance phase. These error trials were corrected prior to the subsequent
data analysis to reflect participant’s intended responses. RTs were calculated using
the identical method used for analyzing RTs in the behavioral data.

Computational modeling of behavior. We tested 9 different models to identify the
computational mechanism that best explains the behavioral data. The models were
fit to each subject data separately using the Computational Behavioral Modeling
(CBM) toolkit cbm_lap function which calculates model evidence and likelihood
of the data using Laplace approximation and estimates parameters using maximum-
a-posteriori (MAP) estimation (Piray et al., 2019a). We used mean 0 and variance
6.25 Gaussian priors for calculating the parameter estimates. Because CBM assumes
the parameters to be normally distributed, we applied transformation functions to
the parameters: a sigmoid function to model parameters which ranges are between
0 and 1, or an exponential function to model positive parameters. We did not use the
hierarchical Bayesian inference function of the toolkit because model simulations
using the hierarchically estimated parameters could not reproduce the characteristics
of the real data. Instead, we performed Bayesian model selection (Stephan et al.,
2009a) using the log evidence from the CBM outputs to do the Bayesian model
comparison. The models were developed solely based on the behavioral data and
later tested on the fMRI data.

In order to model affordance perception, we employed the affordance-compatibility
score derived from the post-task survey of each participant, which was scaled from 0
to 1. We used individually derived affordance-compatibility scores to fit the model
to the behavioral experiment data. However, in the case of fitting the model to each
fMRI participant, we used the average scores of annotations from all participants as
such a strategy showed a better fit to the data. Notably, the choice of using either
individual scores or average scores did not affect the results of the model comparison
for either dataset.

Reinforcement learning model. The reinforcement learning (RL) model is the
simplest model we tested that does not consider the effect of affordance, but only



171

models value learning. Action values 𝑄 for each object are initialized at 0.

𝑄0(𝑠, 𝑎) = 0

And the probability of choosing an action 𝑎 given a stimulus 𝑠 is a softmax function
of action value

𝑃𝑡 (𝑎 |𝑠) = 𝑠𝑜 𝑓 𝑡𝑚𝑎𝑥(𝛽𝑄𝑡 (𝑠, 𝑎) + 𝑏𝑎) =
𝑒𝑥𝑝(𝛽𝑄𝑡 (𝑠, 𝑎) + 𝑏𝑎)∑
𝑎′ 𝑒𝑥𝑝(𝛽𝑄𝑡 (𝑠, 𝑎′) + 𝑏𝑎′)

where 𝛽 > 0 is an inverse temperature parameter and 𝑏𝑎 ∈ Rmodels action selection
bias toward the action independent to the stimulus shown. The action value 𝑄𝑡 (𝑠, 𝑎)
for the chosen action 𝑎𝑡 to the stimulus 𝑠𝑡 at trial 𝑡 is updated based on the delta rule

𝑅𝑃𝐸𝑡 = 𝑟𝑡 −𝑄𝑡 (𝑠𝑡 , 𝑎𝑡)

𝑄𝑡+1(𝑠𝑡 , 𝑎𝑡) ← 𝑄𝑡 (𝑠𝑡 , 𝑎𝑡) + 𝛼 × 𝑅𝑃𝐸𝑡

where the reward prediction error (RPE) is the difference between the reward 𝑟𝑡 (0 or
1 depending on the realized outcome) at the trial 𝑡 and the action value. 0 ≤ 𝛼 ≤ 1
is a learning rate parameter. There were 5 free parameters (𝛽, 𝛼, 𝑏𝑝𝑖𝑛𝑐ℎ, 𝑏𝑐𝑙𝑒𝑛𝑐ℎ and
𝑏𝑝𝑜𝑘𝑒) in this model.

Bayesian learning model. In this model, instead of using the reinforcement learn-
ing rule, value learning is modeled as Bayesian inference Niv et al. (2015). The
model tracks the probability of reward of each action given an object using a beta
prior and a binomial likelihood. Specifically, the prior on the reward probability of
an action 𝑎 to an object 𝑠 is

𝑃0(𝑅 = 1|𝑠, 𝑎) ∼ 𝐵𝑒𝑡𝑎(𝛼𝑎, 𝛽𝑎), 𝛽𝑎 =
𝛼𝑎 (1 − 𝛾)

𝛾

where 𝛼𝑎 > 0 and 0 < 𝛾 < 1 are free parameters and the prior mean is 𝛾. Given a
scenario where an object 𝑠 shown 𝑛 times, with an action 𝑎 being chosen 𝑛𝑎 times,
resulting in 𝑟𝑎 positive outcomes, the posterior reward probability of the action 𝑎 to
the object 𝑠 is

𝑃𝑛 (𝑅 = 1|𝑠, 𝑎) ∼ 𝐵𝑒𝑡𝑎(𝛼𝑎 + 𝑟𝑎, 𝛽𝑎 + 𝑛𝑎 − 𝑟𝑎), 𝑛 =
∑︁
𝑎

𝑛𝑎

which posterior mean is 𝛼𝑎+𝑟𝑎
𝛼𝑎+𝛽𝑎+𝑛𝑎 .

We then assumed affordance elicits its effect as a bias in the action selection. We
used 0-to-1 scaled affordance-compatibility score of action 𝑎 to object 𝑠 from the
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post-task survey as affordance-compatibility score 𝐴 𝑓 𝑓 (𝑠, 𝑎) and used the softmax
function,

𝑃𝑡 (𝑎 |𝑠) = 𝑠𝑜 𝑓 𝑡𝑚𝑎𝑥(𝛽(𝑄𝑡 (𝑠, 𝑎) + 𝑘 × 𝐴 𝑓 𝑓 (𝑠, 𝑎)) + 𝑏𝑎)

as the action selection policy where 𝑄𝑡 (𝑠, 𝑎) is the posterior mean of 𝑃(𝑅 = 1|𝑠, 𝑎)
at trial 𝑡 and 𝛽 > 0, 𝑘 > 0 and 𝑏𝑎 ∈ R are free parameters that model inverse
temperatures, weight on affordance and action selection bias, respectively. In total,
this model has 9 free parameters (𝛼𝑎 and 𝑏𝑎 for each action type, 𝛾, 𝛽 and 𝑘)

We also tested models incorporating the affordance into the prior mean instead of
including the affordance-based selection bias term in the softmax policy. However,
these models exhibited an even poorer fit to the data compared to the model de-
scribed above.

Affordance as a prior model. The prior model uses the affordance-compatibility
score 𝐴 𝑓 𝑓 (𝑠, 𝑎) as the initial action value of an action 𝑎 to an object 𝑠.

𝑄0(𝑠, 𝑎) = 𝑘 × 𝐴 𝑓 𝑓 (𝑠, 𝑎), 𝑘 > 0

The decision probability and learning rules are identical to the RL model, which re-
sults in having one additional free parameter than the RL model (𝛽, 𝛼, 𝑏𝑝𝑖𝑛𝑐ℎ, 𝑏𝑐𝑙𝑒𝑛𝑐ℎ, 𝑏𝑝𝑜𝑘𝑒

and 𝑘). This model can also be interpreted as implementing a single decision-making
system based on affordance and in which the affordance is being relearned based on
task experience.

Affordance as a bias model. The bias model is identical to the RL model ex-
cept for the calculation of the action selection probability. In the affordance as a
bias model, action selection is a softmax function of the linear summation of the
action values and the affordance-compatibility scores.

𝑃𝑡 (𝑎 |𝑠) = 𝑠𝑜 𝑓 𝑡𝑚𝑎𝑥(𝛽(𝑄𝑡 (𝑠, 𝑎) + 𝑘 × 𝐴 𝑓 𝑓 (𝑠, 𝑎)) + 𝑏𝑎), 𝑘 > 0

This model has 6 free parameters (𝛽, 𝛼, 𝑏𝑝𝑖𝑛𝑐ℎ, 𝑏𝑐𝑙𝑒𝑛𝑐ℎ, 𝑏𝑝𝑜𝑘𝑒 and 𝑘).

Fixed arbitration model. In this model, we assumed there are two different
decision-making strategies, value-based decision-making and affordance-based decision-
making. Value-based decision-making and value learning is modeled using the RL
model previously described.

𝑃𝑞,𝑡 (𝑎 |𝑠) = 𝑠𝑜 𝑓 𝑡𝑚𝑎𝑥(𝛽𝑄𝑡 (𝑠, 𝑎) + 𝑏𝑎)
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Action selection by the affordance-based decision-making system is modeled as a
softmax function of the affordance-compatibility score.

𝑃𝑎 𝑓 𝑓 (𝑎 |𝑠) = 𝑠𝑜 𝑓 𝑡𝑚𝑎𝑥(𝛽(𝑘 × 𝐴 𝑓 𝑓 (𝑠, 𝑎)) + 𝑏𝑎)

The action selection policy is calculated as a weighted sum of these two policies

𝑃𝑡 (𝑎 |𝑠) = 𝑤𝑞𝑃𝑞,𝑡 (𝑎 |𝑠) + (1 − 𝑤𝑞)𝑃𝑎 𝑓 𝑓 (𝑎 |𝑠)

where 0 ≤ 𝑤𝑞 ≤ 1 is the fixed arbitration weight between the two decision-making
strategies. This model has 7 free parameters in total (𝛽, 𝛼, 𝑏𝑝𝑖𝑛𝑐ℎ, 𝑏𝑐𝑙𝑒𝑛𝑐ℎ, 𝑏𝑝𝑜𝑘𝑒, 𝑘

and 𝑤𝑞).

Affordance as a cost model. The cost model is an extension of the fixed arbi-
tration model where we assumed that the response-affordance-incompatibility acts
as a cost that is contrasted against the reward signal (Botvinick et al., 2009). Specif-
ically, we modified the delta learning rule to include a cost term which results in a
larger reward when an affordance-compatible action is selected so that,

𝑅𝑃𝐸𝑡 = (𝑟𝑡 + 𝑐 × 𝑘 × 𝐴 𝑓 𝑓 (𝑠𝑡 , 𝑎𝑡)) −𝑄𝑡 (𝑠𝑡 , 𝑎𝑡)

𝑄𝑡+1(𝑠𝑡 , 𝑎𝑡) ← 𝑄𝑡 (𝑠𝑡 , 𝑎𝑡) + 𝛼 × 𝑅𝑃𝐸𝑡

where 𝑐 > 0 is an additional free parameter that models the effect of affordance
in learning as a cost. For example, the additional reward will be smaller when
the chosen action has a low affordance-compatibility score compared to when it
has a high affordance-compatibility which can be interpreted as there was a cost in
selecting affordance-incompatible action.

The other components of the model remain identical to the fixed arbitration model,
resulting in a cost model with 8 free parameters (𝛽, 𝛼, 𝑏𝑝𝑖𝑛𝑐ℎ, 𝑏𝑐𝑙𝑒𝑛𝑐ℎ, 𝑏𝑝𝑜𝑘𝑒, 𝑘, 𝑤𝑞

and 𝑐).

Conflict-based arbitration model. Like the fixed arbitration model, we assumed
that the value-based policy and the affordance-based policy are mixed for the action
selection but in this model the arbitration weight dynamically changes trial by trial
for each stimulus. The arbitration weight 𝑤𝑞,𝑡 (𝑠) at trial 𝑡 is a logistic function
of a conflict variable 𝑐𝑡 (𝑠) which tracks the conflict between the value-based and
affordance-based policies given the stimulus 𝑠. Thus,

𝑤𝑞,𝑡 (𝑠) =
1

1 + 𝑒𝑥𝑝(−𝜂1𝑐𝑡 (𝑠) + 𝜂0)
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where 𝜂1 > 0 and 𝜂0 ∈ R are free parameters. We assume that the conflict signal
between the two policies causes an increase in cognitive control which pushes
behavior toward value-based decision-making in this paradigm (Matsumoto and
Tanaka, 2004; Botvinick et al., 2001). The conflict variable 𝑐𝑡 (𝑠) is calculated as
the square root of the Jensen-Shannon Divergence (JSD) between the value-based
and affordance-based policies.

𝑐𝑡 (𝑠) =
√︃
𝐽𝑆𝐷 (𝑃𝑞,𝑡 (𝑠, ·), 𝑃𝑎 𝑓 𝑓 (𝑠, ·))

The calculation of value-based and affordance-based polices of the model are iden-
tical to the fixed arbitration model which makes this model have 8 free parameters
(𝛽, 𝛼, 𝑏𝑝𝑖𝑛𝑐ℎ, 𝑏𝑐𝑙𝑒𝑛𝑐ℎ, 𝑏𝑝𝑜𝑘𝑒, 𝑘, 𝜂0 and 𝜂1).

We also tested other design choices such as the energy from a Hopfield net-
work(Yeung et al., 2004a) as the proxy of conflict or using a conflict tracking
variable that is updated gradually using trial-by-trial JSD. However, the model de-
scribed above explained the data better than the other tested options.

Reliability-based arbitration model. This model uses reliabilities (Lee et al.,
2014a; ?; O’Doherty et al., 2021b) of the two strategies as the driving force of
arbitration between the value-based and affordance-based decision-making. The
reliabilities are calculated using an RL-like updating rule based on unsigned predic-
tion errors (Lee et al., 2014a). For example, the reliability of value-based decision-
making given a stimulus 𝑠𝑡 is updated using the following delta rule.

𝜒𝑞,𝑡+1(𝑠𝑡) ← 𝜒𝑞,𝑡 (𝑠𝑡) + 𝛼𝜒 ((1 − |𝑅𝑃𝐸𝑡 |) − 𝜒𝑞,𝑡 (𝑠𝑡)), 0 ≤ 𝛼𝜒 ≤ 1

𝑅𝑃𝐸𝑡 = 𝑟𝑡 −𝑄𝑡 (𝑠𝑡 , 𝑎𝑡)

Therefore, the reliability of value-based decision-making will increase when the
unsigned RPE is small. Similarly, we defined the reliability of affordance-based
decision-making given a stimulus 𝑠𝑡 is updated based on

𝜒𝑎 𝑓 𝑓 ,𝑡+1(𝑠𝑡) ← 𝜒𝑎 𝑓 𝑓 ,𝑡 (𝑠𝑡) + 𝛼𝜒 ((1 − |𝐴𝑃𝐸𝑡 |) − 𝜒𝑎 𝑓 𝑓 ,𝑡 (𝑠𝑡))

𝐴𝑃𝐸𝑡 = 𝑟𝑡 − 𝑘 × 𝐴 𝑓 𝑓 (𝑠𝑡 , 𝑎𝑡)

where 𝐴𝑃𝐸 is the affordance prediction error and 𝑘 is between 0 to 1 to ensure the
APE is between 0 and 1. The reliabilities were initialized to 0. Then the arbitration
weight given a stimulus 𝑠 is the logistic function of these two reliabilities. Therefore,

𝑤𝑞,𝑡 (𝑠) =
1

1 + 𝑒𝑥𝑝(−𝜂𝑞𝜒𝑞,𝑡 (𝑠) + 𝜂𝑎 𝑓 𝑓 𝜒𝑎 𝑓 𝑓 ,𝑡 (𝑠) + 𝜂0)
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where 𝜂𝑞, 𝜂𝑎 𝑓 𝑓 > 0 and 𝜂0 ∈ R. Identical to the fixed and conflict-based arbitration
model, the value-based and affordance-based policies are softmax functions of action
values, or affordance-compatibility scores and the final action selection probability
is the reliability-based arbitration-weighted sum of the two policies. As a conse-
quence, this model has 10 free parameters (𝛽, 𝛼, 𝑏𝑝𝑖𝑛𝑐ℎ, 𝑏𝑐𝑙𝑒𝑛𝑐ℎ, 𝑏𝑝𝑜𝑘𝑒, 𝑘, 𝛼𝜒, 𝜂0, 𝜂𝑞

and 𝜂𝑎 𝑓 𝑓 ).

Performance-based arbitration model. Here, we are proposing a novel arbitration
framework that aims to optimize the arbitration weight in terms of maximizing the
return. The mathematical derivation of the proposed model is detailed in the supple-
mentary note1. Specifically, we defined value, or performance, of a strategy given
a stimulus as the expected returns that can be collected by following that particular
strategy in response to the stimulus (Botvinick and Braver, 2015; Shenhav et al.,
2013). Then, the arbitration weight on value-based decision-making given a stimu-
lus 𝑠 is a logistic function of the performances of affordance-based and value-based
policies. Thus,

𝑤𝑞,𝑡 (𝑠) =
1

1 + 𝑒𝑥𝑝(−𝜂1(𝑃𝑒𝑟 𝑓𝑞,𝑡 (𝑠) − 𝑃𝑒𝑟 𝑓𝑎 𝑓 𝑓 ,𝑡 (𝑠)) + 𝜂0)
, 𝜂1 > 0, 𝜂0 ∈ R

The value-based policy’s performance 𝑃𝑒𝑟 𝑓𝑞,𝑡 (𝑠) and affordance-based policy’s
performance 𝑃𝑒𝑟 𝑓𝑎 𝑓 𝑓 ,𝑡 (𝑠) given the stimulus 𝑠 are updated trial by trial by the
following delta rules which estimate the performances using inverse propensity
scoring from the off-policy policy evaluation literature (Precup et al., 2000; Horvitz
and Thompson, 1952).

𝑃𝑒𝑟 𝑓𝑞,𝑡+1(𝑠𝑡) ← 𝑃𝑒𝑟 𝑓𝑞,𝑡 (𝑠𝑡) + 𝛼𝑝 (
𝑃𝑞,𝑡 (𝑎𝑡 |𝑠𝑡)
𝑃𝑡 (𝑎𝑡 |𝑠𝑡)

𝑟𝑡 − 𝑃𝑒𝑟 𝑓𝑞,𝑡 (𝑠𝑡))

𝑃𝑒𝑟 𝑓𝑎 𝑓 𝑓 ,𝑡+1(𝑠𝑡) ← 𝑃𝑒𝑟 𝑓𝑎 𝑓 𝑓 ,𝑡 (𝑠𝑡) + 𝛼𝑝 (
𝑃𝑎 𝑓 𝑓 (𝑎𝑡 |𝑠𝑡)
𝑃𝑡 (𝑎𝑡 |𝑠𝑡)

𝑟𝑡 − 𝑃𝑒𝑟 𝑓𝑎 𝑓 𝑓 ,𝑡 (𝑠𝑡))

𝑃𝑒𝑟 𝑓𝑞,0(𝑠) = 𝑃𝑒𝑟 𝑓𝑎 𝑓 𝑓 ,0(𝑠) = 0

𝑃𝑡 (𝑎 |𝑠) = 𝑤𝑞,𝑡 (𝑠)𝑃𝑞,𝑡 (𝑎 |𝑠) + (1 − 𝑤𝑞,𝑡 (𝑠))𝑃𝑎 𝑓 𝑓 (𝑎 |𝑠)

where 𝑟𝑡 denotes the realized outcome at the trial 𝑡, 𝑃𝑞,𝑡 (𝑎𝑡 |𝑠𝑡) is the probability
of selecting the chosen action under the value-based policy at the trial 𝑡. Simi-
larly, 𝑃𝑎 𝑓 𝑓 (𝑎𝑡 |𝑠𝑡) represents the probability of selecting the chosen action under the
affordance-based policy at the trial t, and 𝑃𝑡 (𝑎𝑡 |𝑠𝑡) denotes the probability of select-
ing the chosen action. 0 ≤ 𝛼𝑝 ≤ 1 is a free parameter that denotes the performance
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updating rate. We called 𝑃𝑞,𝑡 (𝑎𝑡 |𝑠𝑡 )
𝑃𝑡 (𝑎𝑡 |𝑠𝑡 ) 𝑟𝑡 − 𝑃𝑒𝑟 𝑓𝑞,𝑡 (𝑠𝑡) , and 𝑃𝑎 𝑓 𝑓 (𝑎𝑡 |𝑠𝑡 )

𝑃𝑡 (𝑎𝑡 |𝑠𝑡 ) 𝑟𝑡 − 𝑃𝑒𝑟 𝑓𝑎 𝑓 𝑓 (𝑠𝑡)
as the performance prediction error of value-based and affordance-based decision-
making, respectively. Analogous to the other arbitration models, value-based and
affordance-based policies are calculated in the same manner as the fixed arbitration
model. The final action selection probability is determined by a performance-
based arbitration-weighted sum of the two policies. Notably, we set the per-
formance updating rate 𝛼𝑝 to be identical to the value learning rate 𝛼. As a
result, the performance-based arbitration model has a total of 8 free parameters
(𝛽, 𝛼, 𝑏𝑝𝑖𝑛𝑐ℎ, 𝑏𝑐𝑙𝑒𝑛𝑐ℎ, 𝑏𝑝𝑜𝑘𝑒, 𝑘, 𝜂0 and 𝜂1).

Models with counterfactual value update. We also tested models that update
values of unchosen actions when there was no reward. These were implemented
using the following learning rule, while keeping the other components the same.

𝑅𝑃𝐸𝑡 = 𝑟𝑡 −𝑄𝑡 (𝑠𝑡 , 𝑎𝑡)

𝑄𝑡+1(𝑠𝑡 , 𝑎𝑡) ← 𝑄𝑡 (𝑠𝑡 , 𝑎𝑡) + 𝛼 × 𝑅𝑃𝐸𝑡

𝑄𝑡+1(𝑠𝑡 , 𝑎′𝑡) ← 𝑄𝑡 (𝑠𝑡 , 𝑎′𝑡) −
𝛼

2
× 𝑅𝑃𝐸𝑡 (only when 𝑟𝑡 = 0)

where the reward prediction error (RPE) is the difference between the reward 𝑟𝑡 (0
or 1 depending on the realized outcome) at the trial 𝑡 and the action value of chosen
action 𝑎𝑡 at 𝑡. 𝑎′𝑡 represents the unchosen action at 𝑡 and 0 ≤ 𝛼 ≤ 1 is a learning rate
parameter. The model comparison and simulation results are shown in Fig.4.15

Model recovery and parameter recovery analyses. We conducted a model re-
covery analysis across the nine models to ensure that the underlying cognitive
mechanism that generated data can be reliably identified using the task design. Us-
ing the fMRI version of the task, which has half the number of trials compared to
the behavior-only version, each of the nine models was simulated 60 times with the
estimated parameters from the real fMRI participants’ data. We then fit the models
to each simulated behavior using CBM toolkit and did model comparisons based
on log evidence which take into account the number of parameters. Each simulated
data was labeled with the best-fitting model, and we calculated the probability of
the identified model being the true generative model (Table 4.4). It is notewor-
thy that the probability of the best-fit model being the true generative model for
the performance-based and the reliability-based arbitration models were 0.89 and
0.79 each which implies that these models were reliably distinguishable through the
model comparison process.
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Additionally, we conducted a parameter recovery analysis on the performance-based
and the reliability-based arbitration models which were employed for fMRI analy-
ses, to ensure that the model-based variables reliably reflect the underlying cognitive
mechanisms. Using the fMRI version of the task which has 480 trials in total, we
generated 100 simulated data from each model, with parameters sampled from Gaus-
sian distributions based on sample means and variances of the estimated parameters
from the actual fMRI participants data. We estimated the model parameters using
CBM toolkit and calculated correlations between the true generative parameters and
the estimated parameters. The performance-based arbitration model had a mean
Pearson correlation of 𝑟 = 0.76 between true and estimated parameters, while the
reliability-based arbitration model had a mean Pearson correlation of 𝑟 = 0.53.

Behavior general linear model analyses. We conducted mixed-effect GLM anal-
yses on the RT data from the behavior and fMRI studies to examine the effect of
choosing affordance-compatible actions on RTs (Figs. 2a,f). As the RT is influenced
by both the affordance-compatibility of the response and the value learning process,
we incorporated a set of independent variables in the analyses: indicator variables
for the affordance-compatibility of the response, whether the response was correct,
whether the trial was in a congruent or incongruent condition, whether the trial was
in a high or low condition, a categorical variable representing the movement type of
the response (i.e., pinch, clench, or poke) and a continuous variable representing the
trial index. The dependent variable was RT, which was logarithmically transformed
to make it normally distributed. The slopes and intercepts were estimated as random
effects for each participant and the fixed-effect coefficients are reported in (Table
4.1)

In addition, we performed mixed-effect GLM analyses to evaluate the impact
of affordance-value congruency on the learning curves (Figs. 2d,e,i,j and Figs.
3f,g,l,m). The dependent variable was the difference between congruent and incon-
gruent conditions in terms of frequencies of choosing correct actions, which were
extracted for each trial index or the number of rewarded trials so far, for each sub-
ject. We included a continuous variable representing the trial index or the number
of rewarded trials so far, as regressors in the analyses. The slopes and intercepts
were estimated as random effects for each subject and the fixed-effect coefficients
are reported in (Table 4.3)

We used the mixedlm function from the statsmodels 0.12.2 package in Python 3.7.7.
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The package calculated z statistics of each coefficient by dividing the estimates of
coefficients with standard errors. Using the z statistics, the p-values were calculated
with respect to a standard normal distribution.

fMRI data acquisition. fMRI data were acquired at the Caltech Brain Imag-
ing Center (Pasadena, CA), using a Siemens Prisma 3T scanner with a 32-channel
radio-frequency coil. The functional scans were conducted using a multi-band echo-
planar imaging (EPI) sequence with 72 slices, –30 degrees slice tilt from AC-PC
line, 192 mm × 192 mm field of view, 2 mm isotropic resolution, repetition time
(TR) of 1.12 s, echo time (TE) of 30ms, multi-band acceleration of 4, 54-degree
flip angle, in-plane acceleration factor 2, echo spacing of 0.56 ms, and EPI factor of
96. Following each run, both positive and negative polarity EPI-based field maps
were collected using similar parameters to the functional sequence, but with a single
band, TR of 5.13 s, TE of 41.40 ms, and 90-degree flip angle. T1-weighted and
T2-weighted structural images were also acquired for each participant with 0.9 mm
isotropic resolution and 230 mm × 230 mm field of view. For the T1-weighted scan,
TR of 2.55 s, TE of 1.63 ms, inversion time (TI) of 1.15 s, flip angle of 8 degrees,
and in-plane acceleration factor 2 were used. The T2-weighted scan was acquired
with TR of 3.2 s, TE of 564 ms, and in-plane acceleration factor of 2.

fMRI data preprocessing. Results included in this manuscript come from prepro-
cessing performed using fMRIPrep 20.2.6 (Esteban et al., 2018b,a, RRID:SCR_016216),
which is based on Nipype 1.7.0 (Gorgolewski et al., 2011, 2018, RRID:SCR_002502).

Anatomical data preprocessing. A total of 1 T1-weighted (T1w) images were
found within the input BIDS dataset.The T1-weighted (T1w) image was corrected
for intensity non-uniformity (INU) with N4BiasFieldCorrection Tustison et al.
(2010), distributed with ANTs 2.3.3 (Avants et al., 2008, RRID:SCR_004757).
The T1w-reference was then skull-stripped with a Nipype implementation of the
antsBrainExtraction.sh workflow (from ANTs), using OASIS30ANTs as tar-
get template. Brain tissue segmentation of cerebrospinal fluid (CSF), white-
matter (WM) and gray-matter (GM) was performed on the brain-extracted T1w
using fast (Zhang et al., 2001, FSL 5.0.9, RRID:SCR_002823,). Brain sur-
faces were reconstructed using recon-all (Dale et al., 1999, FreeSurfer 6.0.1,
RRID:SCR_001847,), and the brain mask estimated previously was refined with a
custom variation of the method to reconcile ANTs-derived and FreeSurfer-derived
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segmentations of the cortical gray-matter of Mindboggle (Klein et al., 2017, RRID:SCR_002438,).
Volume-based spatial normalization to one standard space (MNI152NLin2009cAsym)
was performed through nonlinear registration with antsRegistration (ANTs
2.3.3), using brain-extracted versions of both T1w reference and the T1w template.
The following template was selected for spatial normalization: ICBM 152 Nonlin-
ear Asymmetrical template version 2009c (Fonov et al., 2009, RRID:SCR_008796;
TemplateFlow ID:MNI152NLin2009cAsym).

Functional data preprocessing. For each of the 6 BOLD runs per subject (across all
tasks and sessions), the following preprocessing was performed. First, a reference
volume and its skull-stripped version were generated by aligning and averaging
1 single-band references (SBRefs). A B0-nonuniformity map (or fieldmap) was
estimated based on two (or more) echo-planar imaging (EPI) references with op-
posing phase-encoding directions, with 3dQwarp Cox and Hyde (1997) (AFNI
20160207). Based on the estimated susceptibility distortion, a corrected EPI (echo-
planar imaging) reference was calculated for a more accurate co-registration with
the anatomical reference. The BOLD reference was then co-registered to the T1w
reference using bbregister (FreeSurfer) which implements boundary-based reg-
istration (Greve and Fischl, 2009). Co-registration was configured with six de-
grees of freedom. Head-motion parameters with respect to the BOLD reference
(transformation matrices, and six corresponding rotation and translation parame-
ters) are estimated before any spatiotemporal filtering using mcflirt (Jenkinson
et al., 2002, FSL 5.0.9,). BOLD runs were slice-time corrected to 0.52s (0.5 of
slice acquisition range 0s-1.04s) using 3dTshift from AFNI 20160207 (Cox and
Hyde, 1997, RRID:SCR_005927). First, a reference volume and its skull-stripped
version were generated using a custom methodology of fMRIPrep. The BOLD
time-series (including slice-timing correction when applied) were resampled onto
their original, native space by applying a single, composite transform to correct
for head-motion and susceptibility distortions. These resampled BOLD time-series
will be referred to as preprocessed BOLD in original space, or just preprocessed
BOLD. The BOLD time-series were resampled into standard space, generating a
preprocessed BOLD run in MNI152NLin2009cAsym space. First, a reference vol-
ume and its skull-stripped version were generated using the custom methodology of
fMRIPrep. Several confounding time-series were calculated based on the prepro-
cessed BOLD: framewise displacement (FD), DVARS and three region-wise global
signals. FD was computed using two formulations following Power (absolute sum
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of relative motions, Power et al. (2014)) and Jenkinson (relative root mean square
displacement between affines, Jenkinson et al. (2002)). FD and DVARS are calcu-
lated for each functional run, both using their implementations in Nipype (following
the definitions by Power et al. (2014)). The three global signals are extracted within
the CSF, the WM, and the whole-brain masks. Additionally, a set of physiological
regressors were extracted to allow for component-based noise correction (Behzadi
et al., 2007, CompCor). Principal components are estimated after high-pass filtering
the preprocessed BOLD time-series (using a discrete cosine filter with 128s cut-off)
for the two CompCor variants: temporal (tCompCor) and anatomical (aCompCor).
tCompCor components are then calculated from the top 2% variable voxels within
the brain mask. For aCompCor, three probabilistic masks (CSF, WM and combined
CSF+WM) are generated in anatomical space. The implementation differs from that
of Behzadi et al. in that instead of eroding the masks by 2 pixels in BOLD space, the
aCompCor masks subtract a mask of pixels that likely contain a volume fraction of
GM. This mask is obtained by dilating a GM mask extracted from FreeSurfer’s aseg
segmentation, and it ensures components are not extracted from voxels containing a
minimal fraction of GM. Finally, these masks are resampled into BOLD space and
binarized by thresholding at 0.99 (as in the original implementation). Components
are also calculated separately within the WM and CSF masks. For each CompCor
decomposition, the k components with the largest singular values are retained, such
that the retained components’ time series are sufficient to explain 50 percent of vari-
ance across the nuisance mask (CSF, WM, combined, or temporal). The remaining
components are dropped from consideration. Head-motion estimates calculated in
the correction step were also placed within the corresponding confounds file. The
confound time series derived from head motion estimates and global signals were
expanded with the inclusion of temporal derivatives and quadratic terms for each
Satterthwaite et al. (2013). Frames that exceeded a threshold of 0.5 mm FD or
1.5 standardised DVARS were annotated as motion outliers. All resamplings were
performed with a single interpolation step by combining all the pertinent transfor-
mations (i.e., head-motion transform matrices, susceptibility distortion correction
when available, and co-registrations to anatomical and output spaces). Gridded
(volumetric) resamplings were performed using antsApplyTransforms (ANTs),
configured with Lanczos interpolation to minimize the smoothing effects of other
kernels (Lanczos, 1964). Non-gridded (surface) resamplings were performed using
mri_vol2surf (FreeSurfer).

Many internal operations of fMRIPrep use Nilearn 0.6.2 (Abraham et al., 2014,
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RRID:SCR_001362), mostly within the functional processing workflow. For more
details of the pipeline, see the section corresponding to workflows in fMRIPrep’s
documentation.

Whole brain general linear model analysis. FSL (FMRIB Software Library)
6.0 software package was used to analyze the fMRI data. Following the preprocess-
ing using fMRIPrep, the fMRI data was convolved with a 3D Gaussian smoothing
kernel (8.0mm FWHM) using FSL SUSAN. Subsequently, BOLD signals for each
voxel were scaled to ensure that the mean BOLD signal of each voxel is 100. Before
running GLM analyses, first 4 volumes were discarded and a high-pass filter with
a cutoff 128s was applied. Framewise displacement, global signal, global signal
derivative, 6 head-motion parameters (x, y, z translations and rotations), and tempo-
ral CompCor from fMRIPrep were included as nuisance variables in every analysis.
Stick regressors that represent onsets of stimulus, fixation cross and outcome were
also included in the GLMs. The response, or the hand movement, was modeled us-
ing a parametric regressor detailed in the following section. We used the fixed-effect
higher-level modeling for individual-level inference that averages across blocks and
FSL FLAME1 for group-level inference.

Hand movement parametric regressor. In order to minimize potential confound-
ing effects that may arise from using natural hand gestures as the action in the
experiment, we designed a hand movement regressor based on 2-dimensional 21
key points for the right hand extracted from the hand video using Openpose. This
regressor was included in all of the analyses.

First, video frames were resized into 162×108 pixels to fit the Openpose net resolu-
tion -1×122. By utilizing the BODY_25 model from the Openpose, key points were
extracted frame by frame with the output resolution setting -1×80. Next, the key
points were weighted-moving-averaged with a window of 20 frames (about 500ms)
to reduce the noise stemming from Openpose’s estimation error. The confidence
scores of Openpose estimations were utilized as the weights in order to mitigate
the impact of uncertain estimations. Then, the first principal component of the
weighted-moving-averaged 42-dimensional data (21×2) was calculated and used
as the parametric regressor that models the hand movement. In all of our GLM
analyses, the hand movement regressor consistently identified the left primary mo-
tor cortex, left premotor cortex, left primary somatosensory cortex, and bilateral
inferior parietal lobule as the regions associated with the right-hand movement (Fig.

https://fmriprep.readthedocs.io/en/latest/workflows.html
https://fmriprep.readthedocs.io/en/latest/workflows.html
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4.19).

Identifying decision-making regions. A GLM analysis was conducted to inves-
tigate the regions associated with the affordance-based and value-based decision-
making, as well as the action selection which is the integration of those two systems
(GLM1). The chosen action’s affordance-compatibility score (𝐴 𝑓 𝑓 (𝑠𝑡 , 𝑎𝑡)), cho-
sen action’s value (𝑄𝑡 (𝑠𝑡 , 𝑎𝑡)), the action selection probability of chosen action
(𝑃𝑡 (𝑎𝑡 |𝑠𝑡)) from the performance-based arbitration model models were included as
parametric regressors at the onsets of stimuli. A parametric regressor of the reward
prediction error was also included at the onsets of outcomes. Another GLM analysis
using model-based parameters from the reliability-based arbitration model was con-
ducted as well (GLM2). The results were cluster corrected with a cluster-defining
threshold of 𝑧 = 3.1.

Identifying arbitration regions. Two GLM analyses were conducted to identify
regions related to arbitration between value-based and affordance-based decision-
making. One GLM analysis utilized arbitration-related parameters obtained from
the performance-based arbitration model (GLM3) and the other one used those from
the reliability-based arbitration model (GLM4).

GLM3 included performances of the value-based and affordance-based decision-
making systems (𝑃𝑒𝑟 𝑓𝑞,𝑡 (𝑠𝑡), 𝑃𝑒𝑟 𝑓𝑎 𝑓 𝑓 ,𝑡 (𝑠𝑡)), and the difference between those two
(𝑃𝑒𝑟 𝑓𝑎 𝑓 𝑓 ,𝑡 (𝑠𝑡) − 𝑃𝑒𝑟 𝑓𝑞,𝑡 (𝑠𝑡)) as parametric regressors at the onsets of stimuli.
Parametric regressors of the performance prediction errors of value-based and
affordance-based policies each were also included at the onsets of outcomes in
the GLM3.

In GLM4, reliabilities of the value-based and affordance-based decision-making
systems (𝜒𝑞,𝑡 (𝑠𝑡), 𝜒𝑎 𝑓 𝑓 ,𝑡 (𝑠𝑡)), and the difference between those two (𝜒𝑎 𝑓 𝑓 ,𝑡 (𝑠𝑡) −
𝜒𝑞,𝑡 (𝑠𝑡)) were included as parametric regressors at the onsets of stimuli. A paramet-
ric regressor of the affordance prediction error was included as well at the onsets of
outcomes in the GLM4. The results were cluster corrected with a cluster-defining
threshold 𝑧 = 3.1.

Neural correlates of affordance-incompatible action execution. To identify neu-
ral correlates that are activated more when executing affordance-incompatible ac-
tions compared to affordance-compatible actions (Grèzes et al., 2003; Zhang et al.,
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2021), a model-free GLM analysis was conducted (GLM5). GLM5 included stick
regressors representing the stimuli identities at the stimulus onsets, 2 regressors
representing whether the affordance and response were compatible or not at the
response onsets, and a parametric regressor of reward at the outcome onsets. While
the contrast between the affordance response compatibility regressors have not sur-
vived the cluster correction with a cluster-defining threshold 𝑧 = 3.1, Fig. 19g shows
the uncorrected results with a threshold set at 𝑝 < 0.001, corresponding to 𝑧 ≥ 3.1.

Neural representation strength analysis To calculate the extent to which the iden-
tified regions from GLM analyses can be explained by the corresponding cognitive
variables, we computed the mean z-statistics for those specific variables across the
voxels within the corresponding group-level regions. The regions were defined us-
ing the survived clusters from GLM1,2,3 and 4 (For the details, see Fig. 4.4 and Fig.
17). We then compared the mean z-statistics for each individual with the frequency
of choosing the most rewarding action.

Similarly, the increased BOLD activity for executing affordance-incompatible ac-
tions compared to executing affordance-compatible actions was calculated using
the contrast between the affordance-response compatibility regressors from GLM5.
The z-statistics of the contrast were averaged across the voxels within functionally-
defined regions of interest (ROI). The ROIs were defined in the same way as in
the previous analyses. We then compared the average z-statistics for each indi-
vidual with the frequency of choosing the affordance compatilble action or the
reaction time effect which is the relative increase in reaction time when choosing
affordance-incompatible actions compared to affordance-compatible actions (RT
effect = 𝑅𝑇𝑖𝑛𝑐𝑜𝑚𝑝−𝑅𝑇𝑐𝑜𝑚𝑝

𝑅𝑇𝑐𝑜𝑚𝑝
).
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4.7 Supplementary information
Note1: Derivation of performance-based arbitration model
The objective of the performance-based arbitration model in the context of the given
research paradigm, or for general contextual bandit problems, is to maximize the
return with respect to the arbitration weight. More precisely, we consider a scenario
in which a behavior policy, denoted as 𝜋, is a linear mixture of multiple component
policies, represented as 𝜋𝑖.

𝜋(𝑎 |𝑠) =
∑︁
𝑖

𝑤𝑖 (𝑠)𝜋𝑖 (𝑎 |𝑠),
∑︁
𝑖

𝑤𝑖 = 1, 0 ≤ 𝑤𝑖 ≤ 1 (4.1)

In our experiment, we assumed the final action selection probability corresponds to
the behavior policy and the value-based and affordance-based decision-makings are
the component policies.

If we define a value, or performance, of a component policy 𝜋𝑖 with respect to a
given context, or stimulus, 𝑠 as the expected return obtained by following the policy
𝜋𝑖 when the stimulus 𝑠 is shown:

𝑃𝑒𝑟 𝑓𝜋𝑖 (𝑠) :=
∑︁
𝑎

𝜋𝑖 (𝑎 |𝑠)𝑅(𝑠, 𝑎) (4.2)

Then the performance of the policy 𝜋 at the state 𝑠 can be decomposed into the
linear summation of the performances of the component policies.

𝑃𝑒𝑟 𝑓𝜋 (𝑠) :=
∑︁
𝑎

𝜋(𝑎 |𝑠)𝑅(𝑠, 𝑎) =
∑︁
𝑎

∑︁
𝑖

𝑤𝑖 (𝑠)𝜋𝑖 (𝑎 |𝑠)𝑅(𝑠, 𝑎) (4.3)

=
∑︁
𝑖

𝑤𝑖 (𝑠)
∑︁
𝑎

𝜋𝑖 (𝑎 |𝑠)𝑅(𝑠, 𝑎) =
∑︁
𝑖

𝑤𝑖 (𝑠)𝑃𝑒𝑟 𝑓𝜋𝑖 (𝑠) (4.4)

Therefore, determining arbitration weights in terms of maximize the performance
of the behavior policy 𝜋 can be formulated as identifying one of the component
policies that yields the highest performance and assigning weight of 1 to it.

𝑚𝑎𝑥𝑤𝑖 (𝑠) (𝑃𝑒𝑟 𝑓𝜋 (𝑠)) = 𝑚𝑎𝑥𝑖 (𝑃𝑒𝑟 𝑓𝜋𝑖 (𝑠)) (4.5)

Therefore, the arbitration problem can be solved if the performances of the com-
ponent policies can be estimated. Given a trajectory of actions, and outcomes
generated by the behavior policy 𝜋 at a state 𝑠, the approximation of the perfor-
mance of a component policy 𝜋𝑖 can be achieved by employing various methods
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from the off-policy evaluation literature. One such method is the inverse propensity
scoring estimator (Precup et al., 2000; Horvitz and Thompson, 1952), which can be
written in the following form:

𝑃𝑒𝑟 𝑓𝜋𝑖 (𝑠) ≈
1
𝑇

𝑇∑︁
𝑡=1

𝜋𝑖 (𝑎𝑡 |𝑠)
𝜋(𝑎𝑡 |𝑠)

𝑟𝑡 (4.6)

where 𝑇 is the number of trials at the state 𝑠 in the trajectory and 𝑟𝑡 is the realized
outcome at the 𝑡-th trial at the state 𝑠. In our scenario of having a value-based policy
as one of the component policies, the behavior policy and the value-based policy are
nonstationary and get updated every trial. Therefore, it is more practical to assign
greater weight to recent events while estimating the performance of component
policies. In this context, the above equation can be approximated trial by trial by
the following delta rule.

𝑃𝑒𝑟 𝑓𝜋𝑖 ,𝑡+1(𝑠𝑡) ← 𝑃𝑒𝑟 𝑓𝜋𝑖 ,𝑡 (𝑠𝑡) + 𝛼𝑝 (
𝜋𝑖 (𝑎𝑡 |𝑠𝑡)
𝜋(𝑎𝑡 |𝑠𝑡)

𝑟𝑡 − 𝑃𝑒𝑟 𝑓𝜋𝑖 ,𝑡 (𝑠𝑡)), 0 ≤ 𝛼𝑝 ≤ 1 (4.7)

where we called ( 𝜋𝑖 (𝑎𝑡 |𝑠𝑡 )
𝜋(𝑎𝑡 |𝑠𝑡 ) 𝑟𝑡 − 𝑃𝑒𝑟 𝑓𝜋𝑖 ,𝑡 (𝑠𝑡)) the performance prediction error of 𝜋𝑖

and 𝑠𝑡 is the stimulus shown at the trial 𝑡. However, in practical scenarios, accurately
determining the performance of each component policy is often unfeasible. Instead,
the optimal weighting can be approximated by weighting each component policy
with the probability that the policy’s performance is larger than any other component
policies.

𝑚𝑎𝑥𝑤𝑖 (𝑠) (𝑃𝑒𝑟 𝑓𝜋 (𝑠)) ≈
∑︁
𝑖

𝑃(𝑃𝑒𝑟 𝑓𝜋𝑖 (𝑠) > 𝑃𝑒𝑟 𝑓𝜋 𝑗
(𝑠),∀ 𝑗 ≠ 𝑖)𝑃𝑒𝑟 𝑓𝜋𝑖 (𝑠) (4.8)

The ideal approach for calculating the probability 𝑃(𝑃𝑒𝑟 𝑓𝜋𝑖 (𝑠) > 𝑃𝑒𝑟 𝑓𝜋 𝑗
(𝑠),∀ 𝑗 ≠

𝑖) would involve approximating the full distribution of the performance of each
component policy which can be implemented using, for example, distributional RL
(Dabney et al., 2020). However, a simpler approach to approximate such probability
would be to employ a softmax function of the performances estimated by the learning
rule (Eq. 4.7) which approximates means of performances.

It is noteworthy that the above framework for the multi-armed bandit problem can
be extended to a general Markov decision process. For example, the performance of
a component policy 𝜋𝑖 at a state s can be defined as the expected return by executing
𝜋𝑖 at the state s and following 𝜋 thereafter.

𝑃𝑒𝑟 𝑓𝜋𝑖 (𝑠) :=
∑︁
𝑎

𝜋𝑖 (𝑎 |𝑠) (𝑅(𝑠, 𝑎) + 𝛾
∑︁
𝑠′

𝑃(𝑠′|𝑠, 𝑎)𝑃𝑒𝑟 𝑓𝜋 (𝑠′)) (4.9)
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𝑃𝑒𝑟 𝑓𝜋 (𝑠) :=
∑︁
𝑎

𝜋(𝑎 |𝑠) (𝑅(𝑠, 𝑎) + 𝛾
∑︁
𝑠′

𝑃(𝑠′|𝑠, 𝑎)𝑃𝑒𝑟 𝑓𝜋 (𝑠′)) = 𝑉𝜋 (𝑠) (4.10)

where 𝑃(𝑠′|𝑠, 𝑎) is a state transition probability from the current state s to the
subsequent state 𝑠′ after selecting an action 𝑎, and 𝛾 is a discounting rate. Then,
the performance of the behavior policy can be expressed as the linear summation of
component policies’ performances.

𝑃𝑒𝑟 𝑓𝜋 (𝑠) =
∑︁
𝑖

𝑤𝑖 (𝑠)𝑃𝑒𝑟 𝑓𝜋𝑖 (𝑠) (4.11)

As a result, the problem of maximizing the behavior policy’s performance with
respect to arbitration weights can be reduced to the task of identifying the component
policy with the highest performance.

Because
∑

𝑗 𝑤 𝑗 (𝑠′)𝑃𝑒𝑟 𝑓𝜋 𝑗
(𝑠′) ≈ 𝑚𝑎𝑥 𝑗𝑃𝑒𝑟 𝑓𝜋 𝑗

(𝑠′), the performance of 𝜋𝑖 can be
written in Bellman equation form:

𝑃𝑒𝑟 𝑓𝜋𝑖 (𝑠) =
∑︁
𝑎

𝜋𝑖 (𝑎 |𝑠) (𝑅(𝑠, 𝑎) + 𝛾
∑︁
𝑠′

𝑃(𝑠′|𝑠, 𝑎)
∑︁
𝑗

𝑤 𝑗 (𝑠′)𝑃𝑒𝑟 𝑓𝜋 𝑗
(𝑠′)) (4.12)

≈
∑︁
𝑎

𝜋𝑖 (𝑎 |𝑠) (𝑅(𝑠, 𝑎) + 𝛾
∑︁
𝑠′

𝑃(𝑠′|𝑠, 𝑎)𝑚𝑎𝑥 𝑗𝑃𝑒𝑟 𝑓𝜋 𝑗
(𝑠′)) (4.13)

Analogous to Eq. 4.7, the performances of component policies can be estimated by
using the following delta rule:

𝑃𝑒𝑟 𝑓𝜋𝑖 ,𝑡+1(𝑠𝑡) ← 𝑃𝑒𝑟 𝑓𝜋𝑖 ,𝑡 (𝑠𝑡)+𝛼𝑝 (
𝜋𝑖 (𝑎𝑡 |𝑠𝑡)
𝜋(𝑎𝑡 |𝑠𝑡)

(𝑟𝑡+𝛾𝑚𝑎𝑥 𝑗𝑃𝑒𝑟 𝑓𝜋 𝑗 ,𝑡 (𝑠𝑡+1))−𝑃𝑒𝑟 𝑓𝜋𝑖 ,𝑡 (𝑠𝑡))
(4.14)

Note2: Additional model simulation results
In the main text, we demonstrated that the learning slope in the low conditions is not
steeper than it in the high conditions when the learning slopes were plotted as the
function of the number of rewarded trials previously encountered. To explore this
observation further, a fixed-arbitration model incorporating two distinct learning rate
parameters was fit to the data. This additional analysis also revealed no significant
difference in learning rates between high and low conditions (𝑡 (18) = −1.57, 𝑝 =

0.13 in the behavioral, 𝑡 (29) = −0.47, 𝑝 = 0.65 in the fMRI data).

There is a potential that participants adopted a simpler strategy, such as win-stay lose-
shift, instead of value learning. However, this possibility can be discounted based on
the estimated learning rates derived from model fitting. If participants were using
a win-stay lose-shift strategy, the estimated learning rates would be expected to be
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near 1. In contrast, the learning rates obtained using the performance-based model
were 0.227±0.206 and 0.269±0.173 for the behavioral and fMRI data, respectively.
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Figure 4.6: Effects of stimulus-response compatibility and value learning on re-
action times. (a and e) The RTs for making affordance-compatible actions were
significantly faster in the congruent condition, whereas the trend was in the opposite
direction in the incongruent condition. This is because affordance-compatible ac-
tions have higher action values in the congruent condition, but not in the incongruent
condition (paired 𝑡 tests, 𝑡 (18) = −3.30 and 𝑡 (18) = 1.36 for comparisons within
congruent and incongruent conditions, respectively, in the behavioral, 𝑡 (29) = −5.87
and 𝑡 (29) = 2.17 for the same comparisons in the fMRI experiment). But there was
no significant overall RT difference on average between congruent and incongruent
conditions (paired 𝑡 tests, 𝑡 (18) = 1.02 and 𝑡 (29) = −1.32 for the behavioral and
fMRI experiments, respectively). (b and f) Similar to plots A and E, but the RTs
were averaged across blocks. Across learning, as action value learning progresses,
RTs become faster. (c and g) RT contrasts plotted similarly to plots A and E but
now examined separately within high and low value conditions. The RTs were
slower in the low value condition compared to the high value condition (paired 𝑡

tests, 𝑡 (18) = −3.79 and 𝑡 (29) = −7.60 for the behavioral and fMRI experiments,
respectively). Also, RTs for executing affordance compatible actions were faster
in general regardless of the value manipulation (paired 𝑡 tests, 𝑡 (18) = −0.46 and
𝑡 (18) = −3.58 for comparisons within high and low conditions, respectively, in the
behavioral, 𝑡 (29) = −3.99 and 𝑡 (29) = −3.07 for the same comparisons in the fMRI
experiment). (d and h) Analogous to B and F, the RTs depicted in plots C and G
were averaged across blocks.
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Figure 4.7: Behavioral effects of affordance during value learning and decision
making. Upper-row plots depict results from the behavioral study while the lower-
row plots are from the fMRI study. (a and c) Initial action selection bias toward
the affordance-compatible action over blocks. The red dotted lines show the chance
level of 1/3. The mixed linear regression of initial selection bias on block index
showed non-significant slopes in both datasets (Fixed-effect coefficients for the
slope: 𝛽 = -0.005, z=-1.115 and p=0.265 in the behavioral data, 𝛽=-0.002, z=-
0.232 and p=0.817 in the fMRI data).(b and d) The additional RT for executing an
affordance-incompatible action relative to an affordance-compatible action, or RT
effect, is positively correlated with the participant’s tendency to select the affordance-
compatible action as the initial response to each object.
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P>|z|zStd. Err.Coef.
0.828-0.2180.026-0.006Intercept
0.195-1.2950.005-0.006Number of rewarded 

trials

P>|z|zStd. Err.Coef.
0.752-0.3160.077-0.024Intercept
0.512-0.6560.016-0.010Number of rewarded 

trials
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Figure 4.8: Learning slopes by conditions and their differences between high and
low conditions. The table shows the fixed-effect coefficients obtained from the
mixed-effect GLM analysis on the difference in the choice accuracy between high
and low conditions, with the number of rewarded trials previously encountered being
the regressor. Δ𝑃 = 𝑃(𝑐𝑜𝑟𝑟𝑒𝑐𝑡 |ℎ𝑖𝑔ℎ) − 𝑃(𝑐𝑜𝑟𝑟𝑒𝑐𝑡 |𝑙𝑜𝑤)
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fMRI study (n=30)

Behavior study (n=19)

Figure 4.9: Bayesian model selection results. The upper panel displays the posterior
probability of each model to best explain each participant. The lower-left panel
shows model frequencies over models, while the lower-right panel shows protected
exceedance probabilities of models. Overall, the performance-based arbitration
model best fit the datasets.
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Figure 4.10: Arbitration variables extracted from the performance-based arbitration
model. (a and f) Modulation of arbitration by the reward probability manipula-
tion. Arbitration weights are calculated using the performance-based arbitration
model for each trial and averaged for each participant and condition. The results
suggest that value-based decision-making is more favored in high-value conditions
(paired 𝑡 tests, 𝑡 (18) = 2.53, 𝑡 (29) = 3.77 each). (b and g) Participants who have a
larger average weight toward the value-based decision-making across trials exhib-
ited better accuracy in choosing the most rewarding action. (c and h) Modulation of
the performance-based arbitration weight over trials by conditions. CH: congruent
high; CL: congruent low; IH: incongruent high; IL: incongruent low. The arbi-
tration weights were transformed into the percentiles within each subject. (d and
i) Modulation of the performance of the value-based decision-making system over
trials by conditions. (e and j) Modulation of the performance of the affordance-
based decision-making system over trials by conditions. The performances were
transformed into the percentiles within each subject. All the curves were averaged
across blocks and the error-bar shows 95% interval of estimated statistics.
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Figure 4.11: Arbitration variables extracted from the reliability-based arbitration
model. (a and h) Modulation of arbitration by affordance-value congruency. Arbi-
tration weights were calculated using the reliability-based arbitration model for each
trial and averaged for each participant and condition. The congruency between affor-
dance and value did not affect the reliability-base arbitration weight. (paired 𝑡 tests,
𝑡 (18) = 0.36, 𝑡 (29) = 0.00 each) (b and i) Modulation of arbitration by the reward
probability manipulation. These results suggest that value-based decision-making is
more favored in the high-value condition. (paired 𝑡 tests, 𝑡 (18) = 3.86, 𝑡 (29) = 5.44
each) (c and j) Frequency of choosing affordance-compatible actions in the data as
a function of the arbitration weight on value-based decision-making extracted from
the reliability-based arbitration model. The arbitration weights were transformed
into the percentiles within each participant. The results show that in the trials when
the model preferred affordance-based decision-making, the actual choices were
more biased toward affordance-compatible actions. Notably, this trend was only
evident in incongruent conditions as the responses based on affordance and value
were indistinguishable in congruent conditions. CH: congruent high; CL: congruent
low; IH: incongruent high; IL: incongruent low. (d and k) Participants who have
a larger average weight toward value-based decision-making across trials exhibited
better accuracy in choosing the most rewarding action. (e and l) Modulation of the
reliability-based arbitration weight over trials by conditions. The arbitration weights
were transformed into percentiles within each subject. (f and m) Modulation of reli-
ability of the value-based decision-making system over trials by conditions. (g and
n) Modulation of reliability of the affordance-based decision-making system over
trials by conditions. The reliabilities were transformed into the percentiles within
each subject. All the curves were averaged across blocks and the error-bar shows
95% interval of estimated statistics.
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Figure 4.12: Simulated initial action selection bias toward the affordance-compatible
action over blocks. The red dotted lines show the chance level 1/3.
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Figure 4.13: Simulated behaviors generated by various computational models. Each
plot corresponds to Fig. 3e,k or 3f,l in which behaviors were generated by the
computational model labeled on the top of each column. The t statistics of the initial
response bias toward affordance compatible actions are 𝑡 (189) = 5.56, 4.07, 1.06,
and 6.59 each for the simulations based on the behavioral experiment, 𝑡 (299) =
2.55, 2.45,−0.48, and 6.00 each for the simulations based on the fMRI experiment.
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Figure 4.14: Simulated learning slopes and their differences produced by various
computational models. Each plot corresponds to Fig. 3g or 3m in which behaviors
were generated by the computational model labeled on top of each column.
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𝛽 = −0.001
𝑝 = 0.23

𝛽 = −0.003
𝑝 ≤ 0.001

𝛽 = −0.007
𝑝 ≤ 0.001

𝛽 = 0.002
𝑝 ≤ 0.01

𝛽 = −0.008
𝑝 ≤ 0.001
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Figure 4.15: Simulated learning slopes and their differences produced by computa-
tional models that includes value updates for unchosen actions in unrewarded trials.
Each plot corresponds to Figs. 3g or m in which behaviors were generated by the
computational model labeled on top of each column. The 𝛽 and 𝑝−value represent
the fixed-effect coefficient of the slope of the difference between learning slopes
and its corresponding 𝑝−value. The bar graphs represent the model fitting results
for models incorporating value updates in unchosen actions. The simulation results
from models with unchosen action value updates were generally comparable with
the model simulation results without the unchosen action value update, except for
the cost model which exhibited much steeper learning slope differences and different
ranges for both the learning slopes and their differences compared to the actual data
shown in Figs. 2e or j.



196

fM
R

I S
im

ul
at

io
n 

(n
=3

0x
10

)
Be

ha
vi

or
 S

im
ul

at
io

n 
(n

=1
9x

10
)

Fixed Cost Conflict

Reliability Performance

Low
High
ΔP

Fixed Cost Conflict

Reliability Performance
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Figure 4.17: Neural implementation of the reliability-based arbitration model. (a)
Affordance-compatibility scores of the chosen action correlated with the high-level
ventral visual stream including V3 and V4 in the left occipital lobe (b) Action
values from the reliability-based arbitration model correlated with activity in the
dlPFC (c) Action selection probabilities of the chosen action from reliability models
correlated with activity in AIP, SII, pSTS and LOC. (d and e) Reliabilities of
both decision-making systems significantly correlated with the preSMA, IPS, lPFC,
aPFC, PMd, PCUN, and IPL. (f) The difference between the reliabilities of the two
systems (𝑅𝑒𝑙𝑎 𝑓 𝑓 − 𝑅𝑒𝑙𝑞), which is directly related to the arbitration weight, was
identified in the preSMA, dlPFC, and IC. (g) Affordance prediction error (APE)
signals which are putatively employed for tracking the reliability of the affordance-
based decision-making system were identified in the ventral striatum. All the results
were cluster-corrected 𝑝 < 0.05 with the cluster defining threshold 𝑧 = 3.1.
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Figure 4.18: Neural correlates of action selection probability of chosen action after
controlling reaction times. (a) Results from GLM1 with RT (uncorrected with the
threshold 𝑝 < 0.001). (b) Reuslts from GLM2 with RT (cluster corrected with the
threshold 𝑝 < 0.05 with the cluster defining threshold 𝑧 = 3.1.)
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Figure 4.19: Neural correlates of reward prediction error (RPE), motor control and
stimulus response incompatibility. (a and b) RPE signals from both models corre-
lated with the ventral striatum. (c to f) The motor control information extracted from
the recorded hand videos identified left primary motor cortex and adjacent regions.
GLM1 and 3 are the GLMs utilizing variables extracted from the performance-based
arbitration model, GLM2 and 4 are the GLMs using variables from the reliability-
based arbitration model. All the results were cluster-corrected 𝑝 < 0.05 with the
cluster defining threshold 𝑧 = 3.1. (G) The analysis utilizing GLM5 revealed that
the dorsal premotor area (PMd) and preSMA exhibit greater activation when the
affordance of an object and the selected response are incompatible, compared to
when an affordance-compatible action is chosen (uncorrected, 𝑝 < 0.001). See
Methods for the details on GLMs.
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Figure 4.20: Correlations between the strength of the neural representation of
cognitive variables and the tendency to select the most rewarding actions. The
plots relate to those in Fig. 4.5 with regions identified using the GLMs based on
the reliability-based arbitration model, and the variables of interest are from the
reliability-based arbitration model. Each dot represents an individual participant.
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Figure 4.21: Distributions of familiarity scores by the type of affordances of stimuli.

P>|z|zStd. Err.Coef.

0.000124.4040.0566.960Intercept

0.744-0.3270.018-0.006Choosing pinch

0.795-0.2600.010-0.003Choosing clench

0.008-2.6640.010-0.026Choosing affordance

0.002-3.1430.017-0.054Choosing correct

0.000-5.9700.001-0.006Trial index

0.4910.6890.0080.006In congruent condition

0.000-5.2890.010-0.052In high condition

fMRI study (n=30)Behavior study (n=19)
P>|z|zStd. Err.Coef.

0.000135.2780.0516.915Intercept

0.553-0.5930.010-0.006Choosing pinch

0.241-1.1740.015-0.018Choosing clench

0.003-3.0160.010-0.029Choosing affordance

0.000-4.2140.014-0.058Choosing correct

0.027-2.2150.001-0.003Trial index

0.638-0.4710.009-0.004In congruent condition

0.000-7.3620.010-0.075In high condition

Table 4.1: Fixed-effect coefficients of the mixed-effect general linear models on the
reaction time. The trial-by-trial reaction time, which is the dependent variable, was
logarithmically transformed.

Poke objectClench objectPinch objectInitial response

56 (-23)79 (0)102 (23)Pinch

93 (-15)138 (30)93 (-15)Clench

155 (38)87 (-30)109 (-8)Poke

fMRI study (n=30)Behavior study (n=19)

Poke objectClench objectPinch objectInitial response

49 (-20.67)62 (-7.67)98 (28.33)Pinch

72 (-8.33)109 (28.33)61 (-19.67)Clench

119 (29.33)69 (-20.67)81 (-8.67)Poke

Table 4.2: Initial responses sorted by the affordance of the object. The numbers
indicate the sum across all initial trials where a particular action was selected as
the initial response to the specific object type. The numbers in the parentheses
represent the deviation of the number in the cell from the expected number of
choosing a particular action type, regardless of the object type which was calculated
as the average across columns.
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fMRI study (n=30)Behavior study (n=19)

P>|z|zStd. Err.Coef.
0.0013.4740.0330.116Intercept
0.002-3.1600.003-0.010Number of rewarded 

trials

P>|z|zStd. Err.Coef.
0.0013.2160.0350.113Intercept
0.003-2.9680.003-0.009Number of rewarded 

trials

Table 4.3: Fixed-effect coefficients from mixed-effect general linear models on
the difference in the frequency of choosing the most-rewarding action between
congruent and incongruent conditions. The tables are from the GLMs where the
number of rewarded trials previously encountered is the regressor.

PerfRelConflictCostFixedBiasPriorBayesianRL
000.0300.030.060.1100.24RL
00000000.920.01Bayesian
00.12000.090.260.580.030.13Prior

0.02000.130.030.3600.030.17Bias
0.040.030.310.130.430.060.050.020.11Fixed
0.040.030.260.750.290.110.1100.11Cost

00.030.0300.030.020.0500.25Conflict
00.790.2900.060.060.0500.08Rel

0.8900.0900.060.060.0500.04Perf

Identified model

B
e

h
a

v
io

r-
g

e
n

e
ra

ti
v

e
 m

o
d

e
l

Table 4.4: Probability of the identified model being the actual model that generated
the behavior.
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P>|z|zStd. 

Err.
Coef.Fixed Arb.

0.0008.4010.0080.068Intercept

0.763-0.3010.001-0.000Trial index

P>|z|zStd. 
Err.

Coef.Cost

0.0006.4830.0070.047Intercept

0.0008.0270.0010.005Trial index

P>|z|zStd. 
Err.

Coef.Conf. Arb.

0.080-1.7500.007-0.012Intercept

0.226-1.2090.001-0.001Trial index

P>|z|zStd. 
Err.

Coef.Rel. Arb.

0.0008.1510.0090.071Intercept

0.3101.0160.0010.001Trial index

P>|z|zStd. 
Err.

Coef.Perf. Arb.

0.00011.0150.0100.109Intercept

0.024-2.2580.001-0.001Trial index
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P>|z|zStd. 
Err.

Coef.Fixed Arb.

0.0004.7480.0090.042Intercept

0.1201.5560.0010.001Trial index

P>|z|zStd. 
Err.

Coef.Cost

0.0005.1340.0090.044Intercept

0.0004.6030.0010.003Trial index

P>|z|zStd. 
Err.

Coef.Conf. Arb.

0.6190.4970.0080.004Intercept

0.225-1.2140.001-0.001Trial index

P>|z|zStd. 
Err.

Coef.Rel. Arb.

0.0009.4130.0090.089Intercept

0.346-0.9430.001-0.001Trial index

P>|z|zStd. 
Err.

Coef.Perf. Arb.

0.00010.1840.0090.094Intercept

0.134-1.5000.001-0.001Trial index

Table 4.5: Results of mixed-effect general linear models on the simulated behaviors.
Fixed-effect coefficients obtained from the mixed-effect GLM on the difference in
the choice accuracy between congruent and incongruent conditions are reported,
with the trial index being the regressor.
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P>|z|zStd. 
Err.

Coef.Cost

0.00010.1440.0090.086Intercept

0.019-2.3510.001-0.002Number of 
rewarded trials 

P>|z|zStd. 
Err.

Coef.Rel. Arb.

0.0009.9960.0080.075Intercept

0.002-3.0770.001-0.003Number of 
rewarded trials

P>|z|zStd. 
Err.

Coef.Perf. Arb.

0.00011.6120.0090.099Intercept

0.000-6.6440.001-0.007Number of 
rewarded trials 

P>|z|zStd. 
Err.

Coef.Conf. Arb.

0.000-3.5130.007-0.025Intercept

0.0003.7750.0010.003Number of 
rewarded trials 

P>|z|zStd.
Err.

Coef.Fixed Arb.

0.0004.4100.0080.037Intercept

0.5370.6180.0010.001Number of
rewarded trials 

P>|z|zStd. 
Err.

Coef.Cost

0.0008.8710.0080.072Intercept

0.000-4.4530.001-0.004Number of 
rewarded trials

P>|z|zStd. 
Err.

Coef.Rel. Arb.

0.0009.5100.0080.078Intercept

0.000-4.2800.001-0.004Number of 
rewarded trials

P>|z|zStd. 
Err.

Coef.Perf. Arb.

0.00011.5360.0080.097Intercept

0.000-8.8140.001-0.008Number of 
rewarded trials 

P>|z|zStd. 
Err.

Coef.Conf. Arb.

0.432-0.7860.007-0.005Intercept

0.957-0.0540.001-0.000Number of 
rewarded trials

Table 4.6: Results of mixed-effect general linear models on the simulated behaviors.
Fixed-effect coefficients obtained from the mixed-effect GLM on the difference in
the choice accuracy between congruent and incongruent conditions are reported,
with the number of rewarded trials previously encountered being the regressor.
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P>|z|zStd. 
Err.

Coef.Cost

<0.001-7.1920.007-0.051Intercept

0.0252.2430.0020.003Number of 
rewarded trials 

P>|z|zStd. 
Err.

Coef.Rel. Arb.

0.003-2.9670.007-0.022Intercept

0.0691.8200.0010.003Number of 
rewarded trials 

P>|z|zStd. 
Err.

Coef.Perf. Arb.

<0.001-4.7620.008-0.038Intercept

0.2691.1060.0020.002Number of 
rewarded trials 

P>|z|zStd. 
Err.

Coef.Conf. Arb.

<0.001-8.3350.009-0.072Intercept

<0.0015.5570.0010.006Number of 
rewarded trials 

P>|z|zStd. 
Err.

Coef.Fixed Arb.

0.016-2.4020.008-0.019Intercept

0.0252.2480.0010.003Number of 
rewarded trials 

P>|z|zStd. 
Err.

Coef.Cost

0.209-1.2570.008-0.011Intercept

0.834-0.2090.001-0.000Number of 
rewarded trials 

P>|z|zStd. 
Err.

Coef.Rel. Arb.

0.9130.1090.0080.001Intercept

<0.0014.6940.0020.007Number of 
rewarded trials 

P>|z|zStd. 
Err.

Coef.Perf. Arb.

0.110-1.5990.008-0.013Intercept

0.0941.6720.0020.003Number of 
rewarded trials 

P>|z|zStd. 
Err.

Coef.Conf. Arb.

<0.001-3.6470.010-0.036Intercept

0.0013.2820.0020.005Number of 
rewarded trials 

Table 4.7: Results of mixed-effect general linear models on the simulated behaviors
shown in the Fig.4.16. Fixed-effect coefficients obtained from the mixed-effect
GLM on the difference in the choice accuracy between high and low conditions
are reported, with the number of rewarded trials previously encountered being the
regressor.
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C h a p t e r 5

CONCLUSION

5.1 Summary of results
In this thesis, I explore the neuro-computational mechanisms of human cognitive
capacities that support decision-making in novel environments through three inter-
connected studies.

The first study demonstrated that value computation for one of the most complex
visual stimuli, art paintings, can be explained through feature-based computation.
Interestingly, the features that explain human aesthetic prefrence were found to
emerge automatically from a convolutional neural network trained on object recog-
nition. By analyzing the hidden activations of the CNN, we developed a framework
to categorize these features into high-level and low-level visual categories, a classi-
fication which was further validated by functional MRI data. This study provides
a mechanistic description of feature-based value computation, enabling the imple-
mentation of value computation processes even for novel stimuli, which is essential
for making informed decisions in unfamiliar environments. The results show that
value computation is supported by a hierarchical representation of features in the
brain, along the rostro-caudal axis, which are integrated into a value calculation
process occurring in the prefrontal cortex.

The second study explored the computational mechanisms underlying human trans-
fer learning. A novel task was designed, consisting of multiple environments that
shared features, allowing participants to use these features as cues for making better
choices even before interacting with a new environment, provided they had learned
the meaning of the features from previous contexts. By analyzing large-scale online
behavioral data and on-site data, we identified the most plausible computational
model of transfer learning. While recurrent neural network model had the highest
predictive power in predicting the human actual choice, it was failing in modeling
the characteristics of transfer learning of humans such as increasing bias toward
the choice option with features that have higher contingency to the better choices
in previous experience. However, the model that best reproduced human behavior
patterns included a component that slowly tracks the learned value of each feature.
This slow temporal dynamics allowed the model to retain previously learned in-
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formation, facilitating decision-making in novel environments, and reproducing the
pattern of gradually increasing choice bias toward the good features. Notably, this
component mirrors the properties of astrocyte glial cells, which are the predominant
cell type in the brain. This study not only suggests future research directions for
understanding the role of astrocyte glial cells in decision-making but also offers
insights into developing next-generation neural networks capable of flexible transfer
learning without catastrophic forgetting.

The third study shifted focus to more naturalistic settings, examining the role of
affordance in everyday decision-making. Utilizing cutting-edge computer vision
techniques, we implemented a novel task involving naturalistic hand gestures as
inputs in a three-armed bandit task, where participants had to determine the most
rewarding hand gestures through trial and error. This naturalistic approach allowed
us to study the influence of affordance on decision-making from a more integrated
perspective, as both affordance and value were concurrently affecting the decisions
during the task. Participants exhibited a bias toward affordance-compatible actions,
but surprisingly, they adapted more quickly to the most rewarding action when
the affordance was not the optimal choice for a given object. A thorough model
comparison revealed that the underlying computational mechanism involves two
systems: affordance-based and value-based decision-making. The faster adaptation
to the most rewarding action was explained by a hierarchical reinforcement learning
model with a higher-level arbitrator that assigns weights to each decision-making
system based on their performance.

Model-based fMRI analyses further identified that high-level visual areas correlated
with the compatibility of the chosen action to the object’s affordance. The value
inferred from the model fitting was observed in the ventromedial prefrontal cortex.
Interestingly, signals related to arbitration, such as the performance of the value-
based and affordance-based decision-making systems, were represented across the
medial prefrontal cortex. The variable directly determining the arbitration weight,
or the difference in performance between the two systems, was localized in the
pre-supplementary motor area. The integrated final action selection signal could be
identified in the posterior parietal cortex.

This third study provides a comprehensive perspective on real-world decision-
making, which is influenced not only by value, but also by the physical charac-
teristics of the environment and the physical constraints of the decision-maker.
The hierarchical RL framework proposed for modeling the data is grounded in the
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normative idea that the overall goal of decision-making is to greedily maximize col-
lected rewards rather than aiming for global maximization. This framework, which
aligns with recent advances in deep RL that have surpassed human performance
in multiple tasks, suggests a different perspective: that human behavior might be
better explained by near-sighted maximization of performance rather than global
optimization of value.

These studies collectively contribute to a deeper understanding of the neuro-computational
processes that govern human decision-making in novel environments. The findings
highlight the importance of feature-based hierarchical processing in value com-
putation, the role of slow integration mechanisms in knowledge transfer, and the
dynamic interplay between affordance-based and value-based systems in action se-
lection. Together, these results offer a unified framework for understanding how the
brain integrates sensory information, retains and applies learned knowledge, and
adapts to new challenges.

5.2 Broad implications and future directions
While the first study provides a mechanistic description of aesthetic preference,
it is important to recognize its limitation in that the model primarily explains the
influence of visual features in the valuation process. This approach, while valuable,
does not fully capture the multifaceted nature of aesthetic experience, which involves
a complex interplay of sensory, cognitive, and emotional factors (Chatterjee and
Cardilo, 2021; Zeki, 2002).

In real life, preferences for art are shaped by multiple dimensions that extend beyond
visual features. The context in which the art is displayed, such as the environment and
the lighting, plays a significant role in influencing perception. Additionally, factors
related to the creator, including their identity, intent, and the historical or cultural
context of the artwork, contribute to how it is valued. Personal experiences of the
viewer, such as life events that resonate with the themes of the artwork, previous
exposure to art education, and even the viewer’s current mood, further modulate
their aesthetic preferences. These individual differences highlight the complexity
of aesthetic judgment and suggest that future models should incorporate a broader
range of factors to better reflect the multidimensional nature of art appreciation
(Leder et al., 2004; Pelowski et al., 2016).

The multidimensionality of real aesthetic experience presents a significant challenge
in scientifically studying the holistic nature of the process. Capturing the full spec-
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trum of factors that contribute to art appreciation requires more than just traditional
methods. However, advances in experimental equipment, particularly in virtual real-
ity (VR), offer promising avenues for addressing these complexities. VR technology
enables the creation of immersive environments where the entire art appreciation
experience can be simulated, allowing researchers to manipulate various contextual
factors in a controlled manner (Bohil et al., 2011). Simultaneously, physiological
measurements collected via wearable devices, such as heart rate monitors and skin
conductance sensors, can be used to infer emotional states, providing real-time data
on the viewer’s affective responses (Fairclough, 2009).

Furthermore, the integration of large-scale data from social media platforms offers
a novel approach to studying naturalistic valuation processes. User behavior data,
including liking patterns, dwell time on posts, and the semantics and sentiments of
consumed content, can provide insights into how various contexts influence aesthetic
preferences (Kosinski et al., 2013). By combining these rich data sources with
VR and physiological measurements, researchers can develop more comprehensive
models that better capture the complexity of real-world art appreciation.

The neural network model used to simulate the valuation process, while effective in
some respects, fails to capture the complexity of the brain’s real visual stream. The
human visual system is primarily divided into two pathways: the ventral stream,
often referred to as the "what" pathway, responsible for object recognition, and the
dorsal stream, known as the "where" pathway, which processes spatial information
and guides movement (Mishkin et al., 1983; Goodale and Milner, 1992; Milner and
Goodale, 2008). These streams are not isolated; they are highly interconnected,
allowing for the integration of object identity and spatial context, which is crucial
for robust visual perception (Kravitz et al., 2011). Moreover, there are extensive top-
down connections from the frontal cortex to earlier visual areas that support visual
recognition by incorporating prior knowledge and expectations, thereby enhancing
the accuracy and efficiency of visual processing (Gilbert and Li, 2013; Miller and
Cohen, 2001). Incorporating these neurobiological properties into artificial neural
networks has led to significant improvements in predicting neural activities in the
visual pathways (Kar et al., 2019).

Although correlated neural representations can be identified in the brain using the
hidden activations of convolutional neural networks (CNNs), to achieve a closer
approximation of real brain function, it is essential to design neural networks that
are more biologically plausible. Initiatives such as BrainScore, which aim to eval-
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uate and identify neural network models that best explain the ventral visual stream,
are crucial steps toward this goal Schrimpf et al. (2018). By focusing on models
that accurately capture the intricacies of human vision, we can advance our under-
standing of both artificial intelligence and the neural mechanisms underlying visual
perception.

The second study on transfer learning focused on one specific subset within the
broad field of transfer learning: feature-based transfer learning. Transfer learning
strategies in machine learning can generally be categorized into four approaches:
instance-based, parameter-based, relational-based, and feature-based (Zhuang et al.,
2020). The instance-based approach involves memorizing decisions made in previ-
ous events along with their outcomes and reusing these successful decisions when
encountering similar events. This approach is analogous to episodic memory in hu-
mans, where specific experiences are recalled to inform future decisions (Tulving,
2002).

The parameter-based approach, on the other hand, involves reusing learned parame-
ters from one task to apply them to a different but related task. For example, a neural
network trained on image classification might be repurposed for image captioning or
generation tasks, utilizing shared features learned during the initial training (Yosin-
ski et al., 2014; Radford et al., 2021). Relational-based transfer learning involves
understanding the structural relationships within an environment and applying that
knowledge to achieve new goals. This approach is similar to the concept of cog-
nitive maps in the brain, where individuals learn the layout of an environment and
reuse this knowledge for navigation and goal-directed behavior in novel contexts
(Whittington et al., 2020; Behrens et al., 2018).

To fully understand human transfer learning, it is crucial to investigate how these
different strategies are implemented in the brain. Research on memory systems, such
as the hippocampus and prefrontal cortex, which are involved in decision-making,
model-based reasoning, and neural reuse, will be instrumental in advancing our
understanding of this process (Shohamy and Daw, 2015; Botvinick et al., 2019).

For implementing feature-based transfer learning, we proposed that a temporally
hierarchical neural network could be an effective solution, as the slower temporal
components can retain learned information over extended periods, thereby enhancing
the network’s ability to apply this knowledge in new contexts. This approach aligns
with suggestions in the machine learning field, where temporally layered models
have been used to enhance the retention of long-term dependencies (Hihi and Bengio,



208

1995; Chung et al., 2016; Neil et al., 2016; Vezhnevets et al., 2017). Incorporating
the properties of astrocyte glial cells into artificial neural networks could further
improve the performance of hierarchical networks. Glial cells, which play a crucial
role in modulating synaptic efficacy could inspire novel architectures that better
mimic the brain’s natural learning processes (Fields et al., 2014; Alvarez-Gonzalez
et al., 2023).

The question of how feature-based learning is implemented in the brain remains
open. Future research could address this by designing tasks that produce more
robust and larger effect sizes than those used in previous studies, allowing for more
precise investigation of the underlying neural mechanisms. These tasks should be
coupled with advanced neuroimaging techniques, such as functional MRI (fMRI)
or magnetoencephalography (MEG), to observe the brain regions involved in real-
time. One of the possible neural substrates for feature-based transfer learning is the
prefrontal cortex, a region critical for value integration and decision-making. The
prefrontal cortex is known to support a range of cognitive functions that are likely
involved in transfer learning, such as working memory and cognitive flexibility,
which allow the brain to adapt previously learned information to new contexts. By
targeting these regions in future studies, we can gain deeper insights into how the
brain implements feature-based learning and transfer across different tasks Miller
and Cohen (2001).

The final study explored the effect of affordance on value learning using images of
everyday objects and naturalistic hand gestures, offering a more ecologically valid
setting compared to traditional button-press tasks with abstract stimuli. However, the
task still has limitations in achieving true ecological validity. Specifically, the event-
related design, which presents stimuli on a trial-by-trial basis, creates an artificially
discrete experience for participants, disconnecting them from the continuous nature
of real-world interactions (Kingstone et al., 2008). Additionally, each trial within
the MRI scanner took nearly 10 seconds, which raises concerns that the brain might
engage different processes when solving the task compared to more continuous,
real-time situations.

To address these limitations, several solutions could be considered. One approach is
to use VR technology, which allows for the naturalistic display of visual stimuli and
hand gestures as inputs. Affordance is not only determined by the shape of an object
but also by factors such as the distance from the actor and the orientation of the
object relative to the person (Gibson, 2014). For instance, if an object is placed out-
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side of reachable distance, the action-stimulus compatibility effect from affordance
decreases significantly (Costantini et al., 2010) This effect is also evident in cases
where an object has a dominant orientation, such as a cup with a single handle—if
the handle is on the left side, a left-handed individual will experience a stronger
affordance effect (Tucker and Ellis, 1998). Such variables can be systematically
controlled using a VR system, providing a more ecologically valid environment for
future studies. Moreover, instead of using a remote controller to interact with the
VR environment, advanced hand gesture tracking technologies—such as computer
vision, depth sensors, or electromyography (EMG)—could be employed to cap-
ture naturalistic interactions (Cipresso et al., 2018). Additionally, incorporating a
360-degree VR treadmill could enable more comprehensive studies of affordance
by allowing participants to navigate and interact with the environment in real-time,
further enhancing ecological validity.

Furthermore, intracranial electroencephalography (iEEG) or single-neuron record-
ings could be utilized to study affordance and decision-making processes with
greater temporal and spatial precision. A key research question to explore is whether
affordance-based decision-making overrides value-based decision-making or vice
versa. If automatic processes are temporally faster than deliberate ones, it is likely
that affordance-based decisions occur first, represented in regions such as the pos-
terior parietal cortex, and are gradually overridden by value-based decision-making
signals (Cisek and Kalaska, 2010). Analyzing the temporal dynamics of neural
recordings from action-selection regions, including the ventromedial prefrontal cor-
tex, high-level visual areas, and posterior parietal cortex, as well as arbitration
regions like the pre-supplementary motor area, would provide further insights into
how the multiple decision-making systems are integrated dynamically (Hare et al.,
2011).

Additionally, the collected data could be used to study the computational processes
underlying affordance perception in everyday objects. Affordance compatibility
annotations for four different hand gestures, covering the majority of gestures used
in object interaction, were collected for 1,000 object images from a large online
participant pool. Along with fMRI data from participants viewing 24 objects multi-
ple times, a similar approach to that used in the art valuation study—utilizing deep
learning and feature-based methods—could be applied to this dataset to elucidate
the computational mechanisms of affordance perception.

The novel computational framework I propose for modeling value-based decision-
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making and learning under the influence of affordance offers an adaptive method
capable of selecting the best-performing policy in real-time. Unlike traditional RL
frameworks, which aim to maximize cumulative rewards over an infinite horizon,
the performance-based arbitration framework I propose focuses on maximizing
performance. In this context, performance is defined as the expected sum of rewards
obtained after executing a particular component policy at the current time step,
followed by a mixture of policies that maximize subsequent performance. This
approach is akin to the Bellman equation used for recursive value calculation but
differs in that it utilizes two distinct policies: a component policy of the mixture
of policies for the current time step and the mixture of policies that maximizes
performance thereafter. The framework operates under the assumption that selecting
the best policy at each time step is more practical for addressing continual learning
problems, where estimating the global maximum is often impractical (Thrun and
Mitchell, 1995; Khetarpal et al., 2022).

Additionally, this framework offers an automatic way to balance exploration and ex-
ploitation. If we assume that the policies include a random policy and a value-based
decision-making policy, the arbitration mechanism would weigh between these two
based on their relative performance in the current situation. The performances of the
two policies are continuously tracked and updated using the delta rule, enabling the
framework to automatically manage the exploration-exploitation trade-off, which is
typically tuned using hyperparameters in traditional RL approaches.

Moreover, the performance-based arbitration framework may address a critical gap
in current studies on arbitration between different RL systems, which often rely
on the uncertainty or reliability of value estimates from each policy (Daw et al.,
2005; Lee et al., 2014b; Charpentier et al., 2020). If we conceptualize arbitration
as a higher-level decision-making process between policies, using uncertainty or
reliability of value estimates may minimize variance in value predictions. However,
if the objective is to maximize the total collected reward, it may be more effec-
tive to use performance as the metric for making decisions. Furthermore, inspired
by the upper confidence bound (UCB) algorithm, one could envision arbitration
mechanisms that incorporate both performance and uncertainty or reliability for
exploitation-exploration trade-offs among policies (Auer, 2002) Such an approach
could significantly advance our understanding of how cognitive functions are se-
lected and executed.

Overall, the three studies collectively contribute to a comprehensive understanding
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of how the brain integrates sensory information, retains and applies learned knowl-
edge, and adapts to new challenges. The findings presented in this thesis highlight
the dynamic interplay between different cognitive systems, such as value-based and
affordance-based decision-making, in guiding behavior, offering a deeper under-
standing of human decision-making. Furthermore, this thesis provides foundational
insights for improving AI models by aligning them more closely with human cog-
nitive processes, particularly in novel or complex environments.
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