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ABSTRACT 

Understanding the Earth's near surface is critical for assessing seismic hazards and ensuring 

environmental sustainability. In this thesis, I explore the use of advanced observation and 

analysis techniques for near-surface imaging with big seismic data. 

Chapters 2-6 focus on the applications of Distributed Acoustic Sensing (DAS). DAS is an 

emerging sensing technology that transforms fiber-optic cables into dense seismic arrays. In 

Chapter 2, I introduce a high-performance Python tool for computing seismic ambient noise 

cross-correlation with large volumes of DAS data. In Chapter 3, I perform ambient noise 

tomography using a DAS array in Ridgecrest, California, to resolve spatial variation of the 

near-surface structure, revealing its correlation with earthquake ground shaking 

amplification. In Chapter 4, I use surface wave scattering observed in the DAS noise cross-

correlation for fault zone detection and characterization. In Chapter 5, I analyze three years 

of DAS noise cross-correlation to monitor seismic velocity changes, providing insights into 

vadose zone soil moisture dynamics and water resource management in the context of 

climate change. In Chapter 6, I use a DAS array at the South Pole to characterize firn structure 

for a better understanding of cryosphere mass balance.  

Chapters 7 and 8 focus on imaging geological structures in the urban Los Angeles region 

using dense arrays of geophones. Chapter 7 uses converted S-to-p phases recorded by a dense 

network of low-cost accelerometers to map the basin depth. Chapter 8 investigates shallow 

seismicity in the Long Beach area to illuminate complex fault structures. 

In Chapters 9 and 10, I apply a state-of-the-art machine learning framework known as a 

neural operator for solving seismic wave equations. The trained neural operator enables full 

seismic waveform modeling with substantial advancements over conventional numerical 

techniques including its fast speed, generalizability, and convenient differentiability for full 

waveform inversion. 
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C h a p t e r  1  

INTRODUCTION 

Earth’s near surface, the top tens of meters of the upper crust, is a dynamic zone undergoing 

rapid spatiotemporal changes due to a variety of environmental and human interactions. 

Understanding the Earth's near surface is crucial for assessing seismic hazards and ensuring 

environmental sustainability. Seismic imaging, which converts recorded seismic waves into 

detailed images of the Earth’s interior, is a vital tool in this endeavor. Accurately resolving 

the near surface requires high-density, high-frequency seismic observation, which faces 

challenges such as high costs, logistical difficulties, and computational burdens. 

To address these challenges, solutions have been proposed for both seismic sources and 

receivers. Ambient noise interferometry, a well-established technique, uses long-period 

natural vibrations or high-frequency anthropogenic noise to turn receivers into virtual 

sources, providing low-cost, noninvasive, repetitive seismic sources. The emerging 

technique of distributed acoustic sensing (DAS) repurposes telecommunication fibers into 

meter-spacing strain sensors, offering dense coverage and continuous monitoring in urban, 

subsea, and glacial environments. With advances in these cost-effective seismic sources and 

receivers, near surface imaging and monitoring can be achieved at unprecedented resolution. 

Handling the vast amount of data from dense seismic observation requires enhanced 

computational capabilities and advanced algorithms to extract useful information. Machine 

learning has emerged as a promising approach to overcome these computational challenges, 

facilitating tasks such as phase picking, data compression, and detecting unseen patterns. 

In this thesis, I focus on improving our understanding of the near surface using dense seismic 

observation including DAS data and advanced data analysis techniques such as machine 

learning. Although the topics may appear diverse, the chapters are organized purposefully.  



 

 

2 
I begin with Chapter 2, where I present a high-performance Python tool that leverages 

PyTorch to accelerate noise cross-correlation workflow using graphic processing unit (GPU) 

setups. The computation of ambient noise cross-correlation for large volumes of DAS data 

is fundamental for most passive imaging and monitoring tasks, yet it is the most time-

consuming step. The tool I provide in Chapter 2 forms the basis for the work in Chapters 3-

5, and it is also versatile enough to be adapted to any seismic dataset. 

After the 2019 M7.1 Ridgecrest earthquake, a telecommunication fiber-optic cable across 

the city of Ridgecrest was converted into an 8-km DAS array. The array has been operational 

for five years and is still operational today, providing long-term, high-quality, continuous 

recordings, including aftershocks and anthropogenic noise. This valuable ambient noise data 

has been used in Chapters 3-5. In Chapter 3, I use noise cross-correlation to image the near-

surface structure along the fiber path at high resolution, which can readily explain the lateral 

variations in earthquake shaking amplification at sub-kilometer scales. In Chapter 4, I report 

the observation of surface wave scattering in the noise cross-correlation. I use the scattered 

waves to detect small faults and characterize their properties. In Chapter 5, I use years of 

noise cross-correlation data to map seismic velocity changes over large spatiotemporal 

scales. The results provide a new method for monitoring vadose zone soil moisture dynamics, 

capturing sub-seasonal precipitation events and prolonged drought conditions, quantifying 

vadose zone water loss during the drought. 

In addition to the use of urban dark fibers, DAS is unlocking new field measurements in 

harsh and remote environments. In Chapter 6, I shift focus to a DAS array at the South Pole, 

using both ambient noise and active seismic sources. I study the seismic velocity profile of 

the firn (compacted snow layers) to improve firn density estimation for the East Antarctic 

region, which is crucial for understanding cryosphere mass balance and climate change 

impacts. 

I turn to dense seismic observation of local earthquakes in urban settings in Chapters 7 and 

8. In Chapter 7, I analyze converted seismic phases observed by a dense network of low-cost 

strong-motion sensors to map the depth of the Los Angeles (LA) basin. In Chapter 8, I detect 
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and locate seismicity using dense nodal arrays in the Long Beach area to reveal the complex 

nature of shallow faults and their associated seismic hazards. 

The case studies of dense seismic observation presented in Chapters 3-8 are primarily limited 

to phase information. Fully exploiting seismic data requires considering the full complexity 

of wave propagation, which comes at great computational expense, especially for higher 

frequencies.  

To address this challenge, in Chapters 9 and 10, I explore a state-of-the-art machine learning 

concept known as a neural operator. I present a prototype framework for accelerated 

simulation of seismic wave propagation using this paradigm. The results demonstrate the 

accuracy, efficiency, and generalizability of this novel method for full waveform modeling. 

This method also enables automatic differentiation for convenient full-waveform inversion. 
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C h a p t e r  2  

A PYTHON TOOL FOR SEISMIC AMBIENT NOISE WITH DAS DATA 
ON MULTIPLE GPUS 

Abstract 

We introduce a Python tool designed for ambient noise seismology with Distributed Acoustic 

Sensing (DAS) data on both central processing unit (CPU) and graphic processing unit 

(GPU) platforms. This development aims to tackle the high computation arising from 

processing vast volumes of DAS data. Our code leverages the advanced features of the 

modern PyTorch package. It is user-friendly and optimizes both preprocessing and cross-

correlation tasks, showing significant acceleration when utilizing GPUs compared to CPU-

only computations. We also provide postprocessing tools including surface wave dispersion 

analysis and seismic velocity change measurements. While we demonstrate the code's 

capabilities using a public DAS dataset, it's versatile enough for adaption to any seismic 

dataset. 

2.1 Introduction 

Ambient noise cross-correlation stands as a cornerstone technique in modern seismology. By 

cross-correlating continuous noise signals recorded at different stations, empirical Green’s 

functions are extracted (Shapiro & Campillo, 2004; Shapiro et al., 2005; Snieder, 2004). Its 

well-established applications offer invaluable insights into the dynamic processes shaping 

our planet, spanning from detailed structural imaging of the near-surface to upper mantle 

(Diez et al., 2016; Lin et al., 2013; Nakata et al., 2015; Yao et al., 2006), to monitoring 

temporal changes in subsurface properties (Clements & Denolle, 2018; Illien et al., 2021; 

Mao et al., 2022; Mordret et al., 2016; Sens-Schönfelder & Wegler, 2006; Wang et al., 2017). 

The demand for near-surface imaging requires high-frequency noise cross-correlation, which 

necessitates "Large-N" arrays characterized by dense deployments with high sampling rates. 

On the other hand, prolonged subsurface monitoring calls for "Large-T" arrays designed for 

extended durations, sometimes spanning years. Distributed acoustic sensing (DAS) is an 
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emerging technique that can turn preexisting telecommunication fiber-optic cables into 

cost-effective, long-term, dense seismic arrays (Lindsey & Martin, 2021; Parker et al., 2014; 

Zhan, 2020). Ambient noise imaging and monitoring with DAS has been shown successful 

in near-surface imaging (Cheng et al., 2021; Dou et al., 2017; Martin et al., 2021; Spica et 

al., 2020; Tribaldos et al., 2019; Yang, Atterholt, et al., 2022) and subsurface monitoring 

(Rodríguez Tribaldos & Ajo-Franklin, 2021; Yang & Zhan, 2022). Given the large spatial 

and temporal size inherent in DAS recordings, the computation of noise cross-correlations 

for DAS becomes a data-intensive task, underscoring the need for efficient computational 

tools (Martin, 2021). 

Ambient noise cross-correlation has been implemented through a myriad of tools and 

platforms, evolving from low-level languages like C and Fortran (Bensen et al., 2007; 

Herrmann, 2013) to more modern vectorized languages like Python, MATLAB, and Julia 

(Clements & Denolle, 2020; Jiang & Denolle, 2020; Lecocq et al., 2014; Makus & Sens-

Schönfelder, 2024). This shift is driven by the ease of use, flexibility, and the expansive 

ecosystems of libraries and tools these languages offer, for example, NumPy (Harris et al., 

2020), SciPy (Virtanen et al., 2020), and ObsPy (Beyreuther et al., 2010). Another notable 

change in the field has been the move from central processing unit (CPU) to graphic 

processing unit (GPU), enhancing the efficiency of the cross-correlation step (Clements & 

Denolle, 2020; Fichtner et al., 2017). Amidst these transitions, the central challenge has 

always been navigating the tradeoff between computational efficiency and development 

agility. In this context, PyTorch stands out (Paszke et al., 2019). PyTorch, built mainly on 

C++ but with a Python interface, is a well-established framework in the machine learning 

community for processing large datasets, renowned for its optimized computing capabilities 

and performance-driven design. It not only addresses the efficiency-agility tradeoff but also 

offers a versatile computing environment. Unlike CUDA, which is limited to NVIDIA 

GPUs, PyTorch is adaptable, running on CPUs, NVIDIA GPUs, and even non-NVIDIA 

GPUs. Its native support for multi-GPU acceleration further amplifies its suitability for data-

intensive tasks like ambient noise cross-correlation.  
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In this chapter, we present a Python tool that leverages PyTorch for ambient noise cross-

correlation. Utilizing the public Ridgecrest DAS dataset hosted by the Southern California 

Earthquake Data Center (SCEDC) on Amazon Web Services (AWS), we illustrate the code's 

workflow and validate the effectiveness of our cross-correlation results. Furthermore, our 

package provides integrated tools for subsequent analyses, including dispersion analysis and 

velocity change (dv/v) measurements derived from the computed cross-correlation functions. 

2.2 Workflow 

Ambient noise cross-correlation is typically characterized by a structured workflow, which 

can be broadly divided into two primary phases: preprocessing and cross-correlation (Bensen 

et al., 2007; Clements & Denolle, 2020; Fichtner et al., 2017). Following the cross-

correlation, the derived noise correlation functions (NCFs) can be used for further analyses, 

such as dispersion analysis or dv/v measurements. A schematic representation of our general 

workflow is in Figure 2.1, with detailed introductions provided in the subsequent sections. 

 

Figure 2.1: The workflow of seismic ambient noise analysis with DAS data: preprocessing, 

cross-correlation, and postprocessing. 
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2.2.1 Preprocessing 

The package can read raw DAS data stored on disk in formats such as SEG-Y, SAC, H5, or 

custom formats with defined function to read data. Once read into CPU memory, the data is 

reshaped into segments of the desired length and then transferred to the chosen computing 

device, either CPUs or GPUs, depending on the configuration. This transition between 

computational environments, such as moving data between CPUs and GPUs, is handled 

seamlessly and efficiently using PyTorch (Paszke et al., 2019). 

Preprocessing is an essential step in ambient noise cross-correlation. Its primary aim is to 

emphasize broad-band ambient noise through minimizing the influence of earthquake signals 

and instrumental irregularities that can mask the ambient noise. Standard preprocessing steps 

include removing instrument response, demeaning, detrending, applying a band-pass filter, 

temporal normalization, and spectral whitening (Bensen et al., 2007). When dealing with 

DAS data, we integrate two supplementary steps. At the very first step, if the raw data is 

strain, we differentiate strain to yield strain rate, effectively eliminating steps in the 

waveform caused by fading (e.g., Figure 2.5 in Willis et al., 2021). After all the single-trace 

based preprocessing, we detrend across the channel axis to eliminate common-mode noise. 

This is crucial as it significantly reduces the strong energy at a 0-time lag in the resulting 

NCFs (e.g., Figure 2.8 in Willis et al., 2021). All preprocessing tasks are implemented using 

the PyTorch package (Paszke et al., 2019), allowing fast implementation on either CPU or 

GPUs. We have placed the spectral whitening step—typically the final step of 

preprocessing—within the cross-correlation phase. By executing it between the Fast Fourier 

Transform (FFT) and Inverse Fast Fourier Transform (IFFT) operations, we achieve greater 

computational efficiency. 

2.2.2 Cross-correlation 

After preprocessing, we proceed to the cross-correlation, which is usually the most 

computationally intensive step and typically scales quadratically with respect to both the 

number of channels and the number of time steps. Typically, to expedite the process, 

calculations are performed in the frequency domain, taking advantage of the efficiency of 
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the FFT. The Fourier spectrum is computed using the torch.fft.rfft module, which computes 

discrete Fourier transforms via the real FFT, offering a speed advantage over conventional 

FFTs. We then perform the spectral whitening, which enhances the signal-to-noise ratio by 

equalizing the amplitude spectrum. For selected channel pairs that we want to cross-correlate, 

we multiply the whitened Fourier transform of the first signal by the complex conjugate of 

the whitened Fourier transform of the second signal, the cross-spectrum is stacked in the 

frequency domain over desired time periods and finally transformed back to the time domain 

to produce the noise NCFs. Post-IFFT, the two-sided time-domain NCFs is generated, 

adhering to a specified maximum lag time. Notably, the entire process in PyTorch is 

streamlined and the individual functions can be easily modified, making it accessible even 

for those new to the framework.  

In the cross-correlation phase, we maintain flexibility in the selection of channel pairs for 

correlation and the stacking intervals. For example, in the context of dispersion analysis, we 

may want to use common-source NCFs for a better track of phase velocities. Conversely, for 

dv/v analysis, cross-correlations cannot be indiscriminately stacked over extended periods. 

Rather, there's a need to retain NCFs that are stacked at more frequent intervals—weekly, 

daily, or even hourly. This frequent stacking, while beneficial for analysis, presents a storage 

challenge. To address this, rather than processing all potential channel pairs, a more strategic 

approach can be adopted. By focusing solely on cross-correlating those with common offsets, 

we can achieve a more storage-efficient method but also retain the spatial resolution essential 

for accurate dv/v measurements.  

2.2.3 Phase velocity dispersion analysis 

Surface wave dispersion is one of the most important applications of computed NCFs. We 

offer functions to measure phase velocity dispersion using a beamforming approach. For any 

given channel within the DAS array, we construct a common-source gather of NCFs. A 

subarray of proximate channels are taken as receivers and any distant channel can be a virtual 

source. The NCFs are then bandpass filtered into successive narrow frequency bands. For a 

given phase velocity, we employ the shift-and-stack method to calculate the stacked energy 
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corresponding to this velocity. By applying this method across successive narrow frequency 

bands and velocities, we can construct a frequency-velocity image that shows the stacked 

energy for each frequency-velocity pairing. The dispersion curve is determined through an 

auto-search algorithm, which identifies the optimal local phase velocity that aligns with the 

local maximum energy in the frequency-velocity image. By taking multiple virtual sources, 

we can produce several measurements of the dispersion curves. This approach yields an 

averaged representation of the curve and offers a method to gauge the uncertainty associated 

with these measurements. 

2.2.4 dv/v measurements 

Coda wave interferometry (CWI) is a technique commonly used to measure small changes 

in seismic velocity (dv/v) by analyzing the coda waves that follow the direct seismic arrivals 

across consecutive days or months (Mao et al., 2022; Obermann et al., 2013; Snieder, 2004). 

While CWI is highly sensitive to small changes in the medium, it relies on scattered waves 

that can be influenced by numerous factors, making the interpretation of results complex. In 

contrast, ballistic wave interferometry uses direct, unscattered seismic waves that travel 

along predictable paths, reducing the ambiguity associated with scattered wave paths 

(Mordret et al., 2020). The fine channel spacing of DAS enables the use of direct high-

frequency surface waves for dv/v measurements, resolving changes in the top few meters. 

Recent research indicates that subsurface velocity changes in the top few meters, as measured 

by high-frequency waves, can exhibit variations of several percent (Qin et al., 2022; 

Rodríguez Tribaldos & Ajo-Franklin, 2021). These variations are discernible even in the 

early arrivals of direct surface waves. Such changes can be measured through cross-spectrum 

of NCFs over consecutive time periods. We provide a simple function to calculate cross-

spectrum of direct waves in the NCFs. This method involves analyzing the phase differences 

between pairs of seismic signals for a certain frequency band. By computing the cross-

spectrum of these signal pairs, phase shifts can be extracted, which are directly related to the 

time delays between the signals. These time delays, in turn, provide an estimate of the relative 

velocity change. 
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2.3 Performance and example 

We evaluated the performance of our package for preprocessing and cross-correlation 

computation using various computational setups. For preprocessing, we compared CPU 

implementations using NumPy and SciPy, as well as both CPU and GPU implementations 

using PyTorch. The tests were performed on a randomly generated dataset with a size of 

(300, 180000), representing 300 channels at 50 Hz over one hour. 

For cross-correlation, prior Python-based packages, such as SeisMIC (Makus & Sens-

Schönfelder, 2024) and NoisePy (Jiang & Denolle, 2020), have implemented the Fast Fourier 

Transform (FFT) using NumPy and SciPy. In our performance evaluation, we compared the 

speed of cross-correlation using NumPy, SciPy, and PyTorch. All tests were conducted on 

the same random dataset, and cross-correlation was performed for 1,000 random channel 

pairs. The key difference among the tests was the implementation of the FFT process: 

numpy.fft.rfft, scipy.fft.rfft, and torch.fft.rfft. For PyTorch, we conducted evaluations on 

both a single CPU and a single GPU. 

Figure 2.2 illustrates the time taken for preprocessing and cross-correlation. While the 

computation times for the three packages on the CPU were relatively consistent, with 

PyTorch slightly outperforming the others, the GPU implementation of PyTorch 

demonstrated a speedup of approximately three orders of magnitude. This significant 

enhancement highlights the potential for substantial optimization in the most 

computationally demanding step of cross-correlation. The tests were conducted on an Intel 

Xeon Gold 6230 CPU and an NVIDIA Tesla P100 GPU with 16 GB of video random access 

memory (VRAM). 
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Figure 2.2: Comparison of computation speeds using NumPy, SciPy, and PyTorch on a 

single CPU and a single GPU. The preprocessing time is measured for data with 300 

channels and 180,000 samples (50 Hz for 1 hour). The cross-correlation time is measured 

for 1,000 random channel pairs with a 30-second time lag. 

We apply the Python code to a publicly available DAS dataset hosted by SCEDC. This data 

was recorded between 2020/06/23 and 2020/07/29 along a fiber-optic cable running between 

Ridgecrest and Inyokern airport. We compute NCFs following the workflow described 

above. Figure 2.3 shows the common-source gather of NCFs. Notable are the signals of 

moving vehicles at approximately 20 m/s and surface waves ranging from 200 to 1,000 m/s. 
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Body waves and fault zone scattered surface waves are discernible on some sections, as 

detailed by Atterholt et al., (2022) and Yang, Zhan, et al., (2022).  

 
Figure 2.3: Stack of one-month NCFs from the Ridgecrest DAS array. Travel times 

corresponding to group velocities ranging from 200 m/s to 1 km/s are indicated by colored 

lines.   

For further analysis on the NCFs, we employed the beamforming technique for surface wave 

dispersion on the computed NCFs. Figure 2.4 illustrates a sample waveform, the computed 

frequency-velocity energy image at 1-10 Hz, and the automatically tracked dispersion curve. 

The detailed subsurface model derived from the dispersion analysis across the entire array 

has shown strong correlation with the site amplification during earthquakes (Yang, Atterholt, 

et al., 2022).  
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Figure 2.4: Applications on the computed common-source NCFs. (a) A subarray of 

common-source NCFs for local phase velocity measurements. (b) Rayleigh wave phase 

velocity dispersion measured by the beamforming approach.  

To validate the dv/v measurements, we constructed a synthetic dataset by introducing a 1% 

dt/t variation to the NCF. These synthetic daily NCFs were further modified with 20% peak-

to-peak noise. A 1-second window was used for the cross-spectrum analysis. The 

measurements closely matched the ground truth, as shown in Figure 2.5. For real data, we 

applied the method to 1.5 years of DAS data from June 2021 to December 2022. The seasonal 

variation of dv/v is clearly visible, and the measurements are consistent across nearby 

channel pairs (Figure 2.6). 
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Figure 2.5: Applications on the synthetic NCFs. (a) A synthetic dataset representing daily 

stacked NCFs, which is made up with 1% dt/t in a sinusoidal shift and added with 20% 

noise. (b) dv/v measured by cross-spectrum approach compared with the true dv/v in the 

synthetic data.     

Figure 2.6: Applications on the computed common-offset NCFs. (a) A real dataset 

representing daily stacked NCFs between channel 200 and 230. (b) dv/v measured for 25 

common-offset channel pairs around channel 200. 
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2.4 Discussion 

The speed of our code largely benefits from PyTorch. Originating from the machine learning 

domain, PyTorch has been renowned for its adeptness in managing and processing extensive 

datasets. Its architecture is optimized for high-performance computations, making it an ideal 

choice for tasks like cross-correlation in frequency domain. Python, as a vectorized language, 

offers versatility and user-centric design. Its open-source nature, coupled with a vast library 

ecosystem, provides a platform for researchers to modify and adapt code according to their 

own research needs. When Python's flexibility is combined with PyTorch's computational 

capabilities, we aim to offer a tool that is both functional and adaptable. Researchers are not 

just limited to using predefined functions; they can expand and modify, tailoring the code to 

address specific challenges. As the seismology community continues to grow and diversify, 

there will be an increasing demand for tools that are accessible to both experienced 

researchers and those new to the field. We hope our code, with its user-friendly design, sets 

a precedent for future software developments, emphasizing the importance of both efficiency 

and adaptability. 

DAS datasets are inherently large, often encompassing thousands of channels and boasting 

high sampling rates. Such datasets present not only computational challenges, but also 

intricate issues related to data transfer. This transfer process includes moving data between 

CPU and GPU memory and managing input/output (I/O) operations between the disk and 

memory. While GPU-based cross-correlation is remarkably fast, the time taken to transfer 

data from the CPU to the GPU can offset the computational speed gains. Therefore, it's 

crucial to design these transfers based on specific needs. A balanced approach is essential: 

raw data files shouldn't be so small that they necessitate excessive I/O operations, nor so 

large that they consume an inordinate amount of memory in CPU to GPU transfer. We 

advocate for the use of Solid-State Drives (SSDs) during processing, as they can significantly 

expedite data read/write operations, thereby alleviating some of the challenges associated 

with data transfer. Our package is designed to work efficiently on servers with multiple CPUs 

and GPUs. As the field of big-data seismology grows, cloud computing emerges as a 

promising solution to circumvent extensive data transfers. In recent years, there's been a 
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noticeable trend in seismology research towards leveraging cloud system for processing 

voluminous seismic datasets (MacCarthy et al., 2020; Ni et al., 2021; Zhu et al., 2023). 

While our tool only offers basic functions for dispersion analysis and dv/v measurements, 

the Python ecosystem has a variety of specialized packages for more advanced seismological 

analyses. For dispersion analysis, methods such as multi-channel analysis of surface waves, 

frequency–wavenumber transform, and frequency–Bessel transform, have been extensively 

documented and implemented in various Python packages (Fichtner et al., 2023; Jiang & 

Denolle, 2020; Li et al., 2021). Similarly, for dv/v measurements, techniques like the 

windowed cross correlation, trace stretching, moving window cross spectrum, and wavelet-

based methods offer refined insights (Jiang & Denolle, 2020; Lecocq et al., 2014; Mao et al., 

2020; Mikesell et al., 2015; Yuan et al., 2021; Makus & Sens-Schönfelder, 2024). Our code's 

design allows for potential integration with these advanced tools, giving researchers the 

option to expand upon our basic tools and delve deeper into Python's seismological toolset. 

2.5 Conclusions 

We presented a Python tool for Seismic Ambient Noise seismology with DAS, leveraging 

the computational capabilities of PyTorch. The significant acceleration achieved through 

GPU utilization, as compared to CPU-only computations, highlights the potential of our 

approach in addressing data-intensive tasks in seismology. The challenges of data transfer 

and I/O operations in large DAS datasets were also acknowledged, emphasizing the need for 

strategic data management and the potential benefits of cloud computing in future 

seismological studies. As the field progresses, such Python tools will be pivotal, offering a 

balance between computational efficiency and versatility, ensuring that researchers can 

effectively tackle the complexities of modern seismological data. 
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 C h a p t e r  3  

SUB-KILOMETER CORRELATION BETWEEN NEAR-SURFACE 
STRUCTURE AND GROUND MOTION MEASURED WITH 

DISTRIBUTED ACOUSTIC SENSING 

Yang, Y., Atterholt, J. W., Shen, Z., Muir, J. B., Williams, E. F., & Zhan, Z. (2022). Sub-
Kilometer Correlation Between Near-Surface Structure and Ground Motion Measured With 
Distributed Acoustic Sensing. Geophysical Research Letters, 49(1), e2021GL096503. 
https://doi.org/10.1029/2021GL096503  

Abstract 

Earthquake ground motion depends strongly on near-surface structure, which is challenging 

to image in urban areas at high resolution. Distributed acoustic sensing (DAS) is an emerging 

technique that provides a scalable solution by converting pre-existing fiber-optic cables into 

dense seismic arrays. After the July 2019 M7.1 Ridgecrest earthquake, we converted an 

underground dark fiber across the city of Ridgecrest, CA, into a DAS array. The recorded 

aftershocks show substantial lateral variability in site amplification over only 8-km in 

distance. To understand the cause of such variability, we used three months of continuous 

data, dominated by traffic-generated seismic noise, to image near-surface structure along the 

fiber path. We find that the lateral variations of earthquake shaking correlate well with the 

shallow shear velocity model at sub-kilometer scales, in particular micro-basins filled with 

soft sediments. These results highlight the great potential of DAS for high-resolution seismic 

hazard mapping in urban areas.  

3.1 Introduction 

Populated urban areas tend to be located in sedimentary basins with broad flat land 

and favorable positions near water bodies (Wirth et al., 2019). However, shallow soft 

sediments with low shear velocity can trap seismic energy and amplify earthquake shaking 

(Aki, 1993; Singh et al., 1988). Characterizing near-surface structure and quantifying ground 

motion is critical to mapping the seismic risk of urban regions. Estimating seismic hazard is 
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usually accomplished with empirically derived ground-motion models (GMMs) with site 

characteristics, usually Vs30 (the time-averaged shear velocity in the upper 30 meters), 

which can be empirically inferred from local tomography models, geologic units and 

topography gradients, but is often sparse and uneven spatially (Allen & Wald, 2009; Wills 

et al., 2000; Yong et al., 2012). In the last few decades, several important earthquakes, such 

as the 1985 Mexico City (Campillo et al., 1990), 1989 Loma Prieta (Hanks & Brady, 1991), 

2010 Haiti (Hough et al., 2010), and 2015 Nepal (Rajaure et al., 2017) earthquakes, showed 

highly variable and localized site amplification at kilometer or sub-kilometer scales. 

Mapping seismic hazard at such fine scales requires high-resolution, high-frequency seismic 

experiments. Dense nodal seismic arrays have been popular in recent years for this 

application and have demonstrated the ability to extract shallow crustal structure at high 

resolution (Lin et al., 2013; Nakata et al., 2015; Schmandt & Clayton, 2013), though 

sometimes with space constraints and short-term deployment limitations.  

Distributed acoustic sensing (DAS) is an emerging technique that can turn pre-existing 

telecommunication fiber-optic cables into cost-effective, long-term dense seismic arrays in 

urban or harsh environments with remote operation (Lindsey & Martin, 2021; Zhan, 2019). 

DAS works by applying optical interferometry to the laser light back-scattered from intrinsic 

inhomogeneities within an optical fiber to measure strain or strain rate along the fiber. With 

an effective channel spacing of a few meters, DAS can record unaliased high-frequency 

wavefields and allow near-surface imaging at a resolution of several tens of meters. In 

practice, DAS has been used successfully for near-surface ambient noise imaging with traffic 

as noise sources (Ajo-Franklin et al., 2019; Dou et al., 2017; Spica et al., 2020).  

On 4th July 2019, an M6.4 earthquake occurred in Ridgecrest, California, followed by an 

M7.1 mainshock 34 hours later. As a rapid response, five days after the mainshock, we 

gained access to 10-km of underground dark fiber in the city of Ridgecrest and converted it 

into a DAS array of 1250 channels with 8-meter spacing (Figure 3.1). The Ridgecrest DAS 

array recorded numerous local magnitude (Ml) >2 events with high fidelity and has detected 

six times more aftershocks than the standard earthquake catalog within the first three months 
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(Li et al., 2021). The continuous DAS data also allow ambient noise tomography for near-

surface structures. With DAS data for both the aftershocks and ambient seismic noise, we 

have a unique opportunity to evaluate the spatial variability of the earthquake ground motions 

and its relation to small-scale shallow subsurface structure. In this paper, we will focus on 

the 8-km segment along W Inyokern Road which has approximately straight line geometry 

in the east-west direction. 

 

Figure 3.1: The location map of the Ridgecrest DAS array. The ground trace of the 

Ridgecrest DAS array is shown in blue. ~1600 local magnitude (Ml) >2 aftershocks during 

July 10th  - October 4th are shown in circles (catalog source: 

https://service.scedc.caltech.edu/ftp/catalogs/SCSN/), with the yellow circles showing 
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M>3 events in a narrow back azimuth range that are used in the site amplification 

inversion . The M7.1 mainshock and the M6.4 foreshock are marked with the red stars. The 

two nearby seismic stations CI.SRT and NP.5419 are shown in red triangles. The main 

roads are plotted in golden lines. The fault zones are marked with black lines (data source: 

U.S. Geological Survey and New Mexico Bureau of Mines and Mineral Resources, 

Quaternary fault and fold database for the United States, accessed August 1, 2019, at: 

https://www.usgs.gov/natural-hazards/earthquake-hazards/faults).  

3.2 Methods 

3.2.1 Conversion from DAS strain to ground acceleration 

Seismic hazard and site amplification studies usually focus on ground motions (i.e., 

displacement, velocity, and acceleration), while DAS measures the along-fiber strain field 

averaged over a finite gauge length. For a monochromatic plane wave, the relationship 

between acceleration 𝑢̈ and strain rate 𝜀̇ is given by: 

 𝑢̈ = 𝑐𝜀̇ =
𝜔
𝑘 𝜀,̇ 

(3.1) 

where 𝑐 is apparent phase velocity, 𝜔 is angular frequency, 𝑘 is wavenumber (e.g., Yu et al., 

2019). To apply conventional methods for site amplification estimation and compare with 

previous results, we need to convert our measured strain to acceleration, by differentiation to 

strain rate and correcting for the waves' apparent phase velocity, which varies for different 

seismic phases ranging from fast body waves to slow surface and scattered waves. The 

conversion from strain rate to acceleration can be accomplished through spatial integration 

with one co-located seismometer (Wang et al., 2018), f-k rescaling (Lindsey et al., 2020), or 

slowness determination based on slant stacking (Lior et al., 2021). Due to the lack of a co-

located seismometer and the strong locally scattered waves in the Ridgecrest, none of these 

methods work well. In this work we use the Cartesian coronae framework of the Fast Discrete 

Curvelet Transform (FDCT) to convert the strain rate to particle motions. Recently, the 

FDCT was successfully applied to denoise DAS records and shows some promise in other 

DAS preprocessing steps (Atterholt et al., 2021). As part of the FDCT, the f-k domain is 
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compartmentalized into tiles corresponding to different velocity ranges and scales. This 

compartmentalization is special because it uses a parabolic scaling relationship that yields 

more tiles at finer scales. The FDCT framework thus provides a convenient basis with which 

to remove or modify DAS data according to velocity and scale. Under this framework we 

can easily mute high velocity phases without interfering with other phases. We can also 

improve the stability of the strain rate to ground motion conversion by applying equation 

(3.1) using the median velocity of each tile instead of using different velocities for all pixels 

in the f-k domain. Here, this framework is particularly advantageous, because the parabolic 

scaling ensures that the median velocity approximation becomes more precise as resolution 

improves at finer scales. In this work, we perform the strain rate to ground motion conversion 

using a Cartesian coronae framework constructed using 8 scales with 16 tiles at the coarsest 

scale; the parabolic scaling relationship prescribes the rest of the tiling using just these two 

parameters.  For these conversions, we mute all tiles that abut the wavenumber axis, i.e., tiles 

with k~0. 

3.2.2 Separation of source, path and site effects 

The observed ground motion variability is a combination of source, path, and site effects. 

With multiple events recorded at all channels along the cable, we are able to use a generalized 

inversion to separate the site response from all the event-receiver pairs’ observations 

(Andrews, 1986). We use 71 M>3 events in a back azimuth range of 60-120° during 3 months 

after the Ridgecrest mainshock. We pick P and S waves based on the arrival times predicted 

by the SCSN catalog and the CVM-S4.26 model (Lee et al., 2014). S waves are more critical 

for ground motions and have higher SNR than P waves in our data (Li et al., 2021), so we 

focus on S wave amplification here. We cut the waveform to 2 sec before and 10 sec after 

the picked S wave arrival times and calculate power spectral density at equal intervals of 

0.03 in log frequency, and then smooth it with a running average for every 8 samples. 

Following Andrews (1986), the spectral amplitudes 𝑂!"(𝑓)  observed at frequency 𝑓 , 

recording channel 𝑗 for event 𝑖 can be written as: 
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 𝑂!"(𝑓) = 𝐸"(𝑓)𝑃!"(𝑓)𝑆!(𝑓), (3.2) 

where 𝐸, 𝑃, 𝑆  are earthquake source effect, path effect and site effect, respectively. The 

assumption here is that the S-wave heterogeneity is not super important except in the very 

shallow layers where we have site amplification. By taking the logarithm and simplifying the 

path effect as geometric attenuation for S waves, the source and site terms can be solved with 

a linear inversion. The detailed inversion method is described in Text S1. For the site effects, 

we also take moving averages over 30 channels to get rid of unrealistic spikes due to ground 

coupling issues. Due to the lack of frequency constraint and little variation with frequency, 

we only focus on the site amplification averaged in [0.5, 5] Hz, in which the S wave energy 

dominates and is critical for most low and mid-rise buildings. 

3.2.3 Ambient noise tomography 

In ambient noise tomography, we follow the conventional workflow that was developed over 

the last decade for crustal imaging for larger scale and longer period data (Bensen et al., 

2007). Preprocessing includes removing mean and linear trends, down-sampling to 50 Hz, 

band pass filtered to [0.1, 10] Hz. Then, a running-absolute-average temporal normalization 

and spectral whitening are applied to each 1-hour data segment. After cross-correlation and 

normalization in frequency domain, the cross-correlation functions were transformed back 

to time domain and stacked over three months. We use beamforming to search for the phase 

velocity that maximizes the stacked energy of the shifted waveforms for each narrow 

frequency band in 1-10 Hz. Given a virtual source, for each channel, we take a subarray of 

channels around it to measure the local phase velocity dispersion (Figure 3.2a). The subarray 

size is determined by the wavelength at each period. Since every channel can be treated as a 

virtual source, there are hundreds of virtual sources that can provide an average measurement 

with the standard deviation taken as uncertainty. Rayleigh-wave phase velocity is most 

sensitive to shear-wave velocity structure at a depth around one-third to one half of the 

wavelength (Forsyth et al., 1998; Haney & Tsai, 2015). Therefore, the phase velocity in this 

study is sensitive to the shear velocity in the top 200 meters assuming 600 m/s velocity at 1 

Hz. We use a level set tomography approach based on a geologically motivated model 
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parameterization (Muir et al., 2021; Muir & Tsai, 2020). The model is parameterized by a 

small number of interfaces defined by the level set method and Gaussian random fields inside 

each layer. This model parameterization has fewer effective parameters and allows spatial 

continuity, thus providing a simplified and more interpretable model. After testing different 

model parameters, we aim at a 3-layer model with 2 interfaces. The velocity in each layer is 

parameterized as 2D Gaussian random field. The Gaussian random field parameters of the 

three layers are given in Table 3.S1. After 10 times of realization with randomly generated 

prior models, we take the average inversion results as the final model and the standard 

deviation as the model uncertainty. 
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Figure 3.2: Near-surface imaging procedures. (a) A common shot gather with virtual source 

in the middle of the cable. (b) Phase velocity dispersion curves measured by beamforming 

with a section of channels in the red and blue rectangles in (a). The error bars are given by 

the standard deviation of the dispersion measured from all other channels as virtual sources 

(c) Phase velocity map along the cable. Each column is averaged from all the channels as 

virtual sources. 

3.3 Results and discussion 

3.3.1 Localized site amplification revealed by Ridgecrest aftershocks  

Although the entire DAS array is in the sedimentary basin of Indian Wells Valley and with 

little topographic slope, the recorded earthquake shaking shows strong and consistent lateral 
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variation (Figure 3.3a and Figure 3.S1). Conversion from strain rate to ground motion 

reduces the overall gradient in spectral amplitude along the cable by mitigating slow scattered 

surface waves, but the converted ground acceleration wavefield still shows an apparent 

amplification factor of 2 between the west and the east ends (Figure 3.3b). The systematic 

trend in the apparent amplification is not likely caused by the cable-ground coupling given 

the uniform installation along the entire cable. Furthermore, similar apparent amplifications 

are also observed at the two seismic stations close to the two ends of the Ridgecrest DAS 

array: CI.SRT (4 km away) and NP.5419 (500 m away) (Figure 3.1). The spectral 

acceleration of the two stations shows a similar amplitude difference (a factor of two), as in 

the DAS-converted acceleration after correcting the geometrical spreading effect (Figure 

3.3d and Figure 3.S2). We recognize that the absolute amplitudes of the DAS-converted 

acceleration are still systematically different from those from the seismometers (Figure 3.3d), 

which has also been reported on previous DAS experiments and attributed to the fiber-ground 

coupling and the cable properties (Jousset et al., 2018; Lindsey et al., 2020; Paitz et al., 2020). 

Here we focus on the relative amplitudes along the cable to estimate site effects, but 

calibration should be required for future work where absolute amplitude information is 

desired. The red line in Figure 3.4a shows the inverted site amplification profile, normalized 

to the channel with the lowest amplification factor. The site amplification generally increases 

from west to east and has a factor of three difference over only an 8-km distance. The 

strongest amplification peak appears in the east end while the lowest amplification is at 2-3 

km, with a secondary broad amplification peak between 0 and 2 km. 
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Figure 3.3: Comparison between strain rate and converted acceleration of an M3 

earthquake that occurred on UTC 17:09:22, July 21st, 2019. (a) DAS measured strain rates; 

(b) Average spectral strain rate in [0.5, 5] Hz of the waveform in (a); (c) Converted ground 

acceleration; (d) Average spectral acceleration in [0.5, 5] Hz of the waveform in (c). The 

average spectral acceleration of the two stations CI.SRT and NP.5419 are shown in the red 

triangle and the red square, respectively. The distances of the two stations are projected to 

their nearest DAS channels. The amplitudes of the two stations are shown in the y axis on 

the right due to different instrument scaling. Geometric spreading is compensated in (b) 

and (d). This amplification factor is commonly observed among many events. 

3.3.2 Subsurface imaging with traffic noise 

Our continuous DAS array also allows us to image the near-surface structure that may be the 

cause of the S wave amplification pattern observed above. While numerous aftershocks were 

recorded (Li et al., 2021), the continuous data are still dominated by urban noise from 

vehicles with weekly periodicity (Figure 3.S3), due to the proximity of the cable to Highway 

395. With cross-correlations stacked over three months, the Rayleigh wave fundamental 

mode can be clearly tracked, with the asymmetric bending of arrival times suggesting strong 

velocity variability (Figure 3.2a). With all channels as virtual sources, we are able to 

construct a phase velocity map at 1-10 Hz with uncertainties mostly below 40 m/s (Figure 

3.2b and 3.4c). The inverted shear velocity model shows strong lateral variation along the 8-
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km DAS profile (Figure 3.4b). A 60-meter thick top layer with shear velocity as low as 

270 m/s occupies the east end of the cable (6-8 km) and diminishes to less than 20 meters 

thick at the distance of 2-3 km, where a high-velocity anomaly also appears at 50-100 m 

depth. A secondary micro-basin is visible in the westernmost 1.5 km of the profile (Figure 

3.4b). Regional velocity models from traveltime tomography here have low resolution in the 

shallow crust (White et al., 2021). Without available borehole data, the Vs30 model based 

on local geology and terrain is largely smoothed and unable to disclose any variation along 

the 8-kilometer profile (McPhillips et al., 2020; Thompson et al., 2014, Figure 3.4a). Our 

near-surface velocity model has two orders of magnitude higher resolution (~200 m 

horizontal resolution in the top layer) and therefore is suitable for fine-scale ground motion 

estimation.  

 

Figure 3.4: Site amplification profile and near-surface shear velocity model. (a) The red 

line shows site amplification averaged in [0.5, 5] Hz and normalized to the channel at 3-

km distance with the lowest amplification, with the red shaded area showing uncertainty 

from bootstrapping. The blue line shows Vs30 computed from the velocity model in (b), 

with the blue shaded area showing the 2 times standard deviation from 10 realizations of 

inversion. The black arrows show some small-scale anti-correlation while the gray shaded 

area shows a region with poor anti-correlation between site amplification and Vs30; (b) 
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The three-layer shear velocity model from ambient noise imaging, with the two 

interfaces outlined in the white lines. The black box outlines a high-velocity anomaly 

corresponding to the gray shaded area in (a). (c) Log-log relationship between the Vs30 

and site amplification (blue crosses) with the best fitted k shown in the black line. The 

range of the GMM predicted site amplification variation in [0.5, 5] Hz is plotted in the gray 

shaded area (Bayless & Abrahamson, 2019). 

3.3.3 Fine-scale correlation between site amplification and velocity structure 

Most modern GMMs take Vs30 as the principal site parameter either directly or as the basis 

for site classification into categories (Douglas, 2014). The site amplification model with 

respect to Vs30 generally consists of a linear term as a function of Vs30 alone and nonlinear 

terms that account for soil effects. Because the shaking is generally weak for the aftershocks 

studied here, we focus on the linear term which is typically given as a power law with 

exponent 𝑘: 

 
log#$ 𝑆 = −𝑘log#$ 7

𝑉%30
𝑉%&'(

;, 
(3.3) 

where 𝑉%&'(  is the Vs30 at a reference site on rocks, 𝑘  is a coefficient estimated by 

regression, 𝑆 is the site amplification factor commonly assessed for peak ground acceleration 

(PGA) or response spectrum at different periods. Recent studies also start to use horizontal-

component Fourier amplitude spectrum instead of response spectra values to build the 

GMMs (Bayless & Abrahamson, 2019), which is easier to constrain with seismological 

methods. As shown in Figure 3.3a, our Vs30 measurements show a remarkable anti-

correlation with the earthquake site amplification, both at long wavelength over the 8-km 

profile and at sub-km scales (annotated by black arrows in Figure 3.4a). Fitting our site 

amplification and Vs30 results using equation (3.3) gives a good linear relation with a 

correlation coefficient of 0.81 (Figure 3.4c). Previous research indicates that the relationship 

between horizontal amplification factor and Vs30 may have a large scatter even in log space 

(e.g., Castellaro et al., 2008). Our site amplification and Vs30 results show that, while Vs30 

is not a perfect single-variable predictor of site amplification, it performs notably well on a 

small scale. However, the fitted 𝑘 = 2.4 is much larger than the typical values (0.2-0.8) in the 
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[0.5, 5] Hz band from the BA18 GMM (Bayless & Abrahamson, 2019, Figure 3.4c), which 

means stronger shaking variability than expected from the Vs30 profile. One important 

reason is that prior empirical equations are regressed from broader regions based on the 

ergodic assumption without any locally-specific corrections (Bradley, 2015). The systematic 

deviation from the regressed ergodic GMM suggests that non-ergodic correction terms are 

necessary to characterize local site amplification here in the Ridgecrest city. Our findings 

suggest that DAS provides an easy way to perform a local non-ergodic GMM calibration.  

DAS imaging can provide further information beyond the Vs30. Recently other empirical 

site parameters representing the shear velocity structure deeper than Vs30 have been 

integrated into GMMs, such as the depth to the 1 km/s velocity horizon (Z1.0) (Chiou & 

Youngs, 2014) or the depth to the 2.5 km/s horizon (Z2.5) (Campbell & Bozorgnia, 2014). 

Indeed, our results also indicate the site amplification correlated with structure deeper than 

30 m. At 2-3 km distance, the lowest site amplification is not correlated with the highest 

Vs30 (Figure 3.4a), but appears to be related to the high-velocity anomaly at 50-100 m depth 

(Figure 3.4b). We propose that with DAS's ability to recover more structure information than 

Vs30 without the need to wait for earthquakes, we can identify other quantities that can better 

characterize site effects and predict ground motion with physics-based approaches such as 

forward modeling. 

3.4 Conclusions 

With the Ridgecrest DAS data, we extract site amplification from earthquake aftershocks 

and perform near-surface imaging with traffic-generated seismic noise. Our results 

demonstrate that DAS-based noise tomography is capable of capturing subsurface structural 

heterogeneities that cause ground shaking variability at sub-kilometer scales. Such fine-scale 

seismic hazard microzonation can significantly improve urban seismic risk management. 

Although the physics linking the shallow structure and site amplification quantitatively 

requires further investigation, the observation we report here highlights the potential of DAS 

for high-resolution urban seismic hazard mapping as an efficient and inexpensive tool.  

Supplementary Material 
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Generalized inversion for site effect 

Following Andrews (1986), the spectral amplitudes 𝑂!"(𝑓)  observed at frequency 𝑓 , 

recording channel 𝑖 for event 𝑗 can be written as: 

 𝑂!"(𝑓) = 𝐸"(𝑓)𝑃!"(𝑓)𝑆!(𝑓), (3.S1) 

where 𝐸, 𝑃, 𝑆  are earthquake source effect, path effect and site effect, respectively. The 

assumption here is that the S-wave heterogeneity is not super important except in the very 

shallow layers where we have site amplification. By taking the logarithm and simplifying the 

path effect as geometric attenuation for S waves, we have: 

 log𝑂!" + log 𝑟!" = log𝐸" + log 𝑆! ,	 (3.S2) 

where 𝑟 is the epicentral distance. The equation above can be written in matrix form as 

𝑮𝒎 = 𝒅: 

⎣
⎢
⎢
⎢
⎢
⎢
⎡
1 0 … 0 1 0 … 0
1 0 … 0 0 1 … 0
… … … … … … … …
1 0 … 0 0 0 … 1
0 1 … 0 1 0 … 0
… … … . . . … … … …
0 0 … 1 0 0 … 1⎦

⎥
⎥
⎥
⎥
⎥
⎤

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎡
log 𝑆#
log 𝑆)
…

log 𝑆*
log 𝐸#
log 𝐸)
…

log𝐸+⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎤

=

⎣
⎢
⎢
⎢
⎢
⎢
⎡
log𝑂## + log 𝑟##
log𝑂#) + log 𝑟#)

…
log𝑂#+ + log 𝑟#+
log𝑂)# + log 𝑟)#

…
log𝑂*+ + log 𝑟*+⎦

⎥
⎥
⎥
⎥
⎥
⎤

 

where 𝑁 is the number of earthquakes; 𝑀 is the number of stations; 𝒎 is a vector with 𝑀 +

𝑁 elements, consisting of log 𝐸" and log 𝑆!; 𝒅 is a vector with 𝑀 ∗ 𝑁  elements, consisting 

log𝑂!" + log 𝑟!" for all earthquake-station pairs. 𝑮  is a sparse matrix with either 0 or 1 

elements, each row of 𝑮 is corresponding to one earthquake-station pair. Since 𝑮 and 𝒅 are 

known, this equation for 𝒎 can be solved with 𝒎 = (𝑮,𝑮)-#𝑮,𝒅. 
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Table 3.S1: The Gaussian random field parameters of the subsurface velocity model. 

Variable (from top 
to bottom) 

Standard deviation Horizontal 
correlation length 

Vertical correlation 
length 

Layer 1 velocity 50 m/s 200 m 50 m 
Interface 1 depth 20 m 2 km  
Layer 2 velocity 10 m/s 800 m 50 m 
Interface 2 depth 20 m 4 km  
Layer 3 velocity 10 m/s 4 km 50m 

 

 

Figure 3.S1: Lateral variation of DAS recorded ground strain rate of Ridgecrest aftershocks 

(the yellow circles in Figure 3.1).  The spectral strain rate is averaged in [0.5, 5] Hz and for 

each event, the amplitude is spectral normalized to the median amplitude of all channels. 

The events are sorted by their back azimuths to the center of the array as shown in the right 

panel. The averaged strain rate over all events is shown in the bottom panel. 
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Figure 3.S2: The peak ground acceleration (PGA) ratio between station NP.5419 and 

CI.SRT after correction for hypocentral distance and back azimuth. (a) Map view of the 

seismometer stations (in the triangles), DAS array (in the black line) and the recorded M>3 

events (in the black stars); (b) Scatter plot of the PGA at the two stations, with the lines 

representing different amplitude ratios. 

 

Figure 3.S3: Daily noise pattern with weekly periodicity. (a) Noise cross-correlation between 

channel No.450 and No.300 over the three months. (b) Median of daily root mean square 

amplitude recorded at channel No. 200. The orange bars are corresponding to the weekends. 
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The low amplitude due to the Labor Day long weekend is marked in both panels. 
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 C h a p t e r  4  

FAULT ZONE IMAGING WITH DISTRIBUTED ACOUSTIC SENSING: 
SURFACE-TO-SURFACE WAVE SCATTERING 

Yang, Y., Zhan, Z., Shen, Z., & Atterholt, J. (2022). Fault Zone Imaging With Distributed 
Acoustic Sensing: Surface-To-Surface Wave Scattering. Journal of Geophysical Research: 
Solid Earth, 127(6), e2022JB024329. https://doi.org/10.1029/2022JB024329 

Abstract 

Fault zone complexities contain important information about factors controlling 

earthquake dynamic rupture. High-resolution fault zone imaging requires high-quality 

data from dense arrays and new seismic imaging techniques that can utilize large portions 

of recorded waveforms. Recently, the emerging Distributed Acoustic Sensing (DAS) 

technique has enabled near-surface imaging by utilizing existing telecommunication 

infrastructure and anthropogenic noise sources. With dense sensors at several meters’ 

spacing, the unaliased wavefield can provide unprecedented details for fault zones. In this 

work, we use a DAS array converted from a 10-km underground fiber-optic cable across 

Ridgecrest City, California. We report clear acausal and coda signals in ambient noise 

cross-correlations caused by surface-to-surface wave scattering. We use these scattering-

related waves to locate and characterize potential faults. The mapped fault locations are 

generally consistent with those in the USGS Quaternary Fault database of the United 

States but are more accurate than the extrapolated ones. We also use waveform modeling 

to infer that a 35-m wide, 90-m deep fault with 30% velocity reduction can best fit the 

observed scattered coda waves for one of the identified fault zones. These findings 

demonstrate the potential of DAS for passive imaging of fine-scale faults in an urban 

environment. 

4.1 Introduction 

Faults are characterized as damaged material that accommodate localized deformation of 

rocks (Ben-Zion, 2008). The deformation of fault zone rocks is associated with earthquake 
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generation and rupture process (Perrin et al., 2016; Thakur et al., 2020). The fault material 

with reduced seismic velocity and altered rheological properties can also amplify ground 

shaking and influence the migration of hydrocarbons and fluids (Caine et al., 1996; Spudich 

& Olsen, 2001). Thus, mapping the location and properties of faults is critical for 

understanding earthquake process and assessing seismic hazard. One common method of 

mapping faults is the observation of exhumed faults in the field (e.g., Collettini et al., 2009; 

Faulkner et al., 2003; Mitchell & Faulkner, 2009), which utilizes slices through the fault 

outcrops. Fault zone drilling projects can extend the examination of fault structure to greater 

depths and be used to monitor long-term changes in physical properties (e.g., Hickman et al., 

2004; Hung et al., 2009). These methods provide precise measurements at single points of 

observation but require considerable labor and resources. Seismological methods can help 

develop a more complete picture of subsurface fault characteristics. Earthquake locations 

and focal mechanisms shed light on fault locations and structural complexities (Ross et al., 

2017; Wang & Zhan, 2020). Seismic tomography can produce images of seismic velocity 

and attenuation near a fault zone (e.g., Allam et al., 2014; Liu et al., 2021; Y. Wang et al., 

2019). Fault zone trapped waves recorded by the sensors within the fault zones can be used 

to model fault zone geometries and properties in detail (e.g., Lewis et al., 2007; Li et al., 

2004; Li & Malin, 2008).  

The methods above give detailed information on large faults that are visible at the surface or 

faults with abundant seismicity. Small, buried faults that are not readily visible in the terrain 

and have little cataloged seismicity may be difficult to discern, yet can contribute to the 

hidden hazards in urban settings. With the deployment of dense arrays, improved spatial 

coherence at high frequencies allows noise-based tomography to capture finer details of the 

subsurface (AlTheyab et al., 2016; Castellanos & Clayton, 2021). Distributed acoustic 

sensing (DAS) enables repurposing pre-existing telecommunication fiber-optic cables into 

permanent, cost-effective, dense arrays of strainmeters in urban areas (Lindsey & Martin, 

2021; Zhan, 2019). Its working principle is to use optical interferometry on laser photons 

backscattered from the fiber's intrinsic imperfections to measure strain or strain rate along 

the fiber. With several meters’ channel spacing, DAS can record unaliased high-frequency 
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wavefields and capture the waves that attenuate too rapidly to be detected by conventional 

networks. In practice, DAS-recorded ambient noise wavefields have been used successfully 

for near-surface imaging and fault zone identification (e.g., Cheng et al., 2021; Yang et al., 

2021). 

In this study we use a DAS array rapidly deployed after the 2019 Ridgecrest M7.1 earthquake 

(Li et al., 2021). The Ridgecrest earthquake ruptured the Little Lake and the Airport Lake 

fault zones, and produced numerous aftershocks (Ross et al., 2019). The Little Lake fault 

zone (LLFZ) is part of the Eastern California shear zone, which is composed of a network of 

dextral, normal, and dextral-oblique faults (Amos et al., 2013). The DAS array at Ridgecrest 

City was converted from a underground dark fiber in the city of Ridgecrest, which crossed 

the southern end of the LLFZ (Figure 4.1). The three mapped fault traces across the DAS 

array, unlike the northern part of the LLFZ, are not well constrained by the current USGS 

fault maps and are only inferred with large uncertainty (Figure 4.1). While the primary goal 

of this DAS array was to study the aftershocks (Li et al., 2021), the unprecedented spatial 

resolution also offers an opportunity to improve our knowledge of the fault locations and 

properties. 

In this work, we first report evident spurious arrivals (acausal signals that may appear in 

noise cross-correlation but do not exist in true Green’s function) and coda waves in noise 

cross-correlations related to surface wave scattering. We then use waveform modeling to 

confirm that the cause of the scattering waves can be faults. With the travel times of the 

spurious arrivals, we map the fault locations and compare them with current fault maps in 

this region. With the amplitudes of the coda waves, we constrain the geometry and property 

of one of the identified faults.  
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Figure 4.1: Study region and noise cross-correlation example. (a) Map view of the 

Ridgecrest DAS array. The ground trace of the Ridgecrest DAS array is shown in blue. The 

M7.1 mainshock and the M6.4 foreshock are marked with the red stars. The fault zones are 

marked with black lines (Jennings, 1975). The surface rupture of 2019 Ridgecrest M7.1 

earthquake is marked in red lines (Brandenberg et al., 2019); (b) A zoomed-in view of the 

DAS array and the Little Lake fault zone across the array; (c) Example wavefield of 

ambient noise cross-correlation. The channel at 6-km distance is used as a virtual source. 

In addition to the direct Rayleigh waves, we observe scattered surface coda waves and 

spurious arrivals appeared as acausal signals. 

4.2 Surface wave scattering  

4.2.1 Observation in noise cross-correlations 

We repurpose a 10-km telecommunications cable across Ridgecrest City to a DAS array of 

1250 channels with 8-meter spacing. In this work we focus on the segment along the W 

Inyokern Road which is roughly an 8-km linear array. We use continuous data from July to 
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October 2019 to compute ambient noise cross-correlation. The processing generally 

follows Bensen et al., (2007), but is modified for higher frequencies. For example, the data 

are band-pass filtered in [0.1, 10] Hz, and the temporal normalization and spectral whitening 

are applied to each 1-hour data segment. The detailed noise cross-correlation processing 

steps have been described in Yang et al., (2021). 

An example wavefield of cross-correlations using a channel at 6 km distance as the virtual 

source to all the channels is shown in Figure 4.1c. In addition to the direct surface waves, we 

can also observe secondary signals exhibiting either acausal energy (arriving at correlation 

times earlier than the direct wave) or coda energy (arriving at correlation times later than the 

direct wave). The acausal and coda energy always emerges from several fixed locations when 

we move the virtual source along the linear array.  

4.2.2 Interpretation with synthetics 

Secondary signals have been observed in noise cross-correlations and attributed to a 

persistent active source or passive scattering from material heterogeneities in the shallow 

crust (Chang et al., 2016; Ma et al., 2013; Nakata, 2016; Retailleau & Beroza, 2021; Zeng & 

Ni, 2010; Zhan et al., 2010). The cause of the secondary arrivals in our case of a linear DAS 

array can be simplified as a 1D scenario. Under this 1D scenario, both the seismic structure 

and the scatterer extend infinitely in the direction perpendicular to the array. We make this 

assumption for the following reasons: 1) The dominant contribution to the empirical Green's 

function comes from the constructive interference of waves generated by the stationary 

points along the receiver line (Snieder, 2004); 2) The primary noise source is the traffic noise 

with weekly periodicity (Yang et al., 2021); the colinear geometry of the DAS array and 

highway means that the vast majority of vehicle-generated surface waves are along the DAS 

array; 3) The directional sensitivity of DAS emphasizes longitudinal Rayleigh waves along 

the station pairs more than conventional seismometers (Martin et al., 2018). Based on these 

considerations, our observed scattering may lack the resolution of a 3D scatterer structure, 

however, we can still locate and characterize the average scatterer structure close to the DAS 

array.  
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The origins of the direct and secondary phases are illustrated in Figure 4.2. For the direct 

waves, the arrival times are the surface-wave travel times from one receiver to the other 

(Figure 4.2a, e). For the coda waves, the later arrival times are caused by the cross-correlation 

between waves traveling from the noise source to one receiver and waves traveling from the 

noise source to the other receiver but reflected by a passive scatterer. The coda waves’ arrival 

times are the summation of the travel times from the scatterer to both receivers (Figure 4.2b, 

e). Both direct and coda waves are part of the true Green’s functions and their travel times 

are symmetrical on the positive and negative lag times. It is more appropriate to refer to 

acausal energy as ‘spurious arrivals’, as it is not part of the true Green's functions between 

the receivers. For the 1D scenario here, the spurious arrivals appear when there exists a 

persistent noise source or a passive scatterer between the receivers ( Figure 4.2c, d; Ma et al., 

2013; Nakata, 2016). The earlier spurious arrival times in the cross-correlations are the 

difference between the travel times of the waves from the active source/scatterer to the two 

receivers (Figure 4.2c, d, e), and are not symmetrical between the positive and negative sides. 

Note that the intersection of the scattering waves (including spurious arrivals and coda 

waves) and the direct waves is the location of the active source/passive scatterer. The direct 

and scattering waves arrive at the same time because the virtual receiver is overlapping with 

the active source/passive scatterer. Both active sources and passive scatterers can generate 

spurious arrivals, whereas coda waves can be ascribed only to passive scatterers. Given the 

clearly observed coda waves in our noise cross-correlations, we believe that scattering from 

passive scatterers must be the primary cause, if not the only one. Additionally, the aftershocks 

recorded by the DAS array also display clear body-to-surface converted waves, further 

confirming the presence of passive scatterers (Atterholt et al., 2022). 

We find the location of the scatterers generally coincide with the fault traces across the array, 

for example, the faults in the middle and the east in Figure 4.1b are close to the interception 

of direct and scattered waves in Figure 4.1c. To verify that the presence of a fault can result 

in the observed scattering-related phases, we simulate noise cross-correlations using a fully 

elastic GPU-based two-dimensional finite difference code (Li et al., 2014). Our background 

velocity model is based on a recent tomography study along this DAS array (Yang et al., 
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2021) and superimposed by a 20-m wide, 40-m deep, rectangular fault with 40% velocity 

reduction at the distance of 4 km. We place two in-plane noise sources 40 km away from 

each end of the array. Receivers have the same layout as the DAS array. The simulated 

wavefield is accurate up to 10 Hz with the grid spacing of 4 m and the time increment of 0. 

8 ms. We then cross-correlate the synthetic seismogram recorded at the receiver at 1.6 km 

with the synthetic seismograms from all the other receivers. Both spurious arrivals and coda 

waves are visible in the synthetic noise cross-correlation (Figure 4.2e), confirming that the 

observed scattering waves can be caused by faults.  

 

Figure 4.2: Explanation for the cause of the observed scattering waves. (a)-(d) Schematic 

cartoon showing the generation of the direct waves, coda, and spurious arrivals appeared 

as acausal signals in the cross-correlation. (e) Synthetic noise cross-correlation using 

waveform modeling. The noise source is put 40 km away from the array and the fault is at 

4 km distance. The virtual source is at 1.6 km distance. The blue, red, and black lines 
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represent the phases caused by the situations in blue, red, and black lines in Figure 4. 

2(a)-(d), respectively. 

4.3 Locate the faults with the spurious arrivals 

4.3.1 Group velocity inversion for travel-time prediction 

Previous regional studies of passive noise scatterers focus on longer periods and usually 

assume a homogeneous background velocity model to locate the scatterers (Ma et al., 2013; 

Zeng & Ni, 2010). The lateral variation of the shallow subsurface structure in our case, on 

the other hand, could have a substantial effect on the mapping resolution. Yang et al., 

(2021) showed that the shear velocity in the top 30 meters along the Ridgecrest DAS profile 

has a lateral variation up to ~30% over only 8-km distance. This is illustrated well by the 

bending in the arrival times of the direct wave group as shown in Figure 4.1c. Therefore, 

we invert for the group velocity model along the profile. For each channel pair, we apply 

frequency-time analysis on the envelop of the cross-correlations and get the group velocity 

dispersion in the period [0.1, 1] s (or the frequency band [1, 10] Hz) averaged over the 

distance between the channel pair. The approximately one thousand channels provide half 

million channel pairs for a dense coverage of the profile. We invert for the group velocity 

dispersion at the 8-m spacing grids along the profile using linear inversion with second-

order Tikhonov regularization. The group velocity model shows a slow section in the east 

end of the profile (Figure 4.3a), which is consistent with the microbasin imaged in the shear 

wave velocity model using phase velocity (Yang et al., 2021).  

Given the group velocity model and assuming all surface waves’ ray paths are in-plane, we 

can predict the frequency-dependent (1-10 Hz) arrival times of direct, spurious, and coda 

waves for any trial scatterer location. For a channel as virtual source at distance 𝒙𝐬𝐫𝐜, and 
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a receiver channel at distance 𝒙𝐫𝐞𝐜, the arrival times of the direct waves at frequency 𝒇 

will be 

 
𝒕𝐝𝐢𝐫𝐞𝐜𝐭(𝒇) = ±R

𝟏
𝒗(𝒙, 𝒇)𝒅𝒙

𝒙𝐫𝐞𝐜

𝒙𝐬𝐫𝐜
, 

(4.1) 

where 𝒗(𝒙, 𝒇)  denotes the group velocity at the distance 𝒙  and the frequency 𝒇 , 

respectively. As described in Section 2, if a fault located at distance 𝒙𝐬𝐜𝐚𝐭 can scatter the 

seismic waves from the ambient noise, we will observe spurious arrivals or coda waves. If 

the fault is between the source and receiver channels, there will be spurious arrivals arriving 

at 

 
𝒕𝐬𝐩𝐮𝐫𝐢𝐨𝐮𝐬(𝒇) = UR

𝟏
𝒗(𝒙, 𝒇) 𝒅𝒙

𝒙𝐫𝐞𝐜

𝒙𝐬𝐜𝐚𝐭
U − UR

𝟏
𝒗(𝒙, 𝒇) 𝒅𝒙

𝒙𝐬𝐜𝐚𝐭

𝒙𝐬𝐫𝐜
U. 

(4.2) 

If the fault is located on the same side as the source and receiver channels, there will be 

coda waves arriving at  

 
𝒕𝐜𝐨𝐝𝐚(𝒇) = ±7UR

𝟏
𝒗(𝒙, 𝒇) 𝒅𝒙

𝒙𝐫𝐞𝐜

𝒙𝐬𝐜𝐚𝐭
U + UR

𝟏
𝒗(𝒙, 𝒇)𝒅𝒙

𝒙𝐬𝐜𝐚𝐭

𝒙𝐬𝐫𝐜
U;. 

(4.3) 

In this section we will only use the spurious arrivals for fault localization as they are 

typically stronger than the coda waves and hence more suitable for stacking. An example 

of predicted travel times is shown in Figure 4.3b. We calculate the arrival times for direct 

waves and spurious arrivals at 4 Hz, assuming a fault at 4 km. We can see the spurious 
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arrival times are well predicted, as is the bending feature of the direct waves at the 7-8 

km distance. 

 

Figure 4.3: Group velocity model and an example of predicted travel times. (a) Group 

velocity dispersion along the DAS array in the period of [0.1, 1] s inverted from direct 

surface wave arrival times; (b) Cross-correlation with the virtual source at 6 km, filtered in 

a narrow frequency band around 4 Hz. The purple and red lines mark the 2-sec time 

windows around arrival times of direct waves and spurious arrivals, respectively. The 
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arrival times are calculated by the group velocity model in (a) assuming a scatterer at 4.3 

km. 

4.3.2 Fault mapping results 

We perform a grid search for the scatterer with an 8-m grid spacing. For each trial scatterer 

location, we calculate the arrival times of the spurious arrivals using equation (4.2). We 

stack the envelope amplitudes of the cross-correlation over a four-period time window 

centered on the predicted arrival times and get the maximum stacked amplitude. The 

stacking is done for narrow frequency bands between 1 Hz and 10 Hz, using frequency-

dependent group velocities. All channels can be considered as virtual sources while only 

the receivers within 1 km distance from the assumed scatterer are used for stacking. We 

take the median of the maximum stacked amplitude from all virtual sources and create a 

‘scattering amplitude’ profile as shown in a. We detect multiple stripes with high scattering 

amplitudes in the grid search result, for example, at 1 km, 4.3 km, and 7.3 km. To be more 

quantitative, we find the local maxima of the scattering amplitudes as indicative of the 

presence of fault scatterers. We calculate the peak prominence (how much a peak deviates 

from the surrounding baseline of the signal) for the scattering amplitudes at each frequency. 

If the peak prominence exceeds a certain threshold, we consider the peak to be a fault 

candidate.  

From the scattering amplitude profile, we can identify several scattering peaks marked with 

‘A’, ‘B’, ‘C’, ‘D’, and the most obvious one throughout all frequencies marked with ‘X’ 

(Figure 4.4b). Notable is the closeness of the discovered faults A-D to the USGS-mapped 

Quaternary faults a-d (Figure 4.4c, Jennings, 1975). In particular, the two closely spaced 

fault branches ‘c’, and ‘d’ in the east that are classified as ‘well constrained’ are closely 

located with the two peaks ‘C’ and ‘D’ (Figure 4.4b) in our data, with different frequency 

dependences. The fault in the west (‘a’ in Figure 4.4c) classified as ‘moderately 

constrained’ seems associated with the peak marked with ‘A’ in Figure 4.4b. For the middle 

zone where the location is inferred rather than directly observed as stated in the USGS 

database, we identified two scattering peaks (‘B’ and ‘X’ in Figure 4.4b), one at closer 
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location with fault ‘b’ (Figure 4.4c) and the other one about 1 km to the east. In the 

earthquake body-to-surface wave scattering, the located fault here is also offset to the east, 

consistent with the more obvious scattering peak ‘X’ in our mapping (Atterholt et al., 

2022). Based on the observation and comparison, we believe that the scatterers are indeed 

related with faults even though their precise positions deviate when there is a lack of 

constraint in the USGS database. 

Figure 4.4: Fault mapping results using spurious arrivals. (a) Grid search results for the 

scatterer location using the stacked amplitudes along the predicted spurious arrival times; 
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(b) Peak prominence of the scattering amplitudes in (a), which is calculated individually 

for each frequency; (c) The DAS array with the USGS mapped fault traces. The legend is 

the same as that seen in Figure 4.1b. The fault traces are closely aligned with some of the 

detected scatterers in (b). 

4.4 Resolving fault zone property with coda waves 

With fault locations being accurately mapped, we aim to further investigate the fault zone 

properties. However, the strength of the stacked spurious arrival amplitudes in Section 3 does 

not necessarily represent fault zone properties. As shown in Figure 4.2d, spurious arrivals 

can be caused not only by far-field noise sources within stationary zones, but also by noise 

sources between receiver pairs. In the case of the Ridgecrest DAS array, which is located 

alongside a highway with traffic as the dominant source of noise, the variation of amplitude 

among the scatterers might be due to noise source attributes rather than the scatterer strength. 

Therefore, the spurious arrivals’ amplitudes are affected largely by their noise sources and 

are difficult to quantify because they don’t share the same noise source as the direct waves 

(Figure 4.2d; see section 5.1 for more detailed discussion). In contrast, the coda waves are 

part of the true Green’s function between the two sensors and share the same contributions 

from noise sources within the stationary zones as the direct waves. In this section, we develop 

a framework to use the coda waves in noise interferometry to resolve fault zone 

characteristics. 

4.4.1 Reflection/transmission coefficient ratio 

Given a virtual source, the direct wave amplitude in the cross-correlation of the channel on 

the opposite side of the fault from the source channel can be written as 

 𝐴:;<=>?(𝑓) = 𝐴@@A<B>(𝑓)𝐴C<>(𝑓)𝐴AD?E(𝑥, 𝑓)𝑇(𝑓), (4.4) 

where 𝑓  is the frequency, 𝐴@@A<B>  is the amplitude response due to cross-correlation 

processing, 𝐴C<> is the source effect on the amplitude, 𝐴AD?E is the path attenuation effect, 𝑥 

is the location of the receiver channel, and 𝑇 is the transmission coefficient related to the 
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fault properties. Similarly, the coda wave amplitude in the cross-correlation of the channel 

on the same side as the fault from the source channel can be expressed as 

 𝐴>B:D(𝑓) = 𝐴@@A<B>(𝑓)𝐴C<>(𝑓)𝐴AD?EF (𝑥, 𝑓)𝑅(𝑓), (4.5) 

where 𝑅 is the reflection coefficient related to the fault properties. Although it has long been 

debated whether the absolute amplitude in cross-correlations is usable, taking the amplitude 

ratio can cancel out the 𝐴@@A<B>  term caused by the common processing in the cross-

correlation calculation. In addition, if we carefully select two receiver channels that are 

symmetrical and close enough to the located fault, the path-related attenuation term 𝐴AD?E 

and  𝐴AD?EF  should be almost identical. The ray paths of the direct and coda waves are shown 

in Figure 4.5a. Now, if we divide coda wave amplitudes by direct wave amplitudes recorded 

on two symmetrical channels, we have 

 𝐴>B:D(𝑓)
𝐴:;<=>?(𝑓)

=
𝑅(𝑓)
𝑇(𝑓). 

(4.6) 

The concept is that G'()*(()
G)+,-'.(()

 represents the fault properties and should be independent of 

source or receiver location. In this equation, we don’t take fault zone attenuation and site 

effect into consideration, because these effects are negligible in our case of a small, shallow 

fault without strong material contrast on its two sides. However, for future applications on 

major fault zones, these factors should be calculated using the velocity model and 

incorporated in the equation. 

4.4.2 R/T dispersion measurements and modeling results 

We take the identified fault ‘X’ at around 4 km (Figure 4.4) as an example to resolve its 

property with the reflection/transmission coefficient ratio method. Given the locations of 

virtual source, receivers, and faults, we can predict the travel times of direct and coda waves 

using equations (4.1) and (4.3). We cut a window with a frequency-dependent length around 

the predicted travel times and measure the peak envelop amplitude. Then the 

reflection/transmission coefficient R/T is determined with equation (4.6). As shown in Figure 
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4.5, we select a virtual source and filter the cross-correlations in narrow frequency bands. 

For each pair of channels with the same distance to the fault, we can get the associated R/T 

ratio. We avoid the channels closest to the fault because coda waves overlap with direct 

waves. When we shift the channel pair further away from the fault, the measured R/T remains 

steady (Figure 4.5c, e). We can also shift virtual sources and repeat the process. The 

measurements confirm our statement in Section 4.1 that R/T is independent of source 

location and receiver-to-fault distance. We can see a distinct increase of R/T from 0.12 at 2.5 

Hz to 0.16 at 4.5 Hz, indicating clear frequency dependency (Figure 4.5b-e). Using all 

available virtual sources and symmetrical channel pairs within 1.2 km from the fault, we can 

construct the R/T dispersion curve with uncertainty Figure 4.6d). The dispersion curve is 

between 1.5 and 6 Hz because coda waves are difficult to observe outside of this frequency 

range. 

To better understand what the observed R/T dispersion means for fault properties, we 

simulate the R/T dispersion curves for different fault models using waveform modeling. 

Many fault parameters, such as fault zone width, depth extent, dipping angle, velocity, 

attenuation, and country-rock velocities, can influence seismic observations (Lewis & Ben-

Zion, 2010; Li et al., 2004; Thurber, 2003). With only the R/T dispersion curve, there will 

certainly be large trade-offs among the many model parameters and it’s impossible to solve 

all of them properly. In this work, we intend to have a simple quantitative model that can 

explain the observed main features adequately well. Therefore, we simplify a fault zone as a 

rectangular shape with three most common parameters: fault zone width 𝑤, depth extent ℎ, 

and shear velocity reduction Δv (Figure 4.5a).  

We use a high-resolution shear velocity model along the DAS array as background velocity 

and embed the rectangular fault in the mapped locations (Yang et al., 2021). The P-wave and 

density models are calculated with empirical relations in the crust (Brocher, 2005). We 

perform a rough grid search for the three parameters. For each set of the parameters, we use 

the fully elastic two-dimensional finite difference code with a grid spacing of 4 m and a time 

increment of 0. 8 ms to ensure accurate simulations up to 10 Hz (Li et al., 2014). Since the 
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coda waves in cross-correlations correspond to the fault-reflected waves in the true 

Green’s function, we directly put the source at the virtual source location without calculating 

cross-correlations to expedite the grid search process. For the simulated wavefield, we apply 

the same procedure that we apply to the data to track the travel times of direct and reflected 

waves and then calculate the R/T dispersion using the peak envelop amplitudes. We use grid 

search on the set of parameters to do a least squares fitting between observed and synthetic 

R/T dispersion. Our grid search results show that the data is best fitted by a 35-m wide, 90-

m deep fault with 30% reduction in shear velocity (Figure 4.6). When we set each of the 

three parameters to the value of the best-fitted model and examine the two-dimensional grid 

search results, we find that the fault width and velocity reduction are both well resolved 

whereas the depth extent is the least resolved (Figure 4.6a~c). Theoretically, our frequency 

band may limit the depth resolution. The sensitivity kernel computed from the velocity model 

along the DAS array suggests the lowest frequency of 1.5 Hz is most sensitive to the top 100-

200 meters. The lower bound of frequency is limited by the noise source property and DAS 

array aperture. We anticipate that future DAS arrays with longer interrogation range will 

improve the sensitivity to greater depth. 

The resolved fault zone parameters hold important information for fault dynamics. We refer 

to the characterized low-velocity zone as the fault damage zone. According to field studies 

on outcrops over different regions, damage zone width can vary from tens of meters to 

kilometers and is thought to have a scaling law with fault displacement. Even though 

different regressed scaling relations including linear, logarithm and power laws can span over 

three orders of magnitude, the damage zone width generally have a positive correlation with 

fault displacement (Choi et al., 2016; Faulkner et al., 2011; Fossen & Hesthammer, 2000). 

Our resolved 35-meter wide damage zone could imply a medium-size fault with a fault 

displacement-damage zone width ratio close to 1 (Torabi & Berg, 2011). On the other hand, 

our estimated 30% shear wave reduction of the fault damage zone is surprisingly comparable 

to that of those major faults (20%~60%) studied by fault zone trapped waves (e.g., Lewis & 

Ben-Zion, 2010; Li et al., 2004). The velocity reduction together with damage zone width 

and depth can guide numerical modeling of earthquake dynamic ruptures and even long-term 
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earthquake behaviors such as the earthquake cycle duration and potential maximum 

magnitudes (Huang et al., 2014; Thakur et al., 2020; Weng et al., 2016). 

 

Figure 4.5: The illustration of reflection/transmission coefficient ratio and the observed 

frequency dependency. (a) A two-dimensional background shear velocity model with a 

simplified rectangular fault in the center. The red triangle represents the channel as virtual 

source. The blue triangles represent two symmetrical receiver channels regarding the fault. 

R: reflected wave amplitude, which can be measured by the coda wave amplitude; T: 

transmitted wave amplitude, which can be measured by the direct wave amplitude; 𝛥𝑣: 

velocity reduction; w: fault width; h: fault depth; (b) 2.5 Hz cross-correlation record 

section, the waveforms of the two symmetrical channels are plotted in white lines, with the 

red portion of the waveform used to measure R and T. (c) R/T measurements at symmetric 

channel pairs at different distances from the fault. The uncertainty is determined by using 
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100 different virtual sources; (d) (e) are similar to (b) (c) respectively but for the 

frequency of 4.5 Hz.   

 

Figure 4.6: Grid search results of fitting the observed R/T data using waveform modeling. 

(a)(b)(c) are two-dimensional slices showing the misfit variation with fixed velocity 

reduction, fault width, and fault depth, respectively. The parameters are fixed at the value 

of the best-fitted model. (d) The R/T dispersion curve measured by the observed data 

(black) and the synthetic data using the best-fitted model (blue). The data uncertainty in 

the red shaded area is calculated by the two times the standard deviation of the 

measurements from all available virtual sources and symmetrical channel pairs. 

4.5 Discussion  

4.5.1 Understanding the amplitude of spurious arrivals  
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For a passive scatterer, both spurious arrivals and coda waves are generated by the 

scattered seismic waves, which is expected to have less coherence and thus weaker 

amplitudes in the cross-correlations compared to the direct waves. In our observation, all the 

coda waves have less than 20% amplitude of the direct waves. Some spurious arrivals are 

stronger than coda waves but remain weaker than direct waves, e.g., at 5.3 km and 7 km 

(Figure 4.3b). Some spurious arrivals have exceptionally high amplitudes that are 

comparable to, if not higher than, the amplitudes of direct wave, e.g., at 4.3 km (Figure 4.1c, 

Figure 4.3b). It was also observed in recent studies of the Wasatch fault in Salt Lake City, 

Utah, and the Tanlu fault zone in Eastern China that spurious arrivals arising exactly at the 

fault have amplitudes comparable to direct waves (Gkogkas et al., 2021; Gu et al., 2021). 

Here we show that the high amplitudes of spurious arrivals do not necessarily indicate a 

particularly strong fault or the presence of active source at the located fault. Instead, the cause 

could be near-field noise sources. As shown in Figure 4.2d, noise sources between the cross-

correlated channel pairs can contribute to spurious arrivals but not to direct waves. This is 

most certainly the case in our instance because the primary noise source is traffic everywhere 

along the cable. The less attenuation of the seismic energy from near-field sources may add 

to the high coherence and subsequent strong spurious arrivals in the cross-correlations. We 

perform a synthetic test using the two-dimensional finite difference simulation. For this 

conceptual test, we use a one-dimensional velocity model averaged from the tomography 

model along this DAS array and add a rectangular fault. The fault parameters are the same 

as the one used in Section 2.2. We put 20 far-field sources 40 km away from each end of the 

array and 15 near-field sources evenly distributed from 2 km to 5 km distance (Figure 4.7a). 

The synthetic seismogram is then cross correlated between the receiver at 6.2 km and all 

other receivers. The simulated cross-correlation wavefield confirms that the within-array 

noise sources can produce spurious arrivals stronger than direct waves, even though no noise 

source is placed right at the fault (Figure 4.7b). This explains why we must use the weaker 

coda waves to characterize the fault zone structures, rather than the spurious arrivals. 
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Figure 4.7: Synthetic noise cross-correlation using waveform modeling. (a) The velocity 

model used in simulation. Red stars denote the noise sources. In addition to the far-field 

noise sources in the stationary points, we put several noise sources inside the array. Blue 

triangles show the two channels, between which the cross-correlation is plotted as the white 

waveform in (b). The orange rectangle represents the fault. (b) The cross-correlation 

wavefield. The blue triangle on the right in (a) is the virtual source. 

4.5.2 Implications for fault imaging at shallow depth 

Shallow structures in the top hundreds of meters in general have low seismic velocities, high 

attenuation, high Vp/Vs ratios, and heterogeneities across very small distances that are 

challenging to study (e.g., Liu et al., 2015; Qin et al., 2020). Noise interferometry with high-

resolution, high-frequency seismic experiments can help enhance our visions on the shallow 

structure and associated seismic hazards (Castellanos & Clayton, 2021; Yang et al., 2021). 

Shallow fault complexities such as the splayed features and localized fault-related shallow 

sources can further contribute to seismic hazards (e.g., Gradon et al., 2021; Huang & Liu, 
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2017). Our study using high-frequency surface wave scattering in DAS noise 

interferometry can capture the faulting structure at the top 100 m and discern different faults 

at sub-kilometer scales (Figure 4.4). We also show the accuracy of the mapped fault locations 

by comparing to the USGS Quaternary fault map and the results from earthquake body-to-

surface wave scattering. We then use coda wave amplitudes to give the best-fitting model of 

the identified shallow fault. The resulted fault geometry is close to that characterized by 

earthquake body-to-surface wave scattering, which is a good verification of this method 

(Atterholt et al., 2022). The two methods using scattering from different types of waves have 

complementary sensitivity kernels. For example, body-to-surface wave scattering can 

discern fault depth of burial at very shallow depth by using high-frequency waves while the 

reflection/transmission coefficient ratio in this work is particularly sensitive to fault zone 

velocity reduction. Although we do not know whether these located shallow faults are 

branches that are connected at depth, the mapped shallow locations indicate possible paths 

that the earthquake rupture can propagate to the surface.   

DAS is particularly useful for studying logistically difficult regions, including marine, 

volcanic, and glacial regions (Lindsey et al., 2019; Nishimura et al., 2021; Walter et al., 2020). 

This method of passive imaging with DAS can be beneficial for fault detection and imaging 

for the cases that surface evidence or seismicity catalog is not accessible.  

4.6 Conclusions 

In this work we apply noise interferometry on a 10-km DAS array with 8 meters’ spacing in 

Ridgecrest, California. The dense nature of DAS allows for the recovery of unprecedented 

wavefield details. We report clear surface wave scattering in noise cross-correlation 

functions including scattered coda waves and spurious arrivals that do not exist in true 

Green’s functions. We use waveform modeling to show that the observed scattered waves 

can be caused by faults with velocity reduction. We use travel times of the spurious arrivals 

to map the fault locations. We locate several strong fault scatterers that are generally 

consistent with the USGS fault map but with refined locations. We further use amplitudes of 

the coda waves to characterize the geometry and velocity reduction of the mapped faults. We 
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identify a 35-m wide, 90-m deep fault with 30% velocity reduction for one of the identified 

fault zones. Our results suggest a viable application of DAS for refining prior fault maps or 

imaging hidden faults at top 100 meters at high lateral resolution in urban areas. 
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 C h a p t e r  5  

FIBER-OPTIC SEISMIC SENSING OF VADOSE ZONE SOIL 
MOISTURE DYNAMICS 

Shen, Z.*, Yang, Y.*, Fu, X., Adams, K. H., Biondi, E., & Zhan, Z. (under revision). Fiber-
optic seismic sensing of vadose zone soil moisture dynamics. Nature Communications. 

Abstract 

Vadose zone soil moisture—water stored in the unsaturated region between the surface and 

the groundwater table—is often considered a pivotal intermediary water reservoir in semi-

arid regions. In face of climate variability, understanding its dynamics in response to changes 

in meteorologic forcing patterns is essential to enhance the resiliency of our ecological and 

agricultural system. However, the inability to observe high-resolution vadose zone soil 

moisture dynamics over large spatiotemporal scales hinders quantitative characterization. 

Here, utilizing pre-existing fiber-optic cables as seismic sensors, we demonstrate a fiber-

optic seismic sensing principle to robustly capture vadose zone soil moisture dynamics. Our 

observations in Ridgecrest, California reveal sub-seasonal precipitation replenishments and 

a prolonged drought in the vadose zone, consistent with a zero-dimensional hydrological 

model. Our results suggest a significant water loss of 0.25 m/year through evapotranspiration 

at our field side, validated by eddy-covariance based measurements in nearby region. Yet 

discrepancies between our observations and modeling in more detailed dynamics highlight 

the necessity for complementary in-situ observations for further validation. Given the 

escalated regional drought risk under climate change, our findings underscore the promise of 

fiber-optic seismic sensing as a large-scale and long-term observational tool to facilitate 

water resources management in semi-arid regions. 

5.1 Main text 

The vadose zone plays a vital role in sustaining natural ecosystems (Berdugo et al., 2020; 

Fan et al., 2017; Rietkerk et al., 2004; Scanlon et al., 2007), altering water and nutrient cycles 

(Jackson et al., 2005; Or & Lehmann, 2019; Zhou et al., 2019), and informing agricultural 
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water resource management (Nielsen et al., 2009; Reynolds et al., 2007). Acting as an 

intermediary between surface soil moisture and deep groundwater, it is thought to function 

as a backup reservoir of water in semiarid regions, which is crucial for strengthening the 

resilience of our ecological and agricultural systems (Evaristo et al., 2015; Padrón et al., 

2020; Rietkerk et al., 2004). To the first order, water stored in the vadose zone can be readily 

replenished by precipitation and lost to the atmosphere via evapotranspiration or deep 

drainage to recharge groundwater (Figure 5.1a). While this conceptual model has long been 

indoctrinated in hydrology, it is challenging to quantitatively monitor the long-term, large-

scale vadose zone soil moisture dynamics at depth. Modern microwave remote sensing 

missions, such as the SMAP (Soil Moisture Active Passive, Entekhabi et al., 2010) and 

SMOS (Soil Moisture and Ocean Salinity, Kerr et al., 2001), and GNSS (Global Navigation 

Satellite System) based techniques (Edokossi et al., 2020; Larson et al., 2010) provide good 

estimates of global soil moisture only down to ~5 centimeters at 10-40 km spatial resolution 

every few days and can further extend to the 1-m root zone using data assimilation (Babaeian 

et al., 2019). Satellite-based gravimetric measurements are sensitive to greater depths but 

rely on aforementioned microwave missions to disaggregate between surface soil moisture 

and deep groundwater (Rowlands et al., 2005). In-situ instruments such as lysimeters allow 

for direct measurements of the water content change in unsaturated soil, which are commonly 

used as a tool to calibrate satellite-derived soil moisture (Pütz et al., 2018). Yet these point-

wise measurements do not provide a large-scale view of vadose zone dynamics. Other hydro-

geophysical means, including time-domain reflectometer, ground penetrating radar, and 

electromagnetic system, can characterize detailed vadose zone soil structures (Behroozmand 

et al., 2019; Huisman et al., 2003; Klotzsche et al., 2018; Pellerin, 2002) but the operational 

cost of long-term monitoring is often prohibitive for extensive deployment (Babaeian et al., 

2019; Hermans et al., 2023). 

Recently, time-lapse seismology has shown great promise to characterize subsurface 

hydrological processes using the seismic velocity change (dv/v) as an indicator of water 

saturation (Campillo & Paul, 2003; Timothy Clements & Denolle, 2018; Mao et al., 2022). 

Water content in the subsurface perturbs seismic velocity, and thus can be inferred by 
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repeatedly measuring the arrival time variation of seismic surface waves propagating 

between two seismic stations on a regular basis. In addition, the dispersive nature of surface 

waves with long periods sampling greater depths enables a glimpse into the depth-

dependence of the subsurface water cycle. However, due to the sparsity of regional seismic 

networks in tens of kilometers spacing, time-lapse seismology typically has limited spatial 

resolution and uses long-period surface waves (i.e., 1-10 seconds) that are sensitive to 

groundwater rather than vadose zone soil moisture (Timothy Clements & Denolle, 2018; 

Mao et al., 2022). Therefore, resolving the water dynamics in the vadose zone is a task better 

suited for a denser continuous seismic network. 

Distributed acoustic sensing (DAS) offers an affordable and scalable solution for long-term 

monitoring through ultra-dense seismic arrays (Zhan, 2020). By converting Rayleigh-

backscattered laser signals due to intrinsic fiber impurities to longitudinal strain or strain 

rates, DAS repurposes pre-existing telecommunication fiber-optic cables into thousands of 

seismic sensors over tens of kilometers. With meter-scale channel spacing, DAS 

continuously records high-frequency wavefields and boosts the spatiotemporal resolution of 

time-lapse seismology at shallow depths (Rodríguez Tribaldos & Ajo-Franklin, 2021). Here, 

we demonstrate that the vadose zone soil moisture can be fiber-optically sensed using a DAS 

array in Ridgecrest, California. 

Located to the north of Mojave Desert, the city of Ridgecrest is nestled in the Indian Wells 

valley basin (Figure 5.1b), which is a typical semi-arid region receiving an annual 

precipitation of ~0.05 m (Table 5.S1). Due to the severe droughts in the past few years, 

groundwater in this region has been critically overdrawn to meet the agricultural and 

municipal demand. While this historic drought is reflected in the declining water levels in 

regional aquifers and the drying surface moisture (McColl et al., 2017), its impact on water 

stored in the shallow subsurface remains unclear. On July 10, 2019, a pre-existing 

telecommunication fiber optic cable along U.S. Route 395 Business, a major road in 

Ridgecrest was transformed to a l0-km long DAS array with 1250 channels spacing 8 meters 

(Figure 5.1b). The Ridgecrest DAS array was initially deployed as a rapid response to the 
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2019 M7.1 Ridgecrest earthquake (Li et al., 2021) and has been continuously running for 

two and a half years (Jul. 2019-Mar. 2022) with a few small data gaps. 

 

Figure 5.1: Conceptual model for the vadose zone water dynamics and time-lapse seismology 

example on Ridgecrest DAS array. (a) Water stored in the vadose zone can be readily 

replenished by precipitation (P) and lost due to evapotranspiration (ET) to the atmosphere or 

deep drainage (D) to recharge deeper aquifers. (b) Map view of Ridgecrest DAS array. The 

purple line is the boundary of Indian wells valley. In the inserted panel, the green triangle 
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and circles denote nearby meteorological station and groundwater wells, respectively. The 

blue line and overlying red line represent the entire DAS cable and an 8-km DAS segment 

used in this study, respectively. (c) Record section of weekly stacked seismic waveforms at 

4.2 Hz from a virtual source (purple star) at a cable distance of 5.2 km. The blue waveform 

shows the seismogram received 60-channels away from the virtual source. (d) dv/v 

measurements (top panel) for the channel pair in (c). Bottom panel presents the temporal 

variation of direct surface waves. Vertical white strips are data gaps.  

The fine channel spacing of DAS enables the use of direct high-frequency surface waves for 

vadose zone monitoring. As an example, Figure 5.1c clearly shows 4.2-Hz Rayleigh waves 

propagating along the array for ~2 km, derived with one week of ambient noise data (see 

Methods for details). For a channel pair separated by 480 m, repeated retrieval of surface 

waves weekly presents distinct signals of high signal-to-noise ratios with temporal variations 

of direct arrivals (Figure 5.1d). Taking the 2.5-year averaged waveform as a reference, we 

calculate the relative seismic velocity change (dv/v) with time as the opposite of the relative 

time shift of surface wave arrivals. The resulting dv/v curve shows a clear seasonality with 

lows in the winter and highs in the summer, along with an upward trend over the 2.5 years 

of observational period (Figure 5.1d). Specifically, the annual highs of dv/v elevated from 

0.4% in 2019 to 0.6% in 2021 and further to 0.8% in 2022 (Figure 5.1d).  



 

 

72 

 

Figure 5.2: Subsurface dv/v spatiotemporal evolution. (a) Shear wave tomography beneath 

the Ridgecrest DAS array (Yang, Atterholt, et al., 2022). The white line delineates the 

shallow sedimentary layer. (b) 4.2 Hz dv/v results across the Ridgecrest DAS array. The 

white regions are either data gaps or low quality dv/v measurements. Note the correlation 

between lateral variations of sediment thickness and dv/v measurements. (c) Precipitation 

data from meteorological station. Note the correlation between precipitation in (c) and 

horizontal dv/v anomalies in (b).  

Repeating and integrating the measurements for all channel pairs, the 8-km-long DAS array 

reveals the spatiotemporal evolution of subsurface dv/v in unprecedented details (Figure 5.2; 

see Methods for details). We observe an evident spatial variation in dv/v amplitude with 

±1.5% at the east end gradually decaying westward to ±0.5% at 2-3 km, followed by a slight 

increase at 0-2 km (Figure 5.2b). This lateral spatial variation correlates well with the 

tapering of the shallow sediment thickness westward from 60 m to less than 20 m (Figure 
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5.2a). A similar correlation between larger dv/v and thicker sediment has been reported 

previously (Timothy Clements & Denolle, 2018; Mao et al., 2022) but is observed on a much 

finer scale here. Moreover, we observe temporal variations of dv/v across multiple time 

scales. First, rapid dv/v amplitude drops are observed throughout the DAS array in response 

to sub-seasonal meteorological forcing (e.g., rainfalls in April 2020; Figure 5.2c), leaving 

distinct horizontal footprints on the dv/v map (Figure 5.2b). Second, our 4.2 Hz dv/v 

measurements exhibit a strong seasonality and a long-term increasing trend along the cable 

(i.e., lighter red and deeper blue in Figure 5.2b). In fact, rather than just a single frequency 

band, the cable-wide-averaged dv/v curves present consistent multiscale temporal variations 

across a broad frequency band (2.5-7.1 Hz; Figure 5.3b), corresponding to a sensitivity depth 

extending down to 150 m (Figure 5.3a, Figure 5.S1). The dv/v amplitude monotonically 

increases with frequency, indicating a primary dv/v contribution from the top 20 m (Figure 

5.3a).  
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Figure 5.3: Subsurface dv/v analysis at varying frequencies. (a) Surface wave sensitivity 

kernels for different frequencies varying from 2.45 to 7.14 Hz. The black dashed line 

indicates the groundwater table, and the shaded area denotes the top 20 m. (b) Cable-wide-

averaged dv/v curves for varying frequencies. (c) Thermal dv/v fitted by the surface 

temperature curve in purple. (d) dv/v measurements (set to 0 on day 1 for visualization) after 

the thermoelastic correction. The blue line denotes precipitation. 

Among the observed dv/v variations over multiple time scales, the seasonal variation is the 

predominant one. Previous studies attribute seasonality in long-period seismic signals to 

groundwater level changes, but their reported dv/v amplitudes are one order of magnitude 

smaller than this study (Timothy Clements & Denolle, 2018; Mao et al., 2022). Such 

amplitude discrepancy arises from the choice of frequency band and inter-station distance. 

In fact, previous studies using high-frequency seismic waves yield the same order of 

magnitude variation in dv/v amplitudes (T. Clements & Denolle, 2023; Illien et al., 2021). 

Nonetheless, the groundwater table at our field site is approximately at depths of 75-90 m 

(Figure 5.S2), far below the observable depth (top 20 m) of our strongest signals, therefore 

ruling out groundwater fluctuation as the main cause to our observed dv/v seasonality. On 

the other hand, surface temperature follows a seasonal pattern (Figure 5.3c), and the 

associated thermoelastic effect can extend considerably deep (Ben-Zion & Leary, 1986; 

Berger, 1975; Tsai, 2011). Indeed, the surface temperature variation has been shown to 

correlate with the seasonality of dv/v amplitude comparable to our observations (T. Clements 

& Denolle, 2023; Richter et al., 2014), suggesting thermal fluctuation as the main cause for 

the observed seasonality here. We correct the thermoelastic component of dv/v by scaling 

and shifting the surface temperature curve to best fit seasonal dv/v variations (Figure 5.3c, 

see Methods for details). The estimated phase lags between temperature and our dv/v 

observations ranges from 10 to 60 days with longer delay time at greater depths, yielding a 

reasonable estimate of soil thermal diffusivity (T. Clements & Denolle, 2023; Tsai, 2011) 

(see Methods for details; Figure 5.S3).  
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With the thermoelastic component corrected, the remaining cable-wide-averaged dv/v 

curves preserve sub-seasonal variations aligned with meteorological forcing and a 

frequency-dependent long-term trend (Figure 5.3d). Specifically, we observe that intense 

rainfall sequences in January and April 2020 have led to dramatic dv/v drops of up to 1% 

within days, followed by a gradual recovery to elevated levels months later (Figure 5.3d). 

Qualitatively, this can be explained as a direct result of soil moisture changes in response to 

meteorological forcing.  As rainfalls recharge the vadose zone, increases in water saturation 

in soil perturb the elastic properties of porous soil (Brutsaert, 1964; Lo et al., 2005), and 

consequently reduce the seismic velocity (Roumelioti et al., 2020). In contrast, outside of the 

wet season, vadose zone dynamics are dominated by water loss through evapotranspiration, 

resulting in a reduction in soil moisture and a recovery of the seismic velocity (Illien et al., 

2021). The soil drying process is especially prominent during the historic drought beginning 

in the summer of 2020 (Williams et al., 2022), where we observe a sharp climb of dv/v 

(Figure 5.3d). Overall, the long-term dv/v increase is consistently observed across a broad 

frequency band with a more pronounced effect at higher frequencies, implying that shallow 

soil moisture dynamics is the dominant driver to the observed seismic signals (Figure 5.3a).  

To further quantify the soil moisture dynamics (i.e., time series of soil moisture budget) using 

dv/v observations, we resort to an existing rock physics model (Mindlin, 2021; Solazzi et al., 

2021) tailored for unconsolidated unsaturated porous soil medium (see Methods for details). 

The forward model calculates dv/v as a function of soil moisture profile and a given lithology 

model, which enables us to invert for water content changes in the top 20 m that can best fit 

dv/v measurements across all frequencies (see Methods for details; Figures 5.S4a and 5.S5). 

As the inversion requires an assumed lithology model, we examine two endmember lithology 

(Solazzi et al., 2021)—Esperance sand and Missouri clay—to establish upper and lower 

bounds for the inferred vadose zone water content changes. Despite amplitude differences, 

results from the two endmembers consistently mirror our observed dv/v patterns, capturing 

episodic replenishments from precipitation and a long-term trend of water loss from 2019 to 

2022 (Figure 5.4a).  
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Figure 5.4: Vadose zone soil moisture loss. (a) Modeled and inverted volumetric water 

content changes in the top 20 m at a cable distance of 7.2 km. The red shaded area is bounded 

by inversion results derived from two end-member lithology models, and the red curve 

represents the mean variation. The three green shaded areas highlight the major precipitation 

periods during our study period. (b) Lateral variation of total vadose zone soil moisture loss 

during the 2.5-year study period. The blue shaded region indicates the variability in total soil 

moisture loss, bounded by the two end-member lithology models, with the blue line 

representing the mean variation. The light-gray shaded gaps indicate cable sections lacking 

sufficient high-quality data for robust estimates.     
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For independent validation, we further use a zero-dimensional hydrological model forced 

with meteorological and SMAP data products to simulate subsurface volumetric water 

content changes at our field site (Reichle et al., 2019; Stahl & McColl, 2022) (Figure 5.1a; 

see Methods for details; Figure 5.S4b). Taking the eastern side of the DAS cable as an 

example, our modeled soil moisture changes closely track the dv/v inverted trend within the 

bounds of the two endmember cases and exhibit remarkable consistency with the mean curve 

(Figure 5.4a). This robust quantitative consistency between our observation and modeling 

demonstrates the efficacy of fiber-optic seismic sensing in capturing vadose zone soil 

moisture dynamics. Our result unveils a significant water loss rate of 0.25 m/yr through 

evapotranspiration, surpassing the annual precipitation in Ridgecrest (Table 5.S1). In fact, 

the inferred value is consistent with the eddy-covariance based measurement of 

evapotranspiration of 0.2 m/yr in the nearby southwestern Mojave Desert covered by similar 

vegetations (see Methods for details). Furthermore, leveraging our dv/v data across the entire 

cable, we invert the lateral variations in total soil moisture loss over the 2.5-year 

observational period (see Methods for details; Figure 5.4b). Despite variations in the assumed 

lithology models, the eastern end (i.e., 6-8 km) appears to experience a greater loss in vadose 

zone soil moisture compared to the western end (Figure 5.4b), suggesting a high sensitivity 

of evapotranspiration rate to localized environmental forcing. Achieving such high-

resolution spatial variations is challenging with satellite-based remote sensing techniques, 

but feasible with our fiber-optic seismic sensing. Extrapolating  the spatially averaged water 

content change in our field site to the entire Mojave Desert region, a first-order estimate 

yields an annual water loss of ~30 km3, comparable to the total capacity of Hoover Dam.  

Despite the overall agreement between our modeled and inverted water content changes, 

quantitative discrepancies still exist in finer details. Unlike the rapid replenishment from the 

two rainfall sequences in 2020, our inverted declining trend of soil moisture is not perturbed 

by the precipitation sequence in December 2021, differing from the hydrological model 

(Figure 5.4a). This discrepancy may arise from oversimplification of the hydrological model, 

which does not consider surface runoff. Moreover, the modeled soil moisture loss rate 

between April and October 2020 is slower than our observed rate (Figure 5.4a), likely due to 
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an underestimation of evapotranspiration in our hydrological model. To this extent, our 

dv/v observations could impose tight constraints to parameterized hydrological models at the 

regional scale.  

With the Ridgecrest DAS array, we demonstrate the viability of fiber-optic seismic sensing 

for high-resolution vadose zone soil moisture dynamics. For practical applications of fiber-

optic seismic sensing in various environments, the noise source distribution, poor cable 

coupling, and unclear subsurface lithology would lead to uncertainties in the fiber-optically 

estimated vadose zone water content changes. Combined with continued seismic sensing, 

future work involving direct in-situ measurements for different soil types and regional scale 

modeling will increase the robustness of the inverted vadose zone soil moisture dynamics. 

Given the escalated regional drought risk under climate change, our findings highlight the 

promise of fiber-optic seismic sensing as a large-scale, long-term, and cost-effective 

observational tool to enhance our climate resilience in semi-arid regions. 

5.2 Methods 

5.2.1 Time-lapse seismology 

5.2.1.1 Temporal resolution 

To compute ambient noise cross-correlations, we preprocess daily seismograms by 

removing mean and linear trend, bandpass filtering between 1-10 Hz, downsampling to 50 

Hz, time domain normalization and spectral whitening (Bensen et al., 2007). The 24-hour 

seismic data are then cut into 40-s segments for each channel. For any given channel pair, 

all the segments are cross-correlated, normalized, and stacked to present the daily cross-

correlation. The 2.5-year continuous raw data recorded by our Ridgecrest DAS array yields 

a total volume of 80 TB for ambient noise cross-correlations. We implement GPU-based 

parallel processing to effectively accelerate the massive computation. Once the daily cross-

correlations are computed, we smooth them over a seven-day moving window to reduce 

periodic traffic source effect. The causal and acausal branches of cross-correlations show 

great symmetry (Figure 5.S6), suggesting the distribution of noise sources is overall even. 

We also observe clear scattered surface waves at ~4 km, which has been suggested as the 
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seismic signatures of a geologically inferred fault (Yang, Zhan, et al., 2022). To further 

enhance the signal-to-noise ratio (SNR), we average the causal and acausal branches for 

all the cross-correlations. 

We use the direct surface wave to assess seismic velocity changes (dv/v) rather than coda 

waves (Obermann et al., 2013, 2016; Pacheco & Snieder, 2006), because its sensitivity 

kernel is more deterministic. To quantify the seismic velocity change (dv/v), we apply a 

cross-spectrum method to compute the time shifts of 1-s surface wave windows between 

daily and reference cross-correlations (Clarke et al., 2011). Here, we use the cross-

spectrum method for its extensive use and effective uncertainty quantification. Benefitting 

from our high-quality cross-correlations, the resulting dv/v uncertainties are generally 

small, with the majority falling below 0.04% (Figure 5.S7). Nonetheless, notable large dv/v 

uncertainties are observed near the 4-km mark along the cable (vertical stripes in Figure 

5.S7), which is attributed to scattered surface waves affecting the signal quality of retrieved 

direct surface waves (Figure 5.S6). Other methods, such as a straightforward time-domain 

cross-correlation and wavelet-based approaches, have also demonstrated great 

performance in previous dv/v studies (Mordret et al., 2020; Yuan et al., 2021). The use of 

these methods for DAS data under various signal-to-noise levels remains further 

investigation to reduce the uncertainty. The reference waveform is obtained by averaging 

over all the daily cross-correlations and the 1-s window is chosen as 0.5 s before and after 

the peak of the reference surface wave. Our dv/v results are opposite to the time shift 

measurements and are only accepted for waveform coherency larger than 0.5 and dv/v 

uncertainty smaller than 0.1%.  

5.2.1.2 Spatial resolution  

Rolling along the 8-km segment, we repeat the above procedures for all source-receiver 

pairs that are 480 m (60 channels) apart and pinpoint the dv/v results to their center 

locations, resulting in a time-lapse dv/v map of the Ridgecrest DAS array. An inter-channel 

distance of 480 m satisfies the three-wavelength criterion for high-frequency (>2 Hz) 

Rayleigh waves, and is thus sufficient to develop robust waveforms for direct arrivals.  
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We use Rayleigh waves at a broad frequency band of 1–10 Hz and 7 sub-bands centered 

at 2.45 Hz, 2.93 Hz, 3.50 Hz, 4.19 Hz, 5.00 Hz, 5.97 Hz, and 7.14 Hz for dv/v, which 

allows us to constrain temporal changes at depths. Although our shear wave velocity model 

achieves high resolution in the top 150 m, the velocity uncertainty at very shallow depths 

remains high. Future attempts incorporating high-quality higher-frequency ballistic waves 

would enhance the depth resolution of our tomography model. Thus, we calculate Rayleigh 

wave sensitivity kernels based on the 1D shear velocity model averaged along the cable. 

The observed dv/v increases with frequency, reflecting an exponentially decaying 

sensitivity of surface waves with depth (Mordret et al., 2020; Obermann et al., 2013) and 

suggesting that the major contribution comes from the top 20 meters (Figure 5.S1).  

5.2.2 Correction for thermoelastic effects 

We follow the framework proposed by Richter et al., (2014), which has a straightforward 

functional form:  

`:J
J
a
?E=<KB

= 𝑎δ𝑇(𝑡 − 𝜏), (5.1) 

where δ𝑇(𝑡) is the demeaned daily surface air temperature at time 𝑡. Our objective is to 

determine the amplitude 𝑎 and phase shift 𝜏 by optimization techniques. To focus on the 

annual pattern related to temperature, we use a sliding window average method to remove 

the transient signals. For each frequency, we use grid search to find the best length of the 

sliding window between 0 and 90 days that can maximize the correlation coefficient 

between the smoothed dv/v and surface temperature. We then use grid search to find the 

best-fitted parameters (𝑎, 𝜏) that minimizes the difference between the observed dv/v and 

the functional form 𝑎δ𝑇(𝑡 − 𝜏). By removing thermoelastic effects from the dv/v, we tease 

out a more accurate representation of the subsurface velocity changes that are related to 

soil moisture fluctuations. 

The thermoelastic induced dv/v changes also show depth dependent pattern. With 

increasing frequency, the maximum correlation coefficient is larger and the fitted 𝜏  is 

smaller (Figure 5.S3), implying greater thermoelastic effects and more synchronization 
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with temperature fluctuations at shallower depths. The observed amplitude of 

thermoelastic dv/v has comparable amplitude with previous studies (T. Clements & 

Denolle, 2023; Meier et al., 2010). We can further use the time delay between dv/v and 

temperature to calculate the thermal diffusivity following the thermoelastic modeling 

(Prawirodirdjo et al., 2006) with a thermal thickness of 2 meter. Consequently, this yields 

an average value of 1.49 × 10-Lm)/s ., consistent with previous inferred values (T. 

Clements & Denolle, 2023; Prawirodirdjo et al., 2006; Tsai, 2011). 

5.2.3 Estimating vadose zone water loss from dv/v observations 

5.2.3.1 Quantitative relation between vadose zone soil moisture and dv/v 

We built on and modified the quantitative relations between vadose zone soil moisture and 

dv/v proposed by Solazzi et al., (2021).  Here we briefly summarize the Solazzi model that 

enables a direct prediction of dv/v from a given vadose zone soil moisture change, which 

follows dv/v(t) = f(vadose zone soil moisture change, lithology model, t) (Figure 5.S4a). 

Assuming that the vadose zone consists of n unconsolidated soil layers of isotropic soil 

property with a water saturation 𝑠" and a thickness of hj where j denotes the jth layer, the P 

and S wave velocity of the jth layer are given as: 

𝑉M," = mO/P
0
1Q/
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; 	𝑉%," = o

Q/
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 ,  
(5.2) 

where 𝐾" , 𝜇"  and 𝜌"  represent the effective bulk modulus, effective shear modulus and 

effective bulk density in the jth layer, respectively. To account for the saturating water effect, 

we adopt the classic Biot-Gassmann equations to compute the effective elastic moduli and 

bulk density. 
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𝜇" = 𝜇S,"  (5.4) 

𝜌" = s1 − 𝜙"u𝜌%'," + 𝜙"v𝑠"𝜌V + s1 − 𝑠"u𝜌Ww,  (5.5) 

where 𝐾(,", 𝐾%',", and 𝐾S," denote the fluid bulk modulus, effective bulk modulus of solid 

grains and drained bulk moduli of the porous medium in the jth layer, respectively. 𝜙" and 

𝜇S," are the porosity and drained shear moduli of the jth layer, respectively. 𝜌%',", 𝜌V and 𝜌W 

represent the density of solid grains, water, and air, respectively. For low-frequency seismic 

waves, the fluid bulk modulus 𝐾(," can be approximated as: 

𝐾(," = ( X/
O<
+ #-X/

O=
)-#,	  (5.6) 

where 𝐾V and 𝐾W are the bulk moduli of water and air, respectively. Based on the classic 

Hertz-Mindlin theory (Mindlin, 2021), we compute the drained elastic moduli 𝐾S," and 𝜇S," 

given as: 

𝐾S," = [
+7Y#-Z/[

7Q56,/
7

#\]7Y#-^56,/[
7 𝑃',"]

:
1  

(5.7) 

𝜇S," =
)P_(-(#P_()^56,/

`()-^56,/)
[
_+7(#-Z/)7Q56,/

7

)]7(#-^56,/)7
𝑃',"]

:
1,  (5.8) 

where N and f are the average number of contacts per particle and the fraction of non-slipping 

particles. 𝑃',"  denotes the effective pressure. Solazzi et al., (2021) implemented a water 

saturation- and depth-dependent 𝑃'," to investigate the capillary suction effect on the seismic 

velocity and suggested that the surface-wave dispersion in coarse-grained soil textures are 

not sensitive to capillary effects, which are consistent with both laboratory (Cho & 

Santamarina, 2001; Dong & Lu, 2016)and field observations (Fratta et al., 2005). In 

particular, during the pendular stage, capillary force can perturb small strain stiffness but 

may not significantly affect large strain stiffness (Cho & Santamarina, 2001). Since our study 

region predominately consists of coarse-grained sand soil, we opt out of including the 
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capillary effect in the calculation of 𝑃'," . 𝜈%',"  and 𝜇%',"  are Poisson’s ratio and the 

effective shear modulus of the solid grains in the jth layer, respectively. Assuming the soil at 

jth layer consists of m types of constituents, we employ the Hill’s equation to compute 𝜈%',", 

𝜇%'," and 𝜌%',". 

𝜈%'," =
_O56,/-)Q56,/
)(_O56,/PQ56,/)

  (5.9) 

𝜇%'," =
#
)
{∑ 𝛾!,"𝜇!,"a

!b# + #

∑
>?,/
@?,/

A
?B:

~  
(5.10) 

𝜌%'," = ∑ 𝛾!,"𝜌!,"a
!b# ,  (5.11) 

where 𝛾!," and 𝜌!," are the volumetric fraction and density of the ith constituent in the jth 

layer. 𝐾%'," denotes the effective bulk modulus of the corresponding grains in the jth layer, 

which is given as: 

𝐾%'," =
#
)
{∑ 𝛾!,"𝐾!,"a

!b# + #

∑
>?,/
2?,/

A
?B:

~.  
(5.12) 

  

Following Solazzi et al., (2021), we selected parameters for Esperance sand and Missouri 

clay to represent two end-member lithology models (Table 5.S2). These models serve as 

the upper and lower bounds for our estimated volumetric water content. We also calculated 

the average of these two models, which we compared with the outputs from the 

hydrological model. 

5.2.3.2 Estimating the vadose zone soil moisture loss 

Based on the forward modeling from water saturation to dv/v, we conduct a grid search 

approach for the daily vadose zone soil moisture change (∆𝑠) to best fit our daily frequency-

dependent dv/v observations (Figure 5.S4a). Typically, the number of vadose zone soil layers 
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n is greater than our dv/v observations (i.e., dv/v data at 7 center frequencies), making the 

inverse problem underdetermined. To simplify the problem, we assume that the daily vadose 

zone water content change primarily comes from the surface and follows an exponential 

decay with depth.  

∆𝑠(𝑧) = ∆𝑠$𝑒
-CD , (5.13) 

where ∆𝑠$ is the magnitude and 𝜆 is an exponential decay parameter. To justify, our chosen 

mathematical form aligns with theoretical principles, as it mirrors the exponential profile 

typically observed in grass roots (Wang et al., 2007), which strongly governs the 

exponential decay in evapotranspiration with increasing depth. In this manner, the 

simplified vadose zone water content profile significantly reduces the model space to be 

searched and enables a straightforward comparison with our hydrological modeling. Given 

a specific lithology model, we calculate the elastic moduli before and after changes in water 

content. This model allows us to determine the depth-dependent seismic velocity changes 

before and after these water content alterations, and consequently, to compute the 

frequency-dependent dv/v. We fix 𝜆 = 1m based on the average root depth in this region 

and perform a grid-search for ∆𝑠$ ranging from -0.1m3/m3 to 0.1m3/m3 with an interval of 

0.001m3/m3 to minimize the mean-square misfit between predicted and observed dv/v 

across different frequencies for a 400-meter cable segment at the eastern end (i.e., 7.2-7.6 

km). For instance, given a lithology model averaged from the two endmembers (red line in 

Figure 5.4; Table 5.S2), a soil moisture increase of 0.0275 m³/m³ in the top 20-m vadose 

zone effectively explains the observed trend in dv/v, which monotonically varies from -

0.23% at 2.45 Hz to 1.24% at 7.14 Hz following the April 2020 precipitation event (Figure 

5.S5).  

Repeating the inversion of daily volumetric water content changes for all DAS channels, 

we can estimate the total vadose zone soil moisture loss across the 8-km cable over the 2.5 

years of our observational period. To ensure robust estimates, we apply the following two 

criteria for data quality control: (a). For a given channel and a specific date, the square root 

of the resolved mean square misfit must be less than 0.1%; (b). For a given channel, the 
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number of inverted daily soil moisture changes must exceed 70% of the total days of our 

observation period to robustly determine total soil moisture loss. To account for lithology 

model uncertainties, we use the two end-member models as estimate bounds to represent 

the variability of the total soil moisture loss. The resulting lateral variations of total vadose 

zone soil moisture loss are shown in Figure 5.4b, with two gaps at 2-3 km and round 4-km 

mark. The gaps are due to insufficient high-quality data that can meet our criteria. For 

example, the dv/v uncertainty is generally large around the 4-km mark (Figure 5.S7).  

5.2.4 Hydrological modeling 

We use a physics-based 0-D bucket model to describe the water mass balance in the top 20 

m subsurface (Figure 5.S4b). Specifically, the inputs include precipitation and temperature 

data from the local weather station NID (Figure 5.1), and surface soil moisture from SMAP. 

Following Stahl & McColl (2022), the water balance of a vertically averaged, horizontally 

homogeneous control volume of soil extending from the land surface down to a depth 𝛥𝑧 

[m] (Figure 5.1a) can be modeled as: 

Δ𝑧s𝜃(d − 𝜃Vu
SX
Se
= 𝑃(𝑡) − 𝐸(𝑠, 𝑡) − 𝑄(𝑠, 𝑡). (5.14) 

Here, 𝑠 is the volume fraction of water within the pore volume of the soil, and 𝜃 represents 

soil moisture (the ratio of the volume of water to the unit volume of soil [m3 m-3]), the 

subscripts 𝑓𝑐 and 𝑤 represent field capacity and wilting point soil moisture, respectively. 

𝑡 is time [s], 𝑃(𝑡) is hourly rate of precipitation representing water entering the model 

domain [m/h], 𝐸(𝑠, 𝑡) is the hourly rate of evapotranspiration representing water leaving 

the model domain into the atmosphere [m/h], and 𝑄(𝑠, 𝑡) is the rate of deep drainage 

(vertical transport of water to deeper soil layers) and runoff (horizontal transport) [m/h]. 

𝜃(d 	can be approximated as the porosity of soil, ϕ. Given the semi-arid climate of our field 

site and considering that groundwater is largely disconnected from the control volume at 

this site (i.e. estimated groundwater depth >75 m below the surface), we assume 𝑄 is zero 

so that no water leaves from the bottom of the bucket (at 20 m depth). This assumption, 

however, limits our ability to capture water loss due to lateral runoff, and thus may lead to 
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overestimation of water mass during storm seasons. We model 𝐸 as the product of actual 

water saturation as measured by SMAP and potential evapotranspiration (𝑃𝐸𝑇, m/h). Thus, 

after the above simplification, we arrive at the following ordinary differential equation: 

Δ𝑧 ∙ ϕ ∙
𝑑𝑠
𝑑𝑡 = 𝑃(𝑡) − 𝑃𝐸𝑇(𝑡) ∙

𝑆𝑀𝐴𝑃(𝑡)
ϕ . 

(5.15) 

We use the temperature based Thornthwaite equation (Thornthwaite, 1948) to estimate 

𝑃𝐸𝑇: 

𝑃𝐸𝑇(𝑡) = 1.6 �
10𝑇(𝑡)
𝐼 �

W

, 
(5.16) 

where 𝑎 = 6.75 ∙ 10-f ∙ 𝐼_ − 7.71 ∙ 10-` ∙ 𝐼) + 0.01792 ∙ 𝐼 + 0.49239 , and the heat 

index 𝐼 = 83  calculated from the temperature in summer. 𝑇(𝑡)  is the atmospheric 

temperature data (in degree Celcius) from the NID station. 

We use the Forward Euler method with a time step size of Δ𝑡 = 3 hours, and the following 

parameters: Δ𝑧 = 20 m, 𝜃(d ≈ ϕ = 0.25 for the top 20 m depth, 𝜃V = 0.01, to integrate 

the discretized version of Equation (5.2): 

𝑠gP# = 𝑠g +
Δ𝑡

Δ𝑧s𝜃(d − 𝜃Vu
�𝑃(𝑡) − 𝑃𝐸𝑇(𝑡)

𝑆𝑀𝐴𝑃(𝑡)
ϕ �, 

(5.17) 

where 𝑠g represents saturation at time step n. The choice of Δ𝑧 = 20 m is based on the 

seismic data analysis that indicates the strongest sensitivity to meteorologic forcing at the 

highest frequency. The choice of ϕ = 0.25, representing the average porosity over 20 m, 

takes into account the compaction effect at depth. We find that initial saturation does not 

change the temporal trend of predicted moisture. The time step size of 3 hours is determined 

by the available data frequency for precipitation, SMAP and temperature. Overall, the 

model is most truthful in its predicted temporal dynamics of moisture but bears uncertainty 

in the amplitude of soil moisture, requiring future in-situ field validation. 



 

 

87 
5.2.5 Eddy-covariance measurements of evapotranspiration 

We inferred a vadose zone water loss of 0.25 m/yr, which is consistent with USGS 

published eddy-covariance based evapotranspiration measurement of 0.2 m/yr at a sparse 

shrub site (hereafter refer to as shrub site) in the southwestern Mojave Desert. Even though 

the evapotranspiration measurement (April 2018-March 2019) does not overlap with our 

observational period (July 2019-April 2022), the shrub site features vegetation coverage 

similar to that of our Ridgecrest filed site under comparable climate conditions (annual 

precipitation of 0.068 m/yr at shrub site vs. 0.05 m/yr in Ridgecrest). This similarity in 

vegetation coverage and climates assures similar estimations of subsurface water loss 

through both transpiration and evaporation processes. Future benchmarks would involve 

in-situ field measurements and their incorporation into hydrological modeling to improve 

parameter estimation. 

Supplementary Material 

 

Figure 5.S1: Shear velocity model and surface wave sensitivity kernels. (a) Shear velocity 

model averaged along the cable. The sensitivity kernels of frequency-dependent surface 

wave velocity with respect to depth-dependent (b) shear velocity, (c) compressional velocity, 

and (d) density. Black dashed lines represent the local groundwater level. For all the 
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sensitivity kernels, the measured dv/v that monotonically increases with frequency should 

be sensitive to the vadose zone above 20-m depth rather than groundwater. 

Figure 5.S2: Groundwater level data in the past twenty years measured at nearby 

groundwater monitoring wells USBR and MW32. The locations of the two wells are 

indicated in Figure 5.1. 
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Figure 5.S3: Fitting dv/v with 60-day smoothed surface temperature for all the channels and 

frequencies. (a) maximum correlation coefficient. (b) best fitted time delay. The correlation 

coefficient between dv/v and temperature increases with frequency, whereas the phase-lag 

decreases with frequency.   
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Figure 5.S4: Flowchart describing major steps in obtaining inverted and modeled vadose 

zone soil moisture changes. (a) Major steps obtaining inverted daily soil moisture changes 

from dv/v observations. (b) Major steps in our hydrological modeling.   
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Figure 5.S5: Inversion from dv/v to average water content changes in the vadose zone. (a) 

This panel displays the reference (gray dashed line), added (red line), and resultant (black 

line) depth profiles of water content within the top 20 meters of the vadose zone. (b) Over a 

2.5-year period and across 7 frequency bands, the dv/v measured by DAS is averaged for a 

cable segment between 7.2 and 7.6 km along the cable. (c) The observed dv/v values for the 

day after the significant precipitation event in April 2020 are plotted as blue dots with error 

bars. The red line represents the synthetic dv/v computed using the water profile from panel 

(a). (d) Synthetic dv/v computed from the best-fitted inversion model, which is shown in the 

red curve of Figure 5.4. 



 

 

92 

 

Figure 5.S6: Example of direct Rayleigh waves on cross-correlation waveform. The 

symmetry of the Rayleigh waves indicates that the source distribution is generally uniform 

in space, and the resulting dv/v is attributed to the medium rather than noise source variations.  
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Figure 5.S7: dv/v measurement uncertainty for the central frequency of 4.2 Hz. Note the 

relatively large uncertainty near 4 km (vertical stripes) due to the scattered surface waves in 

Figure 5.S6.  
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Table 5.S1: Monthly Total Precipitation (mm) for meteorological station NID 

Year Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 

2019 0 0 44.20 7.37 0 0 0 0 0 0 13.21 0 

2020 0 1.78 23.11 48.00 0 0 0 0 0 0 0 0 

2021 2.03 0 0 0 0 0 6.86 0 1.27 1.27 0 27.18 

2022 0 0 0 0 0 2.79 0 8.13 0 0 0 8.13 

*Shaded area represents our dv/v data coverage. 

Table 5.S2. Properties and components of endmember soils. 

Soil Type 𝜙 𝑆V& 𝑁 𝑓 Quartz (%) Kaolinite (%) 

Esperance sand 0.25 0.15 6 0.1 70 30 

Missouri clay 0.25 0.23 8 0.3 10 90 
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 C h a p t e r  6  

CHARACTERIZING SOUTH POLE FIRN STRUCTURE WITH FIBER 
OPTIC SENSING 

Yang, Y., Zhan, Z., Karrenbach, M. H., Reid-McLaughlin, A., Biondi, E., Wiens, D. A., & 
Aster, R. C. (under revision). Characterizing South Pole Firn Structure with Fiber Optic 
Sensing. Geophysical Research Letters. 

Abstract 

The firn layer covers 98% of Antarctica's ice sheets and is key to protecting underlying 

glacial ice from the external environment. Accurate measurement of firn properties is 

essential for assessing cryosphere mass balance and climate change impacts. Characterizing 

firn structure through core sampling is typically expensive and logistically challenging. 

Seismic surveys relying on translating seismic velocities into firn densities offer an efficient 

alternative or complement to in-situ measurements. This study employs Distributed Acoustic 

Sensing technology to transform an existing fiber-optic cable near the South Pole into a 

multichannel, low-maintenance, continuously interrogated seismic array. The data resolve 

16 seismic wave firn propagation modes at frequencies up to 100 Hz that constrain P and S 

wave velocities as functions of depth. Leveraging nearby SPICEcore firn density data, we 

find prior empirical density-velocity relationships underestimate firn air content by over 

15%.  We present a new empirical relationship for the South Pole region. 

6.1 Introduction 

The Antarctic Ice Sheet (AIS), Earth's largest surface freshwater reservoir, plays an important 

role as an indicator of climate change and contributor to sea-level change (Shepherd et al., 

2018). Firn is a transitional layer from fresh snow to deeper glacial ice (e.g., Gow, 1969), 

covers 98% of the AIS (Winther et al., 2001), and critically protects it against environmental 

perturbations (e.g., MacAyeal, 2018; The Firn Symposium team et al., 2024). In warmer ice 

sheet systems, such as Greenland or the Antarctic Peninsula, firn provides pore space for heat 

insulation and surface meltwater retention and refreezes into impermeable ice lenses, thus 
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mitigating mass loss through runoff and moderating sea-level change (Dunmire et al., 

2024; Harper et al., 2012; Kuipers Munneke et al., 2015; Medley et al., 2022; Noël et al., 

2022). Moreover, the firn layer influences the accurate assessment of key factors relevant to 

climate change, such as satellite altimetry of surface elevation changes and subsequent 

calculations of AIS mass variations (Arthern & Wingham, 1998; Noël et al., 2018; van 

Wessem et al., 2018). Variable mass, density, and thickness of the firn layer, influenced by 

diverse conditions across Antarctica can introduce significant uncertainty when spatially 

limited measurements are extrapolated to large regions (Boening et al., 2012; van den 

Broeke, 2008; Ligtenberg et al., 2011).  

In situ observations of firn structure can be obtained from snow depth profiles, which sample 

the upper few meters for density, temperature, and core stratigraphy (e.g., Herron & 

Langway, 1980; Järvinen et al., 2013; Ligtenberg et al., 2011). Limitations of this 

methodology may include inherent sparsity of drilling or snow pit sites, associated logistical 

costs, and possible shortfalls in capturing deeper firn layer complexities due to limited 

sampling depth. Complementing in-situ measurements, non-destructive geophysical 

methods, such as seismic and radar techniques, can noninvasively characterize firn properties 

(Abbasi et al., 2010; Arthern et al., 2013; Chaput et al., 2022; Diez et al., 2016; Hollmann et 

al., 2021; Jones et al., 2023; Weihaupt, 1963). More recently, distributed acoustic sensing 

(DAS) of optical fibers has emerged as a tool for glacial seismology applications, offering 

logistical tractability in challenging environments (Booth et al., 2020; Fichtner et al., 2023; 

Walter et al., 2020; Zhou et al., 2022). DAS transforms a fiber-optic cable into a dense array 

of uniaxial strainmeters, providing dense spatial and temporal wavefield resolution across 

distances up to 100 km (Fan et al., 2023; Lindsey & Martin, 2021; Zhan, 2020). The firn 

layer's unusual seismic properties, characterized by low near-surface velocities, high degree 

of lateral homogeneity, and strong near-surface velocity gradient, hosts multiple wave 

propagation states such as high mode surface wave overtones and leaking modes (Chaput et 

al., 2022; Kennett, 2023). Utilizing DAS's high-density seismic wavefield sampling, these 

modes can be characterized and used to refine estimates of firn seismic velocities and 

structure. 
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In this work, we leverage an 8-km preexisting buried data communication fiber-optic 

cable near the South Pole, converting it into a dense seismic array with 1-m spatial sampling. 

Our goal is to advance understanding of the seismic velocity characteristics of firn, 

specifically applied here to the dry and cold firn layer of the polar plateau region, which is 

generally characteristic of much of East Antarctica but less extensively investigated than 

other firn environments. 

6.2 South Pole DAS experiment and observations 

In January 2023, we utilized a preexisting data fiber-optic cable to create a dense fiber-

oriented horizontal strainmeter array with DAS technology. The cable extends between the 

Amundsen-Scott South Pole Station and the Global Seismographic Network (GSN; Ringler 

et al., 2022) station QSPA, located at the South Pole Remote Earth Science and 

Seismological Observatory (SPRESSO) approximately 8 km from the pole (Figure 6.1; 

Anthony et al., 2021). The cable, buried about ten meters below the surface, provided a stable 

temperature and low air circulation environment that facilitated very high signal-to-noise 

data collection. The fact that the cable is buried 10 meters below the surface affects the 

relative amplitudes of the observed modes but does not affect estimates of phase velocity, 

nor does it compromise sensitivity to the top 10 meters of firn (Figures 6.S1, S2). An 

OptaSense QuantX interrogator (Figure 6.1b), recording at 1000 Hz sampling rate, produced 

seismic records from every 1 m along the cable using an 8.2 m gauge (spatial smoothing) 

length. Along-fiber strain rate data from the DAS system were complemented by twelve co-

located Fairfield ZLand 3-component geophone nodes spaced about 600 m apart with their 

transverse components oriented perpendicular to the optical fiber. 

Active seismic energy was generated with a propelled energy generator (PEG-40 kg) source. 

This system is lightweight, highly portable, and engineered for easy mounting onto a 

Kässbohrer Geländefahrzeug AG PistenBully snow tractor. Repeated impulsive shots were 

performed for subsequent stacking at two locations aligned with the cable direction, which 

produced signals with useful frequency content to about 100 Hz. The first set of shots was 

within the array near its southern terminus (close to DAS Channel 1000), where we executed 
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1066 shots. To mitigate potential bias in firn structure introduced by human vehicle and 

other activity near the South Pole Station, we executed another 960 shots at a more remote 

and quiet location beyond the QSPA seismic station, 10 km away from the South Pole station. 

This latter site experiences minimal human disturbance. The consistency between these two 

surveys enhances confidence that the seismic conditions described here are indicative of 

regional conditions in the South Pole and relevant to other regions of interior Antarctica. 

We aligned shot onset times and stacked the DAS recorded data (Figure 6.1c). A 2D f-k 

transform was applied to convert these time-space data into the frequency-wavenumber 

domain. This allowed us to calculate along-fiber phase velocity through dividing the radian 

frequency by the wavenumber, leading to a detailed frequency-phase velocity (f-v) image 

that revealed dispersion curves for at least 16 distinct wave propagation modes (Figure 6.2a). 

These included Rayleigh wave modes with a cutoff velocity around 2000 m/s, a leaking mode 

exceeding 2000 m/s, and pseudoacoustic modes indicative of surface-reflected P waves 

trapped in the strong near-surface firn layer seismic velocity gradient (e.g., Albert, 1998) 

with velocities ranging between 2000 and 4000 m/s. The detailed resolution of multiple firn 

seismic modes resembles the observations of Fichtner et al., (2023) using airplane landings 

as a seismic source in Greenland. In our case, the quiet environment at the South Pole, a 

uniformly buried and well-coupled fiber, together with the strong energy stacked from the 

active surveys allows for still higher signal-to-noise recording and the detection of additional 

modes. 
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Figure 6.1: Field setting and observations. (a) The South Pole Quiet Sector, showing the 

locations of the DAS cable, QSPA site, Ice Core, active shots, and geophone-equipped 

seismic stations. (b) Interrogator and acquisition monitor installed in the Amundsen-Scott 

South Pole Station. (c) Time-domain wavefield imaged in the DAS data, stacked over 1066 

shots applied near Channel 1000, as shown in (a). (d) Cross correlation functions of 

transverse geophone components, using the geophone closest to Channel 1000 as a virtual 

source.  
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6.3 Discrepancies between seismic observations and velocities derived from ice 

core data 

Multiple well resolved seismic wave propagation modes allow us to invert for the vertical 

seismic firn structure, and to assess these results relative to prior empirical relationships 

between seismic velocities and density. The South Pole Ice Core (SPICEcore) project, 

drilled 2.7 km from the Amundsen–Scott South Pole Station in 2014 –2016, provided in 

situ firn density measurements (Winski et al., 2019). The SPICEcore site was selected to 

ensure proximity to South Pole Station, avoidance of previous station infrastructure and 

science sectors, and minimal influence from past and present station emissions (Casey et 

al., 2014). Given its proximity to our study (Figure 6.1a) and the homogeneous snow and 

glacial conditions near the South Pole (Watanabe et al., 2003), it provides a reliable firn 

density data set for this study. 

The work by Kohnen & Bentley (1973) at New Byrd Station provided an early look into 

seismic velocity-density relationships. The empirical relation between P-wave velocities 

and density was derived from seismic data and firn density profiles from multiple ice cores 

(Kohnen, 1972) 

𝜌(𝑧) =
𝜌!d'

1 + �
𝑉M,!d' − 𝑉M(𝑧)
2250	m/s �

#.)), 
(6.1) 

where 𝑧 is depth, 𝜌(𝑧) is the density in the unit of kg/m3, 𝑉M(𝑧) is P-wave velocity in units 

of m/s, and 𝑉M,!d' is P-wave velocity in the sub-firn ice. The empirical relation between firn 

density and S-wave velocities was derived on the Alpine glacier Colle Gnifetti (Diez et al., 

2014) 

𝜌(𝑧) =
𝜌!d'

1 + �
𝑉%,!d' − 𝑉%(𝑧)
950	m/s �

#.#f, 
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where 𝑉%(𝑧) is S-wave velocity in the unit of m/s, and 𝑉%,!d' is S-wave velocity in the 

sub-firn ice. Using these two equations, we apply 𝜌(𝑧)  from the SPICEcore, 𝜌!d' =

920	kg/m_ , 𝑉M,!d' = 3810	m/s, and 𝑉%,!d' = 1860	m/s from a seismic reflection study 

close to South Pole (Peters et al., 2008) to predict 𝑉M(𝑧) and 𝑉%(𝑧).  

Using the empirical 𝑉M(𝑧) and 𝑉%(𝑧) we employed the method of Kennett (2023) to compute 

the complete seismic response in f-v space (Figure 6.2b) and observed significant 

discrepancies between observed and predicted wave propagation mode dispersion curves. 

First, the observed cutoff velocity for the Rayleigh and pseudoacoustic modes is substantially 

higher than predicted, indicating that sub-firn glacial seismic velocities at the South Pole 

exceed the values from (6.1) and (6.2). Second, discrepancies at high frequencies indicate 

reduced seismic velocity in the upper firn layers relative to those predicted by (6.1) and (6.2).  

 

Figure 6.2: Comparison of observed and synthetic frequency-velocity (f-v) Images. (a) The 

f-v image computed from the wavefield stacked over 960 active shots that were performed 2 

km from the QSPA station (Figure 6.1a). Identified pseudoacoustic and Rayleigh wave 

modes are marked in white text. (b) Synthetic f-v image derived from SPICEcore (Casey et 

al., 2014) firn-core density-based seismic velocities using equations (6.1) and (6.2), with red 

dispersion curves from (a). 
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6.4 Characterizing firn structure with multimode seismic inversion 

6.4.1 Seismic velocity model parameterization 

We used the observed multimode dispersion curves to obtain new empirical relation suitable 

for the firn of the South Pole region. The observational constraints include (normal) Rayleigh 

modes, leaking modes, and pseudoacoustic modes (Figure 6.2a). Normal Rayleigh modes 

are principally sensitive to 𝑉% ,  (e.g., Pan et al., 2019) while leaking modes and 

pseudoacoustic modes are sensitive to both 𝑉% and 𝑉M (Kennett, 2023; Li et al., 2022; Shi et 

al., 2022). The prominent presence of multiple leaking and pseudoacoustic modes in our 

observations thus enables us to robustly invert for both 𝑉%  and 𝑉M . This contrasts with 

Rayleigh/Love wave surface wave inversions for 1-D models parametrized solely using 𝑉% 

in which 𝑉M  is empirically inferred from 𝑉%  due to limited sensitivity. We use a model 

parameterization with the functional form of (6.1) and (6.2) that integrates SPICEcore 

density data and leverages the relationship between seismic velocities within the dry firn 

layer and specific coefficients tied to density 

𝜌(𝑧) =
𝜌!d'

1 + �
𝑉i,!d' − 𝑉i(𝑧)

𝐴i
�
jE
, (6.3) 

where 𝑥 can represent either P or S waves, 𝐴M, 𝐴% are the scaling velocities, and 𝑘M, 𝑘% are 

exponents determining depth dependence. The upper bounds of the Rayleigh and 

pseudoacoustic phase velocities approximate 𝑉%,!d' and 𝑉M,!d', respectively, enabling us to 

constrain these values directly from the phase velocity-frequency spectra. This reduces the 

number of free parameters to four and is applied to fit all observed modes.  

6.4.2 Inversion framework and misfit optimization  

Surface wave inversions for seismic structure are most commonly performed by minimizing 

least-square residuals between fundamental modes group or phase velocities. Even with 

advancements incorporating multimode or leaking modes, modal identification can be 

challenging and is essential prior to applying these methods (e.g., Fichtner et al., 2023; Li et 

al., 2022). Our method employs an image-based misfit function, which calculates the 
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normalized cross-correlation between two images. We first employ the method 

introduced by Kennett (2023), to forward model the seismic response in f-v space. This 

circumvents the intricate task of root searching within the complex frequency-wavenumber 

domain (e.g., Pan et al., 2013) inherent in other methods. Maintaining consistent 

discretization in velocity and frequency, fitting the synthetic f-v image to observed f-v image 

eliminates the need to individually identify modes. We estimate the unknown parameters in 

(6.3) utilizing the ensemble Markov chain Monte Carlo (MCMC) method. We employ the 

emcee Python package (Foreman-Mackey et al., 2013) for its capability to navigate nonlinear 

and highly correlated likelihood surfaces typical in forward modeling. The method's 

convergence is less consistent in expansive model spaces and our streamlined model with 

only four parameters ensures efficient exploration without excessive computational 

demands. 

Figure 6.3a illustrates the posterior distributions of our four model parameters from the 

MCMC simulation. The maximum a posteriori parameters provide a South Pole empirical 

relation specific to our observations as termed in Equation (6.3): 𝐴M = 2283	m/s, 𝐴% =

1068	m/s, 𝑘M = 1.028, 𝑘% = 1.036 , with  𝑉M,!d' = 3870	m/s , and 𝑉%,!d' = 1970	m/s . 

Figure 6.3b shows the corresponding maximum a posteriori 𝑉M and 𝑉% model. We present in 

Figure 6.S3 the posterior distribution of the inverted Vp and Vs models. The corresponding 

f-v image is shown in Figure 6.3c overlain with the observed dispersion curves. The close 

match between model and the high-resolution DAS recordings demonstrates the 

effectiveness of the inversion approach and parameterization using just four free parameters. 

Results confirm deviations from (6.1) and (6.2), with the South Pole region requiring higher 

seismic velocities in sub-firn ice, larger scaling velocities, and smaller exponents for 𝑉M and 

𝑉%. 

6.4.3 Analysis of radial anisotropy in South Pole firn 

Inverted stacked active seismic survey pseudoacoustic and Rayleigh mode data enable us to 

resolve the (vertical) radially polarized seismic velocity. Radial anisotropy, in which 

horizontal elastic parameters differ from those in the vertical direction, has been widely 
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documented in glacial firn (Diez et al., 2016; Pearce et al., 2023; Schlegel et al., 2019; 

Zhang et al., 2022).  Theoretically, Rayleigh waves are sensitive to the vertically polarized 

𝑉% (𝑉%k) while Love waves are sensitive to the horizontally polarized 𝑉% (𝑉%l). To investigate 

potential radial anisotropy, we employ ambient noise interferometry for the transverse 

geophone components to extract Love wave group velocities. We process 10 days of 

geophone data following the conventional workflow for ambient noise interferometry 

(Bensen et al., 2007). The 2–30 Hz cross-correlation data revealed Love wave signals (Figure 

6.1d) for which we conducted a time-frequency analysis to calculate group velocity 

dispersion (Figure 6.3d). 

Interestingly, the Love wave group velocity was remarkably well fitted using our Rayleigh 

wave-derived 𝑉%k model (Figure 6.3d), indicating a low degree of radial anisotropy. Studies 

reporting 10–15% radial anisotropy (k5F
k5G

− 1) in the upper 50–60 m of the firn column 

include Diez et al. (2016) and Pearce et al. (2023). Previous studies typically account for at 

least 5% radial anisotropy when converting DAS-measured 𝑉%k  to 𝑉%l  (Fichtner et al., 

2023). In this study, however, adding even 5% radial anisotropy to compute the 𝑉%l and the 

dispersion curves results in a large discrepancy in fitting the Love wave modes, as 

demonstrated in Figure 6.3d, confirming that South Pole firn exhibits very weak radial 

anisotropy. 
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Figure 6.3: Inverted firn structure and model fitting for the parameters in equation (6.3). (a) 

The posterior distributions of the parameters from our inversion model. The diagonal 

subplots display marginal distributions as histograms for each parameter and the off-diagonal 

subplots reveal 2D marginal distributions between parameter pairs with contours displaying 

confidence intervals calculated from the sampled posterior distribution. The blue lines within 

the plot mark the reference values from empirical relations in Equations (6.1) and (6.2). The 

black lines indicate the maximum a posteriori parameters. (b) The maximum a posteriori 

seismic velocity model. (c) Synthetic f-v image using the best- fitting seismic velocity model 
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(b), along with red dispersion curves from Figure 6.2a. (d) Observed f-v image for Love 

wave group velocities, computed using ambient noise data from fiber co-located geophones 

(Figure 6.1d). Solid black synthetic dispersion curves correspond to the (isotropic) model in 

(b) and dashed and dotted dispersion curves correspond to Love waves with introduced radial 

anisotropy. 

6.5 Discussion and conclusions 

6.5.1 The South Pole empirical relation and its implication for AIS mass change 

estimate 

Firn density carries information for ice sheet modeling, relevant to meltwater capacity 

(Medley et al., 2022), solid-ice discharge over the grounding line (Rignot et al., 2019), 

altimetric mass-balance uncertainty (Smith et al., 2023), and paleoclimate reconstruction 

(Craig et al., 1988). Therefore, it is essential to use validated relationships to translate seismic 

velocities (𝑉M or 𝑉%) to the density. Currently, most 𝑉M-density empirical relationships in use 

have been derived from analyses of multiple boreholes spanning glacial regions worldwide 

(Kohnen, 1972). In contrast, 𝑉%-density relationships have been specifically derived for the 

alpine Colle Gnifetti glacier (Diez et al., 2014). These site or region-specific models 

introduce potential biases when applied to interior Antarctica with contrasting climatic and 

geophysical characteristics relative to, for example, the warmer, more dynamic environments 

of interior Greenland and the lower-elevation sectors of West Antarctica. Empirical models 

based on data from these latter regions underestimate seismic velocity in the dry, cold firn at 

Kohnen Station in interior Dronning Maud Land (Schlegel et al., 2019) and in this study.  

Figure 6.4a and 4b display relationships between density and Vp, and density and Vs, 

respectively. Even under the same density (air content), site-specific conditions such as 

temperature and snow accumulation rates affect the mechanical properties of firn, as 

evidenced by the difference in seismic velocities. This variation can significantly bias the 

conversion from seismic velocity to density. In Figure 6.4c, we plot the depth profiles of 

density derived from these different empirical relations and juxtapose these against core 

density observations. The 𝑉M-density relation (6.1) overestimates density by about 5%, and 
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the 𝑉% -density relation (6.2) overestimates it by about 8% in the Polar Plateau/East 

Antarctic context.  

From density, we can calculate firn air content (FAC), which is an indicator of the meltwater 

storage capacity of the firn. Importantly, FAC variability significantly impacts surface height 

variations observed in satellite altimetry, with over 60% of this variability attributable to 

FAC changes (Veldhuijsen et al., 2023). FAC can be calculated from firn density and depth 

(Ligtenberg et al., 2014) as 

FAC =
1
𝜌!
R (𝜌! − 𝜌(𝑧))d𝑧

m(R?)

mH

, 
(6.4) 

where 𝜌(𝑧) is the depth-dependent density, 𝜌! is glacial ice density, and 𝑧X and 𝑧(𝜌!) are the 

surface and the depth at which the ice density is reached, respectively. Calculation using the 

three different empirical relations (Diez et al., 2014; Kohnen, 1972) suggests that the 𝑉M-

density relationship (6.1) underestimates FAC by about 11%, and the 𝑉%-density model (6.2) 

underestimates it by about 17% for East Antarctica. These findings highlight the need for 

further region-specific empirical relationships that can better capture regional variations 

necessary for accurate firn density estimations and AIS mass balance estimation. 

Results presented here represent a new model for the South Pole, and assessing its broader 

applicability for interior Antarctica requires additional data collection. Fiber-optic cables are 

particularly efficient and effective for characterizing seismic wave dispersion and can be 

readily deployed to acquire more comprehensive data to support or refine these initial 

findings. 
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Figure 6.4: Comparison of empirical relations with the DAS-inverted South Pole seismic 

velocity model (blue). (a) 𝑉M -density relations; green curve represents empirical relation 

derived for West Antarctica sites (Equation 6.1 of Kohnen, 1972); (b) 𝑉%-density relation; 

red curve represent empirical relation derived for Greenland sites (Equation 6.2 of Diez et 

al., 2014); (c) Firn density profiles converted from our seismic velocity model using the three 

empirical relations. Black dots in all panels indicate data points from the SPICEcore project. 

6.5.2 Weak radial anisotropy in South Polar firn 

Firn layer seismic and structural anisotropy, both azimuthal and radial, has been a subject of 

extensive study. Azimuthal anisotropy, characterized by velocity variations with horizontal 

direction, is typically observed in firn under the influence of ice flow and surface strain rates, 

with reported values ranging from 0–4% (Diez et al., 2016; Chaput et al., 2022; Hollmann et 

al., 2021; Zhou et al., 2022). Radial anisotropy, denoting velocity differences between 

horizontal and vertical polarizations, generally exhibits a larger amplitude. It has been 

attributed to effective anisotropy from thin layering, intrinsic anisotropy from the preferred 

orientation of ice crystals, and to structural anisotropy introduced by features such as aligned 

crevasses and micro-cracks, which are particularly pronounced in the upper 50 m of the firn 

layer (Diez et al., 2016; Pearce et al., 2023; Zhang et al., 2022). Observed radial anisotropy 

is commonly substantial (around 10–15%).  

Our findings near South Pole, a high altitude (2835 m) plateau characterized by a slowly 

moving ice sheet (10 m/year), low precipitation (5 cm/year), and cold temperatures (-49.3oC 

annual average), deviate from observations at other firn locations. We detected negligible 

radial anisotropy through ambient noise interferometry using the co-located geophones 

(Figure 6.3C). A similar observation made at Kohnen Station showed minimal radial 

anisotropy at depths below 10 m (Schlegel et al., 2019). The absence of radial anisotropy at 

the South Pole site further underscores the diversity in firn layering characteristics in 

different Antarctic regions and reiterates the value of localized studies in glacial seismology. 

6.5.3 Potential for long-term fiber-seismic monitoring to glacial firn stability and 

hydrology 
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Firn contains significant pore space that can store or transmit meltwater. In the 

northernmost sectors of Antarctica, the vast majority of surface meltwater is retained and 

commonly refrozen within the firn, contributing to its stability (Medley et al., 2022), but 

surface melt is historically scarce to absent in interior Antarctica (Trusel et al., 2012). In 

Greenland, half of the total surface melt is absorbed by the firn pore spaces (Fettweis et al., 

2020). The potential impacts of meltwater on Antarctic mass balance and ice shelf stability—

through increased runoff, bed injection, and ice-shelf fracture—underscore the importance 

of monitoring firn conditions (Bell et al., 2018).  

To accurately track the fate of meltwater in the firn system, various observational tools have 

been employed to monitor near-surface firn properties, ranging from in-situ temperature 

measurements and dielectric techniques (Miller et al., 2020; Sihvola & Tiuri, 1986), to 

seismic and radar observations (Chaput et al., 2018; Killingbeck et al., 2020), to remote 

sensing via synthetic aperture radars and microwave scatterometers (Alley et al., 2018; 

Fahnestock et al., 1993). The deployment of surface instrumentation on glaciers faces 

significant challenges due to the harsh and dynamic environment, where seasonal variations 

in surface morphology due to ablation, crevassing, or melting can compromise data 

collection or reliability (e.g., MacAyeal, 2018) DAS offers an attractive solution for glacial 

firn hydrology monitoring (Manos et al., 2024). By utilizing a fiber optic cable, DAS can 

provide sensitivity in wide areas across multiple glacial features without the typical 

constraints of traditional seismic sensing methods, such as the need for independent power 

and other infrastructure at sensing points.  

6.6 Conclusions  

Distributed Acoustic Sensing (DAS) applied to an 8-km fiber-optic cable near the South Pole 

and the detection and inversion of sixteen seismic propagation modes at frequencies up to 

100 Hz enables us to constrain the P- and S-wave velocities of the firn layer. We derive a 

new empirical relation between density and P- and S-wave velocities for the low precipitation 

and cold South Pole firn regime that may be applicable to extensive regions of the Antarctic 

Plateau and interior Antarctica with comparable environmental conditions. This refined 
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model represents an improvement over previous empirical relationships for this site, 

effectively reducing the underestimation of firn air content by over 15%. This study, more 

generally, highlights the effectiveness and future potential of fiber-optic sensing technology 

in glacial seismology.  

Supplementary Material 

 

Figure 6.S1: Synthetic tests for two cable scenarios. Left panel: DAS cable on the surface. 

Right panel: DAS cable buried at a depth of 10 meters. The observed modes from our data 

are indicated by red dashed lines. Although the depth of the cable alters the amplitudes of 

the seismic propagation modes, it has no effect on the phase velocity measurements.  
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Figure 6.S2: Sensitivity of Rayleigh wave modes to shear wave velocity at various depths. 

From left to right, the panels display the sensitivity of the 0th, 1st, and 2nd Rayleigh modes 

to shear wave velocities. Although the fundamental mode of our observed Rayleigh waves 

is truncated at approximately 25 Hz and the first overtone at about 40 Hz, the sensitivity 

kernel plot reveals that these modes, particularly the first and second overtones around 40 

Hz, are highly sensitive to changes in shear velocity within the top 10 meters of the firn 

structure. 
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Figure 6.S3: A color density plot of the posterior probability distribution of the inverted 

Vp and Vs models, along with Vp/Vs results. The red dashed lines show the maximum a 

posteriori (MAP) model with depth. 
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 C h a p t e r  7  

MAPPING LOS ANGELES BASIN DEPTH WITH S-TO-P 
CONVERTED PHASES 

Abstract 

We use two dense arrays: the Community Seismic Network, a dense network of low-cost 

accelerometers in schools across LA region, and a 2022 basin-wide node survey, consisting 

of 290 geophones deployed for a month, to map the Los Angeles (LA) basin depth. The 

maximum depth of is estimated to be 9 km, based on S-waves generated by earthquakes 

below the basin that covert to P-waves at the sediment/bedrock interface. This estimate 

depends on the velocities within and below the basin, and the depth presented here uses the 

SCEC CVMS4.26 model. This depth is the primary factor controlling the resonance 

properties of the LA Basin, which is important for seismic hazard assessment, and allows 

for the estimation of the basin stretching factor. 

7.1 Introduction 

The Los Angeles (LA) basin was formed by the capture and subsequent rotation of the 

Transverse Ranges by the Pacific plate 20 Ma. This created an accommodation space that 

became the LA basin and several other smaller basins. The basin has been modified by 

cycles of extension and compression events (Ingersoll & Rumelhart, 1999; Wright, 1991; 

Yerkes, 1965) and has been influenced by the presence of a complicate faulting including 

the Newport-Inglewood fault (Hough & Graves, 2020; Shaw & Suppe, 1996). Sedimentary 

basins can trap and amplify earthquake ground shaking (Denolle et al., 2014; Olsen, 2000), 

and given its location beneath the densely populated metropolitan area of Los Angeles, it 

is crucial to accurately characterize the structure of the LA basin for seismic hazard 

assessment. The resonant period of the basin, which is directly related to its depth, is 

particularly important for the structural health and stability of buildings in the area. Despite 

its importance, the depth of the LA basin remains poorly constrained. Current estimates of 
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the depth are based on gravity studies with poorly constrained densities (McCulloh, 

1960). There is no basin-wide direct estimate of the basin depth. 

The depth of the basin is also important for determining stretching factor for the basin, 

which in turn controls the level of thermal subsidence that has occurred (Ma & Clayton, 

2016; McKenzie, 1978; Turcotte & McAdoo, 1979). The basin is close to being in isostatic 

equilibrium, with the free-air gravity across the basin measured at -10 mgals. Note, the 

gravitational response of the LA basin without isostatic compensation would be 

approximately -300 mgals (Turcotte & McAdoo, 1979). As the upwelling of the mantle as 

part of the Airy isostatic compensation cools there will be thermal subsidence in the basin, 

which Turcotte and McAdoo estimates to be in the range of about 1/3 of the current basin 

depth.  

The depth of the LA basin has been studied using various geophysical methods, including 

gravity measurements, seismic tomography, and receiver functions. Gravity measurements 

have been used to infer the density distribution within the basin, providing insights into its 

composition and structure. According to McCulloh (1960), the maximum depth of the LA 

basin is estimated to be 9.1 km. However, this estimate carries considerable uncertainty 

due to the poorly known density distribution with depth (Wright, 1991). Seismic 

tomography studies at multiple scales have revealed complex subsurface velocity structure 

of the LA basin, but these results are often insensitive to sharp discontinuities (Castellanos 

& Clayton, 2021; Jia & Clayton, 2021; Lee et al., 2014; Lin et al., 2013; Nakata et al., 

2015). Seismic receiver function studies have been instrumental in identifying seismic 

discontinuities, contributing significantly to our understanding of the basin's overall shape 

and depth (Ma & Clayton, 2016). However, these studies are typically limited to linear 

arrays that permit the identification of the scattered phases. Similar to the receiver function 

methods, S-to-p converted phases from local earthquakes have been used to map basin 

depth (Chopra et al., 2010; Langston, 2003; Mandal, 2007), but their identification is 

challenging, especially in urban settings with sparse arrays. Consequently, a 
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comprehensive and detailed picture of the basin's depth and structure remains elusive, 

primarily due to limitations in spatial coverage of seismic arrays. 

The Community Seismic Network (CSN) represents significant progress in this context by 

providing low-cost, dense data coverage for detailed seismic hazard studies of the LA basin 

(Clayton et al., 2015). The CSN has been used to detect and analyze seismic events in real-

time, improve models of ground motion and site amplification, and refine seismic velocity 

model based on ground motions (Clayton et al., 2019; Kohler et al., 2013; Muir et al., 2022). 

In June-July 2022, a collaborative effort by the University of Utah, Caltech, and UC 

Riverside, deployed a ~300-node survey throughout the LA Basin, significantly expanding 

upon the 40 stations of the permanent Southern California Seismic Network (SCSN). This 

dense array, known as the Los Angeles Basin 2022 (LAB2022) project, has enabled high-

resolution mapping of the LA basin using multiple seismological techniques. In this paper, 

we aim to leverage the two dense arrays, CSN and LAB2022, along with the SCSN, to map 

the LA basin's depth using S-to-p converted phases.  

7.2 Observation and synthetics of S-to-p converted phases 

7.2.1 Dense seismic arrays and local earthquakes 

A total of 729 stations were utilized in this study, including 41 broadband stations from 

SCSN, 289 nodes from LAB2022, and 399 accelerometers from CSN (Figure 7.1a). The 

CSN network consists of strong-motion accelerometers with an average interstation 

distance of 0.8 km, located in the Los Angeles area of California (Clayton et al., 2015). The 

noise floor of these accelerometers is higher than the ambient noise level and consequently 

cannot be used for ambient noise interferometry. However, they can still record clear 

waveforms for local earthquakes of magnitude 3.5 or greater. LAB2022 includes two linear 

arrays with about 48 nodes each and approximately 200 additional stations distributed 

across the basin, providing dense coverage (Figure 7.1a). This dense coverage is essential 

for capturing and identifying detailed seismic waveforms that help in mapping subsurface 

structures with high resolution. 
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The first event with visible intermediate phase between P and S phases was the M3.5 

Compton event in October 2019 (Figure 7.1b). The hypocenter depth of the event from the 

SCSN catalog is 23.6 km, which is very close to the Moho depth in this region. After 

reviewing all M3.5+ events recorded by the CSN, we identified four events with clearly 

visible intermediate phases. During the one-month deployment period of LAB2022, five 

events with magnitudes around 2 and depths approaching or exceeding 10 km exhibited 

clear intermediate phases. Detailed event information is provided in Table 7.1. 

Table 7.1: Information of the events used in this study 

Time Magn
itude 

Longitude Latitude Depth 
(m) 

Event ID 

2024-06-02T16:56:15.760 3.36 -118.178000 34.084330 10400.0 40611087 
2022-06-26T16:36:35.590 2.17 -118.534167 33.837167 12890.0 40291816 
2022-06-26T09:45:05.100 2.28 -118.348667 33.987667 10960.0 40291656 
2022-06-25T12:42:23.120 1.97 -117.977833 33.683833 11860.0 40291224 
2022-06-25T10:27:05.840 1.99 -118.543833 33.920000 10740.0 40291160 
2022-06-22T03:06:10.310 2.03 -118.063667 33.693667 15900.0 40288808 
2021-04-05T11:44:01.950 4.00 -118.333333 33.940500 19340.0 39838928 
2021-01-20T16:31:58.950 3.52 -118.271667 33.918667 19760.0 39762912 
2019-10-18T07:19:51.180 3.54 -118.218500 33.891333 23630.0 38905415 
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Figure 7.1: (a) Map of station and event epicenters used in this study.  The red dots are the 

CSN array, the blue circles are the LAS2022 node array, and the orange triangles are the 
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SCSN stations.  (b) Example waveform observed in the October 2019 Compton event, 

showing clear intermediate phase on the vertical component only. 

7.2.2 Observation and synthetics of the local earthquakes 

Clear arrivals between the P and S phases are visible only on the vertical component (Figure 

7.1d). We use PhaseNet to pick the P and S arrival times of these events based on three-

component data (Zhu & Beroza, 2019). PhaseNet is a neural network-based picker that 

improves the accuracy and consistency of phase picking, which is essential for reliable 

phase identification and subsequent analysis. PhaseNet is trained to only pick the P and S 

waves, and hence we manually pick the arrival times of the intermediate phases (Figure 

7.2c). Since the intermediate phase is only visible in the vertical component, we considered 

several candidates for this phase ending with the P wave to the surface: basin and surface 

reflected P wave (PpPp), basin converted P wave (Sp), and Moho reflected P wave (PmP). 

Further verification was conducted using 2D full waveform modeling with the community 

velocity model CVM-SCEC 4.26 (Figure 7.2ab) (Lee et al., 2014; Li et al., 2014; Small et 

al., 2017). This 3D model incorporates detailed geological and geophysical data specific to 

the LA basin, making it a best model for simulating seismic wave propagation. A full 

wavefield movie included in the supplementary material shows that the observed 

intermediate phase corresponds to an S-to-P wave conversion at the basin interface. 

Comparing the observed waveforms and phase picks with the synthetic seismograms, we 

found good alignment of the P and S arrivals. However, the S-to-P observed arrival time is 

consistently earlier (Figure 7.2c), suggesting that the phase is converted at a deeper 

interface, indicating that the basin might be deeper than currently modeled by the 

community velocity model. This discrepancy highlights the need for updating the model 

with more accurate basin depths. 
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Figure 7.2: Wavefield simulation and observation. (a) The P-velocity model along the 

profile AA’ (Figure 7.1a) sliced from CVM-SCEC. The event hypocenter and the stations 

within 1 km from the profile are plotted as a star and triangles, respectively. The two 

interfaces within the LA basin, Repetto and Mohnian interfaces, are plotted with dashed 

and solid lines, respectively. (b) Similar to (a), but for the S-velocity model. (c) The 

background image shows the vertical component wavefield simulation on the surface 

receivers, with clearly visible P, S-to-P, and S phases. The black waveform shows the 

observed data. The red and blue dots are P and S arrival picks from PhaseNet. The green 

dots are manual picks of S-to-P phases. 

7.3 Mapping LA basin depth 

With phase picks of P, S, and S-to-p converted arrivals, we can use the differential travel 

times of these phases to map the LA basin depth. We apply three methodologies, ranging 

from simple to complex, to estimate the basin depth.  
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7.3.1 Conventional mapping method 

The first approach is the conventional method for mapping basin depth using converted 

phases, which assumes a vertically incident S-to-p phase (Bao et al., 2021; Chopra et al., 

2010; Mandal, 2007; Stone et al., 2021): 

𝐻 =
𝑇%X-%n
1
𝑉%
− 1
𝑉M

, (7.1) 

where 𝑉M , 𝑉%  represent the velocities of P and S waves respectively, 𝑇%X-%n  is the 

differential travel time between the S-to-p converted wave and the S wave, and 𝐻 

represents the basin depth (Figure 7.3a). With a known reference model of 𝑉M and 𝑉%, we 

can estimate the basin depth using the measured differential travel times. This simplified 

approach, which is commonly used in receiver functions, is generally effective for mapping 

relatively shallow basins with depths of 1 to 2 km and with earthquakes far away, where 

the assumption of a vertically incident S-to-p wave holds. This method has been validated 

in several studies (Bao et al., 2021; Chopra et al., 2010; Mandal, 2007; Stone et al., 2021), 

demonstrating its effectiveness in various geological settings. 

7.3.2 Modified conventional method for deeper events 

In the LA Basin, where the epicentral distances are comparable with the event depth, we 

modify the vertically incident assumption. With the community velocity model (CVMS), 

the depth-averaged 𝑉M in the basin is only slightly larger than the 𝑉% in the lower crust, 

suggesting that the ray path is generally straight from the hypocenter to the station (Figure 

7.3b). The basin depth at the conversion point can be calculated as: 

𝐻 =
𝑇%X-%n
1
𝑉%
− 1
𝑉M

∙
ℎ

√ℎ) + 𝑑)
, (7.2) 

where ℎ is the hypocenter depth, and 𝑑 is the epicentral distance. This adjustment makes 

the conversion point moving towards the epicenter (Figure 7.3b).  
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7.3.3 Detailed ray-tracing analysis 

The next level of complexity is to use ray-tracing to more precisely calculate the exact ray 

paths of S-to-p and S waves. This method allows us to model the travel paths of seismic 

waves through a heterogeneous medium, taking into account variations in seismic 

velocities. We use the PyKonal package, which leverages a fast marching algorithm to 

efficiently solve the Eikonal equation (White et al., 2020). For each event-station pair, we 

calculate the S wave travel time from the event location (Figure 7.3c) and the P wave travel 

time from the station location (Figure 7.3d). By overlaying these travel time plots, we can 

identify the S-to-p travel times converted at various points within the event-station plane 

(Figure 7.3e). Note that we performed 2D ray-tracing in the event-station plane rather than 

3D ray-tracing. This approach significantly reduces computational demands and narrows 

the range of candidate conversion points to search over. This simplification is valid because 

most of the ray paths lie within the event-station plane, and the difference between 2D ray-

tracing and 3D ray-tracing is minimal (Figure 7.S1). To pinpoint the actual conversion 

points, we apply Snell's law, ensuring that the horizontal slowness is conserved along the 

ray path. By calculating the horizontal slowness at each grid point along the ray path, we 

can accurately identify the most plausible conversion points (Figure 7.3f). 
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Figure 7.3: Illustration of three different mapping schemes. (a) Mapping basin depth 

assuming the S-to-p path is vertically incident in the basin. (b) Mapping basin depth 

assuming the S-to-p path follows a straight trajectory from source to receiver. (c) S-wave 

travel times from the source computed using ray tracing. (d) P-wave travel times from the 

receiver computed using ray tracing. (e) S-to-p converted arrival times from source to 

receiver, derived by adding the travel times from (c) and (d). (f) The area where travel times 

differ by more than 0.4 s from the observed S-to-p travel time is masked. The final ray path 

is determined by conserving horizontal slowness. 
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7.4 Results  

We mapped the LA basin depth using all three methods described above. For the first two 

methods, we need to use the average 𝑉M and 𝑉% in the basin. We use the model from Muir 

et al. (2022), in which the basin depth and the velocity model are both defined. The time 

averaged 𝑉M and 𝑉% in the basin are 3.602 km/s and 1.880 km/s, respectively. The basin 

depth mapped using the vertically incident S-to-p phase method (Figure 7.4a) fails to 

produce a clearly visible basin depth pattern, with the mapped depth consistently exceeding 

8 km, especially in the Orange County Coastal Plain, which is unreasonable. The 

uncertainty, computed as the standard deviation of all measurements within each grid, is 

presented in Figure 7.4b. This method shows high uncertainty across the entire basin, with 

an average standard deviation of 3.14 km. 

The basin depth mapped using the straight trajectory method is shown in Figure 7.4c. This 

approach provides a more reasonable and detailed basin pattern, improving both depth 

estimation and spatial resolution compared to the conventional method. The uncertainty 

for this method is shown in Figure 7.4d, with an average standard deviation of only 0.59 

km. This reduced uncertainty makes the modified straight trajectory method a simpler yet 

more reliable option for mapping LA basin depth. 

The basin depth using the detailed ray-tracing method is presented in Figure 7.4e. This 

method shows a basin pattern generally consistent with the one in Figure 7.4c, but the use 

of a detailed velocity model allows for refined mapping for each individual event-station 

pair, resulting in a slightly deeper depth. The uncertainty for the detailed ray-tracing 

method is shown in Figure 7.4f, with an average standard deviation of 0.56 km, making it 

a slightly more robust result. Here, we averaged the velocity model in the event-station 

plane to reduce the effect of local heterogeneities in the 3D velocity model, which is not 

perfect. Using the 3D velocity model directly increases the average uncertainty to 0.72 km 

(Figure 7.S2). 

The second and third methods produce more reasonable basin patterns and lower 

uncertainties than the conventional method. The deepest part of the LA basin in the Central 
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Basin has an average depth of 9.2 km, with a sharp increase in depth observed across 

the Newport-Inglewood fault. 

Figure 7.4: LA basin mapping results. The results are mapped onto a mesh and averaged 

across all available station-event pairs. (a) Mapped depth using the method illustrated in 

Figure 7.3a. (b) The uncertainty, computed as the standard deviation of all measurements 

within each grid (if more than one measurement is available). (c) Mapped depth using the 

method illustrated in Figure 7.3b. (d) Uncertainty corresponding to (c), computed as the 

standard deviation of all measurements within each grid. (e) Mapped depth using the 

detailed ray-tracing method illustrated in Figures 7.3c-f. (f) Uncertainty corresponding to 

(e), computed as the standard deviation of all measurements within each grid. 
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Figure 7.5: Comparison among cross-sections of different basin depth models. The upper 

panel shows the Bouguer gravity anomaly in the LA basin and the location of cross-section 

AB across the NIF. In the lower panel, the Repetto and Mohnian interfaces are plotted with 

dashed lines. The intersection of the NIF with the cross-section is indicated by the vertical 

black line. The red line represents the gravity-derived basin depth. The green line shows 

the basin depth from Muir et al. (2022). The basin depth mapped using the straight 

trajectory and ray tracing methods are shown by the blue and orange lines, respectively. 
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7.5 Discussion and conclusion 

7.5.1 Interpretation of results 

Having an accurate estimate of the depth and shape is important for two reasons. The first 

is that the resonance properties for earthquake strong motions primary depends on the local 

depth of the basin.  As shown in Filippitzis et al. (2021), the amplification of the basin at 

longer periods is about a factor of 5 larger than the adjacent bedrock (at 5-sec period for 

example).  It is therefore important for the design of tall buildings in Los Angeles that this 

amplification factor be known. 

The basin depths are also important for investigating the tectonics of the area. The free-air 

gravity over the LA Basin is approximately -10 mgals, which when compared to a -300 

mgal that is due to the basin itself, indicates that the basin very close to isostatically 

compensated. Assuming an Airy mechanism, this means that the Moho in this area is 

upwarped by an amount approximately equal to the basin depth. The was directly observed 

by Ma & Clayton (2016) on a line across the southern LA Basin.  Assuming an average 

Moho depth in the Los Angeles region, it means that the crust beneath LA is thinned to as 

little as 6 km. This thinning is created by (at least) two factors: the first is the stretching 

due to the opening of the accommodation space in the wake of the rotation of the Transverse 

Ranges, and the second if the thermal subsidence that occurs when the upwelling mantle 

that provides the isostatic compensation cools. Ma & Clayton (2016) directly observe and 

estimate the basin depth and the Moho depth, and hence they can estimate the stretching 

factor of the to be approximately 2. This means that the thermal contraction component of 

the basin depth is about 3 km. 

The results on the depth of the basin presented here depend on the depth averaged velocities. 

These depths will change if the underlying model is changed. The second method (straight 

ray method) provides a simple mechanism to convert the depth to the new velocity function, 

and to compare various depth estimates. 

7.5.2 Methodological insights 
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We design new methods tailored for mapping LA basin depth with S-to-p phases of 

local earthquakes recorded by dense arrays. The modified straight trajectory method is a 

viable alternative for quickly estimating basin depth. However, the detailed ray-tracing 

method provides the highest accuracy and lowest uncertainty, making it the preferred 

approach. The primary source of uncertainty is the velocity model used in ray tracing. 

Updating the velocity model will improve the accuracy of basin depth mapping. 

Thanks to the dense coverage provided by the permanently monitoring CSN, we will 

continue to receive additional data for mapping, improving the resolution and coverage of 

the LA basin depth mapping. With more data, it will be important to develop automatic 

algorithms for S-to-p phase picking. Our current manual picks can serve as labels for 

training these algorithms.  

7.5.3 Conclusions 

The depth of the LA basin has been accurately mapped using two dense seismic arrays: the 

CSN and the LAB2022. These arrays provided robust data, allowing us to utilize 

differential travel times between direct S waves and S-to-p converted phases from local 

earthquakes. Our mapping offers independent constraints that enhance previous seismic 

tomography and gravity surveys. The results indicate that a substantial part of the central 

LA Basin has a depth of over 9 km. This improved depth mapping enhances our 

understanding of the basin's geological structure and contributes to better seismic hazard 

assessments. 
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Supplementary Material

 
Figure 7.S1: Difference between 3D and 2D ray-tracing in the event-station plane using 

the October 2019 Compton event as an example. (a) S wave ray path using 2D ray-tracing 

in the event-station plane. (b) S wave ray path using 3D ray-tracing. (c) Difference in the 

total distance of the ray paths in (a) and (b). Most distances are consistent with differences 

close to 0 km. (d) Difference in travel times between (a) and (b). Although 2D ray-tracing 

gives slightly longer arrival times, the overall differences are minimal. 
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Figure 7.S2: Comparison among different basin depth models. (a) Mapped depth using the 

method illustrated in Figure 7.3a. (b) Mapped depth using the method illustrated in Figure 

7.3b. (c) Mapped depth using the detailed ray-tracing method illustrated in Figures 7.3c-f, 

with the 2D velocity model averaged to a 1D velocity model in each event-station plane. 

(d) Mapped depth using the detailed ray-tracing method illustrated in Figures 7.3c-f, with 

the original 2D velocity model. (e) Depth of the Repetto interface from Wright (1991). (f) 

Depth of the Mohnian interface from Wright (1991). (g) Basin depth from Muir et al. 
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(2022). (h) Basin depth model from gravity studies converted with a constant density 

profile. 
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 C h a p t e r  8  

SHALLOW SEISMICITY IN THE LONG BEACH - SEAL BEACH, CA 
AREA 

Yang, Y., & Clayton, R. W. (2023). Shallow Seismicity in the Long Beach–Seal Beach, 
California Area. Seismological Research Letters. https://doi.org/10.1785/0220220358 

Abstract 

Seismicity can help to locate fault zones that are often difficult to characterize in densely 

populated urban areas. In this study we use three dense nodal arrays consisting of thousands 

of sensors to detect and locate seismic events in the Long Beach - Seal Beach area of 

California. Small events can be detected at sufficient signal-to-noise levels during the night, 

when urban noise is relatively low. We detect and locate more than a thousand events with 

magnitudes below 2. Most of the located events are clustered at very shallow depth, 0-2 

km. The results support previous suggestions that the shallow Newport-Inglewood fault is 

a wide splayed fault in this area. The seismicity pattern also compares well with some 

newly identified faults from reflection seismic surveys. The shallow events, which elude 

detection by the regional seismic network, underscore the complex nature of the faults and 

their seismic hazard.  

8.1 Introduction 

According to modern assessment (e.g., Field et al., 2015), seismic hazard in the Los 

Angeles and the Long Beach area, California, is largely controlled by the Newport-

Inglewood fault (NIF; Taber, 1920). Several studies have concluded that the damaging 

1933 Long Beach earthquake (Wood et al., 1933) occurred on the NIF, rupturing from 

southeast to northwest (E. Hauksson & Gross, 1991; Hough & Graves, 2020), with the 

significant damage concentrated in the Long Beach and south Los Angeles areas (Wood et 

al., 1933; Hough and Graves, 2020). The NIF is predominantly a strike-slip fault with an 

estimated 60-km cumulative offset, but it does not have significant seismicity associated 

with it (Egill Hauksson, 1987). There are a large number of major oil fields along the NIF 
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(Eaton, 1933), and cross-sections derived as part of hydrocarbon exploration show that 

the NIF starts to splay at depths shallower 5 km (Gish & Boljen, 2021). Detailed 

characterization of hazard in this densely populated urban area has been hindered by the 

paucity of modern seismicity and the complexity of shallow fault structures. 

The current Southern California Seismic Network (SCSN) catalog has located a total of 

546 events from 1932 to 2008 with a nominal magnitude of completeness of M > 1.8 

(Hutton et al., 2010) and a total of 199 events from 2008 to 2018 using template matching 

methods with a nominal magnitude of completeness of M > 0.3 (Ross et al., 2019, Figure 

8.1). This zone is also unusual for southern California in that it has a number of deep events 

(below 15 km). There are 49 such events in the SCSN catalog in the past 20 years. Some 

of these events are actually below the Moho, according to studies by Inbal et al. (2015, 

2016) using part of the same arrays’ data used in this study. Detecting and locating these 

deep events required preprocessing to reduce the surface noise, which consisted of 

downward continuation of the recorded wavefield to a depth of 5 km (Inbal et al., 2016). 

This brings the deep events closer to the array and reduces the surface noise (primarily 

surface waves) considerably. This was confirmed by Yang et al. (2021), who showed that 

the deep events are not evident with standard processing. The downward continuation step 

precludes detection of earthquakes shallower than 5 km depth. In this study we develop 

methodology to detect and locate shallow events. 

The paucity of cataloged seismicity may be due to the sparse SCSN network (interstation 

spacing of 10 km or ~0.01 stations/km2) in the Long Beach area. In this study we use three 

temporary, dense-array surveys deployed in the area for oil exploration (Figure 8.1). These 

arrays comprise short-period vertical sensors that have a spatial density of ~100 

sensors/km2, which facilitates the detection of small local earthquakes.  The study area is, 

however, a very noisy urban region, and this makes it a challenge to detect weak seismicity. 

In this paper, we exploit the density of the array to detect the coherent signals of the shallow 

seismicity. Modern methods such as template matching (Ross et al., 2019; Shelly et al., 

2007) and machine learning approaches (Mousavi et al., 2020; Ross et al., 2018; Zhu & 
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Beroza, 2019) cannot be used directly because of the lack of templates or a training set 

for the nodal arrays and the seismicity in this area. Therefore, we use a standard STA/LTA 

method and a spatial clustering filter to exploit station density. One of the challenges of 

this study is that shallow detection is often associated with anthropological activities, and 

for this reason we focus on the nighttime events when the urban area is considerably quieter 

seismically, as shown in Figure 8.2. 

Table 8.1: The general information about the three arrays. 

ID Dates # of 
nodes Name 

LB3D 2011/01/05 - 2011/06/15 5441 Long Beach 

ELB 2012/01/10 - 2012/04/13 2484 East Long Beach 

SB3D 2018/01/22 - 2018/02/15 (Span of complete array) 5228 Seal Beach 
 

Figure 8.1: Map of the study area. The red dots show seismicity from the template 

matching-based catalog (Ross et al., 2019), the beachball is the focal mechanism for the 

1933 M6.4 Long Beach earthquake (Hauksson & Gross, 1991), and the black lines are the 

known faults from USGS Quaternary Fault and Fold Database. The orange triangles 

represent the SCSN stations. The red, blue, and magenta lines outline the Long Beach 

(LB3D), the Seal Beach (SB3D), and the extended Long Beach (ELB) arrays, respectively. 



 

 

146 
The zoomed-in view of the three nodal arrays is shown on the right, with dots showing 

the location of the sensors. 

Figure 8.2: The noise amplitude variation with local hours. The curve is averaged over all 

the nodes in the SB3D array and for all the dates, which clearly reveals day-night 

anthropogenic noise variation and rush hours. 

8.2 Data and methods 

Data used in this study come from three separate surveys that occurred at different times 

and were deployed for different lengths of time. The survey information is shown in Table 

1. The arrays have an average sensor spacing of approximately 100 m. The instruments are 

Fairfield Z-land nodes each consisting of a vertical short-period velocity sensor with a 

lower-frequency corner of 10 Hz. Previous studies with these data have shown that these 

instruments have sensitivity to frequencies as low as approximately 0.1 Hz (Castellanos et 

al., 2020; Lin et al., 2013). The data were recorded continuously at 500 Hz sampling rates 

and were then down-sampled to 250 Hz. 
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The Long Beach-Seal Beach study area has a high level of cultural noise that varies 

significantly over the span of a day.  Figure 8.2 shows the hourly root-mean-square (RMS) 

energy averaged over the stations of the Seal Beach array and the duration of the survey. 

There is a factor of approximately two difference in noise levels between daytime and 

nighttime hours. Because the focus of our study is on elucidation of shallow fault structures 

rather than catalog completeness, we restrict our analysis to nighttime hours (9 pm to 5 am 

Pacific time) to maximize the signal-to-noise ratio. We excluded Sunday nights from the 

analysis with the Long Beach array because the seismic-survey contractor used that time 

period to run the vibrator sources at full power near the Long Beach Airport. The bandpass 

filter of 2-8 Hz is designed to remove the vibrator sweep frequencies, which is 8-80 Hz. In 

normal operations, the vibrators are only operated during the daytime at highly reduced 

power (Snover et al., 2020). Some machine-learning denoisers are proposed recently to 

remove the urban noise (Yang et al., 2022), but these methods are based on trace-by-trace 

method and may degrade the spatial correlated pattern of the earthquakes recorded in a 

dense nodal array (Figure 8.S1). 

In this study, the P waves are picked with a short-time-average over long-time-average 

(STA/LTA)-based picker (Bungum et al., 1971; White et al., 2019; Withers et al., 

1998).  The window lengths of 0.25 and 10.0 s are used for the STA and LTA, respectively. 

The STA/LTA algorithm registers a detection when the ratio of the two averages (each 

calculated as the root mean square signal amplitude) exceeds an onset threshold of 5 and 

remains above a secondary threshold of 2 for at least 2 s.  

The second step is to associate the single station-based picks into events. The STA/LTA 

method can be triggered by spurious signals that originate from shallow noise sources in 

the vicinity of the geophones. Therefore, we associate the picks in both time and space to 

mitigate the false detections. It takes a maximum of 2 seconds for P-waves to traverse the 

arrays, and hence, a quick way to associate events is to count the number of single-station 

picks within a 2-second sliding window. If, at any moment, the number of picks is larger 
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than two standard deviations from the mean of a day, a potential event is declared 

(Figure 8.3). 

After the association, candidate events are further screened by a spatial coherence filter. 

The local anthropogenic noise may trigger nearby sensors but not usually the sensors away 

from the triggered one. For a pick at sensor to be kept in the associated event we require 

that 20% of sensors within 1 km of that sensor to also have picks (Figure 8.3f). After the 

spatial clustering, the number of events decreases from more than 600,000 to about 50,000. 

This process eliminates most of the uncorrelated random picks. 

Identified events are located by a cascade of methods designed to improve locations. For 

the initial location, the events are individually located using the algorithm NonLinLoc 

(Lomax et al., 2009), which is a probabilistic, global-search approach. During the grid 

search, it is assumed that both the velocity model and picks can produce 0.5-s errors. This 

input prior-uncertainty is quite large and could be improved using a path-dependent error. 

After that, a double-difference relocation is performed to refine the relative location. The 

differential times of all the event pairs are calculated with cross-correlation of the 

waveforms in a window around the P wave arrival times (0.5 s before and 2 s after). The 

differential travel times obtained by cross-correlating waveforms are input into GrowClust 

(Trugman & Shearer, 2017), which is a cluster-based double-difference relocation 

algorithm. A minimum of 8 differential travel times and a minimum cross-correlation 

coefficient of 0.7 are required to relocate each event pair. For both absolute and relative 

location,  a 1-D velocity model averaged from the SCEC-CVMS model in this region is 

used (Small et al., 2017). The event is kept if either is relocated by GrowClust or has an 

uncertainty (estimated by NonLinLoc) less than 2 km. After relocation, the number of 

events decreases from 50,000 to 3363 (including day and night). We use bootstrapping to 

estimate the error of the relocation results (Trugman & Shearer, 2017). The resulting 

average horizontal error is 0.12 km and the average vertical error is 0.16 km. 
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The local magnitude of the events can be estimated with a simple regression based on 

the largest amplitudes and hypocentral distances recorded at the sensors as used in a Wood-

Anderson seismograph (Richter, 1935): 

 𝑀o = log#$ 𝐴 + 𝑎 log#$ Δ + 𝑏, (8.1) 

where A is the peak amplitude of the P-wave waveform recorded at a station with epicentral 

distance Δ. For calibration, we use a total of 11 events that are already recorded in the 

SCSN catalog and are located closest to the nodal array. Given the accurate magnitudes 

𝑀o from the SCSN catalog, and the peak amplitudes 𝐴 and the epicentral distances Δ based 

on the recordings of our nodes, we can optimize the empirical parameters a and b in the 

equation with linear regression. We have the resulted best-fitted a = 0.4958 and b =1.8517. 

With the fixed parameters a and b, we calculate the magnitude for the events that are not 

in the SCSN catalog but detected and located by the nodal arrays. For each event, we 

determine its magnitude using the median of the magnitudes calculated by all the nodes 

following equation (8.1).  
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Figure 8.3: The scheme of detection and association. (a) 15-sec continuous waveforms 

around a detected event for all the sensors in SB3D array; (b) STA/LTA of the data in (a); 

(c) the number of the single-station picks in a 2-sec sliding window for the picks in (b). (d) 

similar as (a), but only for all the picked sensors; (e) similar as (b), but only for all the 

picked sensors; (f) the spatial distribution of all the picked sensors for this event, with 
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colors showing the picked arrival times. Black circles represent the sensors that were 

picked during this event but did not pass the following spatial clustering for association. 

8.3 Results 

The nearby SCSN cataloged events are all detected and located with better-resolved 

hypocenters (Figure 8.4). They are not, however, included in our relocated catalog, because 

they are outside the array area and the relocation requires multiple events with coherent 

waveforms. The SCSN cataloged events are relatively large (~M2) and don’t have 

repeating counterparts within several months. We detected, located, and relocated a total 

of 1262 nighttime events during a non-continuous period of 8 months in the Long Beach 

area. The magnitudes of these events range between 0.40 and 1.34 with a mean value of 

0.81. The distribution of the located seismicity is shown in Figure 8.5. The main feature of 

the seismicity is that the bulk of it is shallower than 2 km depth, with several large clusters 

along the NIF and around the Seal Beach Pier. Figure 8.5 shows two vertical cross-sections 

of the located events, one of which has a high-resolution seismic reflection profile 

produced by 3D Seismic Solutions Inc shown in the background. The diffuse seismicity 

and the complicated seismic section show that at shallow depths, the NIF is a wide splay 

zone with a width >1 km. A new fault between the Los Alamitos fault (LAF) and the NIF, 

and also north of the Garden Grove Fault (GGF) newly detected by oil-company analysis 

is evident in the cross-section (Figure 8.5).  

The hourly distributions of seismicity in all areas typically show a bell-shape distribution 

with a significant increase in the number of earthquakes at night due to the decrease in 

anthropogenic noise (Figure 8.2). Although we only present nighttime events in this work, 

we also processed daytime data for comparison. Our results show that the number of events 

detected per hour in the nighttime is indeed higher than that in the day time. The clusters 

of the events that appear during the daytime are mostly located around the Long Beach 

airport but do not appear to correspond to other areas of the city where we expect to have 

anthropological noise such as freeways and rail lines, industrial areas, port area, oil fields 

(Figure 8.S2). The calculated magnitudes for the daytime detections are substantially larger 
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than that of nighttime events, which is due to the large amplitudes from the strong 

cultural noise right on the surface. The events number-magnitude distribution also differs 

between the daytime and nighttime events (Figure 8.6). We use the maximum curvature 

method to calculate the Mc (Wiemer & Wyss, 2000), where Mc is set as the maximum of 

the first derivative of the discrete G-R law plot. Then, we use all the events above Mc to 

compute the b-value and its uncertainty with the maximum likelihood estimate method 

(Aki, 1965). The daytime distribution is poorly fit with a power law whereas the nighttime 

distribution has a regressed b-value of nearly 2 (Figure 8.6). Currently we do not include 

daytime detections in our results since we don’t have a procedure for distinguishing 

between earthquake and anthropogenic noise sources.  

Figure 8.4: Comparison between the earthquake location in SCSN catalog and this study. 

(a) Epicenters of SCSN catalog in red and our located results in blue. The dots represent 

the sensors with color indicating the picked travel times; (b) waveform sorted by the 

hypocenter in the red star in (a) with predicted P wave arrival time shown in red bars; (c) 

similar as (b), but for the hypocenter in blue in (a). 
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Figure 8.5: Distribution of the relocated nighttime events in the Long Beach area shown as 

circles. (a) the horizontal view. The circles  are the events with their colors showing the 

depth and their sizes showing the magnitude. The red lines show the fault traces in USGS 

database (U.S. Geological Survey and California Geological Survey, 1993). The purple 

and the orange lines represent the recently mapped thrust and normal faults of the Garden 

Grove fault zone (GGF), respectively (Gish & Boljen, 2021). The black lines mark the 

location of the two cross-sections shown in (b) and (c). The gray shaded area depicts the ~ 

250 m wide Alquist-Priolo zone as previously estimated (California Division of Mines and 

Geology (CDMG), 1976). (b) Seismicity on the depth profile AA’ with the red dashed line 

showing the location where the NIF crosses the profile. (c) Seismicity on the depth profile 

BB’ with the red dashed line showing the locations where the NIF and LAF cross the profile. 

The purple dashed lines show the locations where the GGF traces are across the profile. 



 

 

154 
The background shows the high-resolution seismic reflection profile produced by 

3DSeismicSolutions Inc.  

Figure 8.6: Magnitude distribution for daytime and nighttime events. (a) magnitude 

distribution for daytime events. (b) magnitude distribution for nighttime events. Here all 

the events including those that were not relocated are plotted. The nighttime distribution is 

more consistent with a power law while the daytime events clearly are not. 

8.4 Discussion  

8.4.1 Active faults beneath Long Beach 

The study area, comprising parts of Long Beach and Seal Beach, is crossed by the southern 

portion of the NIF, which appears on the USGS Fault Map to be a strike-slip fault with a 

single main strand. Detailed subsurface mapping of the oil fields along the NIF has revealed 

a variety of complex structural patterns, and many of these cannot easily be reconciled with 

a pure strike-slip origin (Wright, 1991). The formation of the splay features is likely related 

to the tectonic environment of the LA basin, in which the regional stress field transitioned 

from extension to compression (Harding, 1973; Williams et al., 1989). Previous results 

support the idea that the NIF changes character along strike (Wright, 1991). In Long Beach, 

the NIF is a relatively simple fault with a pair of strands. In Seal Beach, the NIF is a wide 

flower structure with several splays currently active. Inbal et al. (2015) located the 
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seismicity in Long Beach with the depths gradually increasing to the northeast of the 

NIF, indicating a dipping structure. The seismicity and the seismic reflection profile 

confirm that the NIF is actually dispersed across a zone that is at least 1 km wide at the 

surface (Figure 8.5). 

The active source portion of the Seal Beach array was processed by 3D Seismic Solutions 

Inc to produce 3D reflection images of the subsurface (Gish & Boljen, 2021). The top one 

second of these images (about 1 km in depth) are shown in Figure 8.5. Their analysis has 

identified a previously unknown fault with significant offset, in the area between the NIF 

and LAF faults, which they have named the Garden Grove Fault (GGF). At least part of 

the unmapped GGF is active, as shown in Figure 8.7. The seismicity pattern along the NW-

SW trend is at a 10-degree angle to the shoreline as does the mapped fault. The seismicity 

ceases near the San Gabriel River where the fault is cut through by another orthogonal fault 

(Figure 8.7).  The southern end of both the fault and the seismicity is determined by the 

extent of the Seal Beach survey. The part of GGF without seismicity may be inactive during 

the very limited deployment duration. It is also possible that the events’ frequency content 

is above the highest frequency we used in this paper.  

Figure 8.7: A zoomed-in view of the cluster of shallow Seismicity in the southeast corner 

of the study region. (a) The seismicity identifies a fault along the coast that is also identified 

in the interpretation of the seismic data by the company 3DSeismicSolutions. This fault is 

intersected or truncated on the NW by another fault. Note that this seismicity is about 2-3 
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km away from the Seal Beach oilfield. The symbols of the faults are the same as those 

in Figure 8.5. (b) Seismicity along the depth profile AA’. The magnitude scale is the same 

as that in (a). The purple dashed line showing the location where the fault mapped by 

reflection surveys intersects with the profile. 

8.4.2 Shallow seismicity 

One notable feature is that most of the events detected in this study are clustered at very 

shallow depth (<2 km). Although the earthquakes in the SCSN catalog and the template 

matching-based QTM catalog using regional stations (Ross et al., 2019) are deeper than 6 

km, previous studies using the Long Beach and Extended Long Beach arrays present 

similar results showing the seismicity is clustered in the top 5 km (Li et al., 2018; Yang et 

al., 2021). We did not detect any deep events but as shown by Inbal et al. (2016), detecting 

deep earthquakes in a noisy urban environment requires spatial filtering to reduce surface 

noise. Applying such a filter in this study would attenuate the detected shallow seismicity. 

Tectonic seismicity in Southern California is rarely observed shallower than 2 km (Sanders, 

1990). A lack of near-source station coverage or the use of generalized regional velocity 

models have typically been considered as the causes of the large uncertainty in the 

earthquake depth in published catalogs. A sequence of unusually shallow earthquakes (< 3 

km) has been reported in 1993 inside the Rock Valley fault zone, NV (Smith et al., 1993). 

The convincing evidence is the extremely short S minus P times recorded in their near-

source three-component receiver. The nodal arrays in our study, however, only have single 

vertical component.  We attempted to use the array data to determine focal mechanisms for 

identified earthquakes but were unsuccessful because spatial patterns were too noisy to be 

interpretable. We suspect this is due to paths being almost horizontal leaving the source 

(for shallow events) and hence encountering strong near surface heterogeneity and 

scattering.  An example is shown in Figure 8.S3. 

Relatively little is known about very shallow seismogenesis. Long (2019)  summarizes the 

studies on shallow seismicity swarms in the southeastern U.S. and proposes a positive 

feedback mechanism to account for the mechanics of shallow seismicity. The key is a low-



 

 

157 
stress environment rather than an increase in tectonic stress. In a low-stress 

environment, fractures can be open or filled with fluid and can be held open further by their 

asperities. During faulting, the reduction in fracture volume increases the fluid pressure, 

enhancing the capability of fluids to trigger more earthquakes. This mechanism works only 

at shallow depths and low stress where fractures and faults can hold fluids. In this fluid-

rich environment, shallow seismicity may have different properties from the seismicity at 

greater depth. The focal mechanisms of shallow induced seismicity are associated with 

joint directions (Zoback & Hickman, 1982), and the spectral decay of shallow seismicity 

is more rapid (Marion & Long, 1980). Many studies have also pointed that the shallow 

earthquakes generally have higher than normal b-values (Goebel et al., 2017; Li et al., 2015; 

Meng et al., 2018; Mori & Abercrombie, 1997; Rivière et al., 2018; C. H. Scholz, 1968; 

Spada et al., 2013), which is consistent with the mechanism that they nucleate at lower 

differential stress (Christopher H. Scholz, 2015). A key question for hazard assessment is: 

does shallow seismicity increase seismic hazard?  Although we expect that large 

earthquakes will likely nucleate and release energy at 6-10 km depth, shallow seismicity 

suggests that there are many possible paths for a rupture to propagate to the surface. The 

regulatory zones surrounding the surface traces of active faults in California are named 

Alquist-Priolo zone, which has a minimum extent of fifty feet from the fault. Our results 

suggest the zone of high hazard at the surface may therefore be much wider than the 

Alquist-Priolo zone indicates (Figure 8.5).  

8.5 Conclusions  

We use three dense urban exploration seismic networks in Long Beach, CA to detect and 

locate local seismicity. Besides the documented events from outside the arrays in SCSN 

catalog, a large number of shallow events inside the array are detected. The location results 

support the previous conclusion that the Newport-Inglewood fault is a wide splayed fault 

in this area. The seismicity pattern also compares well with some newly identified faults 

from reflection seismic surveys. The shallow events call for attention on the potential 

shallow seismicity-related hazard.  
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Supplementary Material 

 
Figure 8.S1: Comparison showing the effect of the urban denoiser. (a)-(c): Our detection 

and location scheme directly applied to the raw data. (d)-(f) Our detection and location 

scheme directly applied to the data after the urban denoiser of Yang et al (2022). It is clear 

that the detected event passes the denoiser, but the coherent earthquake arrivals have been 

suppressed. 
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Figure 8.S2: Map of the cataloged daytime events in the Long Beach area, with color 

showing depth and size showing magnitude. Note that the magnitude scale here is the same 

as that in Figure 8.4. The substantially larger events are due to strong cultural noise right 

on the surface. 
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Figure 8.S3: Attempts to determine the focal mechanism. The figure shows the peak 

amplitude for a magnitude=0.71 event on the NIF. The amplitude pattern flows the 

apparent surface heterogeneity due to the NIF zone. No clear focal mechanism pattern can 

be seen. 
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 C h a p t e r  9  

SEISMIC WAVE PROPAGATION AND INVERSION WITH NEURAL 
OPERATORS 

Yang, Y.*, Gao, A. F.*, Castellanos, J. C.*, Ross, Z. E., Azizzadenesheli, K., & Clayton, R. 
W. (2021). Seismic Wave Propagation and Inversion with Neural Operators. The Seismic 
Record, 1(3), 126–134. https://doi.org/10.1785/0320210026  

Abstract 

Seismic wave propagation forms the basis for most aspects of seismological research, yet 

solving the wave equation is a major computational burden that inhibits the progress of 

research. This is exacerbated by the fact that new simulations must be performed whenever 

the velocity structure or source location is perturbed. Here, we explore a prototype 

framework for learning general solutions using a recently developed machine learning 

paradigm called Neural Operator. A trained Neural Operator can compute a solution in 

negligible time for any velocity structure or source location. We develop a scheme to train 

Neural Operators on an ensemble of simulations performed with random velocity models 

and source locations. As Neural Operators are grid-free, it is possible to evaluate solutions 

on higher resolution velocity models than trained on, providing additional computational 

efficiency. We illustrate the method with the 2D acoustic wave equation and demonstrate the 

method's applicability to seismic tomography, using reverse-mode automatic differentiation 

to compute gradients of the wavefield with respect to the velocity structure. The developed 

procedure is nearly an order of magnitude faster than using conventional numerical methods 

for full waveform inversion. 

9.1 Introduction 

The simulation of seismic wave propagation through Earth's interior underlies most aspects 

of seismological research, from the simulation of strong ground shaking due to large 

earthquakes (Graves & Pitarka, 2016; Rodgers et al., 2019), to imaging the subsurface 

velocity structure (Fichtner et al., 2009; Gebraad et al., 2020; Lee et al., 2014; Tape et al., 
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2009; Virieux & Operto, 2009), to derivation of earthquake source properties (Duputel et 

al., 2015; Wang & Zhan, 2020; Ye et al., 2016). The compute costs associated with these 

wavefield simulations are substantial, and for reasons of computational efficiency, 1D 

models are often used, even when better 3D velocity models are available. As a result, 

seismic wave simulations are often the limiting factor in the pace of geophysical research. 

Recently, deep learning approaches have been explored with the goal of solving various 

geophysical partial differential equations (Moseley et al., 2020, 2021; Smith et al., 2021). 

Beyond the goal of accelerating compute capabilities, such physics-informed neural 

networks may offer other advantages such as grid-independence, low memory overhead, 

differentiability, and on-demand solutions. These properties can then result in deep learning 

being used to solve geophysical inverse problems (Smith et al., 2022; Xiao et al., 2021; Zhu 

et al., 2021), as a wider selection of algorithms and frameworks are then available for use, 

such as approximate Bayesian inference techniques like variational inference.  

One of the major challenges associated with wave propagation is that a new simulation must 

be performed whenever the properties of the source or velocity structure are perturbed in 

some way. This alone substantially increases the necessary compute costs, making some 

problems prohibitively expensive even if they are mathematically or physically tractable. For 

the most part, these limitations have been accepted as an inevitable part of seismology, but 

now physics-informed machine learning approaches have started to offer some pathways for 

moving beyond this issue. For example, Smith et al. (2021) use a deep neural network to 

solve the Eikonal equation for any source-receiver pair by taking these locations as input. 

This then can be exploited for hypocenter inversion by allowing for gradients of the travel 

time field to be computed with respect to the source location (Smith et al., 2022). However, 

these models are relatively inefficient to train and even then are only able to learn 

approximate solution operators to the differential equations. 

The aforementioned limitations may seem surprising, but result from a basic attribute of 

neural networks that in fact makes them ill-suited for solving differential equations. 

Specifically, neural networks are designed for learning maps between two finite dimensional 



 

 

167 
spaces, while learning a general solution operator for a differential equation requires the 

ability to map between two infinite dimensional spaces (i.e. function spaces). A paradigm 

for learning maps between function spaces was recently developed (Jonthan D Smith et al., 

2022), and has been termed Neural Operator. The general idea behind these models is that 

they have shared parameters over all possible functions describing the initial conditions, 

which allows them operate on functions, even when the inputs are a numerically discretized 

representation of them. 

Here, we explore the potential of Neural Operators in improving seismic wave propagation 

and inversion. We develop a prototype framework for training Neural Operators on the 2D 

acoustic wave equation and show that this approach provides a suite of tantalizing new 

advantages over conventional numerical methods for seismic wave propagation. This study 

provides a proof of concept of this technology and its application to seismology. 

9.2 Preliminaries 

For a given function 𝐴 and a Green's function 𝐺, let 𝑈 denote the solution to a linear PDE, 

i.e., the solution operator, 

𝑈(𝑥) = (ℒ	𝐴)(𝑥) = R𝐺(𝑥, 𝑦)𝐴(𝑦)𝑑𝑦, (9.1) 

in which ℒ is the corresponding linear operator. For example, suppose that the PDE to be 

solved is the acoustic wave equation; then 𝐴 could describe the velocity structure as well as 

the initial conditions. Neural operator generalizes this formulation to the nonlinear setting 

where a set of linear operators are sequentially applied to construct a general nonlinear 

solution operator. In its basic form, an 𝑙-layered neural operator is constructed as follows: 

𝑈(𝑥) = ℒp(𝜎(ℒp-#…𝜎(ℒ#𝑉)… ))(𝑥), (9.2) 

in which ℒ! is such that for any function 𝑉, we have, 
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(ℒ!𝑉)(𝑥) = 𝑊!(𝑥) + ∫ 𝐾!(𝑥, 𝑦)𝑉(𝑦)𝑑𝑦.	 (9.3) 

Under this framework, 𝑊!(𝑥)  and 𝐾!(𝑥, 𝑦)  constitute the learnable components of the 

Neural Operator and allow for a solution to be produced for any prescribed function 𝐴. In a 

limited sense, Neural Operators can be viewed as generalized Green's functions. 

9.3 Methods 

We designed a framework that applies Neural Operators to the 2D acoustic wave equation. 

The basic idea for this procedure is outlined schematically in Figure 9.1. A specific type of 

Neural Operator, called a Fourier Neural Operator (FNO; Li et al., 2020a) receives a velocity 

model specified on an arbitrary, possibly irregular mesh, along with the coordinates of a point 

source. One of the main features of FNO is that the major calculations are performed in the 

frequency domain, which allows the convolutions in equation (9.3) to be rapidly computed. 

The output of the FNO is the complete wavefield solution, which can be queried anywhere 

within the medium, regardless of whether the points lie on the input mesh. 

The most basic component of the FNO is a Fourier block (Figure 9.1), which first transforms 

an input function (𝑉) to the Fourier domain. In the first layer of the network, 𝑉 is equal to 

the initial conditions, 𝐴. Then, a kernel 𝐾!) is computed specifically for this function and is 

truncated at low order, before performing the integration via multiplication. Finally, the result 

is transformed back and a non-linear activation function is applied, which concludes the 

Fourier block. For this study, the architecture of the FNO contains 4 sequential Fourier blocks 

and applies a ReLU activation to the output of each (Figure 9.1). We note that the truncation 

of the Fourier modes is performed on the function values after lifting them to a higher 

dimensional space, rather than the raw input function, so that this does not lead to 

compression. We refer the interested readers to (Li et al., 2020a) for more mathematical 

details about the FNO. 

We constructed a training dataset of simulations to learn from by first generating random 

velocity models. We set up a 64×64 grid with 0.16 km spacing to define the velocity model. 

Then, we created 5,000 random velocity models by sampling random fields having a von 
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Karman covariance function with the following parameters: Hurst exponent 𝜅 = 0.5, 

correlation length 𝒂	 = 	 v𝑎i , 𝑎qw = [0.16	km, 0.16	km],  and 𝜀	 = 0.1, 𝜇 = 3	km/s,

and	𝜎 = 0.15	km. Then, for each of these velocity models, we apply a Ricker wavelet 

source at a random point, and solve the acoustic wave equation using a spectral-element 

method (SEM; Afanasiev et al., 2019). It should be noted that there is a source grid used 

since this is a requirement of the spectral-element method. As Gaussian random fields can 

represent all continuous functions, the purpose of these steps is to create a suite of simulations 

that span a range of possible conditions. We show later that they can even well-approximate 

strongly discontinuous velocity models. An example velocity model and simulation is shown 

in Figure 9.1. Applying the aforementioned procedure results in a training dataset of 5,000 

data samples, each of which is a different simulation. 

Given the simulation dataset, we can proceed to train a FNO model in a supervised capacity, 

where the goal is to learn a model that can reliably output a solution to the wave equation for 

arbitrary input conditions. The training is performed using batch gradient descent, where the 

parameters of the FNO are updated to minimize the error against the "true" spectral-element 

solutions. A mean-square error loss function is used. We use a batch size of 30 simulations 

and train the model for a maximum of 300 epochs. We use all but 200 of the simulations for 

training, and set aside the remainder for cross-validation of the model. The time required to 

train the model from scratch is approximately 18 hours using 6 NVIDIA Tesla V100 GPUs.  
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Figure 9.1: Our approach applying FNO to the 2D acoustic wave equation. The inputs to the 

FNO model are the velocity model with dimensions 𝑑 × 𝑑 × 1 and the source location, 

indicated by the white star. The input velocity model is lifted to a higher dimensional space 

with size 𝑑 × 𝑑 × 𝑤 using a neural network. Then, we apply four Fourier operator layers, 

and finally project back to the target wavefield dimensions of 𝑑 × 𝑑 × 𝑁 using a neural 

network. The bottom panel shows details of the Fourier layer architecture: we define 𝑣 to be 

the input. On top: We apply a Fourier transform 𝐹 to 𝑣, then apply a linear transformation 𝑅 

to the lower Fourier modes, filtering out higher modes. Then we apply an inverse Fourier 

transform 𝐹-#. On the bottom: we apply a local linear transform 𝑊 to 𝑣.} 

9.4 Experiments 

9.4.1 Initial wavefield demonstration 
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Figure 9.2 shows two example wavefields corresponding to two different velocity 

models, each with a different source. The spectral element solution is shown alongside the 

wavefield predicted by the FNO for the 8 different receivers (blue triangles). For these 

examples, the input velocity model is 64×64. The relative ℓ) loss of the FNO wavefields are 

0.180 and 0.363. These examples are representative of the entire validation dataset, which 

has a loss of 0.273 relative to the spectral element solutions.  

Figure 9.2: Examples of two validation wavefield simulations from the trained FNO model. 

(a) the source-receiver locations with receivers in blue and source in red; (b) the velocity 

structure;  (c) waveforms simulated with SEM (black) and FNO (red). (d-f) same as (a-c), 

but for a different velocity model. The relative ℓ) loss of the two examples are 0.180 and 
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0.363, respectively, which are representative of the entire validation data set with an 

average ℓ) loss of 0.273. We demonstrate that the FNO simulation results are able to capture 

both the major arrivals as well as some reflections. 

9.4.2 The number of simulations needed for training 

Once fully trained, the FNO can evaluate a new solution in a fraction of a second, and thus 

the time to train the FNO will be the vast majority of the needed compute time. A primary 

concern about the computational demands of the FNO approach is therefore the number of 

simulations needed for training. Here, we examine how the number of training simulations 

influences the accuracy of the solution. We create a series of tests in which the number of 

training simulations is varied from 800 at the fewest, to 4800 at the most. The results are 

shown in Figure 9.3, where we show the FNO wavefield predictions for each dataset. Even 

with 1200 training samples, there is no indication that there is overfitting since the training 

waveform error is similar across different models (Figure 9.3a,b). Training using just 1200 

simulations is able to predict the major arrival. Increasing number of training samples 

provides a better fit of the reflections (e.g. 3.2 sec in Figure 9.3c).  

Figure 9.3: Model performance as a function of the number of training samples. (a) Training 

and validation loss curves as a function of different numbers of training samples. (b) Example 

waveform fitting of a single training example from models trained with varying number of 

training examples. (c) Example waveform fitting of a single validation example from models 

trained with varying number of training examples. The numbers to the right of each 
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waveform shows the relative ℓ)misfit. This shows that the model trained on 4800 

samples is able to capture the reflections, whereas the model trained on smaller number of 

samples does not generalize to reflections in the validation example. 

9.4.3 Generalization to arbitrary velocity models 

The FNO was trained only on velocity models drawn from Gaussian random fields, and while 

this family of functions is broad, it does not include some types of functions that exist in the 

Earth, such as discontinuous functions. This rises the question of whether the FNO can still 

generalize well to these cases. Figure 9.4a-c shows an example of a predicted wavefield for 

a velocity model containing a constant velocity square embedded within a homogeneous 

medium. While the velocity model itself is rather simple, it is actually very far removed from 

the characteristics of the random fields that the FNO was trained on and represents a 

challenging example. We can see that the predicted wavefield does a very good job of 

approximating the wavefield compared to the ground truth. We believe the small residual 

errors can be reduced with better hyperparameter selection.  
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Figure 9.4: Model generalization experiments. (a) the source-receiver locations with 

receivers in blue and source in red; (b) a velocity model with a homogeneous background of 

3 km/s and a 5% square anomaly;  (c) waveform simulated with SEM (black) and FNO (red). 

(d-f) same as (a-c), but for an input velocity model with 2x finer resolution than trained on. 

These experiments show that the model is not just memorizing the solutions, but is able to 

generalize to entirely new conditions.  

9.4.4 Generalization to higher resolution grids 
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FNO can be viewed in some sense as a method for learning generalized Green's functions 

valid for arbitrary boundary conditions. Since it is intrinsically learning a mapping between 

function spaces, the FNO is theoretically independent of the resolution at which the functions 

are discretized (this is only a requirement for evaluation on a computer). One important 

advantage of this is that the FNO can be trained on velocity models with a certain grid 

spacing, and then be evaluated on velocity models with a different grid spacing at inference 

time. Here, we are not simply talking about interpolating the wavefield after solving the PDE; 

but rather, the solutions to the PDE can actually be evaluated on a higher resolution velocity 

model with negligible extra compute cost. To demonstrate this, Figure 9.4d-f shows the FNO 

prediction for a random velocity field with 2x higher resolution (128×128) than the models 

used during training, alongside the spectral element solution. The FNO solution closely 

approximates the spectral element solution. Note that the velocity models with different 

meshes have the same roughness as the training data set. Resolving more rough structure 

with denser spacing can be achieved by training with many more GRFs with varying 

correlation length scales and variance. 

9.4.5 Full waveform inversion with Neural Operators 

One of the most useful applications of wavefield simulations is in inversion, to image the 

Earth's interior. The adjoint-state method is an approach to efficiently compute the gradients 

of an objective function with respect to parameters of interest and can be used for seismic 

tomography (e.g., Gebraad et al., 2020; Tape et al., 2009). Neural Operators are differentiable 

by design, which enables gradient computation with reverse-mode automatic differentiation. 

Automatic differentiation has been shown to be mathematically equivalent to the adjoint-

state method (Zhu et al., 2021). This allows for the gradients of the wavefield to be 

determined with respect to the inputs (velocity model and source location).  

Figure 9.5 demonstrates our FWI performance. For each case, we compute synthetic 

observations using the source distribution as shown (red circles), taking every point in the 

64×64 grid as a receiver. The observations are noise-free for this experiment. Then, we 

perform tomography by starting with a homogeneous initial velocity model and forward 
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propagating a wavefield with the FNO for each source. We calculate the loss 𝐿	 =

∑ ∑ v𝑢BrC	s𝑥! , 𝑥"u −	𝑢A<=:	s𝑥! , 𝑥"uw
)

"! , and compute ∇𝐿 with automatic differentiation. The 

velocity model is then iteratively updated with gradient descent for 1000 iterations using the 

Adam optimizer (Kingma & Ba, 2014)and a learning rate of 0.01. For comparison, Figure 

9.5ab shows the imaging result using SEM and adjoint-state method, with a relative ℓ) misfit 

between the inverted and true velocity model of 0.0289. Figure 9.5cd shows the result for the 

same velocity structure using FNO and automatic differentiation, with a misfit of 0.0319. 

Figure 9.5ef is designed to demonstrate sharp discontinuous changes with a short 

wavelength. The results demonstrate the remarkable capabilities of FNO to learn a general 

solution operator. 

We note that our FWI approach does not require an adjoint wavefield to be computed, nor a 

cross-correlation; the gradients can be rapidly computed with GPUs using automatic 

differentiation. The rapid simulation makes it substantially more efficient than adjoint 

methods. For these experiment, 20 sources take ~1 second for one tomographic iteration 

including the costs of computing the forward model, while the spectral element method with 

adjoint methods takes ~100 seconds for one tomographic iteration. These time measurements 

are from using only a single NVIDIA Tesla V100 GPU. 
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Figure 9.5: Example of a full waveform inversion using FNO. (a)(c)(e) True velocity models 

with source locations indicated by red circles and receivers placed at every node of the 64×64 

grid (10 km×10 km region). (b) Reconstruction using SEM and adjoint tomography. (d)(f) 

Reconstruction using FNO as the forward model and automatic differentiation to compute 

gradients. No regularization is used for these experiments.  
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9.5 Discussion 

This study presents a prototype framework for applying Neural Operators to the 2D acoustic 

wave equation. We anticipate that the general framework would also be suitable for the 3D 

elastic wave equation with relatively little modification. Indeed the FNO method was applied 

successfully to the Navier-Stokes equations (Li et al., 2020a), which can be more challenging 

to solve than the elastic wave equation. In our tests, we found that only a few thousand 

simulations were needed to train a FNO model, and from there, required negligible time to 

compute a new solution. Since FNO can be trained on lower resolution simulations and then 

generalize to higher resolution solutions once trained, this results in substantially faster 

computations than using traditional numerical methods at the full resolution. 

One of the limitations of the approach is that the solutions are approximate, as seen in several 

of the figures. However, since this is a learning-based approach, the performance can be 

improved in the future by using a better model architecture, thorough tuning of 

hyperparameters, improving the size of the training dataset, using a more appropriate 

objective function, and various other factors. Additionally, as new developments within 

machine learning emerge in this area, they would be able to be incorporated. Thus, these 

performance metrics should only be viewed as a starting point. For some applications, the 

error may be enough of an issue and traditional numerical methods may be preferable; 

however for many other situations in geophysics, a reasonably accurate solution may be 

acceptable. 

Among the most exciting benefits of our approach is that by training the FNO on random 

velocity models, the FNO is able to produce solutions for arbitrary velocity models. This is 

because FNO learns a general solution operator to the PDE, and not specifically the velocity 

model. This means that the model does not need to be retrained for each region. Thus, the 

approach offers the potential for a single FNO model to be used by the entire seismology 

community for any region of a similar size. While the initial cost of training a FNO and 

performing the training simulations may be expensive, it only needs to be done a single time 

for the community as a whole. 
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Supplementary Material 

This Supplemental Material demonstrates that the misfit between the simulations using 

spectral element method (SEM) and the Fourier Neural Operator (FNO) is minimal. 

Given a homogeneous velocity model, we have the analytical solution for the acoustic 

equation with Green’s functions 

𝜕e)𝐺(𝒙, 𝑡; 𝒙𝟎, 𝑡$) − 𝑐)Δ𝐺(𝒙, 𝑡; 𝒙𝟎, 𝑡$) = 𝛿(𝒙 − 𝒙𝟎)𝛿(𝑡 − 𝑡$), 

where c is speed, 𝛿 is the Dirac delta function, and 𝐺(𝒙, 𝑡; 𝒙𝟎, 𝑡$) gives the pressure at (𝒙, 𝑡) 

that results from the unit force function applied at (𝒙𝟎, 𝑡$). In the 2D case, the Green’s 

function is given by 

𝐺(𝑥#, 𝑥), 𝑡) =
𝐻 7𝑡 − ­𝑥#

) + 𝑥))
𝑐 ;

2𝜋𝑐)o𝑡) − 𝑥#
) + 𝑥))
𝑐)

, 

where 𝐻 is the Heaviside step function. We can convolve a particular source time function 

with the Green’s function to get the analytical solution. 

Here we compare the analytical solution with SEM simulation and FNO simulation, as 

shown in Figure S1. Because the displacement is very close to zero in most time points, the 

relative ℓ2 misfit could be large due to the small denominator. However, we can see the 

misfit between SEM and FNO (0.239) is small compared to the misfit between SEM and 

analytical solutions (0.364). This shows the capability of the FNO prediction. 
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Figure 9.S1: Simulation results from a homogeneous velocity model. The left panel shows 

the source (red) and receiver locations (blue). The right panel shows the analytical solution 

(gray), the SEM simulation (blue), and the FNO prediction (red). The text in the lower left 

annotates the relative ℓ2 misfit between each two methods, which shows that the FNO 

prediction has lower error than the SEM simulation when compared to the analytical solution. 
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  C h a p t e r  1 0  

RAPID SEISMIC WAVEFORM MODELING AND INVERSION WITH 
U-SHAPED NEURAL OPERATORS 

Yang, Y., Gao, A. F., Azizzadenesheli, K., Clayton, R. W., & Ross, Z. E. (2023). Rapid 
Seismic Waveform Modeling and Inversion With Neural Operators. IEEE Transactions on 
Geoscience and Remote Sensing, 61, 1–12. https://doi.org/10.1109/TGRS.2023.3264210  

Abstract 

Seismic waveform modeling is a powerful tool for determining earth structure models and 

unraveling earthquake rupture processes, but it is usually computationally expensive. We 

introduce a scheme to vastly accelerate these calculations with a recently developed machine 

learning paradigm called the neural operator. Once trained, these models can simulate a full 

wavefield at negligible cost. We use a U-shaped neural operator to learn a general solution 

operator to the 2D elastic wave equation from an ensemble of numerical simulations 

performed with random velocity models and source locations. We show that full waveform 

modeling with neural operators is nearly two orders of magnitude faster than conventional 

numerical methods, and more importantly, the trained model enables accurate simulation for 

velocity models, source locations, and mesh discretization distinctly different from the 

training dataset. The method also enables convenient full-waveform inversion with 

automatic differentiation. 

10.1 Introduction 

The seismic wave equation relates displacement fields to external forces and the density and 

elastic structure in the Earth. Solutions to the wave equation form the basis of ground shaking 

simulations of large earthquakes (R. Graves & Pitarka, 2016; R. W. Graves & Pitarka, 2010; 

Rodgers et al., 2019) and full waveform inversion for Earth’s structure (Fichtner, Kennett, et 

al., 2009; Gebraad et al., 2020; Tape et al., 2009). Due to the highly heterogeneous nature of 

the Earth, as exemplified by subduction zones and sedimentary basins, there are no exact 

analytical solutions for these wavefields. Instead, approximate solutions are made possible 



 

 

184 
by approximating derivatives through discretized spatial and time or frequency domains. 

Finite difference methods (FDM) have been popular since the early 80s due to their relatively 

straightforward formulation (Igel et al., 2002; Kelly et al., 1976; Olsen, 2000). The spectral-

element method (SEM), a particular case of finite element methods (FEM), which was 

introduced to seismology in early 2000s, combined the flexibility of FEMs with the accuracy 

of spectral approaches (Fichtner, Igel, et al., 2009; Komatitsch & Tromp, 2002a, 2002b; Liu 

& Gu, 2012). These numerical solvers impose a tradeoff between resolution and computation 

speed, with the computational cost proportional to the fourth power of frequency (Pell et al., 

2013). Thus, the cost of wave simulation is a major barrier to using full-waveform techniques 

for seismic inversion and updating models of the subsurface with new data. 

A number of machine learning-based methods have been proposed in the past few years to 

provide a faster alternative for tackling seismological problems such as signal denoising 

(Birnie et al., 2021; L. Yang et al., 2022; Zhu et al., 2019), event detection (Mousavi et al., 

2020; Ross et al., 2018; Zhu & Beroza, 2019), and phase association (Ross et al., 2019; Zhu 

et al., 2022). Deep neural networks have also recently been used to solve partial differential 

equations (PDEs), such as the Eikonal equation and wave equation (Ben Moseley et al., 2020, 

2021; Benjamin Moseley et al., 2018; Siahkoohi et al., 2019; Smith et al., 2021). These 

approaches to solving PDEs offer not only speedup in computational capabilities, but also 

low-memory overhead, differentiability, and on-demand solutions. Such advantages 

facilitate deep learning being used for seismic inversion (Kazei et al., 2021; Rasht‐Behesht 

et al., 2022; Sun & Alkhalifah, 2020; Zhang & Curtis, 2021; Zhu et al., 2021).  However, 

one major limitation of these approaches is that the solutions generated by these models are 

dependent on the specific spatial and temporal discretization in the numerical simulation 

training set. 

Recently, a paradigm named ‘neural operator’ was developed to address the mesh-dependent 

shortcoming of classical neural networks by creating a single deep learning model that can 

be applied to different discretizations (Bhattacharya et al., 2020; Z. Li et al., 2020b, 2020c; 

Lu et al., 2019). This is made possible because neural operators can provably learn mappings 
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between infinite-dimensional function spaces (Kovachki et al., 2021) and therefore are 

suitable for learning general solution operators to PDEs, which are valid even when the PDE 

coefficients (e.g. elastic properties) are varied. Since first introduced (Lu et al., 2019), a 

variety of neural operator models have been developed. In particular, the Fourier neural 

operator (FNO) is a model that uses the fast Fourier transform as an integral operator, and 

has been shown to outperform other neural operators in terms of efficiency and accuracy (Z. 

Li et al., 2020a). The FNO has been applied to many types of scientific problems including 

weather forecasting (Pathak et al., 2022), CO2 sequestration (Wen et al., 2022), and coastal 

flooding (Jiang et al., 2021). 

Within the domain of seismology, neural operators were also recently used to learn general 

solution operators to the 2-D acoustic wave equation, a simplified case of the elastic wave 

equation (Y. Yang et al., 2021). This pilot study demonstrated that it was possible for a single 

FNO model to predict a complete wavefield given an arbitrary velocity model and mesh 

discretization. The success of this limited case highlights the potential of these methods, 

however, extending the method from the acoustic wave equation to the elastodynamic case 

requires substantially increased model complexity. By comparison with neural networks, 

FNO is not considered to be a deep architecture, and is most analogous to the fully-connected 

neural networks employed heavily until the 2010s. A U-shaped neural operator (U-NO) was 

recently proposed to enable very deep neural operators and facilitate fast training, data 

efficiency, and hyperparameter selection robustness (Rahman et al., 2022). 

In this paper, we apply the U-NO architecture to full seismic waveform modeling. We train 

a U-NO model to learn a general solution operator to the 2D elastic wave equation and 

demonstrate that the trained model enables fast and accurate simulation for source locations, 

velocity structures and mesh discretization beyond the training dataset. The trained U-NO 

also allows for efficient full-waveform inversion with automatic differentiation. 

10.2 Methods 

10.2.1 Neural operator learning 
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Operators are maps between function spaces, and the purpose of operator learning is to 

learn the operator given a dataset of input-output pairs. In seismology, it is common to 

write solutions to the wave equation, 𝑈(𝑥) in terms of a linear integral operator acting on 

a source function, 𝐴(𝑥), 

𝑈(𝑥) = R𝐺(𝑥, 𝑦)𝐴(𝑦)𝑑𝑦, (10.1) 

where 𝑥 ∈ ℝt is the physical domain and 𝐺 is a so-called Green’s function defined for a 

particular velocity model. Equation 10.1 holds so long as the velocity model is not varied 

because the wave equation remains a linear operator. 

Instead, if we consider the case where the input function, 𝐴(𝑥), is a velocity model, the 

solution operator, ℒ, relating this to 𝑈(𝑥) is nonlinear and cannot be written in the form of 

(10.1), 𝑈(𝑥) = (ℒ	𝐴)(𝑥). The most general version of the nonlinear solution operator ℒ 

for the elastic wave equation is not known in closed form. 

Neural operators are a class of models that aim to solve this problem, as they provably can 

learn a wide array of nonlinear operators. Their basic form consists of a composition of 

linear operators with nonlinear activations. More specifically, a neural operator with L 

layers can be written as: 

𝑣$(𝑥) = (𝑃	𝐴)(𝑥), 
𝑣pP#(𝑥) = 𝜎s𝑊p𝑣p(𝑥) + ∫ 𝜅p(𝑥, 𝑦)𝑣p(𝑦)𝑑𝑦u, 𝑙 = 0, . . , 𝐿 − 1 

𝑈(𝑥) = (𝑄	𝑣o)(𝑥), 

 
(10.2) 

where 𝑣p is the input function at the 𝑙?E layer, 𝑃 is a pointwise operator that lifts the input 

function to a higher dimensionality, 𝑄 is a pointwise operator that projects the function back 

to the desired output dimensionality, 𝑊p is a linear pointwise transformation that can keep 

track of non-periodic boundary behavior, 𝜎 is a pointwise nonlinear activation operator, and 

𝜅p is  a kernel function that acts along with the integral as a global linear operator. 

A neural operator is parameterized by 𝑃, 𝑄, 𝑊p, and 𝜅p. A critical aspect of this class of 

models is that these parameters are independent of the numerical discretization of the 

physical domain, i.e. they are shared across all possible discretizations in a similar way that 
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in convolutional networks, the parameters are shared across neurons. It is this property 

that allows for the learning of maps between infinite dimensional function spaces, as the 

discretization can be chosen dynamically at inference time independently of what was used 

for training.  

If we are given a dataset of 𝑁 numerical simulations, {𝐴! , 𝑈!}!b#+ , where the 𝐴! are chosen 

to span the range of the expected function space, we can train a neural operator in a 

supervised fashion to map from arbitrary 𝐴 into 𝑈.   

Due to the expense of evaluating integral operators, neural operators may lack the 

efficiency of convolutional or recurrent neural networks in finite-dimensional settings. The 

FNO was proposed to mitigate this difficulty through the fast Fourier transform (Z. Li et 

al., 2020a). The kernel integral operator in (10.2) can be considered a convolution operator, 

defined in Fourier space as: 

∫ 𝜅p(𝑥, 𝑦)𝑣p(𝑦)𝑑𝑦 = ℱ-#sℱ(𝜅p) ∙ ℱ(𝑣p)u, (10.3) 

where ℱ and ℱ-# denote Fourier Transform and its inverse, respectively. However, FNO 

imposes that each layer is a map between functions spaces with identical domain spaces, 

which may cause a large memory usage. The U-NO, an analogy to the U-net architectures, 

was proposed to allow progressively transforming the input function space with respect to 

a sequence of varying domains (Rahman et al., 2022; Ronneberger et al., 2015). After the 

lifting operator 𝑃, a sequence of 𝐿#	non-linear integral operators 𝐺!  is applied to 𝑣$ and 

map the input to a set of functions with decreasing dimensional domain. Then a sequence 

of 𝐿)	non-linear integral operators 𝐺!  is applied to 𝑣o:P#  and map the input to a set of 

functions with increasing dimensional domain before the projection operator 𝑄 . Skip 

connections (Ronneberger et al., 2015) are included to add vector-wise concatenation of 

𝑣o:P! and 𝑣o:-!. The contracting and expanding parts are symmetric. The architecture of 

the U-NO used in this study is illustrated in Figure 10.1, and we refer the interested readers 

to the references (Bhattacharya et al., 2020; Z. Li et al., 2020b, 2020c, 2020a; Lu et al., 

2019; Rahman et al., 2022) for more details. 
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Figure 10.1: Overview of our method for solving the elastic wave equation with neural 

operators. The inputs, a, to the U-NO model are the P- and S-wave velocity (VP, VS) model 

and the source location (indicated by the white star). VP is calculated from VS and VP/VS, 

examples of which are shown in the upper left panel. The outputs, u, are the horizontal and 

vertical displacements at each time step, examples of which are shown in the upper right 

panel. In the middle panel showing the U-NO architecture, orange circles P and Q denote 

point-wise operators, rectangles G denote general operators, and smaller blue circles denote 

concatenations in function space. The lower panel shows the architecture of each FNO 

layer, where v is the input of the layer, F and F-1 are Fourier transform and its inverse, 

respectively, R and W are a linear transform, and 𝜎 is the nonlinear activation function. 

The expansion (or contraction) factors in equation (5) are set as: 𝑐#,)X = _
t
, 𝑐_,tX = #

)
, 𝑐`,LX =

2, 𝑐f,\X = t
_
, 𝑐#e =

_
t
, 𝑐)e =

)
_
, 𝑐_,te = #

)
, 𝑐`,Le = 2, 𝑐fe =

_
)
, 𝑐\e =

t
_
, 𝑐#,),_,td = 2, 𝑐`,L,f,\d = #

)
. 

10.2.2 Numerical simulation  
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We set up a training dataset of random source locations, S-wave velocity (VS) models, 

and P- to S-wave velocity ratios (VP/VS). We define the velocity model on a 64 × 64 mesh 

with 0.16 km grid spacing. The source is set as an isotropic explosive source randomly 

distributed on the mesh. The VS has an average background of 3 km/s and perturbed by 

random fields with a von Kármán covariance function with the following parameters: Hurst 

exponent 𝜅=0.5⁠, correlation length 𝑎i=𝑎q=8 grids, and the fractional magnitude of the 

fluctuation 𝜀=10% background velocity⁠⁠. The power spectral density function of the von 

Kármán type random field follows a power law (fractal randomness) and can accurately 

represent the distribution of Earth’s heterogeneity (Nakata & Beroza, 2015). The VP/VS is 

simplified to an average background of 1.732 perturbed by a smooth Gaussian random field 

with the following parameters: correlation length 𝜆=32 grids, standard deviation 𝜎=2% 

background. This work, as our very first experiment to evaluate the feasibility of solving 

2D elastic wave equations, wants to focus on the parameters that the wavefield is most 

sensitive to. Therefore, we use the empirical relation between density and VS to compute 

the density (Brocher, 2005). Other input parameters such as density and attenuation may 

be explored in future work. A total of 20,000 random sets of models are generated and each 

of them is input to a GPU based 2D finite difference code in Cartesian coordinates to 

simulate the 2-D displacement field (D. Li et al., 2014). For simulation, the top boundary 

is set with a free-surface boundary condition and the other three edges have absorbing 

boundary conditions. A total of 4-sec wavefield with a time step of 0.01 sec and a major 

frequency content up to 6 Hz is simulated. Each simulation takes about 1.23 sec with a 

GPU memory usage of 0.3 GB. 

10.2.3 U-NO model training 

We developed a framework that applies U-NO to the 2D elastic wave equation. The 

architecture is depicted schematically in Figure 10.1. U-NO takes the source location and VP 

and VS as inputs, where VP is calculated from VS and VP/VS. VP and VS are then passed 

through a point-wise lifting operator. A sequence of non-linear integral operators (encoders) 

are applied that gradually contract the physical domain size after each inverse Fourier 

transform step, while simultaneously increasing the number of channels in the co-domain. 
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These operators are followed by a sequence of non-linear integral operators (decoders) 

that progressively expand the physical domain, and decrease the number of channels. Finally, 

a point-wise projection operator leads to the output function (Rahman et al., 2022). The 

output of the U-NO model is the complete horizontal and vertical displacement wavefield 

function over the medium domain, which can be queried at any mesh points desired, 

regardless of the input and output training mesh used. 

We describe the detailed parameters used in U-NO below following the notations in Figure 

10.1. The goal is to learn an operator mapping from the input function 𝑎  to the output 

function 𝑢 . The training is on an input mesh of 𝑋;u × 𝑌;u × 𝑇;u  and an output mesh of 

𝑋Bv? × 𝑌Bv? × 𝑇Bv? × 𝐶Bv? , where 𝑋;u = 𝑌;u = 𝑋Bv? = 𝑌Bv? = 64 , 𝑇;u = 3  representing 

source, VS, and VP/VS distribution on the mesh, 𝑇Bv? = 128 for 32 Hz data output, and 

𝐶Bv? = 2 representing two displacement components (horizontal and vertical). This work 

applies the U-NO architecture designed for mapping between 3-D spatio-temporal function 

domains (𝑥, 𝑦, 𝑡) without any recurrent composition in time (Rahman et al., 2022). The 

fourth dimension 𝐶Bv? of the output function 𝑢 can be created in the last step through the 

projection operator 𝑄. Constructing the operator to learn the mapping between 3-D spatio-

temporal function domains: 

𝐺: {𝑎: [0,1]) × [0, 𝑇;u] → ℝSI}→ 	 {𝑢: [0,1]) × [0, 𝑇Bv?] → ℝSJ}. (10.4) 

The operators {𝐺!}!b$o  as shown in Figure 10.1 that are used to construct the U-NO are 

defined as: 

𝐺!: {𝑣!: [0, 𝛼!]) × 𝒯! → ℝSK?} → 	 »𝑣!P#: [0, 𝑐!X𝛼!]) × 𝑐!e𝒯! → ℝd?
LSK?¼, (10.5) 

where [0, 𝛼!]) × 𝒯!  is the domain of the input function 𝑣!  to the operator 𝐺! , and 

𝑐!X, 𝑐!e ,	and	𝑐!d  are the expansion or contraction factors for the spatial domain, temporal 

domain, and co-domain for 𝑖?E  operator, respectively. Note that 𝒯$ = [0, 𝑇;u] , 𝛼$ =

𝛼oP# = 1, and 𝒯oP# = [0, 𝑇Bv?]. In this work we set the number of layers to 𝐿=8. The 

details of the expansion and contraction factors 𝑐!X, 𝑐!e ,	and	𝑐!d are in Figure 10.1.	The lifting 

operator 𝑃 to convert the input to a higher dimension channel space is a fully-connected 
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neural network with channel number 𝑑$ = 16. The projection operator 𝑄 to the output 

domain is also a fully connected neural network. The activation function used in each FNO 

block is the Gaussian Error Linear Unit (GELU) (Hendrycks & Gimpel, 2016). 

With the simulation dataset and the U-NO design, we train the U-NO model in a supervised 

manner with the objective of learning the general solution operator to the wave equation 

for arbitrary inputs. We divide the training dataset into 90% training and 10% validation. 

The model is trained with a batch size of 8. After hyperparameter tuning, the loss function 

we use in model training is the 90% relative L1 loss plus 10% relative L2 loss. The 

incorporation of L1-norm loss is more resistant to outliers. We use an Adam optimizer 

(Kingma & Ba, 2014) with a learning rate of 10-_ and a weight decay of 10-`. We trained 

for 100 epochs, which takes approximately 40 minutes per epoch using a single NVIDIA 

Tesla V100 GPU with 24GB memory usage. A 70% of loss decrease is achieved in the first 

10 epochs. Once the U-NO model is trained, the model parameters require GPU usage of 

3.8 GB and the time for an evaluation on a new source and velocity model takes only 0.02 

sec with GPU usage of 0.9 GB. 

10.3 Results 

10.3.1 The number of simulations needed for training 

Once completely trained, the U-NO model can be evaluated on a new input with very little 

computational cost (0.02 sec compared to the FDM runtime of 1.23 sec). The number of 

training simulations is the main factor in the computational cost. In the training process, we 

split the entire training dataset to 90% for training and 10% for validation. We test the 

performance of the model on the velocity models out of the training data set. We can see that 

the U-NO model trained on a dataset of 5000 simulations can already predict the major phase 

arrivals, while increasing the dataset size from 5000 simulations to 20000 provides better fit 

to the amplitudes (Figure 10.2). With a training dataset of 20000 simulations, the validation 

and training loss are very close, indicating there is no overfitting of the training data.  
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Figure 10.2: Model performance as a function of the number of training samples. Left 

panel: relative L2 loss curves for the training and validation data. Right panel: Example of 

simulated waveform comparison between FDM (black solid) and U-NO (red dashed). N 

means the number of simulations in the training dataset, including 90% for training and 

10% for validation. 

10.3.2 Generalizability to arbitrary velocity structure or discretization 

The U-NO model is trained on random velocity models generated with the von Karman 

correlation function, which can best mimic the Earth’s heterogenous velocity distribution 

(Mai & Beroza, 2002; Nakata & Beroza, 2015). We show by example that the U-NO model, 

although trained on random velocity models with some certain parameters, is applicable to 

arbitrary velocity models. These outcomes are in fact expected from theoretical grounds 

because most physical functions can be approximated to arbitrary accuracy by random fields. 

Our first example is with velocity models from a von Karman-type random distribution, but 

with a different covariance function than the one used for the training data. We increase the 

roughness of the velocity structure by a factor of four by decreasing the correlation length of 

VS and VP/VS to only one-fourth that of the training data. As shown in Figure 10.3, the 

wavefield snapshot has more coda than with the smoother models because of the scattering 

from increased heterogeneity. However, the coda waves are well modeled by U-NO when 

compared to the ground truth simulation by FDM. 
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The velocity models used in the training data do not have coherent structures with 

discontinuities as in the real Earth, but wavefields for such models can still be simulated with 

our method. As mentioned before, this is because discontinuous functions can be 

approximated to arbitrary accuracy by random fields. Figure 10.4 shows a simple model with 

a dipping ‘slab’ embedded in a homogeneous background. The slab has 20% higher VS and 

5% lower VP/VS. The wavefield snapshots show that the reflections from the high velocity 

anomaly are clearly predicted by U-NO. A more complex example is shown in Figure 10.5, 

where a random subpanel of the Marmousi model, a 2D velocity model with complex vertical 

and horizontal structures used in exploration studies (Versteeg, 2012), is used. The reflected 

and refracted waves are very complicated due to the presence of folding and faulting, but the 

U-NO predictions still closely approximate the numerical solutions (Figure 10.5). 

One of the most important advantages of a neural operator compared with a neural network 

is its mesh-free nature, since it intrinsically learns the mapping between function spaces. A 

model trained on a particular mesh can be evaluated on any other mesh, even at finer spacing. 

The Fourier layers may learn from and evaluate functions on any discretization because 

parameters are directly learned in Fourier space and resolving the functions in physical space 

is simply projecting on the basis (Z. Li et al., 2020a). The example in Figure 10.6 shows the 

U-NO trained on a grid of 64*64 nodes applied to an input velocity model with 160*160 

nodes. Here both the input velocity model and the output wavefield can be seen at a much 

higher resolution, yet U-NO provides comparable prediction with the FDM solver. Note that 

if the resolution is increased by a factor of 2, a grid-based numerical solver like FDM takes 

about 6 times greater computational time; however, the evaluation using U-NO takes only 

about 2.5 times longer, providing additional computational efficiency. 

We evaluate the overall generalization performance of the trained U-NO by performing a 

thousand random realizations on each of these cases. The distribution of the relative L2-norm 

misfit and cross-correlation coefficient are plotted in Figure 10.7. In the case of the Marmousi 

model, the extended tail of the histogram is attributed to the model's imbalanced complexity. 
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In general, however, we see a very high cross-correlation coefficient (>0.95) between U-

NO prediction and ground truth, confirming its robust generalizability. 

Figure 10.3: Model generalization experiments 1: random fields of Vs and Vp/Vs model with 

4-times roughness of the training data. The top row shows the VS and VP/VS. From the second 

row to the fifth row, the wavefield snapshots at 0.5 s-2.0 s are shown. From left to right, the 

first three columns show the horizontal displacement of the FD simulation, U-NO prediction, 

and their misfit in the same color scale. The latter three columns show the vertical 

component. The horizontal and vertical displacement waveforms at each grid are cross-

correlated between FD and U-NO, with the maximum cross-correlation value and its 
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associated time shift shown in the bottom row. For this case, the relative L2 loss of the 

U-NO simulation is 0.182.  

Figure 10.4: Model generalization experiments 2: Similar as Figure 10.3, but for a 

homogeneous background model embedded with a ‘slab’ with 20% higher Vs and 5% lower 

Vp/Vs. Relative L2 loss of the U-NO simulation is 0.090. 
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Figure 10.5: Model generalization experiments 3: Similar as Figure 10.3, but for a random 

subpanel from the Marmousi model. The velocity perturbation range is normalized to 30% 

of the average velocity. Relative L2 loss of the U-NO simulation is 0.225.    
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Figure 10.6: Model generalization experiments 4: Similar as Figure 10.3, but Vp and Vs 

model mesh discretization is increased from 64*64 to 160*160. Relative L2 loss of the U-

NO simulation is 0.385. 

10.3.3 Application to full-waveform inversion  

One of the most important applications of wavefield simulations is in full-waveform 

inversion (FWI), which uses the full recorded waveform to image the Earth’s interior. The 

adjoint-state method is the traditional approach for computing the gradients of an objective 

function with respect to parameters of interest (Fichtner, Kennett, et al., 2009; Tape et al., 

2009). Neural operators are differentiable by design, which enables gradient computation 
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with reverse-mode automatic differentiation. It has been shown that automatic 

differentiation and the adjoint approach are mathematically equivalent (Zhu et al., 2021). 

Hence, the trained U-NO model allows for convenient FWI and the associated speed and 

accuracy should depend only on the forward modeling part.  

We demonstrate the inversion performance using the velocity structure of random subpanels 

in the Marmousi model (Versteeg, 2012). The synthetic waveform data are simulated with 

FDM (D. Li et al., 2014) using 14 sources distributed in a ring shape. In Figure 10.8, we use 

the true source location, receivers on all 64*64 grids and noise-free waveform data; the goal 

here is not to demonstrate resolution, but rather the computational accuracy of the method. 

We then invert for VP and VS simultaneously by starting with homogeneous initial VP and 

VS models and forward propagating the wavefield with the U-NO for each source. The misfit 

is defined by the mean square error between the forward modeled and true wavefield. The 

gradient of the misfit with respect to VP and VS can be computed through automatic 

differentiation. VP and VS are then iteratively updated with gradient descent for 100 iterations 

using the Adam optimizer (Kingma & Ba, 2014) with a learning rate of 0.01. Each iteration 

takes only about 1.4 sec by taking advantage of U-NO forward computation. The results in 

Figure 10.8 show a relative L2-norm misfit between the true and inverted model of only 3%. 

This successful inversion, in turn, further validates the accuracy of forward modeling with 

U-NO. 

Besides the fact that the inversion target velocity model is quite different from the smooth 

random fields in the training dataset, this experiment itself is difficult due to conventional 

problems in full-waveform inversion, such as cycle skipping (multiple local maxima in the 

least-squares misfit function). We also show that if we only use 64 receivers on the surface, 

the inversion results in the region with ray path coverage are still reasonably accurate (Figure 

10.9). Inversion with a biased homogenous initial model is also capable of producing 

relatively accurate results (see Supplementary Materials). 
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10.4 Discussion and conclusions 

We use the relative L2 loss between the FDM and U-NO predictions to evaluate the 

performance of the trained model for generalization. The relative L2 loss is defined as the 

L2-norm of the difference between the prediction and ground truth divided by the L2-norm 

of the ground truth. This ratio is used to evaluate the performance of the trained model. When 

using the same mesh discretization as the training data, the relative L2 loss is around 10–20 

percent, but this number rises to 30–40 percent when the tests are performed on finer grids 

(Figure 10.7). These values are misleading, however, because the relative L2 loss imposes 

equal weights to the entire sparse matrix of waveforms that is dominated by small amplitudes 

close to 0. Alternatively, the cross-correlation coefficient is a quantity that is more sensitive 

to the seismic phases with amplitudes larger than background noise. A cross-correlation 

coefficient larger than 0.95 suggests the coherence of the U-NO prediction is excellent, even 

for the scenarios with large relative L2 loss (Figure 10.7). In addition, the FWI results 

confirm that the large L2 loss is not so important since even challenging models can still be 

properly recovered (Figure 10.8). 

Besides the more than an order of magnitude higher speed, the most important advantage of 

the neural operator-based full waveform modeling is its generalizability to arbitrary velocity 

models or discretization. This is because the neural operator learns a general solution 

operator to the wave equation instead of a specific instance of input velocity models. Once 

the neural operator is trained, it can be used by the entire seismology community for any 

region of a similar size without the need for retraining. Since the full waveform modeling 

with a neural operator has easily accessible gradients for convenient FWI, we anticipate that 

this approach will eventually make FWI as affordable as travel time tomography.  

One of the main limitations of the method is the domain extent. For a trained neural operator, 

the function is defined on a fixed domain extent (e.g. it could be a unit cube). We can evaluate 

at a different grid size but cannot change the extent. We are now working on an extension of 

the work, where we recursively predict the wavefield. Through this way, a trained neural 



 

 

200 
operator is essentially taking the first few time steps as input and then output the next few 

time steps, and there will be no need for retraining. 

The scalability of evaluation using a trained neural operator with respect to the grid size and 

the number of time steps is a little different from conventional FDM. Assuming the original 

dimension is (𝑁𝑥#, 𝑁𝑦#, 𝑁𝑡#) , where 𝑁𝑥#, 𝑁𝑦#  are the number of grids in the x and y 

domain, respectively, and 𝑁𝑡#  is the number of time steps. If the new dimension is 

(𝑁𝑥), 𝑁𝑦), 𝑁𝑡)), the memory becomes +i7∙+q7∙+e7
+i:∙+q:∙+e:

 times the original memory, which  is 

consistent with the FDM. In the example presented in this paper, evaluation using U-NO 

takes 3 times the GPU memory of the FDM approach, and this scaling should be consistent 

with increasing grid points. In terms of computational cost, the majority of it for  UNO is on 

the Fourier transform and its inverse. The computational cost of fast Fourier transform with 

dimension (𝑁𝑥#, 𝑁𝑦#, 𝑁𝑡#) is proportional to 𝑁𝑥# ∙ 𝑁𝑦# ∙ 𝑁𝑡# ∙ log(𝑁𝑥# ∙ 𝑁𝑦# ∙ 𝑁𝑡#), and 

therefore, the new computational time becomes +i7∙+q7∙+e7∙xBy(+i7∙+q7∙+e7)
+i:∙+q:∙+e:∙xBy(+i:∙+q:∙+e:)

 times the original 

computational time. This scaling is slightly higher than that of FDM, however, considering 

the 60 times acceleration in the example presented in this paper, UNO evaluation on an 

increased dimension of 1024*1024*1024 should still have ~40 times the acceleration. 

The most compute- and memory-intensive part of the UNO method is the one-time training 

process. The cost of training for the 2D case is tractable on a single GPU. For the extension 

from 2D to 3D modeling, the computation and memory will increase due to the larger dataset 

and the larger number of parameters to learn. Therefore, the next step is to enhance data 

compression and parallelization to accelerate the training process and reduce the storage. 

Since this is a learning-based approach, the model performance can be improved by fine-

tuning the model parameters and increasing the size of the training dataset. More importantly, 

any future advancements made in neural operator model architectures will be able to be 

directly incorporated into the system as they occur. For example, the improvement from 

linear layers of FNO to U-NO enables faster training convergence. As a result, we should 

only take current performance metrics as a starting point.  
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Figure 10.7: Output evaluation. Distribution of Relative L2 loss (top) and correlation 

coefficient (bottom) between the U-NO predictions and ground truth. From left to right, the 

columns are corresponding to the experiments in Figure 10.3, 5, 6. The red and black dashed 

lines mark the mean and standard deviation of the histograms. 

Figure 10.8: Full waveform inversion. The inversion for a random subpanel from the 

Marmousi model. 14 sources are placed in a ring shape (black stars) and receivers are placed 

at every node of the 64*64 grid. From left to right, the columns represent true velocity model, 
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initial model for inversion, inverted model without regularization, and inverted model 

with 0th and 1st order Tikhonov regularization. The top and bottom rows are the models for 

Vs and Vp, respectively. 

Figure 10.9: Full waveform inversion. Same as Figure 10.8, but the receivers are only placed 

on the 64 grids on the surface (blue line on the top of each subpanel). The gray shaded areas 

mask the areas without ray path coverage.  
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Supplementary Material 

 

Figure 10.S1: Full-waveform inversion example. The true model is the same as Figure 10.8 

in the main text but we use an initial model with homogeneous velocity 10% higher than the 

average value of the true model for inversion. The misfit curve of the inversion is shown in 

the lower right panel. 

 
Figure 10.S2: Same as Figure 10.S1 but for an initial model with homogeneous velocity 10% 

lower than the average value of the true model. 
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Figure 10.S3: Full-waveform inversion example. The true model is the same as Figure 10.8 

in the main text but we use an initial model with homogeneous velocity 10% higher than the 

average value of the true model for inversion. The misfit curve of the inversion is shown in 

the lower right panel. 
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  C h a p t e r  1 1  

CONCLUSIONS 

In this thesis, I aim to better understand the near surface structure and dynamics through 

dense seismic observation. Sharing this common thread, I present a diverse range of case 

studies: utilizing DAS, seismometers, and accelerometers; ambient noise, active surveys, and 

earthquakes, in both urban and glacial settings. Beyond observation, I introduce advanced 

data processing and analysis techniques to effectively handle the large volumes of data 

collected. The key insights from each study are as follows. 

In Chapter 2, I develop a Python tool for seismic ambient noise analysis with DAS, 

leveraging PyTorch for computational efficiency. The significant acceleration achieved 

through GPU utilization underscores the potential of our approach in data-intensive 

seismology tasks. The challenges of data transfer and I/O operations in large DAS datasets 

emphasize the need for strategic data management and the potential benefits of cloud 

computing in future seismological studies. As the field progresses, such Python tools will be 

pivotal, offering a balance between computational efficiency for experts and versatility for 

beginners, ensuring that researchers can effectively tackle the complexities of modern 

seismological data. 

In Chapter 3, I demonstrate that DAS-based noise tomography can capture subsurface 

structural heterogeneities that cause ground shaking variability at sub-kilometer scales. Such 

fine-scale seismic hazard microzonation can significantly improve urban seismic risk 

management. Although the physics linking the shallow structure and site amplification 

quantitatively requires further investigation, the observation reported here highlights the 

potential of DAS for high-resolution urban seismic hazard mapping as an efficient and 

inexpensive tool. 

In Chapter 4, I report clear surface wave scattering in noise cross-correlation functions 

including scattered coda waves and spurious arrivals that do not exist in true Green’s 
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functions. The travel times and amplitudes of the scattered waves are used to map the 

faults and to characterize the geometry and velocity reduction of the mapped faults. These 

results suggest a viable application of DAS for refining prior fault maps or imaging hidden 

faults at top 100 meters at high lateral resolution in urban areas. 

In Chapter 5, I demonstrate the viability of fiber-seismic sensing for monitoring high-

resolution vadose zone soil moisture dynamics at high spatiotemporal resolution. Future 

work involving direct in-situ measurements for different soil types and regional scale 

modeling will increase the robustness of the inverted vadose zone soil moisture dynamics. 

Given the escalated regional drought risk under climate change, our findings highlight the 

promise of fiber-optic seismic sensing as a large-scale, long-term and cost-effective 

observational tool to enhance our climate resilience in semi-arid regions. 

In Chapter 6, I derive a new empirical relation between density and P- and S-wave velocities 

for the low precipitation and cold polar firn regime using a DAS array at the South Pole. This 

refined firn model represents an improvement over previous empirical relationships for this 

site, effectively reducing the underestimation of firn air content. The new relation may be 

applicable to extensive regions of the Antarctic Plateau and interior Antarctica with 

comparable environmental conditions. This study, more generally, highlights the 

effectiveness and future potential of fiber-optic sensing technology in glacial seismology. 

In Chapter 7, I map the depth of the LA basin using basin converted phases recorded by two 

urban dense seismic arrays. The mapping offers independent constraints that supplement 

previous seismic tomography, receiver function, and gravity surveys. The results indicate 

that a substantial part of the central LA Basin is deeper than previously estimated. This 

improved depth mapping enhances our understanding of the basin's geological structure and 

contributes to better seismic hazard assessments. 

In Chapter 8, I use three dense urban exploration seismic networks in the Long Beach area 

to detect and locate local seismicity. The results support the previous conclusion that the 

Newport-Inglewood fault is a wide splayed fault in this area. The seismicity pattern also 
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compares well with some newly identified faults from reflection seismic surveys. The 

shallow events call for attention on the potential shallow seismicity-related hazard. 

In Chapter 9, I present a prototype framework for applying neural operators to the 2D 

acoustic wave equation. By training on an ensemble of simulations with random velocity 

models and source locations, the neural operator can efficiently compute solutions for any 

velocity structure or source location. The differentiable nature of the neural operator also 

facilitates full waveform inversion. Building on this, in Chapter 10, I extend the work to 2D 

elastic wave equation using a U-shaped neural operator. Not surprisingly, full waveform 

modeling with neural operators is nearly two orders of magnitude faster than conventional 

numerical methods. The trained model enables accurate simulation for velocity models, 

source locations, and mesh discretization distinctly different from the training dataset. Its 

easily accessible gradients allow for convenient and robust full waveform inversion for 

complex geological model despite of the initial model. Since this is a learning-based 

approach, the model performance can be improved by fine-tuning the model parameters and 

increasing the size of the training dataset. More importantly, any future advancements made 

in neural operator model architectures will be able to be directly incorporated into the system.  

Despite these advancements, this approach is in its early stages. Enhancing computational 

capabilities, incorporating more geophysical parameters, and testing models on real-world 

seismic data are necessary next steps.  

 


