
Part I: Multi-valent Ion Effects on
Polyelectrolyte Structure and Thermodynamics

&
Part II: Hydrodynamic Self-Propulsion

Thesis by
Alec Glisman

In Partial Fulfillment of the Requirements for the
Degree of

Doctor of Philosophy in Chemical Engineering

CALIFORNIA INSTITUTE OF TECHNOLOGY
Pasadena, California

2025
Defended July 10, 2024



ii

© 2025

Alec Glisman
ORCID: 0000–0001–9677–1958

All rights reserved



iii

ACKNOWLEDGEMENTS

I am indebted to many friends, family, and colleagues for their support through-
out my time at Caltech. Graduate school has been a challenging and rewarding
experience, and I am lucky to have shared it with so many wonderful people.
I will always be grateful to my advisor, Professor Zhen-Gang Wang, for his
guidance and mentorship throughout the last few years. Zhen-Gang made it a
point to support me and my research, even when I was unsure of my abilities.
His enthusiasm for science and research is infectious, and I am grateful to have
had the opportunity to learn from him.

I would like to thank Prof. John Brady, Prof. David Tirrell, Prof. William
Goddard, and Prof. Zhen-Gang Wang for serving on my thesis committee.
Prof. Melany Hunt and Prof. Tim Colonius served on my candidacy committee
and provided valuable feedback on my research. Their feedback and questions
have helped me to improve my research and consider the broader impact of
my work. A special thanks to John Brady for advising me for my first two
years at Caltech. His ability to distill complex models into key physical ideas
and relate them to others has amazed me in both research and the classroom.

The Chemical Engineering Department at Caltech has been a great place to
learn and grow, in large part due to the faculty and staff. Dr. Michael Vicic
provided many resources and opportunities to explore my interests outside of
academia. Allison Kinard and Dr. Mi Kyung Kim guided me through the
administrative process of graduate school and were always available to answer
my questions. Suresh Guptha was instrumental in helping our group to develop
and maintain our computing infrastructure.

Dow Chemical Company provided financial support for my research through
a University Partnership Initiative (UPI) grant. I benefitted greatly from
the project management and direction of Decai Yu and Thomas Kalantar,
and I am grateful for their support and encouragement. Our experimental
collaborators at Dow, Scott Backer, Eric Paul Wasserman, Christopher Tucker,
Larisa Reyes, and Meng Jing provided valuable real world context for our
simulations and were always available to answer my questions.



iv

I would like to thank all past and present members of the Brady group for help-
ing me to start my graduate career on the right foot. Dr. Camilla Kjeldbjerg
not only had great scientific ideas but always had something fun to discuss.
Dr. Hyeongjoo Row and Dr. Zhiwei Peng were superb teaching assistants in
my core graduate courses and contributed significantly to my academic suc-
cess. Dr. Stewart Mallory and Dr. Edmond Zhou were wonderful mentors for
advancing my skills in scientific computing and developing independent code-
bases. Most notably, I would like to thank Dr. Austin Dulaney. His support
and concern kept me motivated, especially as I felt overwhelmed balancing
research and coursework in my first year as a graduate student. Austin’s sup-
port continued throughout my time at Caltech, and I am grateful to have had
him as a friend and colleague.

The members of the Wang group welcomed me into their group and made me
feel at home, even as I started working with them well into my graduate career.
The postdoctoral fellows, Dr. Yasemin Basdogan, Dr. Shensheng Chen, Dr.
Alejandro Gallegos, broadened my scientific horizons and provided valuable
feedback on my research. I enjoyed working with Dr. Chris Balzer, Dorian
Bruch, Alexandros Tsamopoulos, Benjamin Ye, Sam Varner, Pierre Walker,
Jihoon Oh, and Christopher Stewart on both research and coursework. I
would like to especially thank Dr. Sriteja Mantha. Sriteja is an excellent
scientist and mentor who has propelled my research forward in ways I could
not have imagined, and I would have been truly lost without his help. Dr.
Tridip Das provided valuable feedback on my research and lent his expertise
in electronic structure calculations to our work.

My former advisor, Prof. Kranthi Mandadapu at UC Berkeley, first taught me
the importance of scientific rigor and the value of a good mentor. Kranthi is in
many ways the reason I am in graduate school, and I am grateful for his guid-
ance and support. Prof. Amaresh Sahu mentored me during my undergraduate
research and first gave me confidence in my ability to do research.

My friends outside of the lab have been a constant source of support and
encouragement, especially when research was not going well. Ravi Lal con-
tinually challenges my views of both science and the world, and living with
him is one of the highlights of my time at Caltech. Ishaan Dev and his last-
minute adventures have been a welcome distraction from the stress of graduate
school. I greatly enjoyed Eric Tran going out of his way to come to Pasadena



v

and spend quality time with me. Tuesday trivia nights with Ojas Pradhan,
Grace Holbrook, Benjamin Ye, and Ravi Lal were a great way to balance work
and fun during the week. It was an honor to first teach transport phenomena
to Sam Varner and Vignesh Bhethanabotla, and later to learn from them as
they taught me about field theory and molecular dynamics. Officiating the
wedding of my friends, Maria Krasilnikov and Thomas McClave, was one of
the highlights of my life. Maria has been a wonderful friend and confidant
throughout my time at Caltech and Berkeley. Michael Russell has been an
amazing friend for the last decade, and I am grateful for his support and en-
couragement throughout my life. I would also like to thank Pallavi, Karan,
and the entire Chadha family for their support through undergraduate and
graduate school.

My family has provided me with unconditional love and a strong foundation
to explore my interests. My mother and father have sacrificed immensely
throughout their lives to allow me to pursue my dreams. Their support
throughout my life is the reason I am where I am today, and for that I am
forever grateful. My sister, Hannah, has kept me grounded and provided a
much-needed perspective on life outside of graduate school. I am proud of her
accomplishments and look forward to seeing what she does next. Elizabeth
Panora welcomed me into her family with open arms, and I could not have
asked for a kinder or more supportive mother-in-law.

My fiancée, Kayla Panora has been my rock throughout graduate school. She
has supported me through the ups and downs of graduate school and has
always been there to listen to my frustrations and celebrate my successes, no
matter how small. Kayla brings incredible amounts of love and joy into my
life, even waving bye to me every morning as I leave for work. I will never be
able to thank her enough for her love and support.

I am grateful for those listed above and so many others throughout my life.



vi

ABSTRACT

Part I: Polyelectrolytes are a class of charged polymers that have found
widespread utility in water treatment, drug delivery, and scale inhibition,
among other applications. For many of these applications, it is crucial to con-
trol the phase stability of the polyelectrolyte solution. The long-ranged nature
of the electrostatic interactions in polyelectrolyte solutions and the polyelec-
trolyte’s connectivity lead to a rich phase behavior that can be challenging to
study, especially in the presence of other ions or surfaces. In scale inhibition
applications, polyelectrolytes such as poly(acrylic acid) (PAA) are used to pre-
vent the dissolution of sparingly soluble salts, such as calcium carbonate, in
water. While the significant influence of small ions on polyelectrolyte solution
phase behavior is recognized, the precise molecular mechanisms driving the
resulting phase stability remain largely elusive.

Polyelectrolyte theory suggests that a polyelectrolyte’s behavior and adsorp-
tion properties in solution are strongly tied to the polymer chain conformation
and charge distribution, which in turn is influenced by solution ionic strength
and ionic valency. Consequently, we expect the polyelectrolyte performance
to be highly dependent on the solution conditions and the molecular features
of the polyelectrolyte. Previous computational studies have studied general
polyelectrolytes in solution with coarse-grained and implicit solvent models
and provided insights into the chain conformational transitions. However,
they disagree on the mechanisms underlying aqueous polyelectrolytes salting
out of suspension and are unable to yield chemically specific insights. We seek
to better understand the antiscalant mechanisms of polyelectrolytes using all-
atom molecular dynamics to capture solvation and polymer chemistry effects
on the mechanisms of polyelectrolytes preventing scale nucleation and slowing
growth.

The current work investigates the structure and thermodynamics of polyelec-
trolytes in bulk solution and at crystalline interfaces with added multi-valent
ions. The presence of multi-valent ions, such as Ca2+, can significantly in-
fluence polyelectrolyte conformation via ion bridging non-neighboring charged
monomers as well as screening the electrostatic interactions. We employ all-
atom molecular dynamics simulations to investigate the binding modes of Ca2+

onto a PAA chain, Ca2+–PAA complex aqueous stability, and PAA adsorp-
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tion onto a crystalline CaCO3 surface. In each of these cases, we find that
the balance between ion bridging, electrostatic screening, and water-mediated
interactions plays a crucial role in determining the polyelectrolyte’s behavior
in solution and at an interface.

Part II: Active bodies undergo self-propulsive motion in a fluid medium
and span a broad range of length and time scales. Many active systems spon-
taneously self-organize into visually striking structures: fish schooling, birds
flocking, and bacterial colonies growing. Current models of this emergent
behavior in the inertial regime are mainly phenomenological and lack consid-
eration of the fluid-mediated interactions between bodies.

To address this limitation, we seek to advance physics-based models of swim-
mers by explicitly incorporating the fluid mechanical interactions between bod-
ies. We aim to discern the fluid medium’s role in group dynamics and deter-
mine whether it can reproduce the observed emergent phenomenon without
resorting to phenomenologically based interaction rules. To that end, we focus
specifically on swimming in high Reynolds number flows, where inertial forces
dominate, and draw comparisons to the well-studied low Reynolds number
(Stokes) regime. We begin by deriving the equations of motion for a collection
of unconstrained spherical particles in potential flow and extend the model to
include viscous dissipation and rigid body motion constraints for many bodies
with arbitrary kinematics.

We then consider the case of a single swimmer consisting of three linked spheres
in potential flow. Through this, we find self-propulsion without needing exter-
nal forces or momentum transfer via vortex shedding. We compare the inertial
swimmer to an identical swimmer in the Stokes regime—where fluid inertia is
neglected—and find that the structure of the equations of motion is identical
in both flow regimes. Notably, the Stokes hydrodynamics are longer-ranged
at leading order, leading to a more significant net displacement of the swim-
mer after one period of articulation. Finally, our study provides analytical
insight into the swimming of a deformable body through an expansion of the
non-linear spatial dependence of the hydrodynamic interactions.
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Thermodynamics
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C h a p t e r 1

INTRODUCTION

This introductory chapter provides an overview of polyelectrolytes, their ap-
plication in mineralization, and open questions related to multi-valent ion and
polyelectrolyte interactions. The subsequent chapters present our molecular
dynamics simulations of polyelectrolyte solutions in an aqueous bulk and at
crystalline interfaces to understand the various molecular mechanisms through
which polyelectrolytes influence mineralization.

This chapter includes content from our previously published articles:

1. Glisman, A. et al. Adsorption isotherm and mechanism of Ca2+ binding
to polyelectrolyte. Langmuir 40, 6212–6219 (2024).

2. Glisman, A. et al. Multi-valent ion-mediated polyelectrolyte association
and structure. Macromolecules 57, 1941–1949 (2024).

3. Glisman, A. et al. Binding modes and water-mediation of polyelectrolyte
adsorption to a neutral surface. Manuscript in Preparation (2024).
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1.1 Polyelectrolyte Structure and Thermodynamics

Polyelectrolytes (PEs) are a class of charged polymers that have found widespread
utility in diverse fields, including water treatment [1], drug delivery [2], and
scale (CaCO3) inhibition [3, 4], among others. For many of these applications,
controlling the phase behavior of an aqueous polyelectrolyte solution is crucial
for achieving the desired functionality. These polymers are both intriguing
and challenging to study due to their complex topology, charge density, and
the strong electrostatic interactions that govern their structure and dynamics.
This complexity makes property prediction and design difficult [5–8].

In solution, a single polyelectrolyte chain exhibits an extended conformation
due to electrostatic repulsion between its charged monomers, in contrast to
the Gaussian conformation of a neutral polymer chain [8, 9]. The addition of
salt to the solution screens these electrostatic interactions, resulting in a more
compact conformation, as illustrated in Figure 1.1.

Figure 1.1: The conformation of a polyelectrolyte chain in aqueous solution
without added salt (left) and with high ionic strength (right). Reproduced
from Gensel [10].

The long-ranged nature of the electrostatic interactions in polyelectrolyte solu-
tions leads to a rich phase behavior, including the formation of polyelectrolyte–
ion precipitates, complex coacervates, and gels [11–15]. Additional interac-
tions, such as hydrogen bonding, adsorption of small ions, and solvation ef-
fects, further complicate the conformations of polyelectrolytes [8], as shown
in Figure 1.2. This complexity makes it challenging to predict the behav-
ior of polyelectrolytes in solution, especially in the presence of other ions or
surfaces. However, the multi-faceted behavior of polyelectrolytes yields many
design opportunities via the manipulation of multiple solution conditions, such
as pH and ionic strength in addition to polyelectrolyte chemistry, to tailor the
properties of the polyelectrolyte solution.
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Figure 1.2: Sketch of a sample polyelectrolyte: ribonucleic acid (RNA).
Chain connectivity, charges on the polymer, counterions, salt ions, excluded
volume effects, hydrogen bonding, and structure of water contribute to
the structures and functions of such polyelectrolytes. Reproduced from
Muthukumar [8].

1.2 Polyelectrolyte Effects on Mineralization

The precipitation of sparingly soluble salts, such as calcium carbonate (CaCO3),
is a common problem in industrial processes, and biological systems [3, 16–22].
The ion pairs (Ca2+ and CO3

2– ) readily associate, precipitate out of solution,
and form solid deposits (scale). Scale formation presents challenges to res-
idential and industrial piping systems, restricting the fluid flow and fouling
components [23–25].

Polyelectrolytes, such as poly(acrylic acid) (PAA), are commonly employed
to mitigate scale formation [16, 26–29]. Although it is not fully understood
what makes an effective antiscalant polyelectrolyte, a few mechanisms for scale
prevention have been proposed: (1) chelation of Ca2+ ions from solution, (2)
modification of crystal growth by preferential adsorption of polyelectrolyte to
certain crystal surfaces, (3) passivation of the crystal surface by preferential
adsorption of polyelectrolyte, and (4) interparticle crystal repulsion by pref-
erential adsorption of polyelectrolyte to the crystal surface [30], as shown in
Figure 1.3.
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(a) (b)

(c) (d)

Figure 1.3: Four mechanisms by which polyelectrolytes may inhibit CaCO3
crystallization. (a) Chelation of Ca2+ ions from solution. (b) Modification of
crystal growth by preferential adsorption of polyelectrolyte to certain crystal
surfaces. (c) Passivation of the crystal surface by preferential adsorption of
polyelectrolyte. (d) Interparticle crystal repulsion by preferential adsorption
of polyelectrolyte to the crystal surface.

However, the exact mechanisms through which polyelectrolytes modify min-
eralization and the relative importance of each of the above pathways are not
known. In particular, it is unclear how the proposed mechanisms may be af-
fected by the molecular features of the polymer and corresponding solution
conditions. Polyelectrolyte theory suggests that a polyelectrolyte’s behavior
and adsorption properties in solution are strongly tied to the polymer chain
conformation and charge distribution, which in turn is influenced by solution
ionic strength and valency [7, 8, 11, 31–37]. However, the charge and size of a
polymer are strongly influenced by the solution pH and salt concentration [34].
Consequently, we anticipate that the microscopic environment, and hence the
molecular features of the polyelectrolyte, strongly dictate the polyelectrolyte’s
role in CaCO3 mitigation.

As we are interested in understanding the molecular principles that govern
the interaction between polyelectrolytes and Ca2+ ions, we employ all-atom
molecular dynamics (MD) simulations to investigate the chelation of Ca2+
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ions by polyelectrolytes in solution and the adsorption of polyelectrolytes on
crystalline surfaces. MD simulations provide a unique opportunity to study
molecular-level interactions with chemical specificity, which are challenging to
probe experimentally. In the following sections, we will discuss the current
understanding of polyelectrolyte–ion interactions and the adsorption of poly-
electrolytes on crystalline surfaces based on experimental, computational, and
theoretical studies.

Ion Chelation by Polyelectrolytes

The solution behavior of polyelectrolytes in multi-valent salt solutions poses
important challenges in designing polyelectrolytes with enhanced antiscalant
activity, as the polyelectrolyte–ion complex itself can precipitate and lead to
further scale deposition [8, 38–48]. The effectiveness of PAA and other scale
inhibitors relies heavily on the polymer’s capacity to simultaneously bind nu-
merous Ca2+ ions while preserving polyelectrolyte–ion complex solubility. By
carefully tuning the ionic strength and valency, intriguing phenomena known
as “salting out” and “salting in” can be induced, leading to the precipitation
or re-dissolution of polyelectrolytes, respectively [49–53]. Salting out can be
seen experimentally by the precipitation of polyelectrolyte–Ca2+ complexes at
high Ca2+ concentrations, as shown in Figure 1.4 for a poly(vinylphosphonic
acid-co-acrylic acid) (PVPA-co-AA) copolymer. While the polymer is able
to effectively chelate Ca2+ ions at low Ca2+ concentrations, the formation of
inter-polymer complexes at high Ca2+ concentrations leads to the precipitation
of the polymer–Ca2+ complex. It is hypothesized that the inter-polymer com-
plexes form due to the bridging of Ca2+ ions between polyelectrolyte chains,
which leads to the precipitation of the polymer–Ca2+ complex [30].

Past experimental studies, such as those by Huber [54] and Schweins & Huber
[55], have demonstrated that the addition of Ca2+ induces a transition in poly-
mer conformation from an extended coil to a collapsed chain, which results in
the precipitation of ion–PE complexes once the polymer’s binding capacity
is exceeded. Subsequent work conducted by Sinn et al. [56] found that a
simple, screened-Coulomb ion–polyelectrolyte interaction model could not ex-
plain the observed precipitation phenomenon, which suggests a more complex
understanding of Ca2+-mediated interactions is necessary. Coarse-grained the-
oretical models have captured the addition of multi-valent ions leading to chain
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Figure 1.4: Calcium chelation mechanism of the PVPA-co-AA polymer. (A)
PVPA-co-AA copolymer dissolves in aqueous solution to form a negatively-
charged polyelectrolyte. (B) PVPA-co-AA can bind to divalent calcium
ions. (C) Inter-polymer complexes can form at high calcium concentrations,
resulting in a cloudy solution. (D) Precipitation of polymer-calcium complex
at very high calcium concentrations. Reproduced from Wang et al. [30].

collapse. However, precipitation has been attributed to differing mechanisms,
including correlations between chelated ions, ion-bridging between chains, or
charge neutralization of the polymer [12, 57–59].

While theory and experiments predict precipitation of polyelectrolyte–Ca2+

complexes at certain conditions, to design novel polyelectrolytes that stay
soluble in aqueous solution, one needs to understand the molecular princi-
ples that govern the Ca2+ induced association between like-charged polyelec-
trolytes. With all-atom resolution, we construct an adsorption isotherm to
describe the binding behaviors of Ca2+ ions to a PAA chain and determine the
different binding modes accessible for Ca2+ binding to the chain and quan-
tify their impact on the adsorption isotherm in Chapter 2. We then address
questions related to Ca2+ ion-mediated association between multiple polyelec-
trolyte chains and the resulting effect on the precipitation concentration of the
polyelectrolyte in solution in Chapter 3.
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Polyelectrolyte Adsorption on Crystalline Surfaces

Polyelectrolyte additives have also been shown to inhibit the growth of CaCO3

crystals and dramatically alter the morphology of the resulting crystals [18,
60, 61], as demonstrated in Figure 1.5. The adsorption of PAA to CaCO3

surfaces has also been shown to promote the formation of vaterite over calcite,
which is the thermodynamically stable phase at room temperature. From X-
ray diffraction (XRD), Fourier-transform infrared (FTIR) spectroscopy, and
pyrolysis experiments, it is thought that the polyelectrolyte adsorption on the
crystal surface is limited to an interfacial layer and does not penetrate the
bulk crystal even as the surface continues to grow [62, 63].

(a) (b)

Figure 1.5: Scanning electron microscopy (SEM) backscattered images of
CaCO3 particles synthesized at 25 °C. The calcite crystals appear as rhom-
bohedral particles, and the vaterite crystals are spherical particles. (a) Pre-
cipitation of CaCO3 particles without PAA in the system. (b) Precipitation
of CaCO3 particles with PAA in the system. Reproduced from Ouhenia et
al. [18].

The binding of a polyelectrolyte on a given crystal plane will depend on the
Ca2+ and CO3

2– surface morphology and the water structure in the interface,
as well as the charge state of the polymer and the solution ionic strength. The
exact mechanisms of polyelectrolyte adsorption and the associated dominant
binding modes are unclear, as well as how the adsorption process may affect
the CaCO3 surface free energy. Previous molecular dynamics simulations have
hinted that the adsorption of PAA on CaCO3 surfaces may be entropically
driven, with the polyelectrolyte destroying the highly ordered water structure
at the interface [61, 64–67]. Nevertheless, the effects of water-mediated inter-
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actions in the adsorption of polyelectrolytes on CaCO3 surfaces have not been
quantified, and the relative importance of the various proposed mechanisms
remains unclear. In Chapter 4, we investigate the adsorption PAA on a CaCO3

surface and probe the effect of chain length, charge density, and solution ionic
strength. We also quantify the interfacial water structure and find that the
polyelectrolyte alters its conformation to facilitate hydrogen bonding with the
water molecules at the interface.

1.3 Computational Challenges

The strength of the long-ranged electrostatic interactions between polyelec-
trolytes and conformational chain flexibility lead to the rich observed phase
behavior of polyelectrolytes in solution but also present significant computa-
tional challenges. For example, chelated ions can remain bound to the polyelec-
trolyte chain for microseconds and longer timescales, leading to slow relaxation
times, which can outstrip the timescales accessible to conventional molecular
dynamics simulations. Multiple ion binding modes and their coupling to the
polyelectrolyte conformation further complicates the simulation of polyelec-
trolytes in solution as equilibrium statistics require all metastable states to be
sampled adequately to reconstruct the free energy landscape [68].

Previous studies have employed limited simulation box sizes and integration
timescales, which may not be sufficient to capture the full range of polyelec-
trolyte conformations and ion binding modes [69–71]. Recent advances in
computational hardware (e.g., graphics processing units) [72], generalized force
fields [73–81], and importance sampling algorithms [82–92] have enabled the
simulation of rare events and long timescales, providing new insights into the
behavior of polyelectrolytes in solution.

To address these challenges, we employ a combination of multiple state-of-the-
art enhanced sampling algorithms and machine learning techniques to study
the phase behavior of polyelectrolytes in solution and at interfaces. One of
the most widely used enhanced sampling techniques is metadynamics, which
has been successfully applied to study the free energy landscapes of complex
systems [83–85, 93, 94]. Metadynamics can be used to enhance the sampling of
rare events and explore the free energy landscape by iteratively adding a bias
potential to the system based on a set of collective variables (CVs) that describe
the key features of the system [83]. The bias potential encourages the system to
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Figure 1.6: Schematic of the metadynamics simulation technique. The col-
lective variables (CVs) as a function of time. (e–g) The sum of the free
energy and of the metadynamics bias potential at three different times is
marked by arrows (h), along with the free energy (black lines). (h) The CVs
as a function of time in a metadynamics simulation. The free energy surface
is sampled by adding a bias potential to the system. The bias potential is
updated at each time step to encourage the system to explore new regions
of phase space. Reproduced from Bussi & Laio [93].

explore new regions of the CV phase space and is updated intermittently with
a Gaussian-shaped potential addition, as shown in Figure 1.6. Over sufficient
timescales, the bias potential flattens the free energy landscape, allowing for
faster diffusive sampling of the system’s phase space along the chosen CVs.
Given a converged metadynamics simulation, the free energy landscape can
be reconstructed from the accumulated bias potential, providing insights into
the system’s thermodynamics and structure. Importantly, the presence of
the bias potential alters the system’s dynamics and kinetics, which are not
representative of the unbiased system dynamics.

The choice of CVs is highly system-dependent and nontrivial, as CVs should
be able to describe the system’s slow degrees of freedom and distinguish be-
tween different metastable states [95, 96]. In practice, the selection of CVs is
often guided by prior knowledge of the system, such as the presence of spe-
cific interactions or slow relaxation processes. However, the choice of CVs
can be challenging, especially for complex systems with many degrees of free-
dom. Numerous variants of metadynamics have been developed to address
the limitations of the original metadynamics algorithm with CV selection and
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Figure 1.7: Workflow to select the optimal collective variables and meta-
dynamics technique. (a, b) An example of a potential energy landscape
characterized by the presence of deep minima (a), but whose free energy
F as a function of two variables (x and y) is approximately flat (b). This
situation is rather common in practical applications. (c) A decision tree
for choosing the most appropriate version of metadynamics. CV, collective
variable; PBMETAD, parallel-bias metadynamics; WT, well-tempered. The
free energy surface is sampled by adding a bias potential to the system. The
bias potential is updated at each time step to encourage the system to ex-
plore new regions of phase space. Reproduced from Bussi & Laio [93].

machine learning techniques have been developed to learn the optimal CVs,
as illustrated in Figure 1.7 for a simplified two-dimensional potential energy
landscape [93, 97–102].

The choice of CVs can significantly impact the efficiency and accuracy of the
metadynamics simulations. A suboptimal set of CVs can lead to slow conver-
gence or incorrect free energy landscapes due to “hidden” slow CVs that are
not explicitly included in the simulation. Additional simulation replicas can
be used to enhance the sampling of non-CVs and improve the convergence of
the metadynamics simulations, but this increase in general sampling efficiency
comes at a significant increase in computational cost [91, 92]. In our work, we
employ a combination of metadynamics variants, machine learning techniques,
and multiple replicas to study the behavior of polyelectrolytes in solution and
at interfaces with high accuracy and efficiency.
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1.4 Outline

In the remainder of Part I, we discuss our molecular dynamics simulations
of polyelectrolytes and multi-valent ions in solution. Chapter 2 presents our
study of the adsorption isotherm and mechanism of Ca2+ binding to PAA
chains, where we find a coupled site-binding and conformational transition
mechanism. In Chapter 3, we extend our study to the association between
polyelectrolyte chains in the presence of Ca2+ ions to understand the role of
bridging in the formation of polyelectrolyte complexes. Finally, Chapter 4
highlights the adsorption of polyelectrolytes on crystalline surfaces where in-
direct interactions between the polyelectrolyte and the surface are mediated
by highly ordered interfacial water layers.
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C h a p t e r 2

ADSORPTION ISOTHERM AND MECHANISM OF CA2+

BINDING TO POLYELECTROLYTES

Polyelectrolytes, such as polyacrylic acid (PAA), can effectively mitigate CaCO3

scale formation. Despite their success as antiscalants, the underlying mecha-
nism of Ca2+ binding to polyelectrolyte chains remains unresolved. Through
all-atom molecular dynamics simulations, we construct an adsorption isotherm
of Ca2+ binding to sodium polyacrylate (NaPAA) and investigate the associ-
ated binding mechanism. We find that the number of calcium ions adsorbed
[Ca2+]ads to the polymer saturates at moderately high concentrations of free
calcium ions [Ca2+]aq in the solution. This saturation value is intricately con-
nected with the binding modes accessible to Ca2+ ions when they bind to the
polyelectrolyte chain. We identify two dominant binding modes: the first in-
volves binding to at most two carboxylate oxygens on a polyacrylate chain,
and the second, termed the high binding mode, involves binding to four or
more carboxylate oxygens. As the concentration of free calcium ions [Ca2+]aq

increases from low to moderate levels, the polyelectrolyte chain undergoes a
conformational transition from an extended coil to a hairpin-like structure,
enhancing the accessibility to the high binding mode. At moderate concen-
trations of [Ca2+]aq, the high binding mode accounts for at least a third of all
binding events. The chain’s conformational change and its consequent access
to the high binding mode is found to increase the overall Ca2+ ion binding
capacity of the polyelectrolyte chain.

This chapter includes content from our previously published article:

1. Glisman, A. et al. Adsorption isotherm and mechanism of Ca2+ binding
to polyelectrolyte. Langmuir 40, 6212–6219 (2024).
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2.1 Introduction

Divalent metal ions, such as Ca2+, exhibit a pronounced affinity for dissolved
anions like carbonate (CO3

2– ) in an aqueous solution. The ion pairs, which
readily associate, precipitate out of solution and form solid deposits (scale) due
to their low solubility limit. Scale formation presents challenges to residential
and industrial piping systems, restricting the fluid flow and fouling components
[1–3]. These metal ions also form complexes with household products, such as
detergents, and disrupt their efficacy.

Polyelectrolytes, such as polyacrylic acid (PAA), are commonly employed to
mitigate scale formation [4–8]. Although it is not fully understood what makes
an effective antiscalant polyelectrolyte, a few mechanisms for scale prevention
have been proposed. The polyelectrolytes could prevent nucleation via chelat-
ing metal ions from the solution [5, 9]. The chelation reduces the concentration
of metal ion and the likelihood of their association with the dissolved anions.
Simultaneously, polyelectrolytes could also adsorb onto the surfaces of scale
crystals and prevent further growth or deposition [6, 7, 10, 11].

The solution behavior of polyelectrolytes in divalent salt solutions poses im-
portant challenges in designing polyelectrolytes with enhanced antiscalant ac-
tivity, as the polyelectrolyte–ion complex itself can precipitate and lead to fur-
ther scale deposition [12–23]. Cloud point measurements revealed instances of
phase separation into a polymer-poor (supernatant) liquid and a polymer-rich
liquid with addition of divalent ions [24]. Boisvert et al. performed osmotic
pressure measurements and showed that the solution behavior of polyelec-
trolytes in divalent salt solutions is primarily influenced by a proposed site-
binding mechanism of divalent cations [25]. The site-binding mechanism facil-
itates bridging of non-adjacent repeat units by the divalent cations. Through
a Fourier Transform Infrared (FTIR) dialysis technique, [26] Fantinel et al.
identified monodentate, bidentate, and bridging modes when Ca2+ ions bind
to carboxylate groups of a polyacrylate chain. However, the relative impor-
tance of each of these binding modes—particularly that of the bridging mode—
on the ability of polyelectrolyte to chelate Ca2+ ion has not been elucidated.
Furthermore, the influence of Ca2+ ion concentration on these binding modes
remains elusive.
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Mean-field theories have shed light on the solution behavior of polyelectrolytes
in divalent salt solutions [27–34]. In addition to establishing conditions for
the precipitation behaviors, these theoretical models have predicted a large
reduction in polymer size with addition of divalent ions [35], beyond what
is expected from electrostatic screening. The chain collapse was primarily at-
tributed to ion bridging between non-neighboring repeat units. Coarse-grained
implicit solvent molecular simulations, employing generic models for polyelec-
trolyte chains and ions, have confirmed the chain collapse and attributed it to
the bridging capability of divalent ions [35–37]. All-atom molecular dynamics
simulations have gone a step further by explicitly treating solvent molecules
to investigate the molecular principles that govern the binding of divalent
cations to the polyelectrolyte chain [38–44]. These investigations have each
reported that the Ca2+ ion is strongly coordinated with the polyelectrolyte
chain, resulting in highly coiled conformations with a chain rigidity reminiscent
of crystal-like structures. Due to the strong Ca2+–polyelectrolyte interactions
and the number of Ca2+ ions binding to the polyelectrolyte chain, these models
hint at the overcharging of the Ca2+–polyelectrolyte complex. However, re-
cent potentiometric titration assays [9] suggest that only 1

3
of the binding sites

are occupied before a fully charged polyelectrolyte chain reaches its saturated
value of Ca2+-binding capacity.

The saturation value in the adsorption isotherm, which describes the maxi-
mum amount of Ca2+ that can be bound to a polyelectrolyte chain, reflects
the chelating capacity of the polyelectrolyte chain. However, the molecular
principles that govern the corresponding adsorption isotherm have not been
addressed. Specifically, the interplay between the site-binding nature of Ca2+–
polyelectrolyte interactions and the conformational transitions of the polyelec-
trolyte, aimed at enhancing both the chelating capacity and the solubility of
the Ca2+–polyelectrolyte complex, has not been explored.

In this study, we address the mechanism of Ca2+ adsorption onto a poly-
acrylate chain. We construct an adsorption isotherm to describe the binding
behaviors of Ca2+ ions to polyacrylate. We then determine the different bind-
ing modes accessible for Ca2+ binding to the chain and quantify their impact
on the adsorption isotherm. In our follow-up manuscript [45], we address
questions related to Ca2+ ion-mediated association between polyelectrolyte
chains. The rest of the manuscript is organized as follows. First, we present a
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Label Ca2+ Cl− Na+ Water

0CaCl2 0 0 32 56,448
4CaCl2 4 8 32 56,436
8CaCl2 8 16 32 56,424
16CaCl2 16 32 32 56,400
32CaCl2 32 64 32 56,352
64CaCl2 64 128 32 56,256
96CaCl2 96 192 32 56,160
128CaCl2 128 256 32 56,064

Table 2.1: Composition of the cubic simulation box with an edge length of 12 nm,
containing a single sodium polyacrylate chain with 32 repeat units, and at various
numbers of CaCl2 in water.

Hamiltonian Replica Exchange Molecular Dynamics (HREMD) protocol to
selectively bias Ca2+-polyelectrolyte interactions and efficiently sample the
configurational space. We then introduce a free energy perturbation approach
coupled with molecular dynamics to compute the adsorption isotherm describ-
ing Ca2+ binding to the polyelectrolyte chain. We discuss the results of these
calculations and present the conclusions.

2.2 Models

We investigated the mechanism of calcium ion binding to polyacrylate chain
using all-atom molecular dynamics (MD) simulations. Our simulation system
consists of a single polyacrylic acid (PAA) chain with 32 repeat units, solvated
in a cubic water box with an edge length of 12 nm. All repeat units on the
polymer are charged, consistent with the solution conditions for antiscalant
activity(i.e., solution pH ∼ 10). Sodium ions were added for electroneutrality.
The average end-to-end distance of such a polymer was ∼ 5 nm. We chose our
box dimensions so that the polymer does not interact with its periodic image.
In Table 2.1, we report compositions of different systems studied in this work.

Force field choice and the importance of solvent electronic polariza-
tion: We employed the Generalized AMBER Force Field (GAFF) with the
SPC/E water model, which had been rigorously tested by Mintis et al. for
modeling the polyacrylate chain [46]. During our modeling of calcium ions,
we observed that the “full” electrostatic charge force field parameters overes-
timated calcium ion binding to carboxylate groups on the polyacrylate chain,
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resulting in a charge inversion of the polymer chain inconsistent with experi-
mental reports (see Figure S2 in the Supporting Information). Duboué-Dijon
et al., who investigated calcium ion binding to insulin, reported that such an
overestimation was due to inadequate treatment of electronic dielectric screen-
ing when using full charges on ions with non-polarizable forcefields [47]. The
correct energetics of ion-pair formation could be captured by molecular models
with explicit polarization [48]. However, a general-purpose force field with ex-
plicit polarization, tested to reproduce the properties of polyacrylates, was not
readily available, and polarizeable force fields introduce large computational
expense.

Alternatively, in our models, we included electronic dielectric screening by uni-
formly scaling the charges of all solute atoms. This approach, known as the
electronic continuum charge correction (ECC), is a mean-field method that
attempts to mimic charge-carrying species within an electronic dielectric con-
tinuum [49, 50]. While the ECC scheme is a physically meaningful concept,
it is primarily used as an ad hoc solution to incorporate electronic polariza-
tion into an otherwise non-polarizable force field. ECC schemes tend to fail
in systems with a discontinuity in the high-frequency dielectric constant [51].
Moreover, force field parameterizations implicitly account for electronic po-
larization effects to some extent. Introducing additional ECC correction may
overly compensate for electronic polarization effects, resulting in a significant
underestimation of cohesive energy density and leading to unphysical solution
behavior [52]. Nevertheless, the ECC scheme yields meaningful observations
in common electrolyte systems where the high-frequency dielectric constant
remains uniform throughout.

Within the scope of our study, the interactions of interest involve calcium
ions and carboxylate groups on the polyacrylate chain. Biomolecular systems
with the same carboxylate-calcium ion pair have shown success with ECC
schemes [53–56]. We particularly employ the ECC scheme reported by Jung-
wirth and coworkers, who provided parameters for modeling calcium and other
ions in an aqueous solution [54]. In their work, the authors uniformly scaled
the charges on ions by a factor of 0.75. Lennard-Jones parameters describing
dispersion interactions of corresponding ions were optimized to reproduce ab
initio molecular dynamics results for ion-pairing and neutron scattering exper-
iments. Such a parameter set accurately described the properties of calcium
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ions in an aqueous solution and their association with carboxylate groups on
amino acids. We used the same parameter set to model calcium and other
ions in our simulation system. Although the ECC scheme is tailored to the
specific requirements of modeling the polyacrylate–Ca2+system of interest in
this work, the underlying rationale—addressing electronic polarization to cor-
rect for electrostatic sources of overestimated binding affinities—is a principle
that governs modeling a broad class of polyelectrolyte systems.

When modeling the electronic polarization effects of the polyacrylate chain in
an aqueous solution, we scaled the partial charges of all the atoms on the poly-
acrylate chain by 0.75 and used Lennard-Jones parameters reported by Mintis
et al. [46] to describe dispersion interactions. Although our approach is a com-
monly accepted practice [56], we emphasize that it is not rigorous. However,
different properties of polymers strongly depend on their chain length, and
finding the right strategy to optimize their dispersion interaction parameters
is not obvious.

Since the “full-charge” parameters by Mintis et al. [46] reproduce the struc-
tural properties of the polyacrylate chain in a salt-free solution, we validated
the predictions of the “scaled-charge” model against the former. Even though
we did not re-optimize the Lennard-Jones interaction parameters of the poly-
electrolyte chain, the conformational flexibility of a polyelectrolyte chain in a
salt-free solution did not change. Additionally, we observed identical distribu-
tions for structural properties when compared to the “full-charge” model (see
Figure S3 in the Supporting Information).

Simulation methodology: We used GROMACS 2022.3 [57–59] patched
with PLUMED 2.8.1 [60–62] and employed the following protocol to conduct
our molecular dynamics simulations of the systems reported in Table 2.1. First,
we minimized the energy of the system using the steepest descent algorithm
until the maximum force on any atom in the system was smaller than 100 kJ
mol−1 nm−1. Next, we equilibrated the system at constant NPT conditions
with pressure and temperature set to 1 atm and 300 K, respectively. While
fluctuations in the energy and box size minimized within a few nanoseconds
of the equilibration run, it took tens of nanoseconds to equilibrate the chain
structure. We used the Berendsen barostat [63] with the velocity-rescaling
stochastic thermostat during the first 10 ns of the equilibration. For the re-
mainder of the equilibration run, we switched to the Parrinello–Rahman baro-
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stat [64] with the Nosé–Hoover chain thermostat for the accurate reproduction
of the thermodynamic properties of the system [65, 66]. Following the equili-
bration run, we conducted production MD simulations of these systems in the
NVT ensemble using the Nosé–Hoover chain thermostat.

We employed the leap-frog time integration algorithm with a finite time step of
2 fs to integrate the equations of motion. Additionally, we utilized the LINCS
constraint algorithm to convert all bonds with hydrogen atoms into constraints
[67]. We applied periodic boundary conditions along all three spatial axes and
used the particle mesh Ewald (PME) method with a minimum Fourier spacing
of 0.12 nm to calculate the long-ranged electrostatic interactions [68, 69]. We
applied a cutoff distance of 1.2 nm for computing van der Waals interactions.
We used the same distance as the real-space cut-off value while computing the
PME electrostatics.

Need for enhanced sampling molecular simulations: Although the ECC
scheme with the non-polarizable force field greatly reduced the PAA–Ca2+

binding/unbinding relaxation times, regular MD simulations were unable to
efficiently sample the polymer conformational space in an aqueous CaCl2 solu-
tion. Even a microsecond long trajectory was not sufficient to sample polymer
conformations in any of the systems listed in Table 2.1 with calcium num-
bers higher than 4 Ca ions. We direct readers to Figures S4 and S5 in the
Supporting Information for the relevant data and discussion.

To address the challenges associated with polymer conformational sampling
in an aqueous CaCl2 solution, we employed Hamiltonian Replica Exchange
Molecular Dynamics (HREMD) [70, 71]. Our HREMD framework is based
on the flexible implementation of the REST2 variant [70], as previously re-
ported by Bussi [71]. We introduced a parameter λ to selectively bias the
interactions between the polymer and ions, as well as the dihedral potential
components of the Hamiltonian. The charges of the ions and the polymer were
scaled by a factor of

√
λ, while their Lennard-Jones interaction parameter (ϵ)

was scaled by λ. Similarly, the polymer dihedral potential was also scaled by
λ. With this scheme for λ-parameterized Hamiltonian, λ = 1 corresponds to
the system of interest with full-scale interactions. We determined that the
parameterized Hamiltonian with λ = 0.67 rapidly sampled the polymer con-
formational space. Coordinate exchange between neighboring replicas were
attempted every 500 steps. We utilized 16 replicas, with λ values ranging
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from 1 to 0.67 (geometrically spaced), to simulate polymer conformations in
an aqueous solution containing 8 CaCl2 or 16 CaCl2. For higher Ca2+ num-
bers, we increased the number of replicas to 24. This combination of number
of replicas and the λ-range yielded acceptable exchange probabilities (∼ 0.3)
between neighboring replicas. All the relevant results reported in the subse-
quent sections were obtained by averaging over a 250 ns production HREMD
run, conducted at constant volume and a temperature of 300 K. Our specific
choice of λ-parameterization and the number of replicas in the HREMD setup
was driven by the unique challenges posed by the polyacrylate-Ca2+ system,
due to long ion pair relaxation and resulting inefficiencies in sampling polymer
backbone conformations. Nevertheless, the conceptual approach of employing
replica exchange variants to overcome sampling bottlenecks in polymer con-
formational sampling is broadly applicable to other polyelectrolyte-multivalent
ion complexes [18].

Computing ion adsorption isotherm from molecular dynamics sim-
ulations: The primary objective of the current work is to investigate Ca2+

chelation onto a model polyacrylate chain. In an aqueous CaCl2 solution con-
taining a polyacrylate chain, a dynamic equilibrium exists between calcium
ions that are freely dispersed in the solution (Ca2+aq.free) and the calcium ions
adsorbed per monomer of the polyacrylate chain (AA− Ca2+).

AA+ Ca2+aq.free ⇌ AA− Ca2+ (2.1)

Here, AA represents the concentration of repeat units on the polymer chain
that are not bound to any calcium ions. An adsorption isotherm, quantifying
Equation (2.1), describes calcium ion chelating ability of a model polyacrylate
chain. We constructed the isotherm by plotting the number of calcium ions
adsorbed per monomer (AA− Ca2+) against the concentration of calcium ions
that are freely dispersed in the solution (Ca2+aq.free).

Computing AA− Ca2+ from the simulation trajectory is straightforward. We
calculated the number of calcium ions that are within 0.7 nm (see SI) of the
polymer atoms at each frame. This quantity was then divided by the number
of repeat units per chain (i.e., 32 in this case) and ensemble averaged over the
trajectory.
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We determined Ca2+aq.free by equating the chemical potential of the Ca2+ ions in
the system (µSystem

CaCl2
) with that of a pure CaCl2 aqueous suspension (µSolution

CaCl2
).

This required conducting simulations of two separate sets of systems: one
containing a polyacrylate chain to determine µSystem

CaCl2
, and the other without

a polyacrylate chain for µSolution
CaCl2

. We employed the procedure laid out by
Panagiotopoulos and coworkers to determine the chemical potentials via free
energy perturbation approach [72–75].

In brief, µCaCl2 represents the change in free energy when adding (or removing)
a unit of CaCl2, This is expressed in Equation (2.2) as the sum of the corre-
sponding ideal gas component (µid

CaCl2
) and the residual component (µR

CaCl2
).

µCaCl2 = µid
CaCl2 + µR

CaCl2

µid
CaCl2 = µ0

Ca2+ + 2µ0
Cl− + 3RT ln

(
3
√
4NCaCl2kBT

P 0 ⟨V ⟩

)

µR
CaCl2 = µR

vdw + µR
coul (2.2)

Here, µ0
Cl−

and µ0
Ca2+

are the respective chemical potentials of Cl– and Ca2+ at
the reference pressure of 1 bar. We used the tabulated value of µ0

Cl−
from the

NIST-JANAF thermochemical tables [76]. Moučka et al. estimated the value
for µ0

Ca2+
[77], and we employed the same value in our calculations. NCaCl2

represents the number of CaCl2 units in the simulation box, kB denotes the
Boltzmann constant, P 0 = 1, bar is the reference pressure, and ⟨V ⟩ stands for
the average volume obtained from NPT simulations of a system with a specific
composition.

To calculate µR
CaCl2

, we gradually decoupled a Ca2+ and two Cl– from the
system. The initial configuration for this study came from the most proba-
ble polymer conformation identified from the previously described enhanced
sampling simulations. We then tagged a Ca2+ ion that was adsorbed onto the
polymer backbone. In a solution without the polyacrylate chain, a randomly
selected Ca2+ ion served as the tagged ion, and a comparison point between
the two systems. Regardless of the system, two randomly chosen Cl– ions were
tagged.

The electrostatic interactions of the tagged Ca2+ ion with other particles in
the system were gradually turned off in 11 stages (ϕ = 1, 0.9, . . . , 0). Here,
ϕ = 1 represents the system with fully activated electrostatic interactions of
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the tagged calcium ion, while ϕ = 0 corresponds to complete deactivation.
Each stage consisted of a series of molecular dynamics simulation steps, be-
ginning with energy minimization, followed by 5 ns of equilibration and a 10
ns production simulation run at a pressure of 1 bar and a temperature of 300
K. The output from the production step of the ith stage (ϕi) served as the
initial configuration for the MD simulation steps of the (i+ 1)th stage (ϕi+1).
The same methodology was then applied to deactivate the electrostatic inter-
actions of each tagged chloride ion and also the van der Waals interactions of
the tagged calcium ion and the two tagged chloride ions. We then used the
Bennett Acceptance Ratio (BAR) [78, 79] approach, natively implemented in
the GROMACS MD package [57], to estimate the residual chemical potential
(µR

CaCl2
) from these different stages of MD simulations. Notably, given the

position-dependent nature of the unbinding free energy of a Ca2+ ion from the
polymer backbone, we calculated the unbinding free energy for each adsorbed
Ca2+ ion individually and used their average to estimate µR

CaCl2
.

2.3 Results and Discussion

The ability of a polyacrylate chain to sequester Ca2+ ions is intricately tied to
the bulk solution concentration of Ca2+, denoted as

[
Ca2+aq.free

]
. In Figure 2.1,

we present the adsorption isotherm and describe the extent of Ca2+ binding
onto a 32-mer polyacrylate chain as a function of

[
Ca2+aq.free

]
. At low Ca2+ con-

centrations, most of the binding sites on the polyacrylate chain are available,
and an increase in

[
Ca2+aq.free

]
results in a rapid increase in the number of Ca2+

ions sequestered by the polyacrylate chain. However, at moderate concentra-
tions, the accessible binding sites become occupied, and the polyacrylate chain
saturates with Ca2+.

From the plateau in the adsorption isotherm, we note that the maximum
binding capacity of a model polyacrylate chain is 0.40 ± 0.05 Ca2+ ions per
monomer, which aligns with recent potentiometric titration experiments [9].
Although the adsorption isotherm bears some resemblance to a Langmuir
model, we observe that the Ca2+ binding does not obey the model assumptions.
Notably, the conformational flexibility of the polyelectrolyte chain results in
distinct chemical environments around each binding site, rendering the binding
sites non-equivalent.
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Figure 2.1: Isotherm describing Ca2+ ion binding to a polyacrylate chain with 32
repeat units. Error bars represent one standard deviation around the sample mean.
Note: The apparent positive slope of the last two data points is a consequence of
large uncertainties in determining corresponding solution concentration of free Ca2+

in the system. The differences in their vertical axis values are very minimal. (See
Figure S8 and accompanying discussion in the Supporting Information.)

We demonstrate this phenomenon in a polyelectrolyte solution corresponding
to Ca2+aq.free = 0.026 mol/kg. First, we identify the system configuration that
corresponds to the polymer chain with the most probable radius of gyration.
Then, we independently unbind each of the bound Ca2+ ions. We employ the
free energy perturbation approach to compute the unbinding free energy, and
report the corresponding values in Figure 2.2b.

The unbinding free-energies of the 11 Ca2+ ions broadly fall into two classes.
We categorize these binding sites into a “low” binding mode (≤ 818 kJ/mol)
and “high” binding mode (> 818 kJ/mol). From the binding sites depicted
in Figure 2.2a along with the accompanying free energies in Figure 2.2b, we
identify that the high binding mode is approximately 5–10 kJ/mol energetically
more favorable than the low binding mode and facilitates a Ca2+ ion-bridge
between non-neighboring carboxylate groups on the polyacrylate chain.

The various binding modes and their coupling to polyelectrolyte conformation
could impact the number of Ca2+ ions sequestered. We determine a binding
mode by tracking the number of carboxylate oxygen atoms that are around a
Ca2+ ion. From the radial distribution of carboxylate oxygen atoms around
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Label ∆F [kJ/mol]

1 814± 1

2 815± 1

3 814± 1

4 818± 2

5 818± 2

6 821± 3

7 821± 3

8 815± 1

9 828± 2

10 823± 1

11 817± 1

Average 818± 5

(b)

Figure 2.2: Ca2+ ion binding modes to a 32-mer polyacrylate chain. (a) Confor-
mation of a 32-mer polyacrylate chain with the most probable radius of gyration
in a solution corresponding to

[
Ca2+

]
aq.free

= 0.026 mol/kg and (b) free energies of
unbinding a Ca2+ ion that is adsorbed to the polyacrylate chain.

a Ca2+ ion, we identify that their most probable separation is about 0.35
nm (see Supporting Information). We compute the probability of finding a
varying number of carboxylate oxygen atoms within 0.35 nm from a Ca2+ ion
and report this as a function of Ca2+aq.free in Figure 2.3.

We observe that the low binding mode, in which two carboxylate oxygen atoms
bind to a given Ca2+ ion, remains dominant at all concentrations of Ca2+aq.free
studied. However, with an increase in Ca2+aq.free, the high binding mode corre-
sponding to ion-bridging becomes more favorable. Interestingly, when Ca2+aq.free
exceeds 2.18 × 10−2 mol/kg, this trend reverses: further increases in Ca2+aq.free
promote the low binding mode once more. We hypothesize that this non-
monotonic trend in the population of different binding modes arises from the
enhanced electrostatic screening at higher Ca2+ concentrations.

Nevertheless, at moderate and high concentrations of
[
Ca2+aq.free

]
, nearly 1

3
of

the binding events are due to the high binding mode. This high coordination
binding environment is seen to have a large impact on the polymer size and
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Figure 2.3: Probability of finding certain number of carboxylate oxygen atoms
(OCarboxylate) on a 32-mer polyacrylate chain around a Ca2+ ion.

conformation. We investigate the coupling between the binding modes and
the polyelectrolyte chain conformation by tracking the chain radius of gyration
(Rg) as a function of Ca2+aq.free. We report these results in Figure 2.4.

We note from Figure 2.4(a) that at low concentrations of Ca2+aq.free, where the
population of the high binding mode is insignificant, the polymer chain adopts
an extended conformation with an Rg of approximately 1.65–1.9 nm (Fig-
ure 2.4(b)). At these concentrations, Ca2+ ions bind to at most one carboxy-
late group on the polyacrylate chain. As Ca2+aq.free increases and the population
of high coordination binding sites subsequently increases, the polymer con-
formation transitions to a hairpin-like state (Figure 2.4(c)). Here, the high
coordination binding sites, which bridge two strands of the polyelectrolyte
chain, are nearly as prominent as the low coordination binding sites located
on the solvent-exposed side of each strand. Intriguingly, in solutions with
high concentrations of Ca2+ ions, although some of the bridging events are
disrupted, the conformation of a polyelectrolyte chain still resembles that of
a hairpin-like state (Figure 2.4(d)). The disruption of the bridging events
due to enhanced screening from the other ions in the system increases the
conformational flexibility and hence the average chain size.
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Figure 2.4: Conformational changes in a 32-mer polyacrylate chain due to Ca2+ ion.
(a) Radius of gyration of 32-mer polyacrylate chain at different concentrations of[
Ca2+aq.free

]
. The large values of standard deviation indicate chain conformational

flexibility. Panels (b), (c), and (d) illustrate the dominant binding modes at low,
moderate, and high

[
Ca2+

]
aq.free

concentrations, respectively. The conformation in
panel (c) corresponds to the Rg minimum in panel (a), indicating a hairpin-like
compact state of the polyacrylate chain at moderate calcium concentrations.
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Since the high coordination binding sites are energetically more favorable, we
anticipate that access to a larger population of these binding sites would en-
hance the ability of a polyelectrolyte chain to sequester Ca2+ ions. To explore
this, we investigate the inverse problem; we limit the polyelectrolyte chain to
only binding sites with low coordination environments and construct the ad-
sorption isotherm. We achieve this by first identifying the polymer conforma-
tion that corresponds to the most probable Rg in a system with no added Ca2+

ions. Utilizing this chain conformation, with harmonic restraints imposed, we
prepare polyelectrolyte solutions with added Ca2+ ions. We compute the Ca2+

adsorption isotherm from these systems and compare it to that obtained from
unrestrained simulations reported earlier. We show these results in Figure 2.5.

0 0.05 0.1 0.15

[Ca
2+

]
aq.free

 (mol/kg)

0

0.2

0.4

0.6

#
C

a2
+
 a

d
so

rb
ed

/m
o
n
o
m

er

Flexible PAA Chain
Restrained PAA Chain

Figure 2.5: Ca2+ ion binding isotherm to a polyacrylate chain with 32 repeat units
restrained to an extended coil conformation and unrestricted.

We find that at low concentrations, the number of Ca2+ ions adsorbed on
the polyacrylate chain in both the restrained and unrestrained simulations
is indistinguishable. This is because, at lower concentrations of Ca2+ ions
in the solution, unrestrained polyelectrolyte chains can only access the low
coordination binding sites. However, we see a noticeable difference at moderate
and high concentrations, where the unrestrained polyacrylate chain favors the
high coordination binding sites. The restrained simulations, which do not have
access to high binding modes, consistently adsorb fewer Ca2+ ions per chain
when compared to the unrestrained simulations.
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These observations indicate that a polyelectrolyte chain’s ability to efficiently
chelate Ca2+ ions is impacted by its access to a large number of high coor-
dination binding sites. These sites are energetically more favorable for ion
binding, and as such, they provide a more stable environment for the ions,
leading to a more effective sequestration. This insight could prove useful in
applications where selective and efficient ion capture is paramount, such as in
water treatment processes or biomedical applications.

2.4 Conclusions

Using all-atom molecular simulations coupled with a free energy perturbation
approach, we constructed an adsorption isotherm to describe the binding of
Ca2+ ions to a model polyacrylate chain. Analysis of the adsorption isotherm
revealed that the per-monomer Ca2+ ion binding capacity of a fully charged
polyelectrolyte chain saturates at a value of 0.40± 0.05. This saturation value
correlates with the binding modes accessible to Ca2+ ions as they bind to the
polyelectrolyte chain. Two predominant binding modes were identified: one
mode involves Ca2+ ions binding to at most two carboxylate oxygen atoms on
a polyacrylate chain, and the other involves Ca2+ ions binding to four or more
carboxylate oxygen atoms.

The population of low binding mode sites remains high across all concentra-
tions of Ca2+ in the solution. Nevertheless, at least one-third of the binding
events at moderate and high concentrations of Ca2+ ions in the solution are
defined by the high binding mode events. These binding events, while re-
sponsible for enhancing the Ca2+ ion binding capacity of a polyelectrolyte
chain, also lead to the collapse of the polyelectrolyte chain’s conformation to
a hairpin-like state. The solution concentration of Ca2+ ions corresponding to
the conformational transition falls within the range close to the supernatant
(polymer-poor) side of the phase behavior reported by Sabbagh et al. [24]
The adsorption isotherm constructed in this study suggests that, at these con-
centrations, the hairpin-like polyelectrolyte chain had attained the saturation
value of the Ca2+ binding capacity.

The collapse of a polyelectrolyte chain into a hairpin-like conformation, with
all available binding sites saturated, may indicate the onset of putative phase
separation. This observation carries important implications for the chelat-
ing capacity of a polyelectrolyte towards Ca2+ ions, and consequently, for its
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antiscalant activity. Yet, polyelectrolyte-divalent ion complex falling out of
equilibrium is inherently a multi-chain problem. In our follow up work [45],
we investigate the importance of different binding modes of Ca2+, identified
in the current work, on the association between like-charged polyelectrolyes
and establish the conditions under which a polyelectrolyte in a divalent salt
solution falls out of equilibrium.

2.5 Appendix

Electronic Continuum Corrected Partial Atomic Charges of a Poly-
acrylate Chain

Our molecular model for the polyacrylate chain is based on the GAFF force
field parameters as reported by Mintis et al. [46]. In order to account for
polarization effects, we apply electronic continuum correction by scaling only
the partial charges found in the Mintis et al. report by 0.75. As commonly
practiced, we leave the corresponding Lennard-Jones interaction parameters
untouched.
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Figure 2.6: Scaled partial charges on all the atoms in a 32-mer polyacrylate.

Overcharging of Polyelectrolyte–Ion Complex in Models with Full
Ion Charges

Molecular dynamics simulations, which utilize non-polarizable force fields with
“full charge” models for ions, tend to overestimate the binding of dissolved ions
to the polyelectrolyte chain. We demonstrate this in Figure 2.7(a) for a fully
charged polyacrylate with 32 monomers per chain and sodium ions added to
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balance the charge on the polymer, in an aqueous CaCl2 solution. In the
figure, we report the net charge of the polyacrylate-ion complex as a function
of the number of Ca2+ ions in the system. From the radial distribution of Ca2+

ions around a backbone carbon on the polyacrylate chain (see Figure 2.7(b)),
we identify that the Ca2+ ions are most likely to be found at a separation of
0.7 nm from the polymer carbon. We identify all the ions (Ca2+, Na+, Cl– )
that are located within 0.7 nm from the polymer backbone and label them as
condensed ions. The net charge of the polyacrylate-ion complex is calculated
by summing the partial charges of the condensed ions.
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Figure 2.7: Ca2+ ion binding number and distribution around a polyacrylate chain.
(a) Net charge of a polyelectrolyte-condensed ion complex: a comparison between
results from a full charge and scaled charge force field. (b) Radial distribution
of Ca2+ ions around a backbone carbon on the polyacrylate chain computed from
simulations using a scaled charge force field.

We observe from Figure 2.7(a) that simulations with the “full charge” model
yield a shift in the net charge of the polyacrylate-ion complex from negative
to positive with an increase in Ca2+ concentration in the system. In contrast,
the “scaled charge” models described in Section 2 predict an increase in the
net charge, which eventually plateaus at a negative value for higher Ca2+

concentrations. This observation from the “scaled charge” model aligns with
recent potentiometric titrations conducted by Gindele et al. [9].
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Validating Scaled Charge Forcefield for Modeling Polyelectrolyte
Conformations

It is not clear beforehand whether the scaled charge-corrected polyacrylate
chain spans the desired conformational space. Mintis et al. [46] rigorously
tested their full charge models against experimentally determined properties
of polyacrylate chains in salt-free solutions. We hypothesize that if the scaled
charge model for the polyacrylate chain spans the same conformational space,
then it will not significantly alter their structural properties. We confirm this
observation through the data presented in Figure 2.8.
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Figure 2.8: Temporal variation of the radius of gyration (Rg) of a polyacrylate chain
in an aqueous solution without any added salt.

In the figure, we present the temporal variation of the radius of gyration (Rg)
of the polyacrylate chain in a salt-free aqueous solution. We observe that
the range of Rg values covered by both the full charge models and the scaled
charge models are very similar. This observation is further supported by the
Rg probability distribution shown in the inset of the figure.

Meaningful Sampling with Electronic Continuum Correction and
Hamiltonian Replica-Exchange Molecular Simulations

Charge scaling has significantly improved the binding/unbinding relaxation
times of polyacrylate-Ca2+ interactions. Figure 2.9(a) illustrates the decay of
the ion-pair survival probability autocorrelation function [80] to zero within the
time scales achievable in molecular simulations using modern GPU architec-
ture. However, a trajectory spanning 500 ns proved inadequate for sampling
the conformational space with statistical certainty. The temporal variation
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of Rg, as reported in Figure 2.9(b), indicates that the conformational space
explored by polyelectrolyte chains in an aqueous solution with a concentra-
tion equal to or greater than 8CaCl2 is not representative of an equilibrium
distribution.
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Figure 2.9: Slow relaxation modes of the studied systems. (a) Binding/unbinding
relaxation of a carboxylate oxygen–Ca2+ ion pair with the scaled charge force field.
The function ϕ (t) represents the autocorrelation function depicting ion-pair survival
probability [80]. (b) Temporal variation of the radius of gyration (Rg) of a polyacry-
late chain in an aqueous solution with varying concentrations of CaCl2.

Estimating the required length of a simulation trajectory to generate an equi-
librium distribution is challenging. To overcome this issue, we use a Hamilto-
nian replica Exchange protocol described in Section 2 that specifically biases
polyacrylate-Ion interactions in the system. In Figure 2.10, we present the tem-
poral evolution of the radius of gyration of a fully charged PAA-32mer chain at
different Ca2+ concentrations in the system, computed from the HREMD sim-
ulation. A 100 ns trajectory already demonstrates that the simulations have
explored many possible chain conformations under given system conditions.

Determining
[
Ca2+

]
aq.free

from the Equivalence of µsystem
CaCl2

and µsolution
CaCl2[

Ca2+
]
aq.free

represents the concentration of free Ca2+ ions in the solution that
are in equilibrium with those adsorbed on a polyacrylate chain. We determined[
Ca2+

]
aq.free

by equating the chemical potential of CaCl2 in the system with
the polyacrylate chain (µsystem

CaCl2
) to the chemical potential without the poly-

acrylate chain (µsolution
CaCl2

). We report these chemical potentials in Figure 2.11
and establish their equivalence conditions.
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Figure 2.10: Predictions for the radius of gyration (Rg) of a polyacrylate chain in an
aqueous solution with varying concentrations of CaCl2, computed using Hamiltonian
Replica Exchange simulations with a scaled charge force field.
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with the polyacrylate chain and the solution without the polyacrylate chain. The
horizontal green dashed lines indicate the equivalence of the CaCl2 chemical potential
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concentration of free calcium ions in the solution that are in equilibrium with the
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We note that the lowest [CaCl2]aq, without polyacrylate chain, we simulated
in this work is 0.013 mol/kg. As practiced by Pangiotopolous et al. [74], we
assumed this concentration of [CaCl2]aq = 0.013 mol/kg to be sufficiently low
for Debye-Huckle limiting law for electrolyte solutions to hold true. For any
concentrations of [CaCl2]aq < 0.013 mol/kg, we used Debye-Huckle limiting
law to compute µsolution

CaCl2
.
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Role of Water in Ca2+ Binding to Polyacrylate Chain

Multivalent ions such as Ca2+ bear a strong solvation shell. When a Ca2+

ion, freely dispersed in the solution, approaches the polyacrylate chain to bind
with the carboxylate oxygen on the polymer backbone, a restructuring of the
solvation shell is anticipated to facilitate Ca2+ binding to the polymer chain.

We find that Ca2+ ions bind directly to the carboxylate oxygen, without me-
diation by water molecules. This is evidenced by the strong first peak in the
radial distribution of Ca2+ around a carboxylate oxygen located at 0.25 nm
(see Figure 2.12(a)). Intriguingly, a free Ca2+ sheds about two water molecules
as it approaches the polyacrylate chain and binds to a carboxylate oxygen.
As illustrated in the Figure 2.12(b), such a phenomenon is invariant to the
concentration of Ca2+ in the solution. While the corresponding exchange dy-
namics would facilitate a deeper understanding of the adsorption/desorption
of Ca2+ from the polymer chain, the HREMD method in our study obscures
any real-time dynamics.
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Figure 2.12: The role of water in Ca2+ binding to a polyacrylate chain: (a) Radial
distribution of Ca2+ around a carboxylate oxygen (OCarboxylate) on a PAA-32mer in
an aqueous solution with [Ca2+]aq.free = 2.18 × 10−2 mol/kg. (b) Number of water
oxygens (NOW

) within the first solvation shell of Ca2+. A bound Ca2+ ion is defined
as one that is bound to any of the carboxylate oxygens. A free Ca2+ ion is one that
is not bound to a carboxylate and is freely dispersed in the solution.
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Additional Notes on Ca2+ Adsorption to Polyacrylate Chain

The number of Ca2+ ions adsorbed on the PAA chain reaches a saturation
value within an error margin at moderate to high concentrations of Ca2+ in
the system. This becomes evident when we plot the number of Ca2+ ions
adsorbed on the polyacrylate chain as a function of the number of Ca2+ ions
added to the system, as demonstrated in Figure 2.13.
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Figure 2.13: Number of Ca2+ ions adsorbed on a PAA-32mer as a function of the
number of Ca2+ ions added to the simulation system. (Note: The fit to the Langmuir
model is included only to serve as a visual aid for the saturation in the number of
Ca2+ ions adsorbed on a PAA-32mer. It is not intended to indicate the adsorption
mechanism.)

The same observation may not be apparent in Figure 2.1, where we plotted
the number of Ca2+ ions adsorbed per monomer as a function of the solution
concentration of Ca2+, due to uncertainties in determining the latter. These
uncertainties likely reflect the different binding environments that are acces-
sible for Ca2+ binding to the polyelectrolyte chain (and hence their chemical
potential), particularly at moderate to high concentrations of Ca2+ ions in the
solution.
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C h a p t e r 3

MULTI-VALENT ION MEDIATED POLYELECTROLYTE
ASSOCIATION AND STRUCTURE

Polyelectrolytes are commonly used to chelate multi-valent ions in aqueous so-
lutions, playing a critical role in water softening and the prevention of mineral-
ization. At sufficient ionic strength, ion-mediated polyelectrolyte–polyelectrolyte
interactions can precipitate polyelectrolyte–ion complexes, a phenomenon known
as “like-charge attraction.” While the significant influence of small ions on
polyelectrolyte solution phase behavior is recognized, the precise molecular
mechanisms driving the counterintuitive phenomenon remain largely elusive.
In this study, we employ all-atom molecular dynamics simulations to investi-
gate the molecular mechanism of like-charge attraction between two poly(acrylic
acid) (PAA) chains in solution. We find that moderate quantities of Ca2+ ions
induce attraction between PAA chains, facilitated by the formation of PAA–
Ca2+–PAA bridges and a significant increase in the coordination of Ca2+ ions
by the PAA chains. At high Ca2+ number densities, ion bridges are disfavored
due to electrostatic screening, yet the chains are still attracted to each other
due to solvent-mediated interactions between the chains and their chelated
ions. The insights gleaned from this study not only enrich our understanding
of the intricate mechanism of like-charge attraction between polyanions in so-
lution but also illuminate the influence of multi-valent ions on polyelectrolyte
interactions.

This chapter includes content from our previously published article:

1. Glisman, A. et al. Multi-valent ion-mediated polyelectrolyte association
and structure. Macromolecules 57, 1941–1949 (2024).
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3.1 Introduction

Aqueous polyelectrolyte (PE) solutions find widespread utility in diverse fields,
including water treatment [1], drug delivery [2], and scale (CaCO3) inhibition
[3], among others. For many of these applications, it is crucial to manage the
behavior of the polyelectrolyte solution phase. By carefully tuning the ionic
strength, intriguing phenomena known as “salting out” and “salting in” can
be induced, leading to the precipitation or re-dissolution of polyelectrolytes,
respectively [4–8]. Therefore, a detailed understanding of the relationship
between polyelectrolyte structure and ionic interactions is essential for the
systematic design of advanced polyelectrolyte materials and additives.

Polyelectrolytes, such as poly(acrylic acid) (PAA), are commonly used as scale
inhibitors due to their ability to chelate Ca2+ ions [9, 10] and modify CaCO3

crystal growth [3, 11–13]. The effectiveness of PAA, and other scale inhibitors,
relies heavily on the polymer’s capacity to simultaneously bind numerous Ca2+

ions while preserving polyelectrolyte–ion solubility. Past experimental stud-
ies, such as those by Huber [14, 15], have demonstrated that the addition of
Ca2+ induces a transition in polymer conformation from an extended coil to
a collapsed chain, which results in the precipitation of ion-PE complexes once
the polymer’s binding capacity is exceeded. Subsequent work conducted by
Sinn et al. [9] found that a screened-Coulomb ion–polyelectrolyte interaction
model could not explain the observed precipitation phenomenon, suggesting a
more complex understanding of Ca2+ mediated interactions is necessary.

Polyelectrolyte theory suggests that a polyelectrolyte’s behavior and adsorp-
tion properties in solution are strongly tied to the polymer’s chain confor-
mation, which in turn is influenced by solution ionic strength and ionic va-
lency [16–22]. Coarse-grained theoretical models have captured the addition
of multi-valent ions leading to chain collapse. However, precipitation has been
attributed to differing mechanisms, including correlations between chelated
ions, ion-bridging between chains, or charge neutralization of the polymer in
various studies [23–26]. While theory and experiments predict precipitation
of polyelectrolyte-Ca2+ complexes at certain conditions, to design novel poly-
electrolytes that stay soluble in aqueous solution, we need to understand the
molecular principles that govern the Ca2+ induced association between like-
charged polyelectrolytes. Molecular dynamics (MD) simulations provide a
framework for such an investigation.
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Several seminal MD studies have investigated the behavior of polyelectrolytes
in aqueous CaCl2 solutions. The work of Molnar and Rieger [27] provided
evidence for the attraction of polyanions in solution by showing that two PAA
chains in a solution were more prone to association as the number of Ca2+ ions
increased. However, the limited simulation box size (6 nm) and integration
time (10 ns) precluded observation of different ion binding environments, poly-
mer conformations, and transitions between states. Subsequent single-chain
PAA simulations by the Parrinello group [28, 29] corroborated the stability of
ion bridging and hypothesized that interchain ion bridges were responsible for
the observed attraction between chains.

While these prior studies have yielded valuable insights, our preceding work
[30] underscored a critical limitation: using classical force fields to model elec-
trostatic interactions involving Ca2+ without accounting for polarization ef-
fects results in exceedingly long Ca2+-PAA relaxation times. Such models can
erroneously predict charge inversion of PAA-Ca2+ complexes, a phenomenon
that is not supported by experimental data [9, 10]. This discrepancy implies
that earlier MD investigations concerning Ca2+ mediated like-charge interac-
tions suffer from insufficient sampling of PAA-Ca2+ populations and polyelec-
trolyte conformations.

To overcome these challenges, our previous work [30] utilized the Electronic
Continuum Correction (ECC) method, modeling the electronic polarization
effects in a mean-field manner. This approach enabled us to mirror the
polyelectrolyte–ion binding capacities observed in experiments [9, 10]. We
also calculated the adsorption isotherm for Ca2+ ions on a single PAA chain.
The findings showed a transition from an extended coil to a collapsed chain
conformation as the number of Ca2+ ions increased, a result consistent with
experimental observations [10, 14]. We attributed this transition to the for-
mation of intrachain ion bridges which caused a chain collapse. Despite these
advancements, there remain unresolved questions. For example, it is unclear
how Ca2+ ions mediate interchain interactions, and whether the formation of
interchain ion bridges constitutes the dominant mechanism driving like-charge
attraction between PAA chains in solution.

In the present study, we use our previously validated all-atom MD model to
investigate the molecular mechanism of like-charge attraction between two
PAA chains in solution. Our enhanced sampling protocol provides an efficient
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exploration of the polyelectrolyte conformational space and ion binding envi-
ronments, enabling the identification of the dominant conformations of PAA
chains in solution. We find that at moderate Ca2+ numbers, the PAA chains
are attracted to each other due to the formation of PAA-Ca2+-PAA bridges
between the chains as well as a significant increase in the number of ion and
polymer contacts. However, at high Ca2+ numbers, ion bridges are disfavored
due to electrostatic screening, yet the chains are still attracted to each other
mainly due to correlations between the chelated ions on the chains. We then
compute the precipitation concentration of PAA in solution using the second
osmotic virial coefficient to quantify the net attraction between PAA chains.
To analyze the dominant conformations of PAA chains interacting in solution
and to investigate potential transition pathways between these conformations,
we employ machine learning techniques.

The rest of the manuscript is organized as follows. We first describe our models
and specific parameters used in the enhanced sampling algorithms for the
molecular dynamics simulations. Next, we report the numerical data obtained
from our calculations and discuss their implications. We then conclude the
article with an outlook on the path forward for molecular design of antiscalant
polyelectrolytes.

3.2 Methods

Molecular Dynamics Simulations. Molecular dynamics simulations were
performed using GROMACS (version 2022.3) MD engine [31–33] integrated
with PLUMED (version 2.8.1) [34–36]. We studied systems of two 16-mer
PAA chains in solution with varying numbers of Ca2+ ions. The PAA chains
were modeled as atactic and fully deprotonated (pH ≥ 11) with Na+ counter-
ions, and constructed using CHARMM-GUI [37, 38] with 16 monomers per
chain. The PAA chains were then solvated in a 12 nm cubic box of SPC/E
water [39] with Packmol [40].

The general AMBER force field (GAFF) [41–43] was employed to model the
PAA chains, following the protocol used in our single-chain PAA studies [30]
and originally validated by Mintis and Mavrantzas [44]. As electrostatic inter-
actions are known to be overly strong in non-polarizable force fields [45], we
utilized the electronic continuum correction (ECC) method [46, 47] to more
accurately describe the electrostatic interactions between PAA and Ca2+ ions.
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The ion parameters for Ca2+ and Cl– were taken from the electronic contin-
uum correction with rescaling (ECCR) parameters of Martinek et al. [45],
while those for Na+ were taken from the ECCR optimized parameters of Ko-
hagen et al. [48]. It has been shown that scaling polyelectrolyte and small ion
charges is required to reproduce experimental binding results accurately [30,
49]. As a result, we applied the ECC method to all PAA partial charges.

For the van der Waals interactions, a cutoff of 1.2 nm was chosen. The long-
range electrostatic interactions were calculated via the PME method [50, 51]
with a real space cutoff of 1.2 nm. The LINCS algorithm [52] was utilized to
constrain all bonds with hydrogen atoms, and the system equations of motion
were integrated using the leap-frog algorithm.

After solvation and ion addition, the system was energy-minimized using the
steepest descent algorithm for approximately 100,000 steps. The system was
then equilibrated in the NVT ensemble at 300 K for 10 ns with 1 fs time
steps, using the Nosé–Hoover thermostat [53, 54] with a 0.25 ps relaxation
time constant. Further equilibration was carried out for another 10 ns in the
NPT ensemble at 300 K and 1 bar using the Parrinello–Rahman barostat [55]
with a 5 ps relaxation time constant.

The production phase simulations were conducted in the NVT ensemble at
300 K using a time step of 2 fs. The sampling of the equilibrium ensemble
was enhanced by applying a combined well-tempered metadynamics [56–59]
and HREMD [60, 61] protocol. The well-tempered metadynamics protocol was
used for improved sampling of the two-chain distance free energy surface (FES)
[57, 58]. Though metadynamics sampled the two-chain distance effectively, the
slow relaxation of the polymer conformations and ion binding environments
prevented adequate convergence of the FES. Consequently, we employed the
HREMD protocol to efficiently sample the polymer conformational space [62]
and ion binding environments [63]. Concurrently, the well-tempered metady-
namics protocol was used for improved sampling of the two-chain distance free
energy surface (FES) [57, 58].

Coordinate exchanges between replicas were attempted every 100 steps, and
the number of replicas was set to ensure an average exchange acceptance rate
of approximately 25%. The systems with 0, 8, 16, and 32 Ca2+ had 16 replicas,
while those with 64 and 128 Ca2+ had 24 replicas. In each replica, the elec-
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trostatic, Lennard-Jones, and dihedral interactions for all solute atoms were
scaled by a parameter λ, ranging from 1 (unbiased) and 0.68 (most biased)
geometrically distributed to improve exchange acceptance rates [61].

Each replica contained an independent well-tempered metadynamics bias po-
tential with an initial Gaussian height of 1.2 kJ/mol, Gaussian width of 0.025
nm, deposition stride of 500 steps, and bias factor of 10. The metadynamics
biases of each replica were evaluated in the Metropolis coordinate exchange
probability. The collective variable (CV) in metadynamics was the distance
between the centers of mass of the two PAA chains, facilitating the sampling
of various associated and dissociated states. An additional harmonic wall was
placed at 6 nm to prevent sampling beyond the minimum image. Replicas were
equilibrated for 25 ns at 300 K before production sampling, and the metady-
namics bias was added. Each replica simulation was run for at least 250 ns,
yielding a total production simulation time of 29.4 µs.

The reported data in our study were collected from the λ = 1 replica, and
statistics were calculated by reweighting this data based on the Boltzmann
factor of the metadynamics and harmonic wall biases. Uncertainties, when
reported, were estimated using block averaging on correlated MD data to
obtain the standard error of the sample mean, which was then converted to
95% confidence intervals. Analysis of the simulation data involved the use
of MDAnalysis [64, 65] and custom Python scripts, while VMD [66, 67] was
employed for visualizing the generated trajectories.

Stability of Polyelectrolyte Solution. Determination of the solution phase
boundary from molecular simulation is non-trivial, as phase transitions are
macroscopic events, and the range of system configurational space is large.
This boundary typically comprises a polymer-dilute branch and a polymer-rich
branch interconnected at the critical concentration, and as shown below, the
spinodal of the dilute branch can be estimated with a leading-order expansion
of the osmotic virial equation of state. In contrast, the branch correspond-
ing to higher polymer concentrations would require many chain simulations
and the enhanced sampling approaches detailed above would become compu-
tationally prohibitive. Despite the difference in polymer concentrations and
the complexities involved in their prediction, one can anticipate similar key
physics and interactions on both branches of the spinodal. This is due to
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the fact that precipitation is primarily driven by local interactions between
the polymer chains and the ions. Thus, regardless of the concentration, the
essential characteristics of these interactions remain the same.

To estimate the spinodal from the simulation data, the primary property of
interest from the simulations is the potential of mean force (PMF) between the
two PAA chains as a function of the center of mass separation distance. The
PMF provides a local measure of the relative stability of associated and disso-
ciated chain configurations. If the PMF at narrow separations is negative, the
chains favor association, which may lead to precipitation of the polyelectrolyte
at sufficiently high concentrations.

Following previous studies [68–70], we can then calculate the second osmotic
virial coefficient as

B2(T ) = −2π

∫ ∞

0

dr r2
(
e−βUPMF(r) − 1

)
, (3.1)

where r denotes the center of mass distance between the two PAA chains,
β = 1/kBT , and UPMF(r) is the PMF obtained from the simulation. As we
simulate the system in the canonical ensemble, our potential of mean force as
the Helmholtz free energy for the two-chain interaction (UPMF(r) = ∆F (r)).
Rigorously, the PMF should be calculated at fixed chemical potential of the
ions, but constant chemical potential simulations are computationally pro-
hibitive for the systems studied here. However, the PMF calculated at fixed
number density of ions (canonical ensemble) has been shown to reproduce ex-
perimental trends in phase behavior for similar macromolecules with added
salt [69].

A positive B2(T ) indicates a repulsive interaction, while a negative B2(T ) in-
dicates an attractive interaction. To calculate the maximum polyelectrolyte
density of the suspension before the onset of polyelectrolyte–ion precipitation,
we utilized the leading-order term in the virial expansion of the osmotic pres-
sure [71, 72] to find the spinodal of the polyelectrolyte solution as

ρPE = − 1

2B2(T )
| B2(T ) < 0 . (3.2)

The spinodal polyelectrolyte chain concentration allows us to quantitatively
determine the effects of Ca2+ ions on the polyelectrolyte solution phase behav-
ior and evaluate the emergence of like-charge attraction.
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Autoencoder Neural Network. We employed machine learning models to
analyze the large amount of simulation data generated and to map the poly-
electrolyte conformational space in a low-dimensional representation. Autoen-
coder (AE) networks, a type of neural network, have emerged as powerful tools
in understanding and predicting complex systems. Recent studies have shown
successful applications of AE networks in mapping the conformational space
of proteins and oligomers [73–76]. An AE network consists of an encoder that
maps the input to a lower-dimensional representation and a decoder that re-
constructs the original input from the lower-dimensional representation. Both
networks are symmetric, containing the same number of layers and neurons.
The encoded lower-dimensional representation, known as the latent space, pro-
vides a compressed representation of the input data and aids in visualizing the
phase space.

In line with the approach proposed by Bandyopadhyay and Mondal [75], we
trained the AE network using the pairwise distances between the Cα atoms of
the PAA backbone. The encoder was built with three hidden layers compris-
ing 496, 128, and 32 neurons, fully connected with a latent space output of
2 dimensions. The training was conducted over 150 epochs using the Adam
optimizer with a learning rate of 0.001 and batches of 256 randomly chosen
conformations. We used the mean squared error between the input and output
as the loss function and applied an L2 penalty of 0.00001 for weight regular-
ization. Furthermore, to test the model, 20% of the data was withheld. All
aspects of model development and training were facilitated by the PyTorch
library [77, 78].

3.3 Results and Discussion

The 16-mer PAA two-chain PMF curves for each number of Ca2+ ions (NCa2+)
are shown in Figure 3.1. The reference state for each system is the free en-
ergy at r = 4 nm, where the average two-chain interactions have plateaued
for all calcium-containing systems. In the absence of Ca2+ ions, the system
has repulsive (∆F > 0) interactions at all distances, as expected. At small
numbers of Ca2+ ions (NCa2+ ≈ 8), Ca2+ adsorption reduces the long-ranged
chain repulsion and a metastable association well emerges at ∼1.2 nm. As
NCa2+ increases, the PMF develops a globally stable well at short distances
(r ≤ 1.8 nm) with a large barrier separating the associated and dissociated
states. Higher NCa2+ shifts the PMF well to larger distances and the bar-
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Figure 3.1: Potential of mean force for two 16-mer PAA chains with varying number
of Ca2+ ions.

rier height vanishes. Increased electrostatic screening at higher NCa2+ reduces
the long-ranged repulsion between the chains, and likely contributes to the
observed reduction in the barrier height.

We next estimated the precipitation conditions of the polymer–ion complex
using the osmotic virial equation of state. The second osmotic virial coef-
ficient (B2) physically represents the two-body interaction between polymer
chains such that a positive B2 value indicates repulsion, and a negative B2

value indicates attraction. We calculate B2 using Eq. 3.1 with the approxi-
mation that the infinite integral domain can be replaced with a finite domain
of r ∈ [0, 6] nm, which is appropriate given the short-ranged interactions and
the PMF curves plateau, which causes the integrand to vanish. We do not
include the NCa2+ = 0 system in the calculation of B2 because the PMF is
repulsive at all distances. For systems with net-attraction (B2 < 0), the corre-
sponding maximum polymer concentration at which the polymer–ion complex
is predicted to precipitate is calculated using Eq. 3.2 and shown in the inset
of Figure 3.2. Interestingly, the system with 16 Ca2+ ions exhibits a positive
B2 value, suggesting no precipitation of the polymer–ion complex (to leading
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Figure 3.2: PAA second osmotic virial coefficient as a function of Ca2+ ions in the
system. Inset shows the corresponding polymer concentration at which the polymer–
ion complex is predicted to precipitate. The dotted lines are guides to the eye.

order), despite possessing an attractive PMF well of ∼4kB T . We additionally
observe a non-monotonic trend in the second osmotic virial coefficient. This
trend results in the spinodal polymer concentration being higher for 128 Ca2+

than 64 Ca2+, which implies a salting-in effect.

The non-monotonic behavior of the second osmotic virial coefficient with in-
creasing NCa2+ qualitatively agrees with theoretical predictions of salting-in
effects reported by Wittmer et al. [25] at higher ionic strengths. However,
unlike the theoretical prediction of polymer charge inversion via ion chelation,
our simulations did not show such behavior. Instead, the number of calcium
ions bound to the polymer increased and saturated below the 16 Ca2+ count
needed for charge neutrality (see Figure 3.3). The number of calcium ions
bound to the two 16-mer PAA chains saturates around 9 ions, which is not
enough to neutralize, much less invert, the charge of the polymer. These re-
sults are consistent with our single-chain 32-mer PAA simulations [30], which
showed that the number of calcium ions bound to the polymer saturates at
approximately 0.4 ions per monomer. Experimental studies on longer chains
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Figure 3.3: Number of calcium ions bound to PAA carboxylate groups as a function
of the number of calcium ions in the system. Data are plotted within 1 kB T of
the minimum in the interchain potential of mean force, ensuring the relevance to
the system’s most stable configurations. Calcium ions bound to a single chain are
depicted in green, while bridging ions between chains are shown in blue. The dotted
lines are guides to the eye.

have similarly measured a binding capacity of about 0.3 Ca2+ per monomer
[9, 10]. The sodium counter-ion binding to the polymer is negligible as the
calcium ions out-compete the sodium ions for binding sites, as shown in the
Supporting Information. At higher sodium ion numbers, the sodium ions may
compete with the calcium ions for binding sites. The competition and increase
in electrostatic screening may decrease the polyelectrolyte ion binding capacity
and would be an interesting future investigation.

At high NCa2+ , the electrostatic screening reduces the formation of ion bridges
between chains, leading to a slightly weaker and longer-ranged attraction,
which is consistent with our single-chain PAA simulations [30] and de la Cruz
et al. [16]. This phenomenon is the source of the salting-in behavior. The
average number of bridging Ca2+ ions decreases to just 1 at 128 Ca2+ ions,
yet the chains are still attracted to each other, as seen in the PMF curves
(Figure 3.1). However, the chain-associated state remains favorable due to the
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presence of 8 single-chain adsorbed Ca2+ ions. These single-chain adsorbed
Ca2+ are often chelated by a single carboxylate group, which locally inverts
the effective monomer charge from −1 to +1. The positive charge of the
effectively monovalent cation monomer screens the long-ranged chain repulsive
interactions and promotes chain association.
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Figure 3.4: Two-dimensional free energy surfaces for two 16-mer PAA chains with
32 (left panel) and 128 (right panel) Ca2+ ions. The horizontal axis represents
the center of mass distance between the PAA chains, while the vertical axis denotes
the summed coordination number of carboxylate oxygen atoms about Ca2+ ions.
Isolines are drawn at 1, 2, 4, and 6 kB T .

The depiction of Ca2+ adsorption in Figure 3.3 elucidates how Ca2+ facilitates
the association of PAA chains. However, this representation only shows the
structure of associated states and not the overall driving forces propelling the
chain association. Our single-chain studies [30] have shown that isolated chains
similarly adsorb Ca2+ and exhibit intrachain ion bridging. We observe that
as the two chains approach one another, the calcium-mediated interactions
become more pronounced through both an increase in ion bridging and calcium
adsorption, as shown in Figure 3.4.

The above trend can be quantified by evaluating the number of contacts be-
tween carboxylate groups and Ca2+ ions. We establish a ‘contact’ when the
distance between a carboxylate group and a Ca2+ ion falls below 0.35 nm.
This cut-off was determined by the location of the first minima in the radial
distribution function for Ca2+ and carboxylate oxygen atoms. The proximity
denotes direct PE–ion interactions, which eliminate solvent-mediated interac-
tions.
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Figure 3.4 shows the free energy landscape of PE–ion contacts as a function
of the interchain distance for systems with 32 and 128 Ca2+ ions, respectively.
We focus on these two systems, as 32 Ca2+ ions is the minimum number of ions
in this study that leads to B2 < 0 and 128 Ca2+ ions exhibits non-monotonicity
in the B2 curve (Figure 3.2). For 32 Ca2+ ions, the stable associated states
have a larger number of PE–ion contacts than the dissociated states. As the
chains approach each other, more Ca2+ ions adsorb onto the chains due to the
higher density of carboxylate groups. This not only decreases the electrostatic
repulsion between the chains but also aids in forming ion bridges. However,
for 128 Ca2+ ions, the chains are already saturated with Ca2+ ions in the dis-
sociated states, and so the relative increase in the number of PE–ion contacts
is less with further decrease in the interchain distance. In addition, the overall
free energy surface (FES) valley is shallower and shifted to larger chain center
of mass distances, which is consistent with the decreased number of bridging
Ca2+ ions (Figure 3.3).

We sought to identify the dominant polymer conformations of the most sta-
ble associated states in the 32 Ca2+ system that contribute to the two-chain
attractive interactions and to explore the relative importance of bridging and
single-chain adsorbed Ca2+ ions. The full free energy landscape of the polymer
conformations is a high-dimensional surface that is difficult to visualize and
analyze. Consequently, we wanted to coarse-grain the conformational space
into a low-dimensional representation that would facilitate the identification of
the dominant conformations through key collective variables (CVs). Physical
CVs, such as the radius of gyration or the angle between the principal radius
of gyration vectors, proved insufficient to discern the dominant conformations
due to the multitude of metastable states and the broad distributions of these
variables. As a result, we employed machine learning techniques, specifically
an autoencoder (AE), to learn a low-dimensional representation of the confor-
mational space given the pairwise distances between the Cα atoms of the PAA
backbone, as described in the Methods section.

Figure 3.5 illustrates the two-dimensional AE latent space projection (z1, z2)
of the simulation data, which is reweighted by the Boltzmann factor of the
metadynamics bias potential and subsequently transformed into a free energy
surface. The reference state for the free energy surface was set as the most
stable minima within the latent space. Polymer conformations at local minima
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Figure 3.5: Free energy landscape of the autoencoder latent space for two 16-mer
PAA chains with 32 Ca2+ ions within 1 kB T of the minimum in the interchain
potential of mean force. Chain conformations at relevant minima are visualized,
along with ions within 0.35 nm of the chains. The tuple below each conformation
displays the corresponding free energy, the number of bridging calcium ions, and the
number of single-chain adsorbed calcium ions. Isolines are drawn at 1, 2, and 4 kB T .

in the free energy surface are rendered to visualize the metastable states. The
chains are colored to indicate the conformations more clearly, and ions within
0.35 nm of the chains are shown. Water molecules are omitted for clarity.
Remarkably, the AE identifies different ion bridging environments without
explicit training on the number of bridging ions or their coordinates.

The most stable conformations reside in the upper energy basin and contain
4 bridging Ca2+ with 6 single-chain adsorbed Ca2+. Within this arrangement,
one of the chains adopts a collapsed conformation (colored red) and is partially
wrapped around the other chain, which is in an extended conformation (colored
blue). The collapsed chain facilitates the formation of ion bridges with the
extended chain, and each chain adsorbs three additional Ca2+ ions, which
serve to neutralize the polymer charge and mitigate unfavorable carboxylate–
carboxylate interactions.
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The central energy basin hosts a more diverse set of conformations, stabilized
by 3 bridging Ca2+ ions. Chains in this region can assume either extended or
partially collapsed conformations. The most stable conformation maximizes
the number of ion bridges, but interestingly, the AE also identifies conforma-
tions with fewer ion bridges that are stabilized by extra single-chain adsorbed
Ca2+ ions. Both metastable basins at 0.18 and 0.31 kB T contain 8 single-
chain adsorbed Ca2+. Additional frames depict local minima along the tran-
sition path between metastable conformations, as well as a possible transition
between the basins of 3 and 4 bridging calcium ions.

The basin with 3 bridging calcium ions at 0.74 kB T contains 7 single-chain
adsorbed Ca2+ and highlights the relative importance of ion adsorption and
bridging at moderate NCa2+ . Compared to the minimum free energy confor-
mation observed, the total number of Ca2+ on the polyelectrolyte complex is
the same in both conformations, but a bridging calcium ion has been replaced
by a single-chain adsorbed calcium ion. The 0.74 kB T basin also has a rel-
atively extended chain conformations, which likely yields an increase in the
chain conformational entropy. The loss of the ion bridge has a modest impact
on free energy (< 1 kB T ), indicating that the ion bridging does not dominate
the free energy landscape. The cost of losing an ion bridge can be further
reduced to 0.18 kB T by the addition of 1 single-chain adsorbed calcium ion.

As seen in Figure 3.3, ion bridges are not dominant at NCa2+ = 128. However,
the presence of ion bridges does not vanish, as seen in Figure 3.6. The left
panel depicts a conformation with 4 ion bridges and the right panel depicts
a conformation with no ion bridges that largely interacts through via solvent
mediation. Both conformations are within 0.1 kB T of the minimum in the
interchain potential of mean force and are highly populated. However, the
majority of conformations in the basin contain low numbers of ion bridges, as
the increased electrostatic screening reduces the cost of separating the chains
and leads to a slightly longer-ranged interaction well (Figure 3.1). We ob-
serve that the increased flexibility of polymer conformations with more Ca2+

ions allows for a broader range of conformations, where ion bridges can be
destroyed and additional ions adsorbed with almost no free energy difference.
The conformational flexibility may play a role in the salting-in behavior, as
the chains can relax into conformations that are more favorable for solvation.
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Figure 3.6: Representative conformations of two 16-mer PAA chains with 128 Ca2+

ions (within 0.1 kB T of the minimum in the interchain potential of mean force). The
visualization depicts the two PAA chains as dark blue and red, Na+ ions as magenta,
Ca2+ ions as yellow, and interchain bridging Ca2+ ions as light blue. Left panel:
The chains are in direct contact, bridged by 4 Ca2+ ions, and have 5 single-chain
adsorbed Ca2+ ions. Right panel: The chains have no bridging Ca2+ ions but
feature 12 single-chain adsorbed Ca2+ ions. Note that the red chain’s principal axis
is aligned into the page for the right panel.

3.4 Conclusions

This investigation has uncovered the fundamental factors underpinning the
like-charge attraction observed within polyanion solutions mediated by multi-
valent cations. We have found that two primary mechanisms contribute to
this phenomenon.

The initial driving force is the increase in the number of favorable polyelectrolyte–
ion contacts in chain-associated states when compared to their respective dis-
sociated states (Figure 3.4). At lower Ca2+ numbers, these contacts lead to
ion bridges between the chains, which are important in setting the length-scale
of the attraction. This is manifested in the position of the PMF minima in
Figure 3.1.

Our autoencoder analysis revealed that once a sufficient number of ion bridges
are formed (3 for the 32 Ca2+ system), the free energy difference between form-
ing and breaking additional ion bridges is small compared to thermal energy.
Notably, the ion bridge stability is contingent on electrostatic screening, with
higher Ca2+ numbers rendering these bridges unnecessary for attraction. At
high ionic strengths, chains are saturated with Ca2+ ions and increases in elec-
trostatic screening decrease the favorability of interchain ion bridges, yet the
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chains still experience a net attraction. This attraction remains similar in mag-
nitude even when the relative increase of PE–ion contacts in chain-associated
states is less pronounced.

The observed attraction at high Ca2+ numbers hints at a second factor driving
the attraction: favorable chain–chain interactions that are enabled by the PE–
ion contacts on individual chains. We observed that as the two chains approach
one another, they increase the number of PE–ion contacts to stabilize the
associated chain states.

Our study is consistent with earlier theoretical findings [16, 18–20], which pro-
pose that divalent ions can induce chain association. However, we propose that
precipitation might not be dominated by ion bridging induced chain collapse
or chain neutralization, as generic polyelectrolyte models may suggest. As the
number of Ca2+ increases, chains are saturated with ions, but the saturated
PE–ion complex still carries a net-negative charge (Figure 3.2). At high Ca2+

numbers, electrostatic screening decreases the favorability of direct ion bridg-
ing, yet the chains still experience a net attraction due to solvent-mediated
interactions between the chains and chelated ions.

Our investigation into chain association builds on the previous research of the
Parrinello group [28, 29], focusing on longer chains that can accommodate a
wider range of Ca2+ adsorption environments, such as ions chelated by multi-
ple, non-neighboring monomers. Figure 3.5 illustrates the relative favorability
of ion bridging, and our observations show that the most stable associated
state arises when at least one of the chains adopts an extended conformation,
with ion bridges forming exclusively between chains. Even minor changes in
the relative polymer conformations can significantly alter the ion binding en-
vironments and the favorability of chain association, as shown in the upper
basin of Figure. 3.5.

Experimental studies have shown longer PAA chains precipitate at lower Ca2+

concentrations than shorter chains [79]. In our previous single-chain studies
[30], we have shown that the conformational flexibility and increased numbers
of ion-binding sites of longer chains can increase the favorability of ion chelation
by multiple, non-neighboring monomers, which results in the formation of
intrachain ion bridges. The intrachain ion bridges increased the chain’s ion
binding capacity and facilitated cooperative ion binding. We hypothesize that
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the same mechanism favoring intrachain ion bridging in isolated chains may
also promote interchain ion bridging, which leads to precipitation at lower
Ca2+ concentrations.

As the simulated PAA chains were fully deprotonated, the model polyelec-
trolyte acted as a strong polyelectrolyte. As such, we expect that the ob-
served trends in the polyelectrolyte–ion complex precipitation are generalizable
to other strong polyelectrolytes of similar side-chain size and charge density.
Strong polyelectrolytes, such as poly(vinyl sulfonate) (PVS) and poly(styrene
sulfonate) (PSS), have been shown to exhibit similar precipitation behavior
[79] with multi-valent cations. The precipitation behavior of PAA at lower pH
values, where some of the carboxylate groups are protonated, may be differ-
ent due to the reduced charge density. The reduced charge density will likely
lead to a reduction in the number of Ca2+ ions bound to the polymer. Al-
though the fundamental mechanisms driving precipitation remain consistent,
variations in specific polymer chemistries and pH can modulate the balance
between interchain ion bridging and single-chain ion chelation, thereby influ-
encing the precipitation process.

Looking forward, potential strategies for maintaining aqueous polyelectrolyte
solution stability might focus on increasing the solution stability by altering
the relative favorability between interchain ion bridging and single-chain ion
chelation with solvent-mediated interactions through rational design of the
polyelectrolyte. Simple modifications to the polyelectrolyte, such as the in-
troduction of bulky or non-polar side-chains, may curtail the short-ranged ion
bridging. At higher ionic strengths, solution stability might be achieved by
decreasing the pH to protonate carboxylate groups and subsequently the num-
ber of adsorbed ions. The competition between interchain ion bridging and
single-chain ion chelation elucidates a more comprehensive understanding of
like-charge attractions in polyanion solutions.

3.5 Appendix

GROMACS and PLUMED input files for the simulations described in this
chapter are available at https://github.com/alec-glisman/Simulation-Two-Chain-PAA.
Additional analysis scripts are available at https://github.com/alec-glisman/
Analysis-Two-Chain-PAA. This manuscript was also deposited to the arXiv
preprint server at https://doi.org/10.48550/arXiv.2311.10914.

https://github.com/alec-glisman/Simulation-Two-Chain-PAA
https://github.com/alec-glisman/Analysis-Two-Chain-PAA
https://github.com/alec-glisman/Analysis-Two-Chain-PAA
https://doi.org/10.48550/arXiv.2311.10914
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Polyelectrolyte–Ion Structure

In this section, we present additional details on the equilibration and structure
of the polyelectrolyte–ion complexes for the 16-mer poly(acrylic acid) (PAA)
systems. With the combined Hamiltonian replica exchange and well-tempered
metadynamics enhanced sampling methods, we were able to sample the con-
formational space of the polyelectrolyte–ion complexes and obtain converged
free energy surfaces. As replica coordinate exchanges are attempted every 100
steps (0.2 ps), the polymer chain Rg is decorrelated within 0.1 ns of simulation
time for all replicas (Figure 3.7). These relaxation time scales do not repre-
sent unbiased ensemble dynamics and are meant to highlight how quickly the
polyelectrolyte structure equilibrated.
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Figure 3.7: Autocorrelation function of the polyelectrolyte chain radius of gyration.
The horizontal dashed line is added as a guide to the eye at e−1 to estimate the
decorrelation time.

The potential of mean force (PMF) curves as a function of the interchain
distance shown in the main text are coarse-grained metrics of the interchain
interactions and do not provide information about the local structure of the
complexes. In Figure 3.8, we present the radial distribution function (RDF)
of side-chain carboxylate carbon atoms, denoted Ccb, on one chain (A) with
respect to Ccb atoms on the other chain (B). As the Ccb atoms are on the
side-chains and directly involved in the ion binding/bridging, they provide a
local measure of the interchain interaction distance. The carboxylate carbon
RDFs show a well-defined peak at 0.5 nm that is representative of the distance
between carboxylate groups bridged by a single Ca2+ ion. Notably, the height
of this peak shows the same non-monotonic trend as the number of bridging
Ca2+ ions seen in the main text with increasing Ca2+ ions.
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Figure 3.8: RDF of carboxylate carbon (Ccb) atoms on one chain with respect to
carboxylate carbon atoms on the other chain.

0 20 40 60 80 100 120

Ca2+ in System

0

2

4

6

8

10

N
a+

B
ou

n
d

Total
Single
Bridge

Figure 3.9: Number of sodium ions bound to PAA carboxylate groups as a function
of the number of calcium ions in the system. Data plotted within 1 kBT of the
minimum in the interchain potential of mean force. Ions bound to a single chain are
green, and bridging ions are blue. The 0 Ca2+ data comes from associated states
where the interchain distance was less than 2 nm, as the PMF was repulsive at all
distances. The dotted lines are guides to the eye.

Ca2+ outcompete Na+ for binding to the carboxylate groups, and the number
of Na+ bound to the carboxylate groups decreases with increasing Ca2+, as
shown in Figure 3.9. Even at high Ca2+ numbers, one Na+ remains bound
to the polyelectrolyte–ion complex on average and does not contribute signif-
icantly to the ion bridging behavior.

Further RDFs illustrating the ion binding to carboxylate carbons and oxygens
(Ocb) are shown in Figures 3.10 and 3.11. Two dominant peaks are observed
about carboxylate carbon atoms corresponding to bidentate and monodentate
chelation, respectively.
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Figure 3.10: RDF of calcium ions about the polyelectrolyte. Left panel: RDF of
calcium ions around carboxylate oxygen atoms. Right panel: RDF of calcium ions
around carboxylate carbon atoms.
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Figure 3.11: RDF of sodium ions around the polyelectrolyte. Left panel: RDF of
sodium ions around carboxylate oxygen atoms. Right panel: RDF of sodium ions
around carboxylate carbon atoms.

Additional Free Energy Surfaces

We show the free energy surfaces for the number of calcium and carboxylate
oxygen contacts as a function of the interchain center of mass distance for
systems not shown in the main text in Figure 3.4. The 8 Ca2+ system favors
dissociated chain states, as there are not enough Ca2+ ions to form sufficient
numbers of polymer–ion contacts to stabilize the two-chain complex. The 16
and 64 Ca2+ systems exhibit a qualitatively similar free energy surface to the
32 Ca2+ system in the main text.
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Figure 3.12: Two-dimensional free energy surfaces for two 16-mer PAA chains with
8 (upper left panel), 16 (upper right panel), and 64 (bottom panel) Ca2+

ions. The horizontal axis denotes the chain center of mass distance, and the vertical
axis denotes the summed coordination number of carboxylate oxygen atoms around
Ca2+ ions. Isolines are drawn at 1, 2, 4, and 6 kBT .

Autoencoder

As discussed in the main text, the input data to the autoencoder (AE) con-
sisted of the pairwise distances between all backbone Cα atoms for the 32 Ca2+

system. We further restricted the input data to frames where the interchain
distance was within 1 kBT of the minimum in the interchain PMF to focus
on the dominant conformational states. The distances were then scaled to the
range [0, 1] to improve the training of the AE. Our autoencoder (AE) architec-
ture consisted of an encoder and a decoder connected by a latent space. The
encoder consisted of 3 fully connected hidden layers of 496, 128, and 32 neu-
rons, respectively, with hyperbolic tangent activation functions. The decoder
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was a mirror image of the encoder with the same number of layers and neurons
but had an additional output layer with sigmoid activation to scale the output
to the range [0, 1]. Weights were initialized with the Xavier uniform initializer.

We determined the optimal latent space by minimizing the reconstruction error
of the AE with a fixed latent space dimension of 2 for visualization purposes.
The training dynamics of the AE, represented by the loss function during the
training process, are shown in Figure 3.13. The loss function converges during
training, indicating successful learning and feature extraction.

Figure 3.13: The loss function of the autoencoder during training.

Figure 3.14: The performance of the autoencoder on a set of 6 randomly selected
conformations. Top panel: Difference between the input and output of the AE for
the pairwise distance between all backbone alpha carbons. Middle panel: Scaled
input features to the AE. Bottom panel: Reconstructed features from the latent
space.
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Figure 3.14 provides a visual representation of the AE’s performance on a set
of 6 randomly selected conformations. The top panel illustrates the difference
between the scaled input data and the reconstructed output of the AE. The
middle panel displays the scaled input features to the AE, while the bottom
panel presents the reconstructed features from the latent space, showcasing
the capability of the AE to capture important features of the input data.

To gain insight into the relationships between the latent space features and
relevant physical quantities influencing the conformational space, we analyzed
the linear correlation between a few selected variables in Figure 3.15. The
latent space features exhibit weak correlations with each other, implying that
they capture distinct and complementary aspects of the system. This observa-
tion suggests that the autoencoder effectively performs dimensionality reduc-
tion and representation learning, allowing it to extract relevant features while
preserving important information about the system. The moderate correla-
tion with polymer radii of gyration is consistent with our previous single-chain
studies, highlighting the significance of polymer size in determining calcium
adsorption behavior. The relatively weak correlation with interchain distance
is attributed to the input data restriction of conformations within 1 kBT of
the minimum in the interchain PMF (0.70–1.07 nm), focusing on specific con-
formational states near the minimum.
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Figure 3.15: The correlation matrix of the latent space features zi with physical
features of interest for the 16-mer PAA chains with 32 calcium ions within 1 kBT
of the minimum in the interchain PMF. The physical features are the interchain
distance r12, the chain radius of gyration Rg, the total number of contacts between
Cα atoms, and the total number of contacts between Ca2+ ions and carboxylate
carbons, respectively.
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C h a p t e r 4

ELECTROSTATICALLY DRIVEN POLYELECTROLYTE
BINDING TO NEUTRAL CALCITE SURFACES

Aqueous polyelectrolytes are effective mineralization inhibitors due to their
ability to template onto crystal surfaces and chelate ions in solution. These
additives have been shown to alter the morphology and polymorph of cal-
cium carbonate crystals, making them promising candidates for biological and
industrial applications. However, the molecular mechanisms governing the
interactions between polyelectrolytes and crystal surfaces remain poorly un-
derstood and are key to designing more effective mineralization inhibitors.
In this study, we investigate the adsorption of poly(acrylic acid) (PAA) on
the dominant calcite (101̄4) cleavage plane using all-atom molecular dynamics
simulations. Although the calcite slab is electrostatically neutral, its charge
distribution induces a strong electrostatic potential, which leads to significant
water structuring at the interface and interacts with the charged functional
groups of PAA. The adsorption of PAA is driven by the formation of multiple
binding modes, including direct monomer binding to the surface, ion-bridges,
and water-mediated interactions. As the polymer adsorbs to the surface, the
chain conformation adapts to the interfacial water structure, facilitating the
integration of the PAA chain into pre-existing hydrogen bond networks rather
than disrupting the broader interfacial water structure. Our findings reveal
that the adsorption of the polyelectrolyte is sensitive to chain length, charge
density, and aqueous solution conditions, with longer chains and higher charge
densities resulting in stronger adsorption. These results provide new insights
into the molecular mechanisms governing the adsorption of polyelectrolytes
on crystalline surfaces and suggest that polyelectrolyte binding affinity can
be tuned by altering the polymer chain interactions with the interfacial water
structure rather than the surface itself.

This chapter includes content from our previously published article:

1. Glisman, A. et al. Binding modes and water-mediation of polyelectrolyte
adsorption to a neutral surface. Manuscript in Preparation (2024).
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4.1 Introduction

The process of mineralization, or the formation of solid mineral deposits, is
ubiquitous in nature and industry. In biological systems, mineralization is es-
sential for the formation and growth of bones, teeth, and shells [1–3]. For ex-
ample, sea shells are composed of calcium carbonate (CaCO3) crystals, which
form through the precipitation of Ca2+ and CO3

2– ions from seawater and
exhibit highly ordered structures [4]. Interestingly, the common polymorph
of CaCO3 in sea shells is aragonite, which is metastable relative to the ther-
modynamically stable calcite polymorph. It is believed that the formation of
aragonite is influenced by the presence of small ions [5, 6] and macromolecules
such as proteins and polyelectrolytes [7–9].

However, mineralization can also be detrimental, forming scale deposits in in-
dustrial processes, such as water treatment facilities and desalination plants
[10, 11]. In addition to polymorph and morphology control, industrial pro-
cesses require the inhibition of mineralization to prevent scale formation or to
limit the growth of preexisting mineral deposits. For both of these applica-
tions, aqueous solutions of polyelectrolytes have shown promise as an effective
means of controlling mineralization.

Polyelectrolytes (PEs) are particularly effective at inhibiting CaCO3 growth
due to their ability to chelate Ca2+ ions and modify or slow crystal growth
through their charged functional groups [12–17]. PEs have also been shown to
stabilize amorphous calcium carbonate (ACC) [18, 19], stabilize the vaterite
polymorph [20], and alter the surface morphology of CaCO3 precipitates [21,
22]. While the effects of PEs on CaCO3 growth have been well-documented,
the molecular mechanisms underlying the growth modification and inhibition
of CaCO3 by PEs are poorly understood. It is believed that PEs can tem-
plate the growth of CaCO3 crystals by preferential binding patterns and by
altering the local environment around the growing crystal [13], but the specific
interactions between PEs and CaCO3 surfaces are not well characterized.

Many research efforts have employed molecular modeling to describe the crys-
talline phase of CaCO3 as well as its interfaces with water and organic molecules
[23–31]. Aschauer et al. [29] used molecular dynamics (MD) simulations to
investigate the growth modification of calcite with a step defect by PAA with
a chain length of 10 monomers. They found that the adsorption of PAA on
the calcite surface was energetically unfavorable, but it was stabilized by an
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increase in the system entropy due to the destruction of the interfacial water
structure. PAA was seen to weakly bind to the step defect and decreased
the translational and orientational order of water molecules at the interface.
Sparks et al. [30] built on this work by investigating the adsorption of longer
PAA chains (28 monomers) on the calcite (101̄4) surface. It was found that
the longer PAA chains preferentially adsorbed with an extended conformation
and that only a small fraction of the PAA chain was adsorbed on the surface.
In both studies, the authors noted that multiple binding effects were not ob-
served in a single trajectory of 1–2 ns. The limited ensemble sampling suggests
longer simulation times are needed to observe the full range of binding modes.

Our previous work investigated how polyelectrolytes, such as poly(acrylic acid)
(PAA), can chelate Ca2+ ions to prevent nucleation of CaCO3 crystal, as well
as avoid the precipitation of PAA–Ca2+ complexes [32, 33]. In this study, we
extend our previous models to investigate the adsorption of PAA on a CaCO3

surface. We aim to understand the molecular principles that govern the ad-
sorption of PAA on a CaCO3 surface to understand what design principles may
lead to more effective antiscalant polyelectrolytes. We focus on the adsorption
of the model polyelectrolyte PAA on the calcite (101̄4) surface, the dominant
surface of calcite in aqueous solution [34]. We seek to probe the effects of chain
length, PE charge density, and aqueous solution conditions on the adsorption
behavior of PAA on the calcite surface, with a particular focus on the role of
water in mediating the adsorption process.

The rest of the manuscript is organized as follows. In the Methods section, we
describe the models and parameters used in our enhanced sampling molecular
dynamics simulations. We then present the results of our study and discuss
the implications of our findings in the Results and Discussion section. Fi-
nally, we summarize our findings and suggest future research directions in the
Conclusions section.

4.2 Methods

We studied the adsorption properties of poly(acrylic acid) (PAA) on the cal-
cite (101̄4) surface using molecular dynamics simulations. Five systems were
simulated, as shown in Table 4.1. The (101̄4) surface was chosen as it is the
most stable surface of calcite in water [34]. The systems included monomer
chain lengths of 16 and 32 in both fully charged (PAA) and neutral (PAAn)
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Polymer Aqueous Ions Box Length
16-PAA 16 Na+ 9 nm
16-PAAn – 9 nm
32-PAA 32 Na+ 12 nm
32-PAAn – 12 nm
32-PAA 32 Na+, 32 CaCl2 12 nm

Table 4.1: Polyelectrolyte and ion systems simulated for single-chain adsorp-
tion on the calcite (101̄4) surface. The polymer entries indicate the number
of monomers in the polymer chain and whether they are charged (AA) or
neutral (AAn) acrylic acid monomers. The ions indicate the number of ions
in the system, and the box length indicates the linear dimension of the sim-
ulation box in the x and y directions. The z direction is perpendicular to
the calcite surface and is 1 nm longer than the box length to accommodate
the approximately 1 nm thick calcite slab.

forms of acrylic acid. The different ionization states of the polymer provide
insight into the effects of polyelectrolyte charge density on adsorption behav-
ior. As PAA is a weak polyelectrolyte with a pKa of ∼ 4.5 [35], these systems
also provide indirect information on the role of pH (i.e., charge regulation)
on adsorption behavior. For systems with charged monomers, Na+ ions were
added to neutralize the system. The 32-mer PAA system was also simulated
with 32 CaCl2 ions to investigate the effect of aqueous multi-valent ions on
adsorption behavior.

Initial polymer structures were generated using CHARMM-GUI [36, 37] with
atactic stereochemistry. Calcite crystal structures were taken from the Amer-
ican Mineralogist Crystal Structure Database [38] with data from Markgraf &
Reeder [39]. The unit cell of the calcite slab was then sliced along the (101̄4)
plane to create a 1 nm thick slab in the z axis and replicated in the x and y

axes to generate a super-cell of the desired size using the Python Materials Ge-
nomics (PyMatGen) package [40]. Finally, the system was solvated with water
molecules and neutralized with Na+ ions using GROMACS tools [41–43] in a
cubic box with periodic boundary conditions. Snapshots of the systems after
equilibration are shown in Figure 4.1.

Following the protocols and models established in our previous work [32, 33],
we employed the SPC/E [44] water model and the general AMBER force
field (GAFF) [45–47] to model the polymer chains as well as the calcite slab.
To appropriately balance the strength of electrostatic interaction, we used
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(a) (b)

(c) (d)

Figure 4.1: Snapshots of the polyelectrolytes binding to the calcite surface:
(a) 16-PAA, (b) 32-PAA, (c) 32-PAAn, and (d) 32-PAA with 32 CaCl2. The
first solvation shell water molecules are shown in the licorice representation,
and other atoms are shown in the van der Waals representation. Oxygen
atoms are red, carbon atoms are gray, calcium atoms are green, sodium
atoms are purple, chlorine atoms are yellow, and hydrogen atoms are white.

the electronic continuum correction (ECC) method [48, 49] to correct the
partial charges of all non-water atoms in the system. Further details on the
methodology can be found in Glisman et al. [32]

We used the GROMACS (version 2023.2) simulation package [41–43] patched
with the PLUMED (version 2.9.0) plugin [50–52]. A cutoff distance of 1.2 nm
was used for the van der Waals interactions, and the Particle Mesh Ewald
(PME) method [53, 54] was used to calculate the long-range electrostatic inter-
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actions with a real-space cutoff of 1.2 nm. The LINCS algorithm [55] was used
to constrain bond lengths for hydrogen atoms, and the leap-frog algorithm was
used to integrate Newton’s equations of motion. Where applicable, the system
temperature was maintained at 300 K using the Nosé–Hoover thermostat [56,
57] with a 0.25 ps relaxation time constant. The pressure was maintained at
1 bar using the semi-isotropic Parrinello–Rahman barostat [58] with a 5.0 ps
relaxation time constant. The compressibility was set to 4.5 × 10−5 bar−1 in
the z direction and 4.5 × 10−15 bar−1 in the x and y directions to effectively
make the crystalline slab incompressible.

The systems were minimized using the steepest descent algorithm for approx-
imately 100,000 steps. The systems were then equilibrated for 5 ns in the
NVT ensemble, followed by 5 ns in the NPT ensemble with a time step of 1 fs
to equilibrate the system temperature and density. Finally, production NVT
simulations were run for 500 ns with a time step of 2 fs. Harmonic restraints
were applied to the calcite slab to prevent the slab from moving during the
simulations. The first 50 ns were discarded for each simulation as equilibration,
and the remaining 450 ns were used for analysis. Each simulation consisted of
five independent runs with different starting polymer conformations, and the
results were averaged to obtain the final values. The error bars reported are
95% confidence intervals from the independent simulations.

To enhance the sampling of the polymer conformations, we used the on-the-
fly probability-enhanced (OPES) method developed by Invernizzi & Parrinello
[59] and later extended to replica exchange (OneOPES) techniques by Rizzi et
al. [60]. The OneOPES method uses eight replicas with varying bias potentials
to enhance the sampling of the polymer adsorption conformations and improve
the convergence of the free energy calculations. The base (first) replica con-
tains a single OPES bias potential, and the remaining replicas contain multiple
OPES bias potentials with increasing strength, such that the highest (eighth)
replica rapidly explores the entire free energy landscape. Exchange attempts
are made between neighboring replicas every 1,000 steps, and the enhanced
sampling parameters were tuned to achieve a minimum average exchange ac-
ceptance rate of 20%.

In the first replica, the z distance between the center of mass of the polymer
and the calcite surface was used as the collective variable (CV) for the OPES
Explore bias potential [61]. The distance CV was updated with a 10,000 step



92

pace, 0.2 nm width, and 30 kJ/mol barrier. The second replica added a sec-
ond OPES Explore bias potential on the polymer radius of gyration with
a 20,000 step pace, 0.02 nm width, and a barrier of 8 kJ/mol. The third
replica added a third OPES Explore bias potential on the coordination num-
ber of aqueous ions around the carboxylate oxygens with a 20,000 step pace,
0.2 width, and 8 kJ/mol barrier. The coordination number was calculated
with the continuous PLUMED coordination plugin with n = 8, m = 16, and
r0 = 0.35 nm. Finally, the fourth replica added a fourth OPES Explore bias
potential on average z distance between the aqueous ions and the calcite sur-
face with a 20,000 step pace, 0.2 nm width, and 8 kJ/mol barrier.

In addition to the OPES Explore bias potentials, the OneOPES method also
uses the OPES MultiThermal bias potential [62] to allow the system to si-
multaneously explore multiple temperature distributions without altering the
thermostat. The MultiThermal bias was updated with a 100 step pace and a
maximum temperature of 304 K, 312 K, 326 K, 338 K, 354 K, and 374 K for
replicas 3–8, respectively. Each replica contained independent OPES Explore
and MultiThermal bias potentials, as prescribed by the OneOPES method.

4.3 Results and Discussion

The binding potential of mean force (PMF) for the polyelectrolyte chains is
shown in Figure 4.2. The PMF is calculated as a function of the z distance from
the chain center of mass to the top layer of the calcite surface (zsurf). Error bars
are derived from the 95% confidence interval of five independent simulations.
The reference state for each system is the free energy at zsurf = 4 nm, where
the polyelectrolyte-calcite interaction has plateaued.

In all studied systems, the polyelectrolyte chains show a strong attraction to
the calcite surface, as evidenced by the negative PMF values at short PE-
surface distances (zsurf < 1 nm). The charged polyelectrolyte systems (16-
PAA/32-PAA) exhibit significantly stronger attraction to the calcite surface
compared to the neutral systems (16-PAAn/32-PAAn), indicating that elec-
trostatic interactions between the polyelectrolyte and the calcite surface are
the dominant driving force for adsorption. However, the PE-surface interac-
tion appears to be mediated by other species, as the PMF minimum occurs
on average at distances of ∼ 0.65 nm.
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Figure 4.2: The potential of mean force for the z distance of the polymer
chain center of mass from the calcite surface.

The effects of chain length are also evident for the charged systems, with the
PMF minimum shifting from 16 kBT to 25 kBT as the chain length increases
from 16 to 32 monomers. The sub-linear increase in binding affinity with chain
length suggests that many polyelectrolyte monomers do not interact strongly
with the calcite surface. As discussed in our previous work [32, 33], when
aqueous Ca2+ ions are present, the polyelectrolyte chains strongly chelate the
Ca2+ ions, thereby lowering the polyelectrolyte–ion complex charge density
and reducing the electrostatic interactions with the calcite surface. The neu-
tral systems also exhibit a weaker attraction to the calcite surface, consistent
with their weaker electrostatic interactions. Additionally, the broader PMF
minimum indicates that the adsorption binding modes are less specific and
more driven by solvent-mediated interactions.

To investigate how adsorption alters the polyelectrolyte chain structure, we
calculated the radius of gyration (Rg) of the polyelectrolyte chain as a func-
tion of the distance from the calcite surface (Figure 4.3). At short PE-surface
distances, the polyelectrolyte chains exhibit an increase in Rg, as the chains
extend towards the calcite surface to maximize the number of favorable interac-
tions. Due to the chelation of aqueous Ca2+ ions, the 32 CaCl2 system exhibits
a much smaller Rg than the salt-free system, which is consistent with Ca2+

ions facilitating intra-chain ion-bridges that reduce the chain’s conformational
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Figure 4.3: Polymer radius of gyration profile of the polymer chain near the
calcite surface.

freedom [32]. Ca2+ chelation in the 32 CaCl2 system causes the polyelectrolyte
expansion upon adsorption to be less favorable, which is consistent with the
weaker adsorption observed. The neutral systems are more poorly solvated
and exhibit a smaller Rg than the charged systems. While this size reduction
minimizes PE-solvent interactions, it similarly minimizes the number of favor-
able PE-surface interactions, which may explain the weaker adsorption of the
neutral systems.
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Figure 4.4: Average electrostatic potential profile of the system (a) and
zoomed in near the calcite surface (b).
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We calculated the system electrostatic potential by solving Poisson’s equation
(∇2Ψ = −ρc/ϵ0) to understand the long-ranged and mediated electrostatic in-
teractions between the polyelectrolyte chains and the calcite surface. The
potential profile was approximated as one-dimensional and solved using the
average system charge density (ρc) along the z-axis with periodic boundary
conditions using a finite difference method. The electrostatically neutral cal-
cite slab creates a highly negative potential near the surface due to the mor-
phology of the calcite (101̄4) surface (Figure 4.4b). As seen in Figure 4.1, the
calcite layers consist of interleaved Ca2+ and CO3

2– ions. The carbonate ions
are oriented such that the oxygen atoms are pointing slightly outwards the
surface, creating a charge distribution resulting in the potential profile shown
in Figure 4.4a and inducing a strong dipole moment in the solvent near the
calcite surface (Figure 4.5a). The potential profile deviates significantly from
the bulk potential (arbitrary reference) within 1 nm of the calcite surface, con-
sistent with the strong adsorption of the polyelectrolyte chains to the calcite
surface. Notably, the potential profile is not significantly perturbed by the
presence of polyelectrolyte chains or small ions. As the simulation box size
was chosen to ensure the polymers were in the dilute regime, it is not surpris-
ing that the polyelectrolyte chains and small ions do not significantly alter the
potential profile of the system.
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Figure 4.5: Interfacial water structure near the calcite surface. (a) The
average angle of the dipole moment of the solvent. The dipole moment angle
is measured with respect to the +z axis such that cos(θ) = 1 indicates the
water oxygen is pointing directly towards the calcite surface and cos(θ) =
−1 indicates the water hydrogens are pointing directly towards the calcite
surface. (b) Linear solvent density (water oxygen) relative density profile
near the calcite surface. The density is normalized by the bulk water density.
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The potential profile near the calcite surface induces the strong dipole moment
of the solvent. In Figure 4.5a, we show the average dipole moment angle of the
solvent with respect to the +z axis. The electrostatic potential profile near
the calcite surface is highly negative, which attracts the water hydrogen atoms
toward the surface and the water oxygen atoms away from the surface. The
second layer of water molecules is oriented such that the water oxygen atoms
point towards the surface to facilitate hydrogen bonding with the first layer
of water molecules. In addition to rotational ordering, the solvent is linearly
ordered near the calcite surface (Figure 4.5b) into two highly ordered and two
weakly ordered layers. Note that the highly ordered layers are within 0.5 nm of
the calcite surface, which is closer than the most favorable PE-surface distance
of 0.65 nm. This indicates that the PE dominantly adsorbs within the weakly
ordered solvent layers and does not significantly perturb the highly ordered
solvent layers directly adjacent to the calcite surface.

Figure 4.5 provides evidence that the PE does not significantly perturb the
linear and angular solvent structure near the calcite surface. Instead, the
PE modifies its structure to interact favorably with the interfacial solvent
structure to maximize the number of favorable PE-solvent interactions rather
than disrupting the solvent structure to maximize PE-surface interactions.
The PE displaces water molecules from the surface due to excluded volume
effects, but this is a local rather than long-ranged effect. We even see that in
the PE first solvation shell (see Figure S2 in the Supporting Information), the
water molecules are still ordered according to the interfacial water structure,
indicating that the PE does not significantly perturb the solvent structure.
The polymer binding, therefore, can free water molecules from the excluded
volume of the PE and increase the entropy of the system, but it does not
appear to significantly increase the entropy of the remaining interfacial water
structure.

Due to the negative surface potential, small cations such as Na+ and Ca2+

accumulate near the calcite surface (see Figure S1 in the Supporting Informa-
tion), which may facilitate the adsorption of the polyelectrolyte chains through
ion-bridges. In Figure 4.6, we show the distribution of binding modes of the
polyelectrolyte to the calcite surface for the systems studied. It is clear that
direct monomer adsorption onto the calcite surface is not the dominant bind-
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Figure 4.6: Distribution of binding modes of the polyelectrolyte to the cal-
cite surface: direct monomer adsorption, Na+ bridges, Ca2+ bridges, and
water bridges. The y-axis is the number of contacts formed between the
polyelectrolyte and the calcite surface on average.

ing mode for the polyelectrolyte chains. On average, only 2–5 monomers are
directly adsorbed to the calcite surface, with no clear trend related to chain
length or charge density.

Instead, the dominant binding modes are Na+ bridges (when Na+ ions are
present) and water bridges. A Na+ bridge is defined as a Na+ ion that is
simultaneously coordinated to the polyelectrolyte and the calcite surface. The
coordination exists when the Na+ ion is within 3.5 Å of the polyelectrolyte
and the calcite surface. Ca2+ bridges are defined similarly. Water bridges are
defined as water molecules that simultaneously form hydrogen bonds between
the polyelectrolyte and the calcite surface. These are the dominant binding
modes for the polyelectrolyte chains, with the number of water bridges increas-
ing with chain length and charge density. Higher-order water bridges are also
observed (see Figure S3 the in Supporting Information), where multiple water
molecules form a bridge between the polyelectrolyte and the calcite surface.
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The 32 CaCl2 system presents a unique case where the ion-bridges are signifi-
cantly reduced. The chelated ions are not available to form ion-bridges, which
reduces the number of water bridges as well as Na+ and Ca2+ bridges compared
to the salt-free system, resulting in a weaker adsorption of the polyelectrolyte
chain to the calcite surface (Figure 4.2).

4.4 Conclusions

This study elucidated the mechanisms driving the adsorption of polyelec-
trolytes on crystalline surfaces. Specifically, we demonstrated that the ad-
sorption of poly(acrylic acid) (PAA) on the calcite (101̄4) surface is driven by
the conformational changes of the PAA chains to integrate into the hydrogen
bond network of the interfacial water layer. Although polyelectrolyte adsorp-
tion displaced some water molecules due to the excluded volume of the PAA
chains, the overall interfacial water structure remained largely undisturbed.

Furthermore, the electrostatically neutral calcite slab generated a strong elec-
trostatic field that both ordered the interfacial water layer and attracted small
ions to the surface. The resulting ion-bridging and water-mediated interactions
between the PAA chains dominated the polyelectrolyte-surface interactions.

In an experimental setting, the difference in adsorption affinity between ionized
and neutral PAA chains may not be as pronounced as reported in our study. A
growing crystalline face will facilitate a dynamic exchange of Ca2+ ions at the
interface, which can be chelated by the PAA chains. The chelation of Ca2+ ions
by ionized PAA chains could reduce the chain adsorption affinity, weakening
the electrostatic interactions between the PAA chains and the surface.

The unique surface morphology of the calcite (101̄4) surface, where CO3
2–

groups dominate the surface interactions, may also contribute to the observed
adsorption behavior. The surface Ca2+ ions are partially hidden by the ro-
tated CO3

2– groups, which may favor the indirect bridging of the PAA chains
through the interfacial water layer over direct binding to the surface Ca2+ ions.
Future research should investigate the adsorption of PAA on multiple surfaces
of the various polymorphs of CaCO3 to understand the full scope of PAA ad-
sorption on CaCO3 surfaces, as multiple surfaces are present in a crystalline
CaCO3 particle growing in solution [34]. The Ca2+-terminated calcite basal
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plane, for example, may facilitate direct binding of PAA chains to the surface
Ca2+ ions, which may lead to important differences in the binding affinity and
selectivity of PAA chains to different CaCO3 surfaces.

4.5 Appendix

In this section, we present additional details on the structure of the adsorption
of poly(acrylic acid) (PAA) on a calcite (101̄4) surface. We show the linear
density profiles of aqueous ions and the dipole moment of the polyelectrolyte
solvation shell. We also present the distribution of the polyelectrolyte binding
modes to the calcite surface, including higher-order water bridges between the
polyelectrolyte and the surface.
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Figure 4.7: Relative density profiles of (a) Na+, (b) Ca2+, and (c) Cl–

ions near the calcite surface. Note that the relative number densities are
normalized by the bulk number density of each ion to highlight the depletion
and accumulation of ions near the surface.

From Figure 4.7a, we observe that Na+ ions accumulate near the calcite sur-
face, with a peak in the density profile at approximately 0.3 nm from the
surface, indicating direct (non-water mediated) adsorption. However, when
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aqueous Ca2+ ions are present in the system, the density peak of Na+ ions is
reduced, as the Ca2+ ions compete with Na+ ions for adsorption sites. Ca2+

ions also accumulate near the surface (Figure 4.7b), with a peak in the den-
sity profile at approximately 0.3 nm from the surface, yet most Ca2+ ions are
found 0.5–2.0 nm from the surface. The broad distribution of Ca2+ ions near
the surface is due to the chelation of Ca2+ ions by the carboxylate groups of the
polyelectrolyte, which itself prefers to be further from the surface with water-
mediated adsorption. Cl– ions (Figure 4.7c) are found in the bulk solution
and are depleted near the surface.
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Figure 4.8: Average dipole moment angle profile of the polyelectrolyte solva-
tion shell near the calcite surface. The dipole moment angle is measured with
respect to the z axis. The solvation shell is defined as all water molecules
within 3.5 Å of the polyelectrolyte.

In Figure 4.8, we show the average dipole moment angle of the polyelectrolyte
solvation shell near the calcite surface. The solvation shell is defined as all
water molecules within 3.5 Å of the polyelectrolyte atoms, and we calculate
the average dipole moment angle of the water molecules with respect to the z

axis. While the magnitude of the orientational correlations is slightly reduced
compared to the overall interfacial water structure (Figure 4.5a), the solvation
shell still strongly prefers to order according to the overall interfacial water
structure. As the polyelectrolytes bind to the surface, the water molecules in
the solvation shell retain the interfacial water profile discussed in the main
text, as the qualitative behavior of the water molecules is not significantly
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altered by the presence of the polyelectrolyte. When the polyelectrolyte is
further from the surface, the water molecules in the solvation shell are less
ordered, but the overall trend of the water molecules deviate from the bulk
water structure to more favorably interact with the polyelectrolyte. This can
be seen by the negative dipole moment angle for zsurf>≈0.8 nm, whereas the
bulk water structure has a decayed to zero at the same distance from the
surface.
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Figure 4.9: Distribution of binding modes of the polyelectrolyte to the calcite
surface: direct monomer adsorption, Na+ bridges, Ca2+ bridges, and water
bridges. A water bridge is defined as a water molecule that forms a hydro-
gen bond between the polyelectrolyte and the calcite surface simultaneously,
and higher-order water bridges involve more than one water molecule in the
bridge. The y axis is the number of contacts formed between the polyelec-
trolyte and the calcite surface on average.

Figure 4.9 contains the distribution of binding modes found in the main text
(Figure 4.6) with the addition of second and third-order water bridges. A
second-order water bridge is defined as a two-water network that simulta-
neously forms a hydrogen bond between the polyelectrolyte and the calcite
surface while also forming a hydrogen bond between the two water molecules.
A third-order water bridge is defined similarly but with three water molecules.
Higher-order water bridging occurs much more frequently than direct interac-
tions or salt bridges and follows the same trend as first-order water bridges,
with the majority of the binding modes being water-mediated.
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C h a p t e r 5

INTRODUCTION

This introductory chapter provides an overview of active matter systems and
aspects of self-propulsion that serve to motivate our investigations. We de-
scribe previous studies of self-propulsion and collective phenomena in a fluid
medium and highlight the open questions this work seeks to resolve. The
subsequent chapters present mathematical derivations in potential flow theory
and simulations of self-propelled bodies in Stokes as well as potential flow.

This chapter includes content from our previously published article:

1. Glisman, A. & Brady, J. F. Swimming in potential flow. Journal of Fluid
Mechanics 962, 11. https://doi.org/10.1017/jfm.2022.946 (Nov.
2022).

https://doi.org/10.1017/jfm.2022.946
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5.1 Active Matter

Active matter is a class of materials that generate their own propulsive force,
leading to net motion. This motion can arise from mechanisms such as phoresis
[1] or internal body deformations [2–4]. A diverse range of active matter
systems across different length scales is depicted in Fig. 5.1. In the natural
world, organisms like fish and birds achieve propulsion by deforming their
bodies within their fluid environments [5], while microorganisms such as E.
coli utilize the rotation of flagellar bundles to shear the surrounding fluid
[6]. Groups of these self-propelled entities can interact, leading to emergent
phenomena, such as schooling and swarming [7]. The fascinating interplay
between individual components and collective behavior is a hallmark of active
matter systems. Moreover, the intriguing super-structures formed by self-
propulsive bodies are not exclusive to biological systems, where some form
of innate intelligence might be present, expanding the scope and potential
applications of active matter studies.

Synthetic active systems, such as Janus spheres, are a promising area of ex-
ploration, particularly in understanding the dynamics of self-propelled bodies
without biological complexity [9–13]. These spheres, which catalyze chemical
decomposition on one hemisphere to self-propel through diffusiophoresis, serve
as nano-motors without moving parts [14, 15]. The ability to manipulate these
particles using external fields such as light [8] or acoustics [16] adds a layer of
control, allowing researchers to investigate the underlying mechanisms leading
to collective behavior.

In both biological and synthetic systems, we believe the fluid environment
plays a crucial role in the dynamics of active matter systems. We focus on
fluid-mediated interactions between self-propulsive bodies, and investigate how
these interactions influence the motion of individual bodies and the resulting
collective behavior of the system. The hydrodynamic feedback loop between
individual bodies is essential: a single body’s movement creates a fluid dis-
turbance, influencing the motion of others, and thus reciprocally affecting its
own trajectory. This feedback loop is a key feature of active matter systems
generally, and we believe that it can be the source of emergent phenomena.
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(a) (b)

(c) (d)

Figure 5.1: Macroscopic examples of emergent phenomena: (a) fish school-
ing and (b) starlings flocking. Self-propulsive bodies also aggregate in the
microscopic regime. (c, [7]) E. coli swarm and align with nearest neigh-
bors. (d, [8]) Light-activated Janus particles cluster from a homogenous
distribution (inset) as light catalyzes phoretic motion (scale bar 10 µm).

5.2 Hydrodynamics

The essential fluid mechanics vary between the microscopic (bacteria) and
macroscopic (birds) regimes and are characterized by the Reynolds number,
Re := ρf UL /µ. The Reynolds number is a dimensionless number which
quantifies the relative importance of inertial to viscous forces within the fluid
medium [17–19] and spans many orders of magnitude in swimming and flying
organisms (Fig. 5.2). The fluid density ρf and viscosity µ are material param-
eters, and the characteristic length L and velocity U scales in our systems are
set by a body’s length and average swim speed, respectively.

For microscopic systems, both characteristic velocity and length scales tend
to be “small” such that Re ≪ 1, and the Navier-Stokes equations of motion
reduce to the linear Stokes equations. Self-propulsion in the Stokes regime
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has been extensively studied with considerable knowledge about individual
swimming mechanisms [2, 4, 20–23] and the interactions between swimming
bodies that give rise to emergent phenomena [24–26].

Figure 5.2: Reynolds numbers of swimming and flying animals from
Ref. [27]. Organisms from left to right: algae, bacterium, paramecium,
nematode, fairyfly, brine shrimp, larval squid, wasp, pteropod, dragonfly,
jellyfish, whale, swallow.

Larger bodies, such as birds and fish, self-propel at high Reynolds numbers.
With common material parameters [28, 29] and assumed characteristic scales
of L = 0.1m and U = 0.1m/s as an approximation for both birds and fish, the
Reynolds number for self-propulsion in air and water is 6 × 102 and 1 × 104,
respectively. At these moderate and large Reynolds numbers, non-linear in-
ertial terms within the Navier-Stokes equations become significant. The non-
linearity of the Navier-Stokes equations makes the fluid mechanical problem
significantly more computationally expensive to solve as well as making ana-
lytical insight more difficult to obtain. Of course, a finite element scheme for
the fluid with deformable solid bodies can be constructed to solve for the fluid
flow field. This method works very well with a few swimmers, especially when
paired with statistical learning techniques [30]. However, collective phenom-
ena by definition require large numbers of bodies, O(103), and the full fluid
mechanical solution becomes computationally intractable at this limit.
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Historically, modeling emergent phenomena at high Reynolds number has
avoided solution of the Navier-Stokes equations by neglecting the fluid medium
entirely. The models instead introduce phenomenological rules for body inter-
actions that lead to collective behavior. One of the most widespread models,
the Vicsek model [31], assumes that each body will align its velocity vector
with the average of its nearest neighbors—with added noise to prevent all tra-
jectories from collapsing to a single point. The Vicsek model has also been gen-
eralized to account for more complex interactions between group members by
incorporating relative orientational and rotational interactions [32–35]. While
the Vicsek model can reproduce the group dynamics seen in fish schooling
and birds flocking, the model only provides a phenomenological basis for the
observed phenomena. We seek to investigate if the imposed “intelligence” is
necessary for collective effects or if one can reproduce the same phenomena us-
ing a simple, mechanical model that explicitly accounts for fluid interactions.

5.3 Collective Phenomena in Potential Flow

By approximating the fluid flow as irrotational and incompressible, we can
apply potential flow theory to create a much simpler model of the many-body
hydrodynamic interactions [36–40]. The irrotational restriction is admittedly
severe, and we are neglecting a physical phenomenon that has often been
considered essential [5, 41, 42] for self-propulsion in high Reynolds flow: vortex
shedding through the momentum boundary layer. Vorticity naturally exists
in the wake and boundary layer surrounding the bodies, which may account
for some aspect of collective motion. However, the vorticity sources have been
shown to scale inversely with the Reynolds number for spherical bodies [43]
and so might not be critical for modelling the hydrodynamics of certain classes
of swimmers. Before discussing the feasibility of self-propulsion in potential
flow, we begin with a few comments on how a potential flow may lead to
collective effects.

In potential flow at high Reynolds number, the steady flow field reduces to the
well-known Bernoulli’s equation

p+
1

2
ρf u

2 = constant , (5.1)
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which states that the fluid velocity and pressure are in a constant balance.
The constant in Eq. (5.1) is the same for all points in the fluid domain. The
simple form of Eq. (5.1) allows us to make a few qualitative statements about
the fluid flow induced by a collection of solid bodies.

(a) (b)

Figure 5.3: Two spheres translating in a potential flow. (a) Two particles
translating parallel to one another are attracted and (b) are repelled when
translating towards their mutual center.

Two particles that are translating parallel to each other (Fig. 5.3a) cause the
fluid between their line of centers to flow faster relative to the background ve-
locity. By Bernoulli’s equation, the pressure in the fluid between the particles
must therefore be lower than the pressure in the surrounding fluid. Potential
flow then presents a physical mechanism for bodies to aggregate and may be a
source of emergent phenomena. If two particles are instead translating towards
one another (Fig. 5.3b), they must push the fluid out of their mutual center.
By symmetry, a stagnation point exists at the pair’s central point, leading to
a pressure maxima and fluid repulsive forces. As the fluid can both attract
and repel bodies [44], it may therefore set a natural interaction length scale
and aid in modeling collective phenomena.

5.4 Self-Propulsion in Potential Flow

Now that the possible mechanism for collective phenomena seen in Fig. 5.1
has been shown for potential flow, we return to the issue of self-propulsion.
We have made two crucial fluid mechanical assumptions: the fluid flow is
inviscid and irrotational. As we will show, viscous drag forces can be added
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by using the Rayleigh dissipation function in a Lagrangian framework [45, 46].
However, the irrotational approximation cannot be relaxed in potential flow,
and we must ask if vorticity is an essential element for self-propulsion.

Is a single fish or bird able to self-propel in an inviscid potential flow without
modeling boundary layers? Thankfully, the answer is a resounding yes, and
vorticity is not needed for self-propulsion at high Reynolds number. Saffman
first demonstrated that net motion is possible for an inviscid swimmer in poten-
tial flow [3]. The result is especially interesting, as the net motion occurs with-
out energetic dissipation. Saffman argued that by breaking the natural time-
reversal symmetry inherent in an inviscid and irrotational flow, propulsion
could be generated from the configuration-dependent hydrodynamic forces.
Kanso & Marsden have continued to study self-propulsion potential flows by
modelling swimming bodies as a collection of two-dimensional ellipsoids con-
nected via hinges [40, 47, 48] and used control theory to determine the optimal
articulation for various swimmer designs.

The question of what body deformations result in self-propulsion has been
long debated in Stokes flow. Purcell first hypothesized the general deformation
requirements for a Stokes swimmer in what is now referred to as the Scallop
Theorem [49]. The Scallop Theorem states that in the time-reversible Stokes
medium, a body must deform non-reciprocally to have net translation after
one period of articulation. Non-reciprocal motion is not time-invariant and
is distinct when viewed forwards and backward in time. It was named after
the motion of an idealized scallop, which can only open and close about a
single hinge. After one cycle of opening and closing, the scallop returns to its
original position due to the time-reversible hydrodynamics. Purcell stated that
at least two degrees of freedom must vary with some out-of-phase component to
effect propulsion. More recent work by Chambrion & Munnier [50] revealed a
more general requirement of self-propulsion that relied on geometric arguments
instead of time-reversibility. They showed that net motion is possible when a
linear mapping of the shape (deformational) variables to another linear space
result in an open path and also proved the same principle holds in the inviscid
regime [51] we seek to study.



116

5.5 Outline

In the following chapters, we develop a hydrodynamic model for a collection of
rigid bodies in an inviscid, irrotational fluid. Chapter 6 presents the physical
and mathematical details necessary to derive the equations of motion for a set
of rigid bodies in an inviscid, irrotational fluid. We first derive the equations
of motion for a collection of spherical particles in an inviscid potential flow and
extend the model to account for viscous dissipation and rigid body motion.
Chapter 7 then constructs a simple, three-link swimmer model and compares
the self-propulsive motion between the Stokesian and inviscid limits.
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C h a p t e r 6

HYDRODYNAMICALLY INTERACTING SWIMMERS IN
POTENTIAL FLOW

This chapter presents the theoretical foundations necessary to derive the equa-
tions of motion for solid particles in potential flow. We employ a Lagrangian
framework to derive the equations of motion for a collection of solid particles in
an inviscid, irrotational flow. The focus is specifically on rigid spherical parti-
cles, although the principles of both potential flow and Lagrangian mechanics
apply to arbitrary particle geometry and deformation. The discussion begins
by reviewing the governing differential equations and boundary conditions of
potential flow. Subsequently, the Lagrangian for the fluid and particles is
formulated, and key physical characteristics are emphasized. The Lagrangian
framework is then further expanded to incorporate aspects such as viscous dis-
sipation and the hydrodynamic interaction among multiple rigid bodies, each
composed of a collection of particles.
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6.1 System Lagrangian

In this section, we derive the Lagrangian for a system of rigid spherical particles
of radius a interacting within an inviscid potential flow. Potential flow theory
is a mathematical framework for describing the motion of an incompressible
and irrotational flow. It is commonly employed to model the motion of fluids at
high Reynolds number, where viscous forces are negligible. In an irrotational
and incompressible flow, it can be shown that the fluid velocity field is the
gradient of a scalar potential u = ∇ϕ [1, 2]. Substitution of ϕ into the equation
of mass conservation for an incompressible fluid results in Laplace’s equation
at all points in the fluid domain

∇2ϕ = 0 . (6.1)

The edges of the fluid domain are defined by the surfaces of a set of particles
∂Ωα, where α is the particle index. No-flux boundary conditions are enforced
on all particle boundaries as

∇ϕ|∂Ωα · n = Uα · n , (6.2)

where n is the unitary outward pointing normal (from the particle into the
fluid) and Uα contains the translational and rotational velocity components
of the particle. We focus on spherical particles, allowing us to neglect ro-
tational motion about the particle center in evaluating the boundary condi-
tions. Infinitely far from the particles, we assume the fluid is at rest such
that the potential decays to an arbitrary reference value, which we set to zero:
ϕ( |x| → ∞) = 0.

The fluid potential contains the information necessary to calculate the fluid
velocity field and, thus, the fluid-mediated interactions between particles. In-
stead of explicitly solving for the potential, we can formulate the Lagrangian
for the system and derive the equations of motion for the particles from La-
grangian mechanics. The kinetic energy of the fluid can be calculated as

T f =
1

2
ρf

∫

Ω

u · u dV . (6.3)

Substitution of the potential solution and application of the divergence theo-
rem yields

T f = − 1

2
ρf

N∑

α=1

(∫

∂Ωα

ϕn dS

)
·Uα , (6.4)
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where we have defined the number of particles N and fluid mass density ρf

[3]. The negative sign in Eq. (6.4) is due to the convention of the normal
vector pointing into the fluid domain from the solid. As Laplace’s equation
(Eq. (6.1)) is a linear partial differential equation, the solution must be linear
in the particle velocity via the no-flux boundary conditions

ϕ(x) =
N∑

α=1

Φα(x; {x−Rα}) ·Uα . (6.5)

The center position of particle α is denoted by Rα. As a given particle moves,
it will displace the surrounding fluid and create a potential disturbance. The
disturbance decays with distance from the particle center [4, 5] and is reflected
in the Φα configuration dependence.

The potential solution is calculated via a multipole expansion of the potential
field about the particle centers. A translating sphere creates a dipolar potential
disturbance O(r−2) at leading order [2, 3], and higher order polar moments can
be neglected, as shown in Bonnecaze & Brady [6, 7]. Substitution of Eq. (6.5)
into Eq. (6.4) simplifies the kinetic energy into a quadratic form of the particle
velocities. We simplify the vector notation by stacking the individual particle
velocity vectors (U = [U 1,U 2, . . . ,UN ]

T) and writing the fluid kinetic energy
as

T f =
1

2
ρf V U · M̃ ·U , (6.6)

with spherical particle volume V = (4/3)π a3. The remaining surface inte-
gral is grouped into the added mass matrix, denoted as M̃. The added mass
between two particles α and β is defined as

M̃αβ({Rγ}) := − 1

V

∫

∂Ωβ

Φαn dS , (6.7)

and it is dependent on the configuration of all Rγ particles in the system. The
added mass matrix physically captures the effective increase in inertia that
a particle (or pair of particles) experiences due to the interactions with all
other particles and is the source of the interesting phenomena we study. Note
that, as defined, the added mass matrix is dimensionless. Each matrix element
(i.e., M̃αβ) in general contains four substituent sub-matrices due to the veloc-
ity vector containing both linear and angular motion: translation-translation,
translation-rotation, rotation-translation, and rotation-rotation coupling ele-
ments. Only translational motion affects the added mass for spherical particles,
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so only the translation-translation coupling elements are non-zero in our stud-
ies. Consequently, we will only discuss the translation-translation elements of
the added mass matrix.

The added mass matrix is calculated via a Taylor expansion of the potential
Φ about particle center positions and is described in detail in Sec. 6.3. The
constant term in the expansion is zero by symmetry (the spherical normal is
an odd function over the surface). Therefore, the added mass is proportional
to the gradient of the dipolar potential at leading order, which is O(r−3). An
isolated translating spherical particle has the well-known added mass of

M̃ =
1

2
I , (6.8)

and the added mass that one sphere α of experiences from dipole-dipole inter-
actions with one other sphere β is

M̃αβ =
a3

2

(
1

|r|3 I− 3

|r|5 r ⊗ r

)
, (6.9)

where r = Rα −Rβ and ⊗ denotes the outer (dyadic) product.

We must now add the particles’ intrinsic kinetic energy to solve the Lagrangian
of the entire system. We define the intrinsic particle mass tensor as M̂. The
intrinsic mass tensor is diagonal with non-zero elements on the translation-
translation coupling elements. The rotational kinetic energy coupling matrix
is similarly defined using the intrinsic moment of inertia Ĵ and is diagonal with
non-zero elements on the rotation-rotation matrix elements

M̂αα = ρ V


 I 0

0 0




∣∣∣∣∣∣
Ĵαα =

2

5
ρ V a2


 0 0

0 I


 , (6.10)

with particle density ρ. The total mass matrix is given as the sum of the added
mass, intrinsic mass, and intrinsic moment of inertia matrices as

M := ρf V M̃ + M̂ + Ĵ , (6.11)

and the total system kinetic energy is then given by

T =
1

2
U · M ·U . (6.12)

We assume no external fields are acting on the fluid (i.e., constant potential
energy) such that the fluid contribution to the Lagrangian is equal to the fluid
kinetic energy alone. We can add an arbitrary conservative particle poten-
tial Vp, such as harmonic springs to connect particles or a WCA potential
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to prevent particle overlap. Non-conservative potentials can also be included
through the Rayleigh dissipation function [8, 9] and we discuss viscous dissi-
pative forces in Sec. 6.4. The total Lagrangian is then

L = T − V =
1

2
U · M ·U − Vp . (6.13)

6.2 Unconstrained Equations of Motion

Lagrange’s equation of motion conserves energy via the principle of least ac-
tion, and for a set of unconstrained particles, it is given as

d

dt

(
∂L
∂U

)
− ∂L

∂R
= 0 . (6.14)

Substitution of Eq. (6.12) into Eq. (6.14) and calculation of the partial deriva-
tives yields the following equation of motion for each particle dimension

Mkj U̇j =
1

2
Ui

∂Mij

∂Rk

Uj −
∂Mkj

∂Ri

Ui Uj −
∂Vp

∂Rk

. (6.15)

We made use of the symmetry of the mass tensor (Mij = Mji). We also used
the product rule to convert time derivatives of the mass tensor into spatial
derivatives contracted with the velocity components. In this chapter, we em-
ploy Einstein summation convention, which implies summation over repeated
indices. Greek indices α, β, γ account for particle number, each containing six
entries (three linear and three angular coordinates). Roman indices i, j, k are
the Cartesian components of the translational and angular degrees of freedom,
and each index contains a single entry.

From the form of Eq. (6.15), it is clear that the configuration-dependent added
mass must be the source of self-propulsion in the potential regime. If the added
mass was independent of the particle configuration, the equations of motion
immediately reduce to Newton’s equations for constant mass particles

Mkj U̇j = −∂Vp

∂Rk

, (6.16)

and self-propulsion would not be possible by only varying the particle configu-
ration. The importance of the configuration-dependent added mass can also be
directly seen from the hydrodynamic forces. Hinch & Nitsche [5] proved that
the hydrodynamic pressure forces (exerted by the fluid on the particles) could
be related to the fluid kinetic energy terms in Lagrange’s equation (Eq. (6.14))

FP = − d

dt

(
∂T f

∂U

)
+

∂T f

∂R
. (6.17)
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The particles then have two ways to interact hydrodynamically; they may
either accelerate their surrounding fluid (U̇ ̸= 0), or vary their relative con-
figuration to modify the hydrodynamic added mass (cf. Eq. (6.6)). Notably,
the terms related to acceleration are longer-ranged, as they contract the mass
tensor directly, whereas terms related to configuration variation scale as the
mass tensor gradient. An isolated particle traveling at constant velocity con-
sequently experiences no net hydrodynamic force, commonly referred to as
D’Alembert’s paradox [10].

We finally turn to the particle momentum in order to determine all canonical
coordinates and define it as

P := M U . (6.18)

The total linear momentum of the system is then given by

Pt =
N∑

α=1

Pα , (6.19)

and can be viewed as the impulse required from the fluid to accelerate all parti-
cles from rest to their current state. If the potential energy Vp is purely internal
to the system, the Lagrangian will only depend on relative configuration and
not absolute particle positions. This implies that the Lagrangian must be in-
variant to a rigid spatial translation of the entire system (i.e.,

∑
α

∂L
∂Rα

= 0).
Lagrange’s equation of motion (Eq. (6.14)) then reduces to Ṗt = 0.

We now have two conserved quantities in potential flow: total energy T + V
and total linear momentum Pt [4]. The total energy is also known as the
Hamiltonian H = T + V , and its conservation allows the application of equi-
librium statistical mechanics, as Yurkovetsky & Brady showed in bubbly liq-
uid systems [3]. With a defined Hamiltonian, the collection of particles can be
treated as a canonical ensemble, a partition function can be constructed, and
thermodynamic phase behavior can be analyzed.

6.3 Calculation of the Added Mass Tensor

Before extending the equations of motion to include rigid body motion and dis-
sipative forces, we must determine the added mass tensor for a set of spherical
particles to close the hydrodynamic interactions. As shown in Eq. (6.4), the
added mass tensor is given as a surface integral over the potential flow solu-
tion Φ. Calculation of Φ is simplified by expanding the potential flow solution
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in a multipole expansion of Laplace’s equation (Eq. (6.1)). The monopole is
identically zero for constant volume particles, and the dipole captures the no-
flux boundary condition. The hydrodynamic disturbances (velocity field) scale
as the gradient of the potential, indicating the interactions between particles
scale as O(r−3), where r is the distance between their centers.

A detailed derivation of the mass tensor is found in Yurkovetsky & Brady [3].
This section focuses on the critical steps in calculating the added mass tensor
for analytical and numerical solutions. Following [3], the added mass tensor is
decomposed into two constituent tensors, M̃(1) and M̃(2), as

M̃ := −
(
I− M̃(1)

)−1

M̃(2) . (6.20)

Each 3 × 3 sub-tensor in M̃(1) (i.e., M̃(1)
αβ) physically describes the dipole-

dipole hydrodynamic interactions between a pair of isolated particles, and the
inversion operation represents the scattering of all hydrodynamic interactions.
The second constituent mass tensor M̃(2) can be directly calculated from M̃(1)

by

M̃(2) = −M̃(1) − 1

2
I , (6.21)

and is defined for notational convenience. The first constituent added mass
tensor is then defined as

M̃(1)
αβ := −a3

2
∇y ∇y |Rαβ|−1 (6.22)

for particle α different from particle β, where both particles are assumed to
have constant spherical radius a and be separated by a distance |Rαβ|. Note
that |Rαβ| is a scalar describing the distance between particles, not a second-
order tensor, and the repeated y index is not summed over. The gradients
are with respect to the displacement between the pair as y = Rβ −Rα. The
second-order gradient is then given explicitly by

M̃(1)
αβ = −a3

2

(
3

|Rαβ|5
Rαβ ⊗Rαβ −

1

|Rαβ|3
I

)
, (6.23)

where indices α and β are not summed over. All 3 × 3 sub-tensors on the
diagonal of M̃(1) are the zero tensor.

In order to close the particle equations of motion, the gradient of the added
mass tensor with respect to the particle centers is required (cf. Eq. (6.15)).
We denote gradients of a tensor with respect to a vector as a third-order
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tensor, where the first two indices are the original tensor element indices and
the third index is the vector (gradient) index. A comma separates the last
index to indicate that the gradient is with respect to that index. The gradient
introduces an anti-symmetry into the added mass tensor, as a given element
is dependent on Rα − Rβ. Exploiting these symmetries yields the following
simplifications to the calculation of the added mass tensor gradient

M̃(1)
αβ,α = M̃(1)

βα,α = −M̃(1)
αβ,β = −M̃(1)

βα,β . (6.24)

The repetition of indices in Eq. (6.24) does not imply Einstein summation
convention, merely making explicit the fact that the gradient particle position
coordinates must be one of the two particles in the mass tensor element.

The gradient of the first constituent added mass tensor (Eq. (6.22)) with re-
spect to the particle center Rγ is then given by

(
M

(1)
αβ,γ

)
ijk

=(δαγ − δβγ)

(
−3 a3

2 |Rαβ|5
(
δij (Rαβ)k + δik (Rαβ)j + δjk (Rαβ)i

)

+
15 a3

2 |Rαβ|7
(
Rαβ ⊗ Rαβ ⊗ Rαβ

)
ijk

)
,

(6.25)

where Roman indices (i.e., i, j, k) are Cartesian components of the added
mass tensor gradient between particles α and β with respect to particle γ. The
calculation of the full added mass tensor (Eq. (6.20)) gradient is non-trivial,
as it requires the gradient of the inverse of a tensor (i.e., ∇(I− M̃(1))

−1
). We

seek a closed-form equation for the gradient without calculating the inverse
analytically. We define the inverse tensor A as

A = B−1 := (I− M̃(1))
−1

. (6.26)
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Analytical calculation of the inverse tensor gradient can be simplified by using
the identity tensor δij to define ∇(B−1) in terms of ∇B and B−1 itself

δij = Bik B
−1
kj

∂

∂xl

(
δij

)
= 0 =

∂Bik

∂xl
B−1
kj +Bik

∂B−1
kj

∂xl

Bik

∂B−1
kj

∂xl
= −∂Bik

∂xl
B−1
kj

B−1
mi Bik

∂B−1
kj

∂xl
= −B−1

mi

∂Bik

∂xl
B−1
kj

δmk
∂B−1

kj

∂xl
= −B−1

mi

∂Bik

∂xl
B−1
kj

∂B−1
mj

∂xl
= −B−1

mi

∂Bik

∂xl
B−1
kj

∇(B−1) = −B−1 · ∇B ·B−1 .

(6.27)

Using Eq. (6.26) and the chain rule, we can calculate the gradient of the inverse
tensor A as

∇A = A · ∇M̃(1) ·A . (6.28)

The full added mass tensor gradient is then given by

∂M̃ij

∂xl
= −∂Aik

∂xl
M̃(2)
kj − Aik

∂M̃(2)
kj

∂xl

= Aim
∂Bmn

∂xl
Ank M̃(2)

kj − Aik

∂M̃(2)
kj

∂xl

= −Aim
∂M̃(1)

mn

∂xl
AnkM̃

(2)
kj − Aik

∂M̃(2)
kj

∂xl

= Aim
∂M̃(1)

mn

∂xl
M̃nj + Aik

∂M̃(1)
kj

∂xl

= Aim

(
∂M̃(1)

mn

∂xl
M̃nj +

∂M̃(1)
mj

∂xl

)

= Aim
∂M̃(1)

mn

∂xl

(
M̃nj + δnj

)
.

(6.29)

With the form of the Lagrangian from Sec. 6.1, and the explicit form of the
added mass matrix and its gradient, we can now calculate the particle equa-
tions of motion using Lagrangian mechanics.
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6.4 Viscous Dissipation

The Rayleigh dissipation theorem [8, 9] allows one to include viscous dissi-
pation in the Lagrangian framework. This approach has the advantage of
relaxing the inviscid flow assumption but still requires the flow to be incom-
pressible and irrotational. The rate of energetic dissipation for a fluid with
viscosity µ is given by

Ėv = 2µ

∫

Ω

e : e dV . (6.30)

The symmetric rate of strain tensor e double contraction can be rewritten in
terms of the scalar potential as

Ėv = 2µ

∫

Ω

∇∇ϕ : ∇∇ϕ dV . (6.31)

The potential is then once again expanded in a linear form of the bound-
ary conditions (Eq. (6.5)), and the divergence theorem is applied to simplify
Eq. (6.31) as

Ėv = −2µUα ·
(∫

∂Ωλ

(∇∇Φα) : (∇Φβ nλ) dS

)
·Uβ . (6.32)

Note that the energetic dissipation rate is a three-body interaction between
two particles integrated over the surface of the third particle. The potential
field is then solved for the dipole disturbances via Faxén-type laws relating
the potential at a particle center (λ) to the potential existing in at that same
point in the absence of that particle

Φγ (x) =
a3

2

(
∇ 1

|x−Rν |

)
·
[
2

3
M̃(1)

νψ ·
(
M̃ψγ + I δψγ

)
+ I δνγ

]
. (6.33)

The dissipation rate can be written in a quadratic form of the particle velocities
as

Ėv = Uα ·Rαβ ·Uβ , (6.34)

where we group the surface integral and constants into the Rayleigh dissipation
tensor Rαβ. We further decompose the Rayleigh dissipation tensor into a sum
of sub-tensors for notational convenience

Rαβ = a µ

N∑

λ=1

(Nαν ·Cνη;λ ·N ηβ) . (6.35)

The semicolon denotes that the sub-tensor Cνη is parametrically dependent
on the integration surface of particle λ. Constant terms with respect to the
integration surface are removed from the integral and denoted via tensor N
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as
N νγ =

2

3
M̃(1)

νψ ·
(
M̃ψγ + I δψγ

)
+ I δνγ . (6.36)

The analytic solution of the remaining surface integral requires a Taylor ex-
pansion of the potential fields for a given particle pair ν and η of interest over
the surface of particle λ. In general, λ can be either ν, η, or all three can be
identical. The leading order expansions yield different analytical forms for each
set of {η, ν, λ} particles depending on their relationship and is summarized in
tensor form as

Cνη;λ =





−12 π I λ = η, ν = η

0 λ = η, ν ̸= η

8π M̃(1)
ην λ = ν, ν ̸= η

8π
3
∇M̃(1)

λν : ∇M̃(1)
λη λ ̸= ν, ν ̸= η (λ not summed over)

. (6.37)

By the Rayleigh dissipation theorem, the viscous dissipative force can then be
calculated via the velocity derivative as

Fv = − 1

2

∂Ėv

∂U
= −R ·U . (6.38)

We recover the well-known isolated sphere viscous drag of Fv = −12π aµU

in potential flow. The viscous forces can then be added to the right-hand side
of the particle equations of motion in Eq. (6.15) to add viscous dissipation to
the system. Note that this will destroy the conservation of total energy in the
system.

6.5 Many Rigid Bodies

The unconstrained equations of motion in Sec. 6.2 can be extended to account
for multiple rigid bodies consisting of connected spheres. Each body is de-
fined by a “locater” point RC about which the body rotates and translates.
The motion of each particle is then decomposed into rigid body motion and
constrained articulation relative to the locater point as

Uα = UC +ΩC × rα + ṙα , (6.39)

where we have defined the rigid body linear UC and angular ΩC velocities
and moment arm about the body’s locater point rα = Rα − RC. The rigid
body motion terms are simplified with the rigid body motion tensor Σ, and
the particle velocity vectors are stacked into

U = ΣT · ξ̇ + ṙ , (6.40)
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where we have grouped the rigid motion into a single vector

ξ̇ = [UC1,ΩC1
, . . .UC2,ΩC3

, . . .UCM,ΩCM
]T (6.41)

for M bodies. The rigid motion tensor for a particle α connected to a single
body L is defined as

ΣαL :=




1 0 0 0 0 0

0 1 0 0 0 0

0 0 1 0 0 0

0 −rα,3 rα,2 1 0 0

rα,3 0 −rα,1 0 1 0

−rα,2 rα,1 0 0 0 1




. (6.42)

Subscript numbers denote the spatial dimension coordinate and are with re-
spect to the locater point RC for body L. The full rigid body motion tensor
Σ is constructed by stacking the rigid motion tensors ΣαL for each particle α

connected to body each body L as

Σ :=




Σ11 Σ12 · · · Σ1N1 0 0 · · · 0 · · · 0 0 · · · 0

0 0 · · · 0 Σ2(N1+1) Σ2(N1+2) · · · Σ2(N1+N2) · · · 0 0 · · · 0
...

...
... 0 0

... 0

0 0 · · · 0 0 0 · · · 0 · · · ΣM(N−NM+1) ΣM(N−NM+2) · · · ΣMN




,

(6.43)
We now turn to Lagrange’s equation of motion in order to determine the rigid
body motion with generalized coordinates ξ as

d

dt

(
∂L
∂ξ̇

)
− ∂L

∂ξ
= 0 . (6.44)

Substituting the rigid body motion decomposition (Eq. (6.40)) into the total
Lagrangian (Eq. (6.12)) results in the equation of motion of

M ξ̈ = F C + F I + F C−I . (6.45)

The generalized Lagrangian forces are separated into three distinct groups:
locater kinematics (C), internal kinematics (I), and the coupling between the
two (C− I)

FC
i =

1

2
ξ̇j

∂

∂ξi
(Σjl MlmΣkm) ξ̇k − ξ̇j

∂

∂ξn
(Σjl MlmΣim) ξ̇n

F I
i =

1

2
ṙj

∂

∂ξi
(Mjk) ṙk − Σil Mlk V̇k

FC−I
i = ξ̇j

∂

∂ξi
(Σjl Mlk) ṙk −

∂

∂ξn
(Σil Mlk) ṙk ξ̇n

(6.46)
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with an effective mass matrix

Mij = Σjl MlmΣim . (6.47)

Evaluation of the partial derivatives in Eq. (6.46) follows from the chain rule
and the derivation of the added mass tensor gradient discussed previously. We
now have a mathematical framework for solving the equations of motion for a
system of particles connected to rigid bodies with arbitrary kinematics.
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C h a p t e r 7

CONNECTION BETWEEN SWIMMING IN STOKES AND
POTENTIAL FLOW

The well-known self-propulsion, or swimming, of a deformable body in Stokes
flow (i.e., at low Reynolds number) can be understood and modeled from
the variation in the configuration-dependent hydrodynamic resistance tensor
throughout the period of deformation. Remarkably, at the other extreme of
high Reynolds number, a deformable body may also self-propel without doing
any net work on the fluid in potential flow. As a body deforms, the mass of
fluid displaced—the so-called added mass—depends on the instantaneous body
configuration, and a net displacement is possible over a period of deformation.
This potential swimming takes a form identical to that for Stokes swimmers
with the configuration-dependent added mass replacing the hydrodynamic re-
sistance tensor. Analytical insight into the swimming of a deformable body
is obtained through an expansion of the non-linear spatial dependence of the
hydrodynamic interactions and connections between previous studies of swim-
ming in Stokes flow to those in potential flow are made.

This chapter includes content from our previously published article:

1. Glisman, A. & Brady, J. F. Swimming in potential flow. Journal of Fluid
Mechanics 962, 11. https://doi.org/10.1017/jfm.2022.946 (Nov.
2022).

https://doi.org/10.1017/jfm.2022.946
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7.1 Introduction

Self-propulsion is a vital element for life, from microscopic bacteria to large
mammals. Swimming and flying organisms often deform their bodies to propel
via hydrodynamic interactions with the surrounding fluid [1–4]. The essen-
tial fluid mechanics of propulsion varies between microscopic and macroscopic
regimes as measured by the Reynolds number, Re = ρf U L/µ, which quanti-
fies the relative importance of inertial to viscous forces. The mass density ρf

and viscosity µ of the fluid are material parameters, while the body’s size and
average swim speed set the characteristic length L and velocity U scales, re-
spectively. Microorganisms self-propel at low Reynolds numbers, while larger
bodies, such as birds and fish, self-propel at high Reynolds numbers [5].

The simplest model of fluid motion at large Reynolds numbers is potential
flow, which approximates the flow field as irrotational and incompressible [6].
Irrotational flow cannot model the process of vortex shedding as a means of
self-propulsion, which has often been considered an essential element [2, 7].

This raises the question: can a body self-propel in potential flow? The answer
is yes, as first demonstrated by Saffman [1] (see also [8, 9]). The result is
especially interesting, as the net motion occurs without dissipation and without
the body doing net work on the fluid. Saffman argued that by breaking the
natural time-reversal symmetry inherent in an irrotational flow, propulsion was
generated from the configuration-dependent hydrodynamic (pressure) forces.
[10] revealed a more general requirement of self-propulsion based on geometric
arguments of the system phase space showing that the same principle holds in
both flow regimes.

In this paper we explore the connection between these two regimes by present-
ing the equations of motion governing swimming in both Stokes and potential
flow. The equations of motion for self-propulsion are derived for a general
particle-based swimmer and then analyzed for a simple swimmer design called
the collinear swimmer. We then “race” the swimmer in both flow regimes for
small and large amplitude body deformations. It is analytically predicted—
and numerically confirmed—that for the given swimmer design, the Stokes
swimmer translates farther due to its longer ranged leading order hydrody-
namic interactions. The analytical predictions for net translation at small
oscillation are found to remain accurate even as the oscillation becomes large.
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Figure 7.1: N spherical particles connected together to form a deformable body.
Each particle α is parametrized by its position xα and velocity Uα. In general, the
particle motion results in a net body velocity Ubody.

We conclude with a physically motivated discussion on how the results might
be further generalized to study dissipative potential flows as well as under-
standing the role of hydrodynamic interactions in many swimmer systems.

7.2 Theory

To demonstrate the similarities between potential and Stokes flow, we first
review then well-known theory and expressions for self-propulsion in Stokes
flow [4, 11–13]. For convenience, we model the deformable body as a collection
of N spherical particles connected together via non-hydrodynamic interparticle
forces, e.g., springs, as illustrated in Figure 7.1. The force balance on particle
α is

0 = −
N∑

β=1

Rαβ ·Uβ + F C
α , (7.1)

where Uβ is the translational velocity of particle β, Rαβ({X}) is the configuration-
dependent hydrodynamic resistance tensor that couples force to velocity and
F C
α is the interparticle connector force. Here, {X} = (x1, . . . ,xN) denotes

the configuration of all N particles. To most clearly illustrate the behavior,
we consider only translational motion and forces.
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Self-propulsion is a force-free motion: there is no external force and the sum
over all particles of the internal connector forces is zero,

∑
α F

C
α = 0, thus

0 = −
N∑

α,β=1

Rαβ ·Uβ . (7.2)

Selection of the spatial origin is arbitrary, and so we choose particle 1 for
convenience as the body locator point and refer all motion relative to it. Al-
ternatively, one could use the center of mass or center of resistance. We define
a new set of relative coordinates and translational velocities

rα = xα − x1 , V α = Uα −U 1 , (7.3)

and the total force balance becomes

0 = −Rbody ·U 1 −
N∑

α,β=1

Rαβ · V β , (7.4)

where the resistance tensor of the entire body is Rbody =
∑N

α,β=1Rαβ. The
translation of the body follows as

U 1 = −R−1
body ·

N∑

α,β=1

Rαβ · V β . (7.5)

Since the absolute position in space for an isolated body does not matter, the
resistance tensors are functions of the relative coordinates {rα} only.

We are interested in sustained motion of the body as it executes periodic
deformation with period T . The net displacement of the body in one period
is

∆x1 = −
∫ T

0

R−1
body(t) ·

N∑

α,β=1

Rαβ(t) · V β(t) dt , (7.6)

where we emphasize that both the relative velocities V β(t) and the resistance
tensors are functions of time, the latter through the changing configuration
{rα(t)}. Since the articulation velocities V β(t) are periodic in time, there
will only be net displacement if the body configuration resistance tensors also
change in time. This can be made more transparent by noting that V β =

drβ/dt = ṙβ and integrating (7.6) by parts

∆x1 =

∫ T

0

∑

α,β,γ

∇rγ ·
(
R−1

body · Rαβ

)
: rβṙγ dt , (7.7)
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showing that it is necessary for the resistance tensors to change with the in-
ternal configuration of the body to achieve net motion.

Turning now to potential flow, the absence of vorticity allows the fluid veloc-
ity u to be determined from the velocity potential u = ∇ϕ, which satisfies
Laplace’s equation ∇2ϕ = 0 subject to no flux conditions on the particle sur-
faces n · ∇ϕ = n ·Uα. The kinetic energy of the fluid T f = 1

2
ρf
∫
u ·udV can

be written in terms of the velocity potential and use of the divergence theorem
gives

T f =
1

2

∑

α,β

Uα · M̃αβ({X}) ·Uβ , (7.8)

where the configuration-dependent M̃αβ is known as the added mass. For
example, the added mass of an isolated spherical particle is 1

2
ρfV , where V is

the volume of the particle, and expresses the fact that a certain amount of fluid
must be set into motion as the particle accelerates [6]. How much fluid needs
to be accelerated depends on the relative configuration of all N particles. To
obtain the total kinetic energy T of the system, we add the kinetic energy of
the individual particles 1

2
mαU

2
α to the that of the fluid

T =
1

2

∑

α,β

Uα ·Mαβ({X})·Uβ , Mαβ({X}) = M̃αβ({X})+mαIαβ, (7.9)

where Iαβ is the identity tensor.

The equations of motion for particles in potential flow follow from Lagrangian
mechanics, where the Lagrangian is the difference between the kinetic and
potential energies L = T − V . For particle α

d

dt

∂L
∂Uα

− ∂L
∂xα

= F C
α , (7.10)

where we have not assumed that the connector forces are derivable from a
potential (although they may be). We have assumed that the flow field is
inviscid, such that viscous forces are negligible, but this assumption can be
relaxed (see §7.5). The kinetic energy term on the LHS of (7.10) can be
shown to give the net pressure force integrated over the body [6]. From the
Lagrangian, the generalized momentum of particle α is

P α =
N∑

β=1

Mαβ ·Uβ , (7.11)
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and dP α/dt gives the LHS of (7.10) (without the potential V). The generalized
momentum accounts for both the intrinsic momentum of the particle and the
added momentum resulting from the motion of the fluid.

The total momentum of the body (and fluid) composed of N particles is the
sum over the individual generalized momenta: P body =

∑
αP α, and since the

internal connector forces sum to zero, we have dP body/dt = 0 or

P body =
N∑

α,β=1

Mαβ ·Uβ = C , (7.12)

where C is a constant vector. Our interest is in motion due to the deformation
of the body, and therefore we set any constant momentum to zero. From (7.12)
it is easy to see that if we define the relative coordinates and velocities as in
(7.3) then the net displacement in one period is identical to (7.6) for Stokes
flow with the resistance tensor replaced by the added mass matrix:

∆x1 = −
∫ T

0

M−1
body(t) ·

N∑

α,β=1

Mαβ(t) · V β(t) dt , (7.13)

where, as before, the body’s added mass is Mbody =
∑N

α,β=1 Mαβ. The inte-
gration by parts (7.7) also follows by simple replacement.

Thus, as first shown by Chambrion et al. [10], we see that self-propulsion in
potential flow takes a form identical to that for Stokes flow with the added
mass matrix replacing the resistance matrix. This equivalence follows directly
from the zero net force balance and the fact that the viscous hydrodynamic
force in Stokes flow and the linear momentum in potential flow are linear in
the particle velocities. While the structure is the same, this does not mean
the net displacement is the same in the two flows, as the magnitude and form
of the interactions, and thus the values of the components of resistance and
added mass matrices, are different.

The forms of the net motion given above apply for any “gate” of the swimmer,
i.e., any V β(t). The details of how the body articulates its component parts
are not needed. A swimmer can have a fixed gate and then the internal
forces F C necessary to achieve that gate can be found from the individual
force balances once the locator point motion is known. Alternatively, the
activation of the internal forces could be prescribed and then the articulation
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Figure 7.2: Three spheres of equal radii a are connected by thin arms with prescribed
kinematics. The swimmer is collinear and translates along one spatial dimension.

and net displacement of the body can be found. It is also possible to have
more complex dynamics in terms of control functions or swimming with a
fixed power consumption. They each follow the above analysis.

7.3 Collinear Swimmer

As an illustration of swimming in potential flow and how it compares to that in
Stokes flow, we consider the prototypical Stokes swimmer design analogous to
that of Najafi & Golestanian [3], which distills the hydrodynamic mechanism of
self-propulsion into a minimal model. The swimmer consists of three identical
spheres connected via two “arms” (Figure 7.2). The arms are thin, such that
we can neglect them hydrodynamically. The body is collinear and its locater
point and kinematic constraints are relative to the central particle 2, such that

r1 =

(
R̄ +

U0

ω
sin (ω t)

)
ex , and r3 = −

(
R̄ +

U0

ω
sin (ω t+ δ)

)
ex .

(7.14)
The constrained particles oscillate with amplitude U0/ω, frequency ω, and
phase shift δ. The time-averaged moment arm R̄ over the articulation period
is identical for both oscillators. One may alter the constraints’ functional form
and the discussion will not change significantly. The key aspects are that the
motion is periodic and there is an out-of-phase component between at least
two degrees of freedom.

The body is initially collinear along the x-axis, and all articulation occurs
along this axis. By symmetry the swimmer will remain along this axis for all
time and the spatial degrees of freedom are reduced to one. For potential flow,
we have set the particle densities equal to that of the fluid ρp = ρf . To gain
further analytical insight into the structure of self-propulsion, we calculate the
leading order Taylor expansion of the body equations of motions in both flow
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regimes (Eqs. (7.6), (7.13)). The expansion accuracy is captured by the small
parameter ε = (U0/ω)/R̄, which is the ratio of the oscillation amplitude to
the time-averaged interparticle separation. In this limit, the hydrodynamic
interactions during the articulation are well-approximated by their values at
the time-averaged separation, and the leading order results for Stokes and
potential flow are

∆x2 = 2π sin δ

(
U0

ω

)2
∂RB3

∂r3

∣∣∣∣
r1=R̄,r3=−R̄

(7.15)

and

∆x2 = 2π sin δ

(
U0

ω

)2
∂MB3

∂r3

∣∣∣∣
r1=R̄,r3=−R̄

, (7.16)

respectively. The subscript B reflects that the quantities contain information
about the body’s overall configuration. The effective resistance tensor is given
as RB3 = R−1

body

∑3
α=1Rα3, while the effective mass tensor MB3 is identical in

form with R replaced by M̃. Detailed calculation of specific tensor elements
can be found in Durlofsky et al. [14] for Stokes flow and Yurkovetsky & Brady
[15] for potential flow. The leading order effective mass matrix is given as

MB3 =
3− 2

(
1
r323

− 1
r313

)

9− 4
(

1
r313

− 1
r323

− 1
r312

) , (7.17)

where rij is the distance between particles i and j. The effective resistance ma-
trix was evaluated numerically using Stokesian dynamics without lubrication
forces.

The Stokes swimmer translates farther after an articulation period when the
particles are well-separated, as seen in Fig. 7.3a. This behavior arises from the
stronger hydrodynamic interactions in Stokes flow at large separations. From
(7.7) self-propulsion scales with the gradient of the configuration-dependent
hydrodynamic tensors. A translating sphere in Stokes flow creates a monopolar
disturbance [14], giving a leading order net translation scaling of O(R̄−2).
In potential flow, the longest ranged hydrodynamic interaction scales as a
dipolar gradient [15], which gives an O(R̄−4) scaling for net translation. Full
numerical simulation of the equations of motion (Eqs. (7.7), (7.13)) matches
the analytical predictions very well. At narrow separations, the higher-order
moments accounted for in Stokesian dynamics dominate and reduce the net
translation [14]. Simulations and analysis did not account for the singular
Stokes flow lubrication forces at narrow separation.
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Figure 7.3: The self-propulsion of the collinear swimmer after one period of articu-
lation. Particles were neutrally buoyant, and simulated with phase angle δ = π/2.
Self-propulsion is inversely proportional to the average inter-particle spacing (a) with
U0/ (aω) = 0.01 and proportional to relative dimensionless oscillation (b).
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Figure 7.4: Golestanian swimmer articulation over one period. The articulating
particles (2 and 3) are initially extended. In steps (a)–(b), a single particle con-
tracts. The particles extend in the same order they contracted during steps (c)–
(d), breaking time-reversal symmetry. Both particles have identical oscillation
amplitudes, just as the collinear swimmer. Najafi & Golestanian define the os-
cillation amplitude ε, which is U0/ω for the collinear swimmer. Analogously,
D = R̄+U0/ω and ∆ is the net translation after one period. Figure from Najafi
& Golestanian [3, Fig. 2].

When the amplitude of articulation ε grows, the Taylor expansion is less ac-
curate as the particles become closer at minimum separation. The inverse
power-law scaling of the hydrodynamic interactions causes the closer interac-
tions to overcompensate for the weaker interactions when the particles are at
maximum separation and lead to a non-linear increase in displacement after
one period. This results in a deviation between the analytic and numeric re-
sults for large amplitude in Figure 7.3b. Nevertheless, the O(ε2) scaling of the
amplitude of self-propulsion holds even as the oscillation amplitude becomes
large compared to average separation and the particles nearly overlap. Note
that ε ≤ 1

2
to prevent particle overlap.

7.4 Comparison to Golestanian Swimmer

We also compare the collinear swimmer to the Golestanian swimmer [3], which
is a three-particle swimmer that also breaks time-reversal symmetry. By ana-
lyzing different articulation patterns, we can better understand how different
swimmer designs affect swimming performance.
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Figure 7.5: Phase space schematic for the internal degrees of freedom of the
collinear swimmer (a) and Golestanian swimmer (b). Articulation (positional)
amplitudes for all degrees of freedom are identical for ease of comparison.

Najafi & Golestanian [3] proposed a similar three-sphere, collinear swimmer
model in the Stokes flow regime (Fig. 7.4). The kinematic constraints are
separated into four discrete steps, rather than a continuous oscillation. In
each step, one of the outer particles articulates at a constant velocity, and
the other particle remains stationary with respect to the locater point (i.e.,
ṙ1 = U0 ṙ3 = 0 in the notation of the collinear swimmer).

The swimmer begins in an equispaced configuration, extending both particles
to their maximum articulation length. During the first two steps, one articu-
lating particle contracts at a time to the same contracted length. The pairs
then extend to their original length over the last two steps in the same order
they contracted. The overall articulation is non-reciprocal and therefore self-
propels via breaking time-reversal symmetry. Najafi & Golestanian similarly
predicted a quadratic self-propulsion ∆x2 scaling with the relative oscillation
amplitude ϵ for their three-link swimmer.

Golestanian & Ajdari [16] later proved that the magnitude of net translation
for their swimmer designs was directly proportional to the area traced over a
cycle in configuration phase space. The degrees of freedom in phase space are
the internal degrees of freedom, which are the lengths of the articulating arms
for the swimmers we present in this work. The two swimmer designs trace
out different shapes in configuration phase space and allows us to compare the
expected net translation of both models analytically (Fig. 7.5).
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The Golestanian swimmer deforms a single particle at a time, thereby tracing
out a square over the articulation period (assuming the pairs deform identi-
cal lengths). The collinear swimmer traces out an ellipse in general as both
particles deform continuously. If the phase difference is an integer multiple of
π, the ellipse collapses to a line, which encloses zero area and predicts no net
translation. Conversely, when the phase difference is maximized at δ = π/2,
the ellipse becomes a circle with the maximum enclosed area.

As the swimming structure is identical in the Stokes and potential regimes, we
predict that the ratio of net translations for swimmers in the potential regime
is the same as that of areas traced out in configuration phase space. The ratio
of the area enclosed for the Golestanian swimmer to the collinear swimmer is

∆x2, collinear

∆x2,Golestanian

=
Area collinear

Area Golestanian
=

πA2

(2A)2
=

π

4
, (7.18)

for identical oscillation amplitudes A. Full numerical simulations of the equa-
tions of motion recover this ratio for small relative oscillation amplitudes ε in
both flow regimes (Fig. 7.6). As expected, the net translation ratio shrinks
as ε grows. The phase space argument assumes that the hydrodynamic in-
teractions are equivalent throughout the articulation period such that the net
translation is governed by the integral of articulation amplitudes. As the
oscillation amplitude grows, the hydrodynamic interactions at average separa-
tion become a worse approximation over the articulation period due to their
non-linear character. The longer-ranged Stokes flow interactions are more ac-
curately represented by the hydrodynamic interactions at average separation,
which explains the better agreement between the two flow regimes for larger
ε.

The phase space argument for net translation is powerful, as it makes a com-
parison between alternative swimmer designs easy for small amplitude oscil-
lations. This allows for more rapid prototyping of swimmer models as all one
must know is the shape enclosed in configuration space. The swimmer can
then be optimized with respect to a desired quantity, such as net translation,
quite easily. The Golestanian swimmer is the most “efficient” one-dimensional
swimmer design as a square encloses the most area for a given oscillation am-
plitude (edge length).
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Figure 7.6: The ratio of net translation of collinear to Golestanian swimmer
after one period of articulation for varying relative oscillation amplitude ε. Data
asymptotes to the expected value of π/4 as ϵ → 0, as predicted by Golestanian
& Ajdari [16].

7.5 Discussion

Self-propulsion in Stokes and potential flow follow an identical structure where
time-reversal symmetry is broken through configuration-dependent hydrody-
namics, in accord with prior studies [1, 9, 10, 16, 17]. In potential flow, the
kinetic energy is a quadratic function of the velocities, T = 1

2
U ·M̃({X}) ·U ,

from which it follows that the generalized momentum P = ∂T /∂U is linear
in the velocities. Stokes flow can be cast into the same form with the Rayleigh
dissipation function replacing the kinetic energy: Φ̇ = 1

2
U ·R({X}) ·U , and

the viscous hydrodynamic forces are given by F vis = −∂Φ̇/∂U . The quadratic
forms show that the mass and resistance tensors are symmetric and positive
definite.

It is also possible to combine the two approaches and add the viscous forces
to the RHS of (7.10) to allow a continuous transition as the Reynolds number
increases between self-propulsion in Stokes flow to that in potential flow. Such
an approach neglects the non-linear convection of vorticity, of course, but it
may provide a simple way to model the transition between the two regimes. In
fact, potential flow can itself generate viscous forces which can be found from
the point-wise energy dissipation Φ̇ = µ

∫
e : edV = µ

∫
|∇∇ϕ|2dV , where e
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is the velocity gradient tensor and the integration is over the fluid volume.
A translating sphere in potential flow experiences a viscous drag force of
F vis = −12πµaU , which is twice that in Stokes flow. It would be interest-
ing to see what insight this combined approach can give to self-propulsion at
finite Reynolds numbers.

Despite the geometric similarity, it is still surprising that self-propulsion is pos-
sible in potential flow where the motion is fully conservative and the deforming
body does no net work on the fluid after each period of articulation. At the
end of one period the body shape and the kinetic (and potential) energies
return to their original values, but the body has achieved a net displacement.
Furthermore, when the body stops deforming, all motion in the fluid ceases
instantaneously—there is no time in Laplace’s equation—just as it does in
Stokes flow.

The three-sphere collinear swimmer was chosen to illustrate the essential fea-
tures of self-propulsion and shows that the potential swimmer is “slower” due
to the stronger hydrodynamic interactions in Stokes flow. A perhaps even sim-
pler system is to have just two spherical particles, but now allow the radius of
one (or both) particles grow and shrink in time. The separation between the
two spheres can be varied in such a way so that the hydrodynamics on inflation
differs from that upon deflation which will lead to net motion, as shown by
Avron et al. [18]. In this case, both the Stokes and potential flow disturbances
decay as one over separation, and it is not obvious which swimmer is faster,
or if this type of deformation can lead to faster translation in general.

We modeled the self-propelling body as a collection of spherical particles, but
this was done for simplicity. The individual particles can be of any size, shape
and distribution. In the limit where the articulating particles are all small
and located along the surface of the body we can achieve a body with surface
activation, which is called a squirmer in the Stokes regime. Squirmers have
proved to be a simple model and a work horse for the study of active matter
systems at low Reynolds number [4, 19–21]. Indeed, the so-called “neutral”
Stokes squirmer, like a classical phoretic particle, generates a potential-dipole
flow field (it has no stresslet); although technically the fluid satisfies the no-slip
condition at the particle surface rather than the no-flux condition of potential
flow, but that may be just a detail in relating the strength of the potential
flow to the nature of the body deformation.
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We discussed a single articulating body in this work, but it should be clear
from the general formulation that there is no restriction on the number of
self-propelled bodies. The study of many interacting self-propelled bodies has
become a very vibrant area of research in the active matter community [22–26].
Active Stokes flow swimmers form the basis of the Active Brownian particle
(ABP) model for active matter, which has been shown to display very interest-
ing collective dynamics such as motility-induced phase separation (MIPS) and
coherent flocking motion. It would be interesting to see if potential swimmers
can also display similar collective motion. Two bodies translating parallel to
each other may attract due to the Bernoulli effect—to conserve mass the fluid
velocity between the two bodies is faster than on the outside—leading to a
reduced pressure there and an attractive force. Two bodies moving towards
each other along their line of centers will experience a repulsive force as there is
a stagnation point between the two bodies and a larger pressure. This simple
observation may point to a fluid mechanical origin for flocking structure.

Modeling the fluid motion as potential flow is, of course, a very bold approx-
imation, but it may help give insight into behavior in situations in which the
vorticity is confined to thin regions. This occurs for small amplitude oscilla-
tions (see squirmers above) where the vorticity is confined to the body surface,
and for streamlined bodies where the vorticity is confined to a thin wake. Out-
side these thin regions of vorticity the fluid motion at high Reynolds numbers
can be modeled as inviscid potential flow [27]. If two bodies are swimming
side-by-side, when one body changes its speeds or direction, the second body
will sense this change via the the potential-flow interactions before vorticity
has time to evolve. Thus, potential flow might prove to be a fruitful starting
point.

As a final note, since potential flow is conservative, the system has a Hamilto-
nian and therefore can have a well-defined statistical mechanics and thermo-
dynamics. This was shown to be the case for bubbly liquids by Yurkovetsky
& Brady [15], and used to predict an actual phase transition in a bubbly flow.
The study of swimmers in potential flow has a well-founded and developed me-
chanics and may offer insight into the beautiful and striking collective behavior
often observed in the natural world.
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7.6 Appendix: Force and Torque Balance

Here we extend the treatment to include rotary motion of the particles and
the body along with the associated torque and angular momentum balances.
We group the force (F ) and torque (L) on particle α into a single vector
Fα = (F α,Lα), and likewise for the translational and rotational velocities
Uα = (Uα,Ωα), where the angular velocity Ωα is about the center of particle
α. In Stokes flow, the viscous hydrodynamic drag force/torque on particle α

is
Fvis
α = −Rαβ · Uβ , (7.19)

with an implied sum over all particles β and the “grand” resistance matrix Rαβ

is a function of the positions and orientations of all N particles.

Denoting the translational and rotational velocity of the body by UB = (UB,ΩB),
and following Swan et al. [4] we define the relative velocities Vβ of each particle
by

Uβ = ΣT · UB + Vβ , (7.20)

where the tensor Σ is composed of 6 × 6 sub-matrices connecting the body
locator point B to each particle of the form

ΣBα =




1 0 0 0 0 0

0 1 0 0 0 0

0 0 1 0 0 0

0 ∆rαB3 −∆rαB2 1 0 0

−∆rαB3 0 ∆rαB1 0 1 0

∆rαB2 −∆rαB1 0 0 0 1




, (7.21)

where ∆rαB = xα−xB. These sub-matrices connecting each of the N particles
to the locator point are assembled into the rigid body connectivity matrix Σ.

The connectivity matrix Σ sums the forces and torques on all the particles,
and since the net internal forces and torques are zero, Σ · FC = 0, summing
(7.19) along with the relative velocities (7.20) gives the motion of the body in
Stokes flow

UStokes
B = −

(
Σ · R ·ΣT

)−1 ·Σ · R · V , (7.22)
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where we have suppressed the subscripts and the implied sum is over all par-
ticles. Eq. (7.22) is the generalization of (7.5) to include the torque balance.
The form is the same and therefore the net displacement over a period follows
by integration in time.

In potential flow the total kinetic energy of the N particle system including
the angular velocities has the quadratic form T = 1

2

∑
αβ Uα · M̃αβ · Uβ, where

the added mass matrix now also contains the individual particles’ moments
of inertia. The generalized momentum (linear and angular) of particle α is
Pα =

∑
β M̃αβ · Uβ. The total linear and angular momentum is a constant,

which we take to be zero, and using Σ and the relative velocities we have
(7.22), but with the added mass matrix replacing the grand resistance matrix
for potential flow

UPotential
B = −

(
Σ · M̃ ·ΣT

)−1

·Σ · M̃ · V ; (7.23)

integration over a period, gives the analog of (7.13).
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