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#### Abstract

Advances in the methodologies developed in quantum field theory and in the scattering amplitudes program have led to their application to questions pertaining to the classical physics of gravitationally interacting binary systems. The perturbative and relativistic nature of the quantum field theoretic setup is perfectly suited for obtaining results in an expansion in the gravitational constant, also known as the post-Minkowskian (PM) expansion. However, there are several practical scenarios where the gravitational waves produced by the inspiral or interaction of two massive bodies arise from dynamics in the strong field regime and the PM expansion breaks down. Extreme mass ratio inspirals, where a lighter body interacts with a much heavier black hole, are examples of such systems.

In contrast, classical solutions, such as the Schwarzschild metric, and the geodesic trajectories of test bodies traversing in these nontrivial backgrounds encode information to all orders in the gravitational constant. In fact, these solutions can be viewed as the summation of certain infinite sets of Feynman diagrams from the perspective of point particle effective field theory (EFT). Alternatively, metrics and related geodesic trajectories can be seen as performing enormous simplifications of the tensor structures arising in these equivalent sets of Feynman integrals. We describe how the all order in PM information present in classical solutions can be utilized to simplify PM calculations in point particle EFT and set up a systematic framework for studying the classical dynamics of binary systems as an expansion in their mass ratio.

We also delve into questions about the origin and scope of validity of colorkinematics duality and the double copy relation, which can be used to generate amplitudes of one theory from another. For example, graviton amplitudes can be obtained from gluon amplitudes. Unveiling the underlying structure that gives rise to these relations would not only deepen our understanding of the properties of these theories but could also serve in streamlining their application to computations of practical interest such as those showing up in the study of the gravitational twobody problem using field theory techniques. Specifically, we analyze a toy system in two dimensions where we find a Lagrangian-level manifestation of the duality in a classical equivalent of the nonlinear sigma model. We unpack the implications of an off-shell formulation of the color-kinematics duality and double copy in order to understand the possible wider implications for these relations in other theories.
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## Chapter 1

## INTRODUCTION

Quantum field theory (QFT) has proven to be a highly successful formulation for describing the quantum mechanical and relativistic properties of fundamental particles. Beginning in the 1920s with the birth of quantum electrodynamics from attempts to quantize the electromagnetic field [1], the past century has seen major advances in the tools and techniques emerging from the quantum theoretical framework with applications reaching beyond the boundaries of elementary particle physics to areas such as the study of condensed matter systems. In recent years, methodologies developed in QFT and in the computation of scattering amplitudes for perturbative processes have found an unexpected yet fruitful application: the calculation of classical observables for a gravitational binary system, Fig. 1.1 [229].

The exact solution to the two-body problem in general relativity remains an unsolved problem. However, a vast amount of work, spanning several decades, has been done to determine the gravitational forces, potentials, and waveforms predicted by Einstein's equations and other theories of gravity using approximations that range from the post-Minkowskian (PM) expansion [30-42], an expansion in the gravitational constant, $G$, the post-Newtonian (PN) expansion [43-57], an expansion in velocity, $v$, to the self force (SF) expansion [58, 59], an expansion in the mass ratio, $\lambda=m_{L} / m_{H}$, of the lighter body to that of the heavier body. These formalisms are supplemented with methods such as the effective one-body theory [60, 61], numerical relativity [62-64], and effective field theory [65-74]. In particular, point particle effective theory allows the import of many useful computational


Figure 1.1: A depiction of the bound system of two inspiraling black holes.


Figure 1.2: The classical dynamics the gravitational two-body problem is studied using a scattering problem in effective field theory.


Figure 1.3: Examples of diagrams contributing to the quantum scattering of interacting masses. The diagram on the left, which involves a graviton-mediated long range force, will contribute classically but the diagram on the right will not.
schemes, such as recursion relations, generalized unitarity, double copy relations, and dimensional regularization, from the quantum world to a classical problem [65, 75-94]. While the field theory is geared for studying scattering, Fig. 1.2, results relevant to the bound scenario can be extracted via the computation of a Hamiltonian [95-97] or by analytical continuation from the scattering state to the bound state $[98,99]$. It may seem as though we are trading the benefit of remaining in a classical limit for the use of these tools but not all quantum contributions to the final answer need actually be calculated. They can be dropped along the way by only including the desired Feynman diagrams (see Fig. 1.3) and from the terms in the integrands of such diagrams.

The landmark measurements of gravitational waves produced by the inspiral and merger of a pair of black holes made by the Laser Interferometer Gravitational-Wave Observatories (LIGO) [100], followed by the detection of several subsequent events, steadily improving experimental precision, and plans for future gravitational wave detectors, have made it essential for theoretical predictions from general relativity or other modified theories of gravity to meet certain necessary levels of accuracy. The adoption of the Laser Interferometer Space Antenna (LISA) [101] as a flight project
by the European Space Agency (ESA), in partnership with the National Aeronautics and Space Administration (NASA), opens a pathway to exploring new regimes of parameter space in the detection of binary mergers. Unlike LIGO, LISA is expected to detect waves produced by the inspiral of much lighter bodies around heavy black holes, events known as extreme mass ratio inspirals (EMRIs) [102], at the order of about a hundred per year [103, 104]. In the region of interest, where the mass ratio of the interacting bodies is $\sim 10^{-4}-10^{-7}$, gravitational effects become extremely strong with dynamics reaching relativistic speeds and we can no longer study the system using a perturbative expansion in $G$ or as a weak field, nonrelativistic system using further expansion in the relative velocity of the bodies. However, we still have a perturbative parameter: the mass ratio of the two bodies. Can we tailor QFT methods to address this regime and improve the accuracy of the predicted values of observables?

Currently, only self force theory and numerical relativity, which solves the equations nonperturbatively, can be applied to EMRIs. The advances made in calculations using tools developed for computing quantum scattering amplitudes [2-29] suffer in the strong field regime for the same reason that they are so well suited for the PM expansion: the formulation of the theory as an expansion in $G$ with gravitons mediating the scattering of relativistic massive particles in flat space. QFT computations of this type are inherently perturbative in $G$.

On the other hand, known solutions to the classical gravitational equations, such as the Schwarzschild solution, carry information to all orders in the gravitational constant. While this is obvious from the perspective of classical general relativity, it is highly nontrivial when considered from the point of view of perturbative computations in QFT. As shown in [105] and verified to all orders in [106], the Schwarzschild metric can be computed, albeit with considerable difficulty, from tree-level Feynman diagrams that contribute to the one-point function for a graviton sourced by a massive scalar point particle (see Fig. 1.4). A straightforward computation, using Feynman rules dictated by the Einstein-Hilbert Lagrangian when expanding around flat space, would naively require the use of graviton vertices that get increasingly complicated and cumbersome. For example, the three-point graviton vertex has the form [79, 107],


Figure 1.4: The Schwarzschild metric can be viewed as a compact expression for the sum of an infinite class of flat space Feynman diagrams that induce corrections to the Minkowski metric. The circles represent a static or inertial massive scalar source and the squiggly lines denote flat space graviton propagators.

$$
\begin{align*}
& =\operatorname{Sym}\left[-\frac{1}{2} P_{3}\left(p_{1} \cdot p_{2} \eta_{\mu \rho} \eta_{\nu \lambda} \eta_{\sigma \tau}\right)-\frac{1}{2} P_{6}\left(p_{1 \nu} p_{1 \lambda} \eta_{\mu \rho} \eta_{\sigma \tau}\right)\right. \\
& +\frac{1}{2} P_{3}\left(p_{1} \cdot p_{2} \eta_{\mu \nu} \eta_{\rho \lambda} \eta_{\sigma \tau}\right)+P_{6}\left(p_{1} \cdot p_{2} \eta_{\mu \rho} \eta_{\sigma \nu} \eta_{\lambda \tau}\right)  \tag{1.1}\\
& +2 P_{3}\left(p_{1 \nu} p_{1 \tau} \eta_{\mu \rho} \eta_{\lambda \sigma}\right)-P_{3}\left(p_{1 \lambda} p_{2 \nu} \eta_{\rho \nu} \eta_{\sigma \tau}\right) \\
& +P_{3}\left(p_{1 \sigma} p_{2 \nu} \eta_{\mu \nu} \eta_{\rho \lambda}\right)+P_{6}\left(p_{1 \sigma} p_{1 \tau} \eta_{\mu \nu} \eta_{\rho \lambda}\right) \\
& +2 P_{6}\left(p_{1 \nu} p_{2 \tau} \eta_{\lambda \mu} \eta_{\rho \sigma}\right)+2 P_{3}\left(p_{1 \nu} p_{2 \mu} \eta_{\lambda \sigma} \eta_{\tau \rho}\right) \\
& \left.-2 P_{3}\left(p_{1} \cdot p_{2} \eta_{\rho v} \eta_{\lambda \sigma} \eta_{\tau \mu}\right)\right],
\end{align*}
$$

where Sym stands for symmetrizing over each index pair, $\mu \rho, \nu \lambda, \sigma \tau$, and $P_{i}$ stands for permutations involving the three graviton legs producing an $i$ number of terms. The graviton four-point vertex contains more than a thousand terms. In practice, the computations are considerably simplified using alternate procedures for calculating amplitudes, but there are still an appreciable number of steps involved in getting to the final answer. The expansion of the Schwarzschild solution in $G$ trivially provides the answers to the evaluation of a certain set of Feynman diagrams, containing complex tensor structures in their vertices, at any order in $G$.

The metric is not the only piece of classical data that we can leverage in this manner to trivialize or simplify large swathes of structures that appear in the field theoretic approach to gravitational interactions between massive scalar bodies. In the limit where the mass of one body is negligible compared to the other, i.e., when $\lambda \rightarrow 0$, the lighter body traverses a geodesic trajectory in the background produced by the heavier body. From the perspective of point particle effective field theory, the propagation of a massive scalar in curved space encodes another infinite set of Feynman diagrams as shown in Fig. 1.5. Once again, diagrams, at all orders in $G$


Figure 1.5: The propagator of a massive scalar particle in curved space is composed of the flat space propagator and an infinite set of tree-level Feynman diagrams where gravitons sourced by a static, heavy point particle self-interact and eventually land on the propagating particle.
and at the leading order in the mass ratio, for the classical scattering of a particle off of another with a much higher mass are resummed.

It is therefore worthwhile to ask whether we can tackle the question of determining all order results using effective field theory or increase the efficiency of the perturbative EFT computational pipeline by leveraging the all order data provided by classical solutions for metrics and geodesic trajectories. More generally, it would be interesting to examine how quantum and classical approaches can be applied to a problem in a way that harnesses and combines the strengths and power of both.

In Chapter 2, we take the first steps in utilizing the resummation in $G$ provided by the metric to obtain amplitudes for systems that are perturbatively away from the interaction of two nonspinning black holes. Using an identity known as the impetus formula $[96,97,99,108]$, which was observed in the process of determining a Hamiltonian for the classical interaction of two massive scalars using quantum amplitude techniques, we algebraically obtain amplitudes for systems where one of the massive bodies experiences tidal distortions or other perturbative corrections such as those coming from higher derivative modifications to the Einstein-Hilbert action or from the presence of charge on one of the black holes. Here, the synergy resulting from the combination of classical and amplitudes-based perspectives is highlighted since all order amplitude computations can be done, without the need to
perform integration, using classical information in a formula obtained from effective field theoretic studies.

Metrics and geodesic trajectories encode information in the limit where the mass ratio approaches zero. However, two generic bodies participating in a gravitational process will have a larger mass ratio. Even in a regime where the PM expansion is a valid approximation and we can make use of the simplification of diagrams provided by the classical solutions, we would need data that accounts for these larger mass ratios. Can we continue to take advantage of classical solutions while systematically moving beyond the $\lambda \rightarrow 0$ limit? This is the subject of Chapter 3 and Chapter 4. The former consists of a short letter laying out the key ideas in building an effective field theory as a systematic expansion in the mass ratio. When we perturb away from the extremal limit of a test body moving in a Schwarzschild background, the mass of the light body also affects the geometry of spacetime and the dynamics of the heavy black hole sourcing the background. The corrections act back on the motion of the lighter mass in an effect known as the self force ${ }^{1}$. Therefore, the system cannot be solely described by the background field method where fluctuations of gravitons about a nontrivial classical background interact with a particle and affect its motion while leaving the background unchanged. In our formalism, the additional effects are accounted for by recoil operators which acquire their name by enforcing the backreaction experienced by the heavy particle sourcing the background. Such a setup allows for the use of simplifications provided by the metric and geodesic trajectories when computing results in a PM expansion. The details of the effective field theory and applications to a variety of systems are presented in Chapter 4. The setup is first tested in a simpler theory where charged massive scalar particles interact electromagnetically and then applied to the gravitational case which differs from the former due to the nonlinearity of Einstein's field equations.

In Chapter 5, we take a detour to look into a relation between graviton and gluon amplitudes known as the double copy [75, 77-79]. Through the color-kinematics or Bern-Carrasco-Johansson (BCJ) duality present in the structure of the kinematic dependent parts and the color factors of the numerators in suitably rearranged gluon amplitudes, graviton amplitudes can be obtained from gluon amplitudes by a simple replacement of the color factors by another copy of the associated kinematic numerators. This relationship has been proven to all orders for tree-level diagrams and poses an intriguing question about potential hidden properties of these theories

[^0]while also serving a practical purpose in calculations involving gravitons such as the ones encountered in deriving results for the classical gravitational binary problem [96, 97]. As such, revealing the underlying structure giving rise to the duality and the double copy relation may elucidate novel symmetries in these theories, lead to a deeper understanding of the constraints placed on field theories that are realized in the natural world, and expand the scope and ease of application of the relations in computations of practical interest.

The discovery of the color-kinematics duality is a product of the modern incarnation of S-matrix theory, the scattering amplitudes program. The standard perturbative approach to calculating observables, such as the scattering cross-sections of subatomic particles, starting with a Lagrangian and through the use of the resulting Feynman rules becomes increasingly complex at higher orders in the perturbative expansion in several theories of interest. Due to the off-shell nature of the formulation, the simplicity of the final on-shell results is hidden by gauge redundancies and the freedom in choosing a field basis for describing relevant physics. The Parke-Taylor formula [109] for maximum helicity violating gluon amplitudes serves as a quintessential example of a simple structure that is obscured by a proliferation of terms in the intermediate steps towards its derivation. The amplitudes program sidesteps these complexities by using a first principles based, on-shell approach to calculating observables in QFT. This is achieved by imposing necessary conditions such as unitarity, analyticity, and factorization to constrain expressions and determine amplitudes using the physical properties and symmetries of a theory. This perspective has not only led to a speed up of calculations necessary for experimental situations, such as those arising in collider physics, but has also spurred on research into the fundamental structures and properties of scattering amplitudes. New techniques arising from such studies feed back into increasing computational efficiency with the aforementioned color-kinematics duality and the double copy being examples of such discoveries.

Given their origin from an on-shell approach and otherwise, there are several open questions regarding the basis for these relations and their scope of validity. Is the duality a property of loop amplitudes at all orders in the perturbation constant? Is it valid off-shell? And, if so, can it be made manifest at the level of the Lagrangian or equations of motion? Do classical solutions possess the duality? Do the duality and double copy point to an as yet unknown symmetry in these theories? In fact, color-kinematics duality and double copy relations exist in a plethora of theories
beyond Yang-Mills and pure gravity. Could their presence indicate some wider principle regarding these theories?

In order to investigate these questions, we examine color-kinematics duality and the double copy in the context of scalar effective field theories. The nonlinear sigma model exhibits a duality of the same type between the flavor and kinematic components of its amplitudes ${ }^{2}$. Applying the double copy by replacing flavor with another copy of the kinematics dependent numerators produces the amplitudes of the special Galileon theory. For our purposes, we can treat these theories as simpler analogs to Yang-Mills theory and gravity.

In Chapter 5, we boil down to an even simpler setup by studying a theory that is classically equivalent to the nonlinear sigma model in two dimensions. Here, for the first time, we are able to manifest the duality at the level of the Lagrangian in a theory with interactions. This implies that, for this theory, the duality holds off-shell, at the level of the Feynman rules, and is therefore present in the integrands of loop amplitudes to all orders. In addition, we explore several interesting consequences of this explicit duality. We hope to export the insights gained from this specific setup to uncover answers regarding color-kinematics duality in the context of Yang-Mills theory and beyond.

[^1]
# MINING THE GEODESIC EQUATION FOR SCATTERING DATA 

This chapter reproduces the contents of the publication: Clifford Cheung, Nabha Shah, and Mikhail P. Solon. Phys. Rev. D 103, 024030 - Published 14 January 2021.

### 2.1 Introduction

In recent years, powerful tools from the modern amplitudes program [75-84] and effective field theory have [65, 85-94] been unified to derive new results [9597, 110] of relevance to the search for gravitational waves at the LIGO/Virgo experiment [100, 111]. These efforts have spurred a resurgence of interest in post-Minkowskian (PM) perturbation theory [30-42], which organizes dynamics in powers of the gravitational constant $G$ while retaining all orders in velocity. This approach lies in contrast with post-Newtonian (PN) perturbation theory [43-57], which further expands in velocity as appropriate for a virialized system. The PM and PN formalisms, together with methods from numerical relativity [62-64], effective one-body theory [60, 61], self-force [58, 59], and effective field theory [65-74] form a vital ecosystem of ideas and tools for solving the binary inspiral problem. Many recent developments have benefited immensely from a genuine cross-pollination of ideas between classical general relativity and quantum field theory [2-29], culminating in new results pertaining to spinning black holes [112-128], orbital mechanics [98, 99, 108, 129], and radiation [130, 131].

The preponderance of work in this area has centered on black holes in general relativity. There are, however, many reasons to consider perturbations away from this minimal scenario. A prime example of this is tidal distortion, which is central to disentangling the inspiral dynamics of neutron binary systems that will hopefully shed light on the underlying nuclear properties of dense matter [132, 133]. Indeed, gravitational waves from neutron binaries should place substantive constraints on the nuclear equation of state [111, 134-150]. For these reasons, tidal phenomena have been modeled with a variety of methods [135, 151-174], including, very recently, PM perturbation theory [175-180].

Deviations from the minimal scenario also arise in theories of modified gravity.

In the absence of additional light degrees of freedom such dynamics are encoded at long distances by higher derivative corrections to general relativity [181-184]. While these effects will be exceedingly small in any sensible ultraviolet completion of gravity it is still worth understanding their influence on the dynamics of the binary inspiral [185-189].

In this paper we explore how the geodesic equation encodes conservative dynamics in the presence of an arbitrary perturbative correction away from a nonspinning black hole binary system in general relativity. We will be interested in computing the perturbed scattering amplitudes and Hamiltonians which characterize these effects. Our main application will be tidal interactions. However, given the generality of our approach we will also study other examples, including higher derivative corrections to Einstein-Maxwell theory and their effects on gravitationally and electrically interacting bodies. While it is straightforward to derive analogous results for spin-dependent effects from geodesic motion in a Kerr background, we leave this interesting possibility for future study.

As is well-known, the test-particle limit—and corrections away from it [190-194]-encode critical information about scattering in the PM approximation [127, 195]. More trivially, this limit completely fixes the dynamics of spinning and nonspinning black holes at low PM orders and offers a useful consistency check at higher orders [95-97, 110, 128, 177, 196]. At a practical level, the test-particle regime is attractive since in many cases it is analytically tractable to all PM orders. While this observation is somewhat trivial it is tantalizing in the context of scattering amplitudes, where it implies that the geodesic equation effectively resums certain infinite towers of loop diagrams. An enticing possibility then emerges of bootstrapping certain multi-loop scattering calculations directly from geodesic motion.

Here we present two methods, each with its own advantages and target applications. The first applies at leading nontrivial PM order and linear order in some additional perturbative parameter. Our method is based on the connection between PM Hamiltonians and scattering amplitudes [95], and derives the tidal Hamiltonian in isotropic coordinates from the geodesic equation through a set of trivial algebraic operations. A key simplification is that at leading PM order, the canonical transformation from nonisotropic to isotropic coordinates is encapsulated by a replacement rule shown in Eq. (2.19). In the context of tidal interactions, this approach elaborates on the essential insight of [175] that such contributions are
encoded entirely by the geodesic dynamics of a tidally distorted test particle in a Schwarzschild background. We demonstrate the simplicity of our approach by deriving analytic formulas for scattering amplitudes and Hamiltonians at arbitrary mass ratio for certain infinite classes of tidal operators, including electric Weyl and magnetic Weyl to any power, as shown in Eq. (2.27) and Eq. (2.33). We also apply this method to other types of perturbative corrections, e.g., which arise for electrically charged bodies or from higher derivative corrections to EinsteinMaxwell theory.

Our second method is a mechanical procedure for deriving closed-form expressions for the scattering amplitude in the test-particle limit at all orders in the PM expansion. We systematically perform a general diffeomorphism on the metric and then constrain it to eliminate non-isotropic terms in the geodesic equation. A general formula for the isotropic Hamiltonian induced by any tidal moment operator is presented in Eq. (2.61). From this Hamiltonian we then derive expressions for the corresponding scattering amplitudes at all PM orders in Eq. (2.64). As an application of these general formulas, we derive all orders in PM expressions for the isotropic Hamiltonian and scattering amplitude for a set of tidal operators, as presented in Table. 2.3 and Table. 2.4. These results may provide useful data for checking future higher order PM calculations.

### 2.2 Test-Particle Dynamics

In this section we present some basic tools for deriving scattering amplitudes from the geodesic equation. For concreteness we describe this formalism in the context of tidal effects, but as we will see later on our essential approach is trivially generalized to any scenario in which the geodesic equation is perturbatively corrected.

To begin, we consider the scattering amplitude of a tidally distorted body of mass $m_{1}=m$ interacting with a black hole of mass $m_{2}=M$ in the test-particle limit $m \ll$ $M$. In the rest frame of the black hole, the dynamics are described by the geodesic motion of a nonminimally coupled test particle of three-momentum $p$ propagating on a Schwarzschild background. An arbitrary tidal moment is represented by the field theoretic operator,

$$
\begin{equation*}
\Delta S=\frac{\lambda}{2} \int d^{4} x \phi O(g, \stackrel{\rightharpoonup}{\nabla}, \vec{\nabla}) \phi \tag{2.1}
\end{equation*}
$$

where $O$ is some operator that involves the metric tensor $g$, the matter field $\phi$, and their derivatives. We work at linear order in the tidal parameter $\lambda$ throughout.

In order to make contact with known results, we express $O$ in a basis of operators composed of products of the electric and magnetic Weyl tensors and their derivatives. Note, however, that these tensors are defined with respect to the four-momentum of a propagating body and so one naively encounters an ambiguity in Eq. (2.1): should the four-momentum be associated with $\stackrel{\boxed{\nabla}}{ }$ or $\vec{\nabla}$ ? As it turns out, this choice is actually irrelevant since the difference is suppressed by the momentum transfer carried away by gravitons relative to the momentum of the bodies. This suppression factor is infinitesimal, scaling inversely with the angular momentum of the scattering process in units of $\hbar$, as expected for a quantum correction to the dynamics [95-97].

### 2.2.1 Geodesic to Hamiltonian

In the presence of tidal distortion the geodesic equation is [168]

$$
\begin{equation*}
0=g^{\mu \nu} P_{\mu} P_{\nu}+m^{2}-\lambda O(g, P) \tag{2.2}
\end{equation*}
$$

in mostly plus signature and where as discussed earlier we identify $\nabla$ with the fourmomentum $P$ of the test particle. For maximum generality we assume an arbitrary static, spherically symmetric metric whose line element is

$$
\begin{equation*}
d s^{2}=g_{t t}(r) d t^{2}+g_{r r}(r) d r^{2}+g_{\Omega}(r) r^{2}\left(d \theta^{2}+\sin ^{2} \theta d \phi^{2}\right) . \tag{2.3}
\end{equation*}
$$

This form of the metric will accommodate all our scenarios of interest, i.e., black holes in general relativity and beyond in various coordinate systems.

The four-momentum of the test particle is

$$
\begin{equation*}
P_{\mu}=\left(H, p_{r}, p_{\theta}, p_{\phi}\right)=\left(H, \sqrt{p^{2}-\frac{J^{2}}{r^{2}}}, 0, J\right), \tag{2.4}
\end{equation*}
$$

where $H$ is the test-particle Hamiltonian and $p_{r}=p \cdot r / r$ is the radial momentum. In the last equality we have assumed a trajectory on the equatorial plane at $\theta=\pi / 2$, so $p_{\theta}=0$ and $p_{\phi}=J$ is the angular momentum of the particle. We have also used $p_{r}^{2}=p^{2}-\frac{J^{2}}{r^{2}}$ to relate the radial momentum to the total momentum $p$ and angular momentum $J$.

To derive the Hamiltonian we first expand to linear order in the tidal coefficient, $H=H_{0}+\lambda H_{1}+O\left(\lambda^{2}\right)$, and then solve the geodesic equation order by order in $\lambda$. At zeroth order in the tidal coefficients, the Hamiltonian is

$$
\begin{equation*}
H_{0}(p, r, J)=\sqrt{-g_{t t}(r)} \sqrt{m^{2}+\frac{p^{2}-\frac{J^{2}}{r^{2}}}{g_{r r}(r)}+\frac{J^{2}}{g_{\Omega}(r) r^{2}}} \tag{2.5}
\end{equation*}
$$

From Eq. (2.2) we see that the tidal operator manifestly enters as a shift of the mass term. Thus in the presence of tidal distortion the Hamiltonian becomes

$$
\begin{equation*}
H(p, r, J)=\sqrt{-g_{t t}(r)} \sqrt{m^{2}-\lambda O\left(p, r, H_{0}, J\right)+\frac{p^{2}-\frac{J^{2}}{r^{2}}}{g_{r r}(r)}+\frac{J^{2}}{g_{\Omega}(r) r^{2}}}+O\left(\lambda^{2}\right) \tag{2.6}
\end{equation*}
$$

Let us elaborate on the appearance of $O\left(p, r, H_{0}, J\right)$ in the above expression. A priori, the tidal operator is of the form $O(g, P)=O(p, r, H, J)$, which depends on the radius $r$ through the background metric $g$, and on $p, H$, and $J$ through the fourmomentum $P$. However, the tidal operator can be approximated by $O(p, r, H, J)=$ $O\left(p, r, H_{0}, J\right)+O(\lambda)$ up to corrections subleading in $\lambda$. Further linearizing Eq. (2.6) in $\lambda$ we obtain the tidal Hamiltonian,

$$
\begin{equation*}
H_{1}(p, r, J)=\frac{g_{t t}(r)}{2 H_{0}} O\left(p, r, H_{0}, J\right) \tag{2.7}
\end{equation*}
$$

While the focus of the present work is the leading correction in $\lambda$, it is of course straightforward to solve Eq. (2.2) at any arbitrary order in $\lambda$, yielding the corresponding tidal Hamiltonian at that order.

We will often be interested in corrections at the leading nontrivial PM order, in which case Eq. (2.7) simplifies since $g_{t t} \simeq-1$ and $H_{0} \simeq E=\sqrt{p^{2}+m^{2}}$ is the energy of a free particle, so

$$
\begin{equation*}
H_{1}(p, r, J)=-\frac{O(p, r, E, J)}{2 E}+\text { higher order in PM } . \tag{2.8}
\end{equation*}
$$

We thus conclude that the Hamiltonian at leading order in $\lambda$ and leading PM order is literally the tidal operator evaluated on the Newtonian metric with all momenta taken to be on-shell.

As we will see, it is often convenient to study the dynamics in isotropic gauge, i.e., coordinates in which the Hamiltonian is a function $H^{\text {iso }}(p, r)$ which depends only on $p$ and $r$ but not $J$. At zeroth order in tidal corrections, i.e., for bodies with minimal gravitational coupling, $H_{0}^{\text {iso }}(p, r)$ is trivially obtained by choosing isotropic coordinates for the black hole metric,

$$
\begin{align*}
& g_{t t}^{\text {iso }}(r)=-\left(\frac{1-\frac{R}{4 r}}{1+\frac{R}{4 r}}\right)^{2},  \tag{2.9}\\
& g_{r r}^{\text {iso }}(r)=g_{\Omega}^{\text {iso }}(r)=\left(1+\frac{R}{4 r}\right)^{4},
\end{align*}
$$

where $R=2 G M$ is the Schwarzschild radius. Plugging Eq. (2.9) into Eq. (2.5), we obtain the isotropic Hamiltonian for a point-like test particle [197],

$$
\begin{equation*}
H_{0}^{\text {iso }}(p, r)=\sqrt{-g_{t t}^{\text {iso }}(r)} \sqrt{m^{2}+\frac{p^{2}}{g_{s r}^{i \frac{0}{2}}(r)}} \tag{2.10}
\end{equation*}
$$

which we will use frequently for the remainder of the paper.

### 2.2.2 Hamiltonian to Amplitude

Starting from an arbitrary Hamiltonian it is straightforward to compute the scattering amplitude for elastic scattering via effective field theory methods [95]. This approach requires the tedious albeit mechanical computation of loop diagrams order by order in the PM expansion. On the other hand, for a Hamiltonian which is already in isotropic gauge there exists an extraordinarily simple procedure which bypasses loop integration in favor of solving an algebraic equation. First discovered in the 3PM calculation of [96, 97] and later proven in [98, 108], this map exploits an elegant algebraic relation between the amplitude $\mathcal{M}$ and the isotropic gauge Hamiltonian $H^{\text {iso }}$. In the test-particle limit this relation is

$$
\begin{equation*}
\mathcal{M}(p, r)=\frac{1}{2 E}\left(\bar{p}(r)^{2}-p^{2}\right)+\text { iterations }, \tag{2.11}
\end{equation*}
$$

where $\bar{p}(r)$ is the local momentum at a position $r$ dictated by the conservation of energy equation,

$$
\begin{equation*}
H^{\mathrm{iso}}(\bar{p}(r), r)=E . \tag{2.12}
\end{equation*}
$$

The iteration contributions in Eq. (2.11) are infrared divergent terms defined in the prescription of [95]. These contributions always cancel in any effective field theory matching to extract coefficients in the Hamiltonian.

Note that in the scattering amplitude $\mathcal{M}(p, r)$ we should interpret the quantities $E=\sqrt{p^{2}+m^{2}}$ and $p$ as the asymptotic energy and momentum of the test particle and the variable $r$ as the Fourier transform of the three-momentum transfer $q$. This differs from $H^{\text {iso }}(p, r)$, where $p$ and $r$ should be interpreted as the time-dependent phase space coordinates of the test particle.

The upshot here is that the isotropic Hamiltonian and scattering amplitude are trivially related. In particular, we expand the scattering amplitude as $\mathcal{M}=\mathcal{M}_{0}+$ $\lambda \mathcal{M}_{1}+O\left(\lambda^{2}\right)$ and solve Eq. (2.11) and Eq. (2.12) order by order in $\lambda$. This procedure yields the tidally corrected scattering amplitude in the test-particle limit,

$$
\begin{align*}
& \mathcal{M}_{0}(p, r)=\frac{1}{2 E}\left[m^{2}\left(1-g_{r r}^{\text {iso }}(r)\right)-E^{2}\left(1+\frac{g_{i r}^{\text {iso }}(r)}{g_{t t}^{\text {iso }}(r)}\right)\right]+\text { iterations } \\
& \mathcal{M}_{1}(p, r)=\frac{g_{r r}^{\text {iso }}(r)}{g_{t t}^{\text {iso }}(r)} H_{1}^{\text {iso }}\left(\sqrt{E^{2}+2 E \mathcal{M}_{0}-m^{2}}, r\right)+\text { iterations } \tag{2.13}
\end{align*}
$$

where in the first line we have solved Eq. (2.12) at zeroth order in the tidal coefficient using $H_{0}^{\text {iso }}$ from Eq. (2.10). In the second line we have the leading tidal correction


Figure 2.1: At leading PM order, tidal corrections to the scattering amplitude arise from fan diagrams. For an operator composed of $n$ curvature tensors, this contribution corresponds to an $(n-1)$-loop diagram. Thick and thin lines denote matter and graviton lines while the black dots denote tidal operator insertions.
to the amplitude in terms of an abstract $H_{1}^{\text {iso }}$ which we will compute explicitly later on.

At leading PM order, the tidal correction to the amplitude is

$$
\begin{equation*}
\mathcal{M}_{1}(p, r)=-H_{1}^{\text {iso }}(p, r)+\text { higher order in } \mathrm{PM}, \tag{2.14}
\end{equation*}
$$

so as expected the amplitude is exactly the Feynman vertex defined by the isotropic Hamiltonian.

### 2.3 Leading Order in $\boldsymbol{G}$

In this section we consider the dynamics at leading PM order and leading order in some additional perturbative correction. Our aim is to compute the perturbed scattering amplitude and Hamiltonian. In such a regime the test-particle limit encodes complete information about the dynamics at arbitrary mass ratio. This fact is obvious from the point of view of scattering amplitudes. Consider, for example, tidal corrections at leading PM order. These contributions are generated by the lowest order loop diagrams which induce classical scattering [96, 97] and enter at linear order in the tidal coefficient, corresponding to the "fan diagrams" depicted in Fig. 2.1. By definition, fan diagrams do not include matter propagators of the tidally distorted particle. More generally, we will henceforth refer to any diagram in which all matter propagators are on one side as a fan diagram. As discussed in [9597, 110], all fan diagrams are free from infrared divergences or iterations of lower order contributions. In the classical limit we are thus permitted to drop all recoil effects on the other particle, which can then be represented by a static background. This connection has been made in the context of the effective one-body theory as well as the mass dependence of the scattering angle, and we refer the reader to [39, 127, 195] for further discussions.

### 2.3.1 Lifting to Arbitrary Mass Ratio

At leading PM order the test-particle limit encodes sufficient data to reconstruct the perturbed scattering amplitude for arbitrary mass ratio in an arbitrary reference frame. To do this start we start with the test-particle amplitude and boost away from the rest frame by sending

$$
\begin{equation*}
E \rightarrow m_{1} \sigma \quad \text { and } \quad p \rightarrow m_{1} \sqrt{\sigma^{2}-1} \quad \text { where } \quad \sigma=-\frac{P_{1} \cdot P_{2}}{m_{1} m_{2}} \tag{2.15}
\end{equation*}
$$

Here $P_{1}=\left(E_{1}, p_{1}\right)$ and $P_{2}=\left(E_{2}, p_{2}\right)$ are the four-momenta of the scattering bodies in a boosted frame where $E_{1,2}=\sqrt{p_{1,2}^{2}+m_{1,2}^{2}}$. At the same time, we also continue away from the test-particle limit to accommodate arbitrary masses $m_{1}$ and $m_{2}$.

Applying the replacement in Eq. (2.15), we derive the leading PM tidal correction to the scattering amplitude for arbitrary mass ratio and in a general frame

$$
\begin{equation*}
\mathcal{M}_{1}\left(P_{1}, P_{2}, r\right)=\frac{m_{1} m_{2} \sigma}{E_{1} E_{2}} \mathcal{M}_{1}\left(m_{1} \sqrt{\sigma^{2}-1}, r\right) \tag{2.16}
\end{equation*}
$$

where the left-hand side of Eq. (2.16) is the amplitude for arbitrary mass ratio in a general frame and the right-hand side is the amplitude in the test-particle limit in the rest frame of the heavy body, as defined in Eq. (2.13). Here the prefactor accounts for proper nonrelativistic normalization after applying the replacement in Eq. (2.15). Note that if both bodies are tidally deformed then one should sum over Eq. (2.16) with particle labels swapped.

This procedure similarly applies to the isotropic Hamiltonian,

$$
\begin{equation*}
H_{1}^{\mathrm{iso}}\left(P_{1}, P_{2}, r\right)=\frac{m_{1} m_{2} \sigma}{E_{1} E_{2}} H_{1}^{\mathrm{iso}}\left(m_{1} \sqrt{\sigma^{2}-1}, r\right), \tag{2.17}
\end{equation*}
$$

where the left-hand side of Eq. (2.17) is the Hamiltonian for arbitrary mass ratio in an arbitrary frame and the right-hand side is the isotropic gauge test-particle Hamiltonian in the rest frame of the heavy body.

While we have presented Eq. (2.16) and Eq. (2.17) in the context of tidal corrections, we emphasize that this basic procedure can be applied to any perturbation that deviates from the standard scenario of black holes interacting in general relativity.

### 2.3.2 Fourier Transform

Eq. (2.16) is an explicit formula for the leading PM scattering amplitude of tidally interacting bodies at arbitrary mass ratio written in terms of the amplitude in the test-particle limit. According to Eq. (2.14) the latter is essentially the isotropic
gauge Hamiltonian in the test-particle limit. Consequently, our only task is to map the test-particle Hamiltonian in Eq. (2.8) to isotropic coordinates. Typically, this is achieved by explicitly constructing a coordinate transformation from $H_{1}(p, r, J)$ to $H_{1}^{\text {iso }}(p, r)$, as we will do in Sec. 2.4. In this section, we derive a much simpler procedure applicable at the leading PM order.

Our basic idea is to take $H_{1}(p, r, J)$ and Fourier transform to momentum space to obtain $\widetilde{H}_{1}(p, q)$. As discussed at length in [95-97] one can compute the scattering amplitude mediated by the tidal corrections, treating $\widetilde{H}_{1}(p, q)$ as a Feynman vertex. Crucially, at leading PM order, the contribution to the amplitude is exactly proportional to $\widetilde{H}_{1}(p, q)$ albeit evaluated at on-shell kinematics. For a scattering particle with momentum $p$ and momentum transfer $q$, the on-shell condition implies that $p \cdot q \sim q^{2}$, which is subleading in classical counting and can thus be dropped. From Eq. (2.14) we also know that the amplitude is given by the isotropic gauge Hamiltonian, so

$$
\begin{equation*}
\left.\widetilde{H}_{1}(p, q)\right|_{p \cdot q=0}=\widetilde{H}_{1}^{\text {iso }}(p, q), \tag{2.18}
\end{equation*}
$$

where the replacement drops quantum contributions which are irrelevant to the classical dynamics. We can then Fourier transform $\widetilde{H}_{1}^{\text {iso }}(p, q)$ to obtain the isotropic Hamiltonian in position space, $H_{1}^{\text {iso }}(p, r)$.

Conveniently, we can perform this procedure-Fourier transforming to momentum space, dropping terms that vanish on-shell, and Fourier transforming back to position space-in a single step. This is encapsulated by the replacement,

$$
\begin{equation*}
\frac{J^{2 k}}{r^{n}} \rightsquigarrow \frac{p^{2 k} r^{2 k}}{r^{n}} \times \frac{\operatorname{Poch}\left(\frac{n}{2}-\frac{1}{2}-k, k\right)}{\operatorname{Poch}\left(\frac{n}{2}-k, k\right)}, \tag{2.19}
\end{equation*}
$$

where $\operatorname{Poch}(a, b)=\Gamma(a+b) / \Gamma(a)$ is a ratio of Gamma functions and the leftand right-hand sides are exactly equal up to terms that Fourier transform to objects proportional to $p \cdot q$ which can be discarded on-shell. See App. A for details. Also, note that this replacement must be used with care: it can only be applied after first expanding an expression fully in $J$ and $1 / r$, since Fourier transform and multiplication do not commute.

The upshot here is that Eq. (2.19) maps any non-isotropic Hamiltonian $H_{1}(p, r, J)$ to a physically equivalent isotropic Hamiltonian $H_{1}^{\text {iso }}(p, r)$ at leading PM order. After deriving $H_{1}^{\text {iso }}(p, r)$ we can then obtain the scattering amplitude via Eq. (2.14) and lift to arbitrary mass ratio via Eq. (2.16) and Eq. (2.17).

### 2.3.3 Tidal Operators

Let us now utilize the tools derived above to compute the leading PM tidal corrections to the isotropic gauge Hamiltonian. We emphasize that our procedure is purely algebraic and thus implemented with ease. In particular, for a tidal operator given by a product of traces of matrices built from electric and magnetic Weyl, i.e., $O=\left[F_{1}(\mathcal{E}, \mathcal{B})\right]\left[F_{2}(\mathcal{E}, \mathcal{B})\right] \cdots\left[F_{k}(\mathcal{E}, \mathcal{B})\right]$, we simply calculate $O$ using Eq. (2.23) and Eq. (2.29) below, plug into Eq. (2.8), and apply the replacement rule in Eq. (2.19) to derive the isotropic Hamiltonian at arbitrary mass ratio in Eq. (2.17). As we will see, this procedure yields closed form results for certain infinite classes of tidal operators. We have verified that our results can also be obtained by the method of Ref. [175], and that we agree with all results collected in the Appendix of [198] up to the choice of normalization.

### 2.3.3.1 Kretschmann Scalar to a Power: $O=\left[C^{2}\right]^{n}$

As a first trivial example let us consider a tidal operator given by the Kretschmann scalar to a power. Computing $\left[C^{2}\right]=\frac{12 R^{2}}{r^{6}}$ in Schwarzschild coordinates and plugging into Eq. (2.8), we obtain the test-particle Hamiltonian,

$$
\begin{equation*}
H_{1}(p, r, J)=H_{1}^{\mathrm{iso}}(p, r)=-\frac{1}{2 E}\left(\frac{12 R^{2}}{r^{6}}\right)^{n} \tag{2.20}
\end{equation*}
$$

which is automatically in isotropic form. Boosting to an arbitrary frame via Eq. (2.17), we obtain the isotropic Hamiltonian at arbitrary mass ratio,

$$
\begin{equation*}
H_{1}^{\text {iso }}\left(P_{1}, P_{2}, r\right)=-\frac{m_{2}}{2 E_{1} E_{2}}\left(\frac{48 G^{2} m_{2}^{2}}{r^{6}}\right)^{n} \tag{2.21}
\end{equation*}
$$

For $n=1$, this agrees with previous results [175-177, 180]. Note the relative factor of $1 / 2$ in the normalization of the tidal coefficient here as compared to [177].

### 2.3.3.2 Electric Weyl to a Power: $O=\left[\mathcal{E}^{n}\right]$

Next, consider a tidal operator given by the trace of a power of the electric Weyl tensor,

$$
\begin{equation*}
\mathcal{E}_{\alpha \beta}=\frac{1}{m^{2}} P^{\mu} P^{\nu} C_{\mu \alpha \nu \beta} \tag{2.22}
\end{equation*}
$$

where at leading order in tidal coefficients, $P$ is defined as in Eq. (2.4) with an energy component equal to $H_{0}$. The choice of coordinates for the metric will not affect
our answer at leading PM order since $C$ need only be evaluated on the Newtonian background. The mixed index electric Weyl tensor at leading PM order is

$$
\begin{align*}
& \mathcal{E}_{\beta}^{\alpha}=\frac{R}{m^{2} r^{3}} \times \\
& \left(\begin{array}{cccc}
p^{2}-\frac{3 J^{2}}{2 r^{2}} & E p \sqrt{1-\frac{J^{2}}{p^{2} r^{2}}} & 0 & -\frac{E J}{2} \\
-E p \sqrt{1-\frac{J^{2}}{p^{2} r^{2}}} & -E^{2}-\frac{J^{2}}{2 r^{2}} & 0 & \frac{J p}{2} \sqrt{1-\frac{J^{2}}{p^{2} r^{2}}} \\
0 & 0 & \frac{m^{2}}{2}+\frac{3 J^{2}}{2 r^{2}} & 0 \\
\frac{E J}{2 r^{2}} & \frac{J p}{2 r^{2}} \sqrt{1-\frac{J^{2}}{p^{2} r^{2}}} & 0 & \frac{m^{2}}{2}+\frac{J^{2}}{2 r^{2}}
\end{array}\right), \tag{2.23}
\end{align*}
$$

and its eigenvalues are

$$
\begin{equation*}
\operatorname{eig}\left[\mathcal{E}_{\beta}^{\alpha}\right]=\left\{0, \frac{R}{2 r^{3}}, \frac{R}{2 r^{3}}\left(1+\frac{3 J^{2}}{m^{2} r^{2}}\right),-\frac{R}{2 r^{3}}\left(2+\frac{3 J^{2}}{m^{2} r^{2}}\right)\right\} . \tag{2.24}
\end{equation*}
$$

See App. B for these expressions at all orders in the PM expansion. Thus the electric Weyl tensor to the power $n$ is

$$
\begin{equation*}
\left[\mathcal{E}^{n}\right]=\operatorname{Tr}(\mathcal{E} \mathcal{E} \cdots \mathcal{E})=\left(\frac{R}{2 r^{3}}\right)^{n}\left[1+\left(1+\frac{3 J^{2}}{m^{2} r^{2}}\right)^{n}+(-1)^{n}\left(2+\frac{3 J^{2}}{m^{2} r^{2}}\right)^{n}\right] \tag{2.25}
\end{equation*}
$$

We then apply a binomial expansion and then eliminate $J$ via the replacement in Eq. (2.19). Resumming terms analytically, we obtain the test-particle Hamiltonian in isotropic gauge,

$$
\begin{align*}
H_{1}^{\text {iso }}(p, r)=-\frac{1}{2 E}\left(\frac{R}{2 r^{3}}\right)^{n} & {\left[1+{ }_{2} F_{1}\left(-n,-\frac{1}{2}+\frac{3 n}{2}, \frac{3 n}{2},-\frac{3 p^{2}}{m^{2}}\right)\right.}  \tag{2.26}\\
& \left.+(-2)^{n}{ }_{2} F_{1}\left(-n,-\frac{1}{2}+\frac{3 n}{2}, \frac{3 n}{2},-\frac{3 p^{2}}{2 m^{2}}\right)\right]
\end{align*}
$$

Applying Eq. (2.17), we derive a closed form expression for the isotropic

Hamiltonian at arbitrary mass ratio,

$$
\begin{aligned}
& H_{1}^{\mathrm{iso}}\left(P_{1}, P_{2}, r\right)=-\frac{m_{2}}{2 E_{1} E_{2}}\left(\frac{G m_{2}}{r^{3}}\right)^{n}\left[1+{ }_{2} F_{1}\left(-n,-\frac{1}{2}+\frac{3 n}{2}, \frac{3 n}{2},-3\left(\sigma^{2}-1\right)\right)\right. \\
&\left.+(-2)^{n}{ }_{2} F_{1}\left(-n,-\frac{1}{2}+\frac{3 n}{2}, \frac{3 n}{2},-\frac{3}{2}\left(\sigma^{2}-1\right)\right)\right] \\
& \stackrel{n=1}{=} 0 \\
& \stackrel{n=2}{=}-\frac{m_{2}}{2 E_{1} E_{2}} \times \frac{3\left(G m_{2}\right)^{2}\left(35 \sigma^{4}-30 \sigma^{2}+11\right)}{8 r^{6}} \\
& \stackrel{n=3}{=} \frac{m_{2}}{2 E_{1} E_{2}} \times \frac{6\left(G m_{2}\right)^{3}\left(40 \sigma^{4}-36 \sigma^{2}+7\right)}{11 r^{9}} \\
& \stackrel{n=4}{=}-\frac{m_{2}}{2 E_{1} E_{2}} \\
& \times \frac{9\left(G m_{2}\right)^{4}\left(12155 \sigma^{8}-22880 \sigma^{6}+18590 \sigma^{4}-7304 \sigma^{2}+1231\right)}{896 r^{12}}
\end{aligned}
$$

$$
\begin{equation*}
\vdots \tag{2.27}
\end{equation*}
$$

The case of $n=2$ agrees with [175-177, 180] while $n=3$ agrees with [175]. We can similarly compute arbitrary products of traces of electric Weyl, noting that due to the simple form of the eigenvalues a trace of any product can be reduced to products of $\left[\mathcal{E}^{2}\right]$ and $\left[\mathcal{E}^{3}\right]$.

### 2.3.3.3 Magnetic Weyl to a Power: $O=\left[\mathcal{B}^{n}\right]$

We can repeat the same procedure for a tidal operator given by the trace of a power of magnetic Weyl,

$$
\begin{equation*}
\mathcal{B}_{\alpha \beta}=\frac{1}{m^{2}} P^{\mu} P^{\nu} \tilde{C}_{\mu \alpha \nu \beta}, \tag{2.28}
\end{equation*}
$$

where $\tilde{C}_{\mu \nu \rho \sigma}=\frac{1}{2} \epsilon_{\mu \nu \alpha \beta} C^{\alpha \beta}{ }_{\rho \sigma}$ is the dual Weyl tensor. The mixed index magnetic Weyl tensor is

$$
\mathcal{B}^{\alpha}{ }_{\beta}=\frac{R}{m^{2} r^{3}} \times\left(\begin{array}{cccc}
0 & 0 & -\frac{3 J p}{2} \sqrt{1-\frac{J^{2}}{p^{2} r^{2}}} & 0  \tag{2.29}\\
0 & 0 & \frac{3 E J}{2} & 0 \\
\frac{3 J p}{2 r^{2}} \sqrt{1-\frac{J^{2}}{p^{2} r^{2}}} & \frac{3 E J}{2 r^{2}} & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right)
$$

and its eigenvalues are

$$
\begin{equation*}
\operatorname{eig}\left[\mathcal{B}_{\beta}^{\alpha}\right]=\left\{0,0,-\frac{3 J R \sqrt{1+\frac{J^{2}}{m^{2} r^{2}}}}{2 m r^{4}}, \frac{3 J R \sqrt{1+\frac{J^{2}}{m^{2} r^{2}}}}{2 m r^{4}}\right\} \tag{2.30}
\end{equation*}
$$

with expressions at all PM orders in App. B. Any trace of an odd power of $\mathcal{B}$ will vanish. The tidal operator is then

$$
\begin{equation*}
\left[\mathcal{B}^{n}\right]=\operatorname{Tr}(\mathcal{B B} \cdots \mathcal{B})=2\left(\frac{9 J^{2} R^{2}\left(1+\frac{J^{2}}{m^{2} r^{2}}\right)}{4 m^{2} r^{8}}\right)^{n / 2} \tag{2.31}
\end{equation*}
$$

Expanding and replacing $J$ via Eq. (2.19), we obtain

$$
\begin{equation*}
H_{1}^{\mathrm{iso}}(p, r)=-\frac{1}{E}\left(\frac{3 R p}{2 m r^{3}}\right)^{n} \frac{\Gamma(3 n / 2) \Gamma\left(-\frac{1}{2}+2 n\right)}{\Gamma(2 n) \Gamma\left(-\frac{1}{2}+\frac{3 n}{2}\right)} \times{ }_{2} F_{1}\left(-\frac{n}{2},-\frac{1}{2}+2 n, 2 n,-\frac{p^{2}}{m^{2}}\right) . \tag{2.32}
\end{equation*}
$$

Again applying Eq. (2.17), we obtain

$$
\begin{align*}
& H_{1}^{\text {iso }}\left(P_{1}, P_{2}, r\right)=-\frac{m_{2}}{E_{1} E_{2}}\left(\frac{3 G m_{2} \sqrt{\sigma^{2}-1}}{r^{3}}\right)^{n} \frac{\Gamma(3 n / 2) \Gamma\left(-\frac{1}{2}+2 n\right)}{\Gamma(2 n) \Gamma\left(-\frac{1}{2}+3 n / 2\right)} \\
& \times{ }_{2} F_{1}\left(-n / 2,-\frac{1}{2}+2 n, 2 n,-\left(\sigma^{2}-1\right)\right) \\
& \stackrel{n=2}{=}--\frac{m_{2}}{E_{1} E_{2}} \times \frac{15\left(G m_{2}\right)^{2}\left(\sigma^{2}-1\right)\left(7 \sigma^{2}+1\right)}{16 r^{6}}  \tag{2.33}\\
& \stackrel{n=4}{=}-\frac{m_{2}}{E_{1} E_{2}} \times \frac{1287\left(G m_{2}\right)^{4}\left(\sigma^{2}-1\right)^{2}\left(85 \sigma^{4}+10 \sigma^{2}+1\right)}{1792 r^{12}}
\end{align*}
$$

The case of $n=2$ agrees with previous results [175-177, 180], and is consistent with the relation $\left[C^{2}\right]=8\left(\left[\mathcal{E}^{2}\right]-\left[\mathcal{B}^{2}\right]\right)$. Due to the simple form of the eigenvalues of magnetic Weyl, any product of its traces can be reduced to a single trace $\left[\mathcal{B}^{n_{1}}\right]\left[\mathcal{B}^{n_{2}}\right] \cdots\left[\mathcal{B}^{n_{k}}\right]=2^{k-1}\left[\mathcal{B}^{n_{1}+n_{2}+\cdots+n_{k}}\right]$.

### 2.3.4 Beyond Schwarzschild

Our method for extracting kinematic data from the geodesic equation applies quite generally. The only prerequisite for this approach is that the leading perturbative correction arises from a fan diagram in which the matter propagators are only on one side. For the remainder of this section we study scenarios in which the tidal interactions may be absent but the system still has some small perturbative correction that deviates from a binary system of Schwarzschild black holes in general relativity.

In the examples below we will assume a static, spherically symmetric metric that is a function of some small perturbative parameter. Plugging into Eq. (2.6), we then expand to linear order in the perturbative coefficient. Applying the replacement in Eq. (2.19), we obtain the test-particle Hamiltonian in isotropic coordinates, from
which we derive the associated scattering amplitude and Hamiltonian for arbitrary mass ratio via Eq. (2.16) and Eq. (2.17).

### 2.3.4.1 Higher Derivative Corrections

As a concrete example let us consider a modification to general relativity given by the leading higher derivative correction to graviton self-interactions,

$$
\begin{equation*}
\Delta S=\frac{\xi}{16 \pi G} \int d^{4} x \sqrt{-g} R_{\rho \sigma}^{\mu \nu} R_{\alpha \beta}^{\rho \sigma} R_{\mu \nu}^{\alpha \beta} \tag{2.34}
\end{equation*}
$$

In four dimensions this operator is the leading correction to Einstein gravity which depends solely on the metric and cannot be eliminated by a field redefinition. Indeed, Eq. (2.34) is radiatively generated at two-loop order by graviton self-interactions in the Einstein-Hilbert term [199-202], albeit with a tiny coefficient.

It is clear that at linear order in $\xi$ and leading PM order this correction contributes via a fan diagram which is accounted for by the geodesic equation. In the presence of Eq. (2.34) the perturbed metric is [188]

$$
\begin{align*}
& g_{t t}(r)=-\left(1-\frac{R}{r}+\frac{5 \xi R^{3}}{r^{7}}\right) \\
& g_{r r}(r)=\left(1-\frac{R}{r}+\frac{54 \xi R^{2}}{r^{6}}-\frac{49 \xi R^{3}}{r^{7}}\right)^{-1}  \tag{2.35}\\
& g_{\Omega}(r)=1
\end{align*}
$$

Next, we plug Eq. (2.35) into Eq. (2.5) and expand $H=H_{0}+\xi H_{1}$. Solving to linear order in $\xi$, we derive the perturbed Hamiltonian,

$$
\begin{equation*}
H_{1}(p, r, J)=\frac{27 R^{2}\left(p^{2}-\frac{J^{2}}{r^{2}}\right)}{E r^{6}} \tag{2.36}
\end{equation*}
$$

where we have truncated to leading PM order. Transforming to isotropic gauge via Eq. (2.19) yields

$$
\begin{equation*}
H_{1}^{\mathrm{iso}}(p, r)=\frac{9 R^{2} p^{2}}{2 E r^{6}} \tag{2.37}
\end{equation*}
$$

We then boost to an arbitrary frame via Eq. (2.17) and sum over the exchange of bodies 1 and 2 since Eq. (2.34) generates contributions from fan diagrams as well as their flipped partners. We thus obtain

$$
\begin{equation*}
H_{1}^{\text {iso }}\left(P_{1}, P_{2}, r\right)=\frac{18 G^{2} m_{1}^{2} m_{2}^{3}\left(\sigma^{2}-1\right)}{E_{1} E_{2} r^{6}}+\{1 \leftrightarrow 2\} \tag{2.38}
\end{equation*}
$$

which agrees with known results in the PN [185, 186] and PM [185, 187, 198] expansions.

### 2.3.4.2 Electric Charge

Another application of our approach is the scattering of electrically charged bodies. While this is obviously irrelevant to astrophysical black holes, we can still derive scattering amplitudes of more formal interest. To begin, we consider the interactions of a neutral body of mass $m_{1}=m$ and charge $q_{1}=0$ with an electrically charged body of mass $m_{2}=M$ and charge $q_{2}=Q$ in the test-particle limit, $m \ll M$. We can define a charge-to-mass ratio parameter,

$$
\begin{equation*}
z=\frac{Q^{2}}{4 \pi G M^{2}}, \tag{2.39}
\end{equation*}
$$

for which $0 \leq z \leq 1$. We take $z \ll 1$ to be perturbatively small, i.e., corresponding to a millicharged body.

To compute the geodesic motion we use the Reissner-Nördstrom metric in standard coordinates where

$$
\begin{align*}
& g_{t t}(r)=-\left(1-\frac{R}{r}+\frac{z R^{2}}{4 r^{2}}\right) \\
& g_{r r}(r)=\left(1-\frac{R}{r}+\frac{z R^{2}}{4 r^{2}}\right)^{-1},  \tag{2.40}\\
& g_{\Omega}(r)=1
\end{align*}
$$

We then expand the Hamiltonian up to linear order in the charge-to-mass ratio, $H=H_{0}+z H_{1}$, and solve the geodesic equation in Eq. (2.2) order by order in $z$. At zeroth order in $z, H_{0}$ is obtained by inserting the metric for an uncharged black hole in Schwarzschild coordinates into Eq. (2.5). Meanwhile, at first order we obtain

$$
\begin{equation*}
H_{1}(p, r, J)=\frac{R^{2}\left(m^{2}+2 p^{2}-\frac{J^{2}}{r^{2}}\right)}{8 E r^{2}} \tag{2.41}
\end{equation*}
$$

again truncating to leading PM order. Applying the replacement rule in Eq. (2.19), we trivially obtain the isotropic test-particle Hamiltonian,

$$
\begin{equation*}
H_{1}^{\mathrm{iso}}(p, r)=\frac{R^{2}\left(m^{2}+\frac{3}{2} p^{2}\right)}{8 E r^{2}} \tag{2.42}
\end{equation*}
$$

Boosting to a general frame and lifting to arbitrary mass ratio we obtain

$$
\begin{equation*}
H_{1}^{\mathrm{iso}}\left(P_{1}, P_{2}, r\right)=\frac{G^{2} m_{1}^{2} m_{2}^{3}\left(3 \sigma^{2}-1\right)}{4 E_{1} E_{2} r^{2}}, \tag{2.43}
\end{equation*}
$$

which describes a neutral body interacting with a charged body at lowest order in the charge. The static limit of this expression agrees exactly with [203-206] after
including the charge-to-mass ratio $z=\frac{q_{2}^{2}}{4 \pi G m_{2}^{2}}$ as defined in Eq. (2.39). This result is trivially generalized to include multiple electric and magnetic charges simply by inserting the sum of all charges squared into $z$.

We can verify Eq. (2.42) by mapping to isotropic coordinates at the very beginning of the calculation. In particular, we can apply the diffeomorphism,

$$
\begin{equation*}
r \rightarrow f(r)=r+\frac{R}{2}+\frac{R^{2}}{16 r}(1-z) \tag{2.44}
\end{equation*}
$$

which sends the metric components to

$$
\begin{align*}
& g_{t t}^{\mathrm{iso}}(r)=-\left(\frac{1-\frac{R^{2}}{16 r^{2}}(1-z)}{1+\frac{R}{2 r}+\frac{R^{2}}{16 r^{2}}(1-z)}\right)^{2}  \tag{2.45}\\
& g_{r r}^{\mathrm{iso}}(r)=g_{\Omega}^{\text {iso }}(r)=\left(1+\frac{R}{2 r}+\frac{R^{2}}{16 r^{2}}(1-z)\right)^{2}
\end{align*}
$$

Plugging into the geodesic equation and solving for $H^{\text {iso }}=H_{0}^{\text {iso }}+z H_{1}^{\text {iso }}$ perturbatively in $z$ we obtain exactly Eq. (2.42).

### 2.3.4.3 Electric Charge and Higher Derivative Corrections

Last but not least, we consider the case of a neutral body interacting with a charged body in the presence of both tidal distortion and higher derivative corrections to the Einstein-Maxwell system,

$$
\begin{align*}
& \Delta S= \frac{\xi}{2} \int d^{4} x \sqrt{-g} \\
&\left.+\xi \int a_{1} R^{\mu \nu}+a_{2} g^{\mu \nu} R+a_{3} F^{\mu \rho} F_{\rho}^{\nu}+a_{4} g^{\mu \nu} F_{\rho \sigma} F^{\rho \sigma}\right) \nabla_{\mu} \phi \nabla_{\nu} \phi \\
& {\left[c_{1} R^{2}+c_{2} R_{\mu \nu} R^{\mu \nu}+c_{3} R_{\mu \nu \rho \sigma} R^{\mu \nu \rho \sigma}+c_{4} R F_{\mu \nu} F^{\mu \nu}\right.} \\
&+c_{5} R_{\mu \nu} F^{\mu \rho} F^{\nu}{ }_{\rho}+c_{6} R_{\mu \nu \rho \sigma} F^{\mu \nu} F^{\rho \sigma}+c_{7} F_{\mu \nu} F^{\mu \nu} F_{\rho \sigma} F^{\rho \sigma}  \tag{2.46}\\
&\left.+c_{8} F_{\mu \nu} F^{\nu \rho} F_{\rho \sigma} F^{\sigma \mu}\right]
\end{align*}
$$

where the global prefactor $\xi$ characterizes the overall size of the perturbations. Here we have included tidal corrections on the neutral body, so the geodesic equation is Eq. (2.2) where $\lambda=\xi$ and the tidal operator is

$$
\begin{equation*}
O=\left(a_{1} R^{\mu \nu}+a_{2} g^{\mu \nu} R+a_{3} F^{\mu \rho} F_{\rho}^{\nu}+a_{4} g^{\mu \nu} F_{\rho \sigma} F^{\rho \sigma}\right) P_{\mu} P_{v} \tag{2.47}
\end{equation*}
$$

Of course, tidal interactions of this form can be eliminated with a field redefinition, but this fact will provide a useful consistency check of our final answer. Finally, let
us define natural dimensionless coefficients,

$$
\begin{array}{ll}
b_{1,2}=a_{1,2}, & b_{3,4}=(8 \pi G)^{-1} a_{3,4}, \quad d_{1,2,3}=(8 \pi G) c_{1,2,3},  \tag{2.48}\\
d_{4,5,6}=c_{4,5,6}, & d_{7,8}=(8 \pi G)^{-1} c_{7,8},
\end{array}
$$

for later convenience.
In this setup we consider the dynamics for arbitrary charge-to-mass ratio $z$ but treating the the overall scale of the higher derivative corrections $\xi$ as a small parameter. Since the $d_{i}$ coefficients modify the extremality condition for large black holes they are intimately linked to the weak gravity conjecture [207], which mandates the instability of such objects to avoid remnant pathologies. Motivated by these connections, the linear in $d_{i}$ corrections to the Reissner-Nördstrom metric were computed in [208], and were later used to demonstrate the equivalence of the weak gravity conjecture to certain positivity conditions on black hole entropy [209, 210] that are valid in any tree-level ultraviolet completion of Eq. (2.46). The corrected metric from [208] is

$$
\begin{align*}
& g_{t t}(r)=-\left(1-\frac{R}{r}+\frac{z R^{2}}{4 r^{2}}+\xi F(r)\right), \\
& g_{r r}(r)=\left(1-\frac{R}{r}+\frac{z R^{2}}{4 r^{2}}+\xi G(r)\right)^{-1},  \tag{2.49}\\
& g_{\Omega}(r)=1
\end{align*}
$$

where the perturbation functions to leading PM order are

$$
\begin{align*}
& F(r)=-\frac{z R^{2}}{r^{4}}\left(d_{2}+4 d_{3}-2 d_{4}+d_{6}\right) \\
& G(r)=-\frac{z R^{2}}{r^{4}}\left(2 d_{2}+8 d_{3}+8 d_{4}+3 d_{5}+4 d_{6}\right) \tag{2.50}
\end{align*}
$$

We again expand the Hamiltonian as $H=H_{0}+\xi H_{1}$, this time inserting Eq. (2.47) into Eq. (2.2) for $\lambda=\xi$ and solving order by order in $\xi$. At zeroth order in $\xi$ we obtain the Hamiltonian for a test-particle in the Reissner-Nördstrom background while at linear order we find

$$
\begin{align*}
H_{1}(p, r, J)=\frac{z R^{2}}{E r^{4}} & {\left[m^{2}\left(-\frac{b_{1}}{8}-\frac{b_{3}}{4}-\frac{b_{4}}{2}-\frac{d_{2}}{2}-2 d_{3}+d_{4}-\frac{d_{6}}{2}\right)\right.} \\
& +p^{2}\left(-\frac{3 d_{2}}{2}-6 d_{3}-3 d_{4}-\frac{3 d_{5}}{2}-\frac{5 d_{6}}{2}\right)  \tag{2.51}\\
& \left.+\frac{J^{2}}{r^{2}}\left(-\frac{b_{1}}{4}-\frac{b_{3}}{4}+d_{2}+4 d_{3}+4 d_{4}+\frac{3 d_{5}}{2}+2 d_{6}\right)\right]
\end{align*}
$$

at leading PM order. Again applying Eq. (2.19), we obtain the isotropic gauge Hamiltonian in the test-particle limit,

$$
\begin{align*}
H_{1}^{\mathrm{iso}}(p, r)=\frac{z R^{2}}{E r^{4}} & {\left[m^{2}\left(-\frac{b_{1}}{8}-\frac{b_{3}}{4}-\frac{b_{4}}{2}-\frac{d_{2}}{2}-2 d_{3}+d_{4}-\frac{d_{6}}{2}\right)\right.}  \tag{2.52}\\
& \left.+p^{2}\left(-\frac{3 b_{1}}{16}-\frac{3 b_{3}}{16}-\frac{3 d_{2}}{4}-3 d_{3}-\frac{3 d_{5}}{8}-d_{6}\right)\right]
\end{align*}
$$

Lifting to arbitrary mass ratio and inserting $z=\frac{q_{2}^{2}}{4 \pi G m_{2}^{2}}$, we obtain

$$
\begin{align*}
H_{1}^{\text {iso }}\left(P_{1}, P_{2}, r\right)=\frac{G m_{1}^{2} m_{2} q_{2}^{2}}{4 \pi E_{1} E_{2} r^{4}} & {\left[\left(-\frac{3 b_{1}}{4}-\frac{3 b_{3}}{4}-3 d_{2}-12 d_{3}-\frac{3 d_{5}}{2}-4 d_{6}\right) \sigma^{2}\right.} \\
& \left.+\left(\frac{b_{1}}{4}-\frac{b_{3}}{4}-2 b_{4}+d_{2}+4 d_{3}+4 d_{4}+\frac{3 d_{5}}{2}+2 d_{6}\right)\right] \tag{2.53}
\end{align*}
$$

which describes the dynamics of a neutral and charged body interacting via higher derivative corrections. A similar exercise can be done in the presence of electric and magnetic charges using the perturbed metric computed in [210].

A useful consistency check of Eq. (2.53) comes from invariance of physical quantities under field redefinitions of the graviton in the effective field theory defined by Eq. (2.46). In particular, we consider a redefinition of the metric [209, 211],

$$
\begin{align*}
& g_{\mu \nu} \rightarrow g_{\mu \nu}+\delta g_{\mu \nu} \quad \text { where } \\
& \delta g_{\mu \nu}=r_{1} R_{\mu \nu}+r_{2} g_{\mu \nu} R+8 \pi G\left(r_{3} F_{\mu \rho} F_{\nu}^{\rho}+r_{4} g_{\mu \nu} F_{\rho \sigma} F^{\rho \sigma}\right), \tag{2.54}
\end{align*}
$$

which corresponds to a shift of the tidal coefficients by

$$
\begin{align*}
b_{1} & \rightarrow b_{1}-r_{1} \\
b_{2} & \rightarrow b_{2}-r_{2} \\
b_{3} & \rightarrow b_{3}-r_{3}  \tag{2.55}\\
b_{4} & \rightarrow b_{4}-r_{4}
\end{align*}
$$

and a shift of the higher dimension operator coefficients by

$$
\begin{align*}
& d_{1} \rightarrow d_{1}-r_{1} / 4-r_{2} / 2 \\
& d_{2} \rightarrow d_{2}+r_{1} / 2 \\
& d_{3} \rightarrow d_{3} \\
& d_{4} \rightarrow d_{4}+r_{1} / 8-r_{3} / 4-r_{4} / 2  \tag{2.56}\\
& d_{5} \rightarrow d_{5}-r_{1} / 2+r_{3} / 2 \\
& d_{6} \rightarrow d_{6} \\
& d_{7} \rightarrow d_{7}+r_{3} / 8 \\
& d_{8} \rightarrow d_{8}-r_{3} / 2 .
\end{align*}
$$

We then find that Eq. (2.53) is invariant under Eq. (2.55) and Eq. (2.56), as expected since the isotropic Hamiltonian is proportional to the physical scattering amplitude at leading PM order.

### 2.4 All Orders in $\boldsymbol{G}$

Test-particle dynamics can offer useful consistency checks for higher order PM calculations. In this section we present a prescription for analytically deriving the isotropic gauge Hamiltonian in the test-particle limit for a general tidal moment at all PM orders. From this quantity we then derive closed form expressions for the corresponding scattering amplitudes at all PM orders.

### 2.4.1 Diffeomorphism to Isotropic Coordinates

To begin, we apply a radius-dependent diffeomorphism $r \rightarrow f(r)$ to an initial metric of the form in Eq. (2.3). The transformed line element is

$$
\begin{equation*}
d s^{2}=g_{t t}(f(r)) d t^{2}+g_{r r}(f(r)) f^{\prime}(r)^{2} d r^{2}+g_{\Omega}(f(r)) f(r)^{2} d \Omega \tag{2.57}
\end{equation*}
$$

Any diffeomorphism of the metric will produce a new set of coordinates that automatically preserves the usual Poisson bracket structure of the corresponding phase space variables. Crucially, $f(r)$ can be an implicit function of constants of motion such as the energy $H$ and the angular momentum $J$, so we define

$$
\begin{equation*}
f(r)=r+\lambda c(r, H, J), \quad c(r, H, J)=\sum_{a=0}^{\infty} \sum_{b=0}^{\infty} c_{a b}(r) H^{2 a} J^{2 b} \tag{2.58}
\end{equation*}
$$

By construction, the nontrivial component of the diffeomorphism starts at linear order in the tidal coefficients so it only modifies tidal corrections to the Hamiltonian.


Figure 2.2: To all orders in PM, contributions to the scattering amplitude of a tidally distorted test particle are generated by fan diagrams. Shown here are examples at one-, two-, and three-loop orders.

For our purposes $c(r, H, J)$ will be a polynomial and only a finite number of the $c_{a b}$ coefficients will be nonzero. Note that since $H$ and $J$ are constants of motion, derivatives with respect to $r$ yield $f^{\prime}(r)=1+\lambda c^{\prime}(r, H, J)$, where we define

$$
\begin{equation*}
c^{\prime}(r, H, J)=\sum_{a=0}^{\infty} \sum_{b=0}^{\infty} c_{a b}^{\prime}(r) H^{2 a} J^{2 b}, \tag{2.59}
\end{equation*}
$$

i.e., derivatives do not act on $H$ or $J$.

Earlier, we solved the geodesic equation in Eq. (2.2) to obtain the Hamiltonian at zeroth order in the tidal coefficients $H_{0}(p, r, J)$ in Eq. (2.5). Since the tidal operator enters algebraically as a mass deformation, we can solve Eq. (2.2) at linear order in the tidal coefficient to obtain

$$
\begin{align*}
H(p, r, J)= & \sqrt{-g_{t t}(f(r))} \sqrt{m^{2}-\lambda O\left(p, r, H_{0}, J\right)+\frac{p^{2}-\frac{J^{2}}{r^{2}}}{g_{r r}(f(r)) f^{\prime}(r)^{2}}+\frac{J^{2}}{g_{\Omega}(f(r)) f(r)^{2}}} \\
& +O\left(\lambda^{2}\right) . \tag{2.60}
\end{align*}
$$

Noting the implicit $\lambda$ dependence in $f(r)$, we then decompose Eq. (2.60) as $H=$ $H_{0}+\lambda H_{1}$ and expand to linear order in $\lambda$. Similar to before, any term entering with an explicit factor of $\lambda$ can be simplified since any appearance of $H$ can be replaced with the point-particle Hamiltonian in the absence of tidal effects, $H_{0}$. So concretely, the tidal operator should be evaluated as $O\left(p, r, H_{0}, J\right)$ and the diffeomorphism functions should be evaluated as $c\left(r, H_{0}, J\right)$ and $c^{\prime}\left(r, H_{0}, J\right)$.

While $H_{0}(p, r, J)$ will in general have $J$ dependence we can simplify our calculation by using the isotropic coordinates in Eq. (2.9) for the initial metric before applying the diffeomorphism. We will assume this for the remainder of this section. By contrast, the tidal Hamiltonian $H_{1}(p, r, J)$ has $J$ dependence even if the initial metric is in isotropic coordinates. Since $H_{1}(p, r, J)$ is quite complicated we do not write it explicitly here, but the procedure for computing it is completely mechanical and described above.

In the final step, we solve for the coefficients $c_{a b}(r)$ of the diffeomorphism to exactly cancel all $J$ dependence in $H_{1}(p, r, J)$. We immediately find that $H_{1}(p, r, J)$ is a polynomial in $J$ of finite degree, so only a finite number of terms are needed in the diffeomorphism in Eq. (2.58). Demanding that the coefficient of every positive power of $J$ is zero then produces a set of differential equations for the coefficients $c_{a b}(r)$ in Eq. (2.58). These equations can be solved analytically, yielding closed form expressions for $c_{a b}(r)$, which turn out to be rational functions of the radius $r .{ }^{1}$ Inserting the solved-for diffeomorphism back into $H_{1}(p, r, J)$ yields the tidal Hamiltonian in isotropic coordinates,

$$
\begin{align*}
H_{1}^{\text {iso }}(p, r)= & \frac{g_{t t}^{\text {iso }^{\text {is }}}(r)}{2 H_{0}^{\text {iso }}} O\left(p, r, H_{0}^{\text {iso }}, 0\right)  \tag{2.61}\\
& +\left[\frac{H_{0}^{\text {iso }} g_{t t}^{\text {iso }^{\prime}}(r)}{2 g_{t t}^{\text {is }}(r)}+\frac{p^{2} g_{t t}^{\text {iso }}(r) g_{r r}^{\text {iso }^{\prime}}(r)}{2 H_{0}^{\text {iso }} g_{r r}^{\text {iso }^{\prime}}(r)^{2}}\right] c\left(r, H_{0}^{\text {iso }}, 0\right)  \tag{2.62}\\
& +\frac{p^{2} g_{t t}^{\text {iso }}(r)}{H_{0}^{\text {iso }} g_{r r}^{\text {iso }}(r)} c^{\prime}\left(r, H_{0}^{\text {iso }}, 0\right), \tag{2.63}
\end{align*}
$$

where $c(r, E, J)$ and $c^{\prime}(r, E, J)$ are defined in Eq. (2.58) and Eq. (2.59), and must be solved for to eliminate all $J$ dependence in $H_{1}(p, r, J)$. Explicit expressions for these quantities will be presented in the examples given below. We again emphasize that all components of the initial metric are evaluated in isotropic coordinates. Importantly, every step of this procedure can be performed at all PM orders.

Following the procedure described in Sec. 2.2.2, we obtain the scattering amplitude in the test-particle limit,

$$
\begin{aligned}
& \mathcal{M}_{1}(p, r)=\frac{1}{2 E}\left[g_{r r}^{\text {iso }}(r) O\left(\sqrt{E^{2}+2 E \mathcal{M}_{0}-m^{2}}, r, E, 0\right)\right.
\end{aligned}
$$

$$
\begin{align*}
& \left.-2 g_{r r}^{\text {iso }}(r)\left(m^{2}+\frac{E^{2}}{g_{t t}^{\text {iso }}(r)}\right) c^{\prime}(r, E, 0)\right]+ \text { iteration }, \tag{2.64}
\end{align*}
$$

together with $\mathcal{M}_{0}(p, r)$ as defined in Eq. (2.13). These results are in the test-particle limit and at all orders in PM, and are equivalent to the resummation of the Feynman diagrams shown in Fig. 2.2.

It is straightforward to compute the scattering angle to arbitrarily high PM order from either the Hamiltonian or the scattering amplitude (see for example [97, 98,

[^2]| $\left[\mathcal{E}^{2}\right]$ | $\frac{6144 \rho^{6}\left(768 J^{4} \rho^{4}+48 J^{2} m^{2} \rho^{2}(\rho+1)^{4} R^{2}+m^{4}(\rho+1)^{8} R^{4}\right)}{m^{4}(\rho+1)^{20} R^{8}}$ |
| :--- | :---: |
| $\left[\mathcal{E}^{3}\right]$ | $-\frac{196608 \rho^{9}\left(1152 J^{4} m^{2} \rho^{4}+72 J^{2} m^{4} \rho^{2}(\rho+1)^{4} R^{2}+m^{6}(\rho+1)^{8} R^{4}\right)}{m^{6}(\rho+1)^{26} R^{10}}$ |
| $\left[\mathcal{E}^{4}\right]$ | $\frac{18874368 \rho^{12}\left(768 J^{4} \rho^{4}+48 J^{2} m^{2} \rho^{2}(\rho+1)^{4} R^{2}+m^{4}(\rho+1)^{8} R^{4}\right)^{2}}{m^{8}(\rho+1)^{40} R^{16}}$ |
| $\left[d \mathcal{E}^{2}\right]$ | $\frac{294912(\rho-1)^{2} \rho^{8}\left(2 m^{2} \rho^{2}(\rho+1)^{4} R^{2}\left(96 J^{2}+p^{2} \rho^{2} R^{2}\right)+128\left(10 J^{4} \rho^{4}+J^{2} p^{2} \rho^{6} R^{2}\right)+5 m^{4}(\rho+1)^{8} R^{4}\right)}{m^{4}(\rho+1)^{26} R^{10}}$ |
| $\left[\mathcal{B}^{2}\right]$ | $\frac{294912 J^{2} \rho^{8}\left(16 J^{2} \rho^{2}+m^{2}(\rho+1)^{4} R^{2}\right)}{m^{4}(\rho+1)^{20} R^{8}}$ |

Table 2.1: Tidal operators evaluated on a background Schwarzschild metric in isotropic coordinates. As discussed in the text, since we are working at linear order in the tidal coefficients we have set the energy component of the test-particle momentum to be the Hamiltonian $H_{0}$ in the absence of tidal corrections.

127, 192]). We define the scattering angle as $\chi=\chi_{0}+\lambda \chi_{1}$, where $\chi_{0}$ arises from minimal gravitational coupling and $\chi_{1}$ is the tidal correction at linear order. For $\chi_{0}$ we find

$$
\begin{align*}
\chi_{0}= & \frac{m R\left(2 u^{2}+1\right)}{J u}+\frac{3 \pi m^{2} R^{2}\left(5 u^{2}+4\right)}{16 J^{2}} \\
& +\frac{m^{3} R^{3}\left(64 u^{6}+72 u^{4}+12 u^{2}-1\right)}{12 J^{3} u^{3}}+O\left(R^{4}\right), \tag{2.65}
\end{align*}
$$

where $u=p_{\infty} / m$ and $p_{\infty}$ is the momentum at infinity. In all the examples we consider, we find that $\chi_{1}$ agrees when derived from $H_{1}(p, r, J)$ versus $H_{1}^{\text {iso }}(p, r)$, showing they are gauge equivalent.

### 2.4.2 Examples

Next, let us apply the method just described to the following tidal moment operators:

$$
\begin{equation*}
\left[\mathcal{E}^{2}\right],\left[\mathcal{E}^{3}\right],\left[\mathcal{E}^{4}\right],\left[d \mathcal{E}^{2}\right],\left[\mathcal{B}^{2}\right] \tag{2.66}
\end{equation*}
$$

Here we have defined $\left[d \mathcal{E}^{2}\right]=d \mathcal{E}_{\alpha \beta \gamma} d \mathcal{E}^{\alpha \beta \gamma}$ where $d \mathcal{E}_{\alpha \beta \gamma}=\frac{1}{m^{2}} P^{\mu} P^{\nu} \nabla_{\gamma} C_{\mu \alpha \nu \beta}$. To begin, we evaluate these operators on a background Schwarzschild metric in isotropic coordinates. See App. B for explicit expressions for electric and magnetic Weyl tensors at all PM orders. As noted earlier, since we are working at linear order in the tidal coefficients we can insert $H_{0}$ for the time component of the

| $\left[\mathcal{E}^{2}\right]$ $\left[\mathcal{B}^{2}\right]$ | $\begin{gathered} c_{00}=-\frac{16}{5005 \rho(\rho+1)^{11} m^{2} R^{3}}\left(15015 \rho^{7}+7865 \rho^{6}+429 \rho^{5}-2405 \rho^{4}-1755 \rho^{3}-605 \rho^{2}-105 \rho-7\right) \\ c_{01}=-\frac{512 \rho}{715(\rho+1)^{15} m^{4} R^{5}}\left(6435 \rho^{7}+5005 \rho^{6}+3003 \rho^{5}+1365 \rho^{4}+455 \rho^{3}+105 \rho^{2}+15 \rho+1\right) \\ c_{10}=-\frac{16}{5005(\rho-1)^{2} \rho(\rho+1)^{9} m^{4} R^{3}}\left(105105 \rho^{7}+43615 \rho^{6}-9009 \rho^{5}-17615 \rho^{4}-6825 \rho^{3}\right. \\ \left.-695 \rho^{2}+105 \rho+7\right) \end{gathered}$ |
| :---: | :---: |
| $\left[\mathcal{E}^{3}\right]$ | $\begin{array}{r} c_{00}=\frac{1536}{1616615 \rho(\rho+1)^{17} m^{2} R^{5}}\left(1175720 \rho^{10}+764218 \rho^{9}+239666 \rho^{8}-98192 \rho^{7}-180880 \rho^{6}\right. \\ \\ \left.\quad-124355 \rho^{5}-53599 \rho^{4}-15428 \rho^{3}-2884 \rho^{2}-315 \rho-15\right) \\ c_{01}=\frac{147456 \rho}{323323(\rho+1)^{11} m^{4} R^{7}}\left(352716 \rho^{10}+293930 \rho^{9}+203490 \rho^{8}+116280 \rho^{7}+54264 \rho^{6}+20349 \rho^{5}\right. \\ \left.+5985 \rho^{4}+1330 \rho^{3}+210 \rho^{2}+21 \rho+1\right) \end{array} \quad \begin{array}{r} c_{10}=\frac{1536}{1616615(\rho-1)^{2} \rho(\rho+1)^{15} m^{4} R^{5}}\left(11757200 \rho^{10}+6995534 \rho^{9}+1406342 \rho^{8}-1547816 \rho^{7}-1718360 \rho^{6}\right. \\ \\ \left.-870485 \rho^{5}-253897 \rho^{4}-38836 \rho^{3}-1372 \rho^{2}+315 \rho+15\right) \end{array}$ |
| $\left[d \mathcal{E}^{2}\right]$ | $\begin{array}{r} c_{00}=\frac{768}{1616615 \rho(\rho+1)^{17} m^{2} R^{5}}\left(4849845 \rho^{11}-4555915 \rho^{10}+352716 \rho^{9}+388892 \rho^{8}+339796 \rho^{7}\right. \\ \\ \\ \left.+226100 \rho^{6}+113050 \rho^{5}+41762 \rho^{4}+11039 \rho^{3}+1967 \rho^{2}+210 \rho+10\right) \\ c_{01}=-\frac{49152 \rho}{323323(\rho+1)^{211} m^{4} R^{7}}\left(1939938 \rho^{11}-1587222 \rho^{10}+293930 \rho^{9}+203490 \rho^{8}+116280 \rho^{7}\right. \\ \\ \left.+54264 \rho^{6}+20349 \rho^{5}+5985 \rho^{4}+1330 \rho^{3}+210 \rho^{2}+21 \rho+1\right) \\ c_{10}=-\frac{768}{1616615(\rho-1)^{2} \rho(\rho+1)^{15} m^{4} R^{5}}\left(121246125 \rho^{11}-140351575 \rho^{10}-6113744 \rho^{9}+7795928 \rho^{8}\right. \\ \\ \\ +12684856 \rho^{7}+9405760 \rho^{6}+4318510 \rho^{5}+1262702 \rho^{4} \\ \\ \left.+219051 \rho^{3}+17927 \rho^{2}+210 \rho+10\right) \end{array}$ |

Table 2.2: Coefficients specifying the diffeomorphism in Eq. (2.59) that goes to isotropic coordinates.
four-momentum that defines electric and magnetic Weyl. Our results in terms of $\rho=4 r / R$ are shown in Table. 2.1.

As discussed, by setting all $J$ dependence in $H_{1}(p, r, J)$ to zero we derive a system of differential equations which can be solved to obtain the $c_{a b}(r)$ coefficients in Table. 2.2, where all coefficients not shown are vanishing. The solutions for [ $\mathcal{E}^{4}$ ] are too cumbersome to display here but are included in the supplemental material. Note that the solutions for $\left[\mathcal{E}^{2}\right]$ and $\left[\mathcal{B}^{2}\right]$ are the same since the difference of these operators is the Kretschmann scalar, which is independent of $J$.

| $\left[\mathcal{E}^{2}\right]$ |  |
| :---: | :---: |
| $\left[\mathcal{E}^{3}\right]$ | $\begin{aligned} \frac{6144}{1616615 m^{4}(\rho+1)^{28} R^{6} H_{0}^{10}} & {\left[2 1 2 8 m ^ { 4 } ( \rho - 1 ) \rho \left(12155 \rho^{9}+7293 \rho^{7}+1547 \rho^{6}-1547 \rho^{5}-1785 \rho^{4}-935 \rho^{3}\right.\right.} \\ & \left.-289 \rho^{2}-51 \rho-4\right)(\rho+1)^{8}+2 m^{2} p^{2}(\rho-1) \rho^{3}\left(51731680 \rho^{11}-13873496 \rho^{10}\right. \\ & +24043474 \rho^{9}+7746186 \rho^{8}-1224816 \rho^{7}-2568496 \rho^{6}-1146327 \rho^{5} \\ & \left.-164787 \rho^{4}+48412 \rho^{3}+23548 \rho^{2}+3073 \rho+45\right)(\rho+1)^{4} \\ & +p^{4}(\rho-1) \rho^{6}\left(94057600 \rho^{12}-42854994 \rho^{11}+33404014 \rho^{10}+12290150 \rho^{9}\right. \\ & +341734 \rho^{8}-2042329 \rho^{7}-875273 \rho^{6}-38437 \rho^{5}+73675 \rho^{4}+17703 \rho^{3}- \\ & \left.\left.1193 \rho^{2}-765 \rho-45\right)\right] \end{aligned}$ |
| $\left[d \mathcal{E}^{2}\right.$ | $\begin{aligned} \frac{-3072}{1616615 m^{4}(\rho+1)^{28} R^{6} H_{0}^{10}} & {\left[1 0 6 4 m ^ { 4 } ( \rho - 1 ) \rho \left(364650 \rho^{10}-875160 \rho^{9}+838695 \rho^{8}-376805 \rho^{7}\right.\right.} \\ & \left.+13923 \rho^{6}+23205 \rho^{5}+17255 \rho^{4}+7905 \rho^{3}+2295 \rho^{2}+391 \rho+30\right)(\rho+1)^{8} \\ & +2 m^{2} p^{2}(\rho-1) \rho^{3}\left(484984500 \rho^{12}-1168812645 \rho^{11}+1130895675 \rho^{10}\right. \\ & -492156392 \rho^{9}+23740500 \rho^{8}+31407228 \rho^{7}+20575100 \rho^{6}+7936110 \rho^{5} \\ & \left.+1617546 \rho^{4}+43225 \rho^{3}-49959 \rho^{2}-7350 \rho+30\right)(\rho+1)^{4} \\ & +p^{4}(\rho-1) \rho^{6}\left(848722875 \rho^{13}-2214027725 \rho^{12}+2178109479 \rho^{11}\right. \\ & -849478049 \rho^{10}+32687600 \rho^{9}+37685056 \rho^{8}+22228214 \rho^{7}+7028518 \rho^{6} \\ & \left.\left.+558467 \rho^{5}-421925 \rho^{4}-157773 \rho^{3}-19637 \rho^{2}-510 \rho-30\right)\right] \end{aligned}$ |
| $\left[\mathcal{B}^{2}\right]$ | $\begin{array}{\|l} \frac{-64}{5005 m^{4}(\rho+1)^{22} R^{4} H_{0}^{50}} \end{array} \quad\left[520 m^{4}(\rho-1) \rho\left(462 \rho^{5}+198 \rho^{4}-33 \rho^{3}-77 \rho^{2}-33 \rho-5\right)(\rho+1)^{8}\right)$ |

Table 2.3: Contribution to the isotropic Hamiltonian $H_{1}$ from tidal operators at all PM orders.

From our results in Table. 2.1 and Table. 2.2, we assemble the isotropic test-particle Hamiltonian from Eq. (2.61) as well as the scattering amplitude from Eq. (2.64). The tidal corrections to the isotropic Hamiltonian and the scattering amplitude (modulo iterations) are summarized in Table. 2.3 and Table. 2.4. We emphasize again that these results are valid at all PM orders in the test-particle limit. However, we have verified that our expressions for $\left[\mathcal{E}^{2}\right]$ and $\left[\mathcal{B}^{2}\right]$ are consistent with the 3PM results of [177] in the test-particle limit.

Last but not least, as a check of our results we compute the tidal corrections to the scattering angle at several PM orders for both $H_{1}(p, r, J)$ and $H_{1}^{\text {iso }}(p, r)$ and find that they agree, thus establishing their physical equivalence at that order. These

| $\left[\mathcal{E}^{2}\right]$ | $\begin{aligned} \frac{64}{5005 E m^{4}(\rho-1)^{5} \rho^{6}(\rho+1)^{8} R^{4}} & {\left[E ^ { 4 } ( \rho + 1 ) ^ { 4 } \left(525525 \rho^{9}-53625 \rho^{8}+226512 \rho^{7}+16952 \rho^{6}\right.\right.} \\ & \left.-26598 \rho^{5}-4090 \rho^{4}+3240 \rho^{3}+464 \rho^{2}-231 \rho-21\right) \\ & +m^{4}\left(165165 \rho^{8}+12870 \rho^{7}+20592 \rho^{6}+20098 \rho^{5}+13390 \rho^{4}\right. \\ & \left.+6050 \rho^{3}+1760 \rho^{2}+294 \rho+21\right)(\rho-1)^{5} \\ & -2 E^{2} m^{2}(\rho+1)^{2}\left(225225 \rho^{9}-102960 \rho^{8}+65637 \rho^{7}+16809 \rho^{6}\right. \\ & \left.\left.+3367 \rho^{5}+2865 \rho^{4}+775 \rho^{3}-501 \rho^{2}-252 \rho-21\right)(\rho-1)^{2}\right] \end{aligned}$ |
| :---: | :---: |
| $\left[\mathcal{E}^{3}\right]$ | $\begin{aligned} \frac{-6144}{1616615 E m^{4}(\rho-1)^{5} \rho^{6}(\rho+1)^{14} R^{6}} & {\left[E ^ { 4 } ( \rho + 1 ) ^ { 4 } \left(94057600 \rho^{12}-42854994 \rho^{11}+33404014 \rho^{10}\right.\right.} \\ & +12290150 \rho^{9}+341734 \rho^{8}-2042329 \rho^{7}-875273 \rho^{6}-38437 \rho^{5} \\ & \left.+73675 \rho^{4}+17703 \rho^{3}-1193 \rho^{2}-765 \rho-45\right) \\ & +m^{4}\left(16460080 \rho^{11}+1352078 \rho^{10}+2188648 \rho^{9}+2278442 \rho^{8}\right. \\ & +1777792 \rho^{7}+1073975 \rho^{6}+501676 \rho^{5}+177821 \rho^{4}+46144 \rho^{3} \\ & \left.+8239 \rho^{2}+900 \rho+45\right)(\rho-1)^{5}-2 E^{2} m^{2}(\rho+1)^{2}\left(42325920 \rho^{12}\right. \\ & -28981498 \rho^{11}+9360540 \rho^{10}+4543964 \rho^{9}+1566550 \rho^{8} \\ & +526167 \rho^{7}+271054 \rho^{6}+126350 \rho^{5}+25263 \rho^{4}-5845 \rho^{3} \\ & \left.\left.-4266 \rho^{2}-810 \rho-45\right)(\rho-1)^{2}\right] \end{aligned}$ |
| $\left[d \mathcal{E}^{2}\right]$ | $\begin{aligned} \frac{3072}{1616615 E m^{4}(\rho-1)^{5} \rho^{6}(\rho+1)^{14} R^{6}} & {\left[E ^ { 4 } ( \rho + 1 ) ^ { 4 } \left(848722875 \rho^{13}-2214027725 \rho^{12}+2178109479 \rho^{11}\right.\right.} \\ & -849478049 \rho^{10}+32687600 \rho^{9}+37685056 \rho^{8}+22228214 \rho^{7} \\ & +7028518 \rho^{6}+558467 \rho^{5}-421925 \rho^{4}-157773 \rho^{3}-19637 \rho^{2} \\ & -510 \rho-30)+m^{4}\left(266741475 \rho^{11}-274089725 \rho^{10}\right. \\ & -6231316 \rho^{9}-4458692 \rho^{8}-2665396 \rho^{7}-1311380 \rho^{6} \\ & -520030 \rho^{5}-161462 \rho^{4}-37639 \rho^{3}-6167 \rho^{2}-630 \rho \\ & -30)(\rho-1)^{6}-2 E^{2} m^{2}(\rho+1)^{2}\left(363738375 \rho^{13}\right. \\ & -1045215080 \rho^{12}+1047213804 \rho^{11}-357321657 \rho^{10} \\ & +8947100 \rho^{9}+6277828 \rho^{8}+1653114 \rho^{7}-907592 \rho^{6} \\ & -1059079 \rho^{5}-465150 \rho^{4}-107814 \rho^{3}-12287 \rho^{2} \\ & \left.-540 \rho-30)(\rho-1)^{2}\right] \end{aligned}$ |
| $\left[\mathcal{B}^{2}\right]$ | $\begin{aligned} \frac{64}{5005 E m^{4}(\rho-1)^{5} \rho^{6}(\rho+1)^{8} R^{4}} & {\left[E ^ { 4 } ( \rho + 1 ) ^ { 4 } \left(525525 \rho^{9}-53625 \rho^{8}+226512 \rho^{7}+16952 \rho^{6}\right.\right.} \\ & \left.-26598 \rho^{5}-4090 \rho^{4}+3240 \rho^{3}+464 \rho^{2}-231 \rho-21\right) \\ & -m^{4}\left(75075 \rho^{7}+62205 \rho^{6}+41613 \rho^{5}+21515 \rho^{4}+8125 \rho^{3}\right. \\ & \left.+2075 \rho^{2}+315 \rho+21\right)(\rho-1)^{6}-2 E^{2} m^{2}(\rho+1)^{2}\left(225225 \rho^{9}\right. \\ & -102960 \rho^{8}+65637 \rho^{7}+16809 \rho^{6}+3367 \rho^{5}+2865 \rho^{4}+775 \rho^{3} \\ & \left.\left.-501 \rho^{2}-252 \rho-21\right)(\rho-1)^{2}\right] \end{aligned}$ |

Table 2.4: Contribution to the scattering amplitude $\mathcal{M}_{1}$ from tidal operators at all PM orders.


Table 2.5: Contribution to the scattering angle $\chi_{1}$ from tidal operators at several PM orders.
scattering angles are presented in Table. 2.5. The Hamiltonian, amplitude, and scattering angle for $\left[\mathcal{E}^{4}\right]$ are included in the supplementary material.

### 2.5 Conclusions

Geodesic motion encodes all the kinematic data needed to reconstruct any scattering process mediated by fan diagrams, i.e., topologies in which only propagators of one of the bodies is present. In this work we have exploited this fact to derive the complete conservative dynamics-in the form of amplitudes and isotropic Hamiltonians-at leading PM order in various scenarios which deviate perturbatively from the minimal setup of a black hole binary system in general relativity. As we have demonstrated, our approach only entails simple algebraic manipulations and can be applied to a wide range of examples such as tidal operators and higher derivative corrections to gravitational or electromagnetic interactions. Furthermore, we have derived a method for computing the test-particle scattering amplitude to all PM orders, which could offer a useful check of higher PM calculations.

Note: During the completion of this project we learned of the interesting concurrent
work of Ref. [198], which has similar results at leading PM order obtained via direct evaluation of multi-loop scattering amplitudes. Their approach is nicely complementary to our own and where our results overlap they agree completely. We thank the authors of Ref. [198] for sharing their work with us before submission.

## EFFECTIVE FIELD THEORY FOR EXTREME MASS RATIO BINARIES

This chapter reproduces the contents of the publication: Clifford Cheung, Julio Parra-Martinez, Ira Z. Rothstein, Nabha Shah, and Jordan Wilson-Gerow. Phys. Rev. Lett. 132, 091402 - Published 29 February 2024.

### 3.1 Introduction

The landmark observation of gravitational waves by LIGO and Virgo [100] has sparked a scientific revolution in the fields of astrophysics and gravitation. The recent discovery of a stochastic gravitational wave background by NANOGrav [212] has added fuel to this fire.

In parallel with these longstanding experimental efforts is a decades-long theoretical program to derive the ab initio predictions of general relativity (GR). This endeavor has generated numerous lines of attack, including numerical relativity (NR) [62, 213, 214], effective one body (EOB) theory [60], self-force (SF) methods [215217], and perturbative post-Newtonian (PN) calculations using traditional methods in GR [218] and effective field theory (EFT) [65]. More recently, the modern scattering amplitudes program [15, 219-223] has been retooled towards these efforts in what is known as the post-Minkowskian (PM) expansion [20, 32, 34, 37, 40, 94-$96,176,224-236]$. Of course, all of these approaches are highly complementary (see, e.g., [41, 190, 191, 237-251]).

Looking to the future, we can expect new insights into the physics of ultracompact binaries and extreme mass ratio inspirals (EMRIs) from the proposed LISA experiment [252, 253]. However, the EMRI problem is intractable in the vast majority of theoretical approaches, including NR, PN, and PM. The only extant theoretical approach to the EMRI problem is SF theory, which uses a hybrid of analytical and numerical approaches to calculate the motion of a small companion orbiting a much heavier body, as an expansion in their mass ratio,

$$
\begin{equation*}
\lambda=\frac{m_{L}}{m_{H}} . \tag{3.1}
\end{equation*}
$$

In SF theory, the light body induces a perturbation of the black hole spacetime, which then reacts back onto the light body, and so on and so forth (cf. some
reviews [215-217] and state of the art computations at $O(\lambda)$, or 1SF, for generic bound orbits in Kerr [254, 255] and at $O\left(\lambda^{2}\right)$, or 2 SF , for quasicircular orbits in Schwarzschild [256-258]).

In this letter we revisit the classic problem of describing the dynamics of a heavy and light body as a systematic expansion in their mass ratio, $\lambda$. Notably, in the limit of vanishing $\lambda$, many physical systems are analytically solvable. For example, in the textbook solution to the Rutherford scattering problem, high-energy alpha particles impinge on a gold nucleus described entirely by a rigid $1 / r$ background. Of course, this description is only valid in the limit that the gold nucleus is infinitely heavy-which begs the question, how does one systematically compute the leading nontrivial correction in $\lambda$ ? Can this effect be encoded as an operator added to the theory of a $1 / r$ background?

Analogous logic holds for gravity. The limit of vanishing mass ratio corresponds to the OSF dynamics of a probe particle in geodesic motion on a Schwarzschild background. These background dynamics are understood analytically to all orders in perturbation theory. But is there an operator that encodes the 1SF order corrections, and so on and so forth?

Here we offer an affirmative answer to this question in the context of massive, gravitationally interacting point particles. At 1SF order, the dynamics are described by a standard background field theory of a light particle worldline coupled to graviton fluctuations in a Schwarzschild background, supplemented by a "recoil operator" encoding the wobble of the background black hole induced by its interactions with the light particle:

$$
\begin{equation*}
S_{\text {recoil }}=-\frac{m_{H}}{2} \int d \tau \delta \Gamma_{H}^{\mu}\left(\bar{x}_{H}\right) \frac{1}{\partial_{\tau}^{2}} \delta \Gamma_{H \mu}\left(\bar{x}_{H}\right) . \tag{3.2}
\end{equation*}
$$

Here we have defined $\delta \Gamma_{H}^{\mu}\left(\bar{x}_{H}\right)=\dot{\bar{x}}_{H}^{\alpha} \dot{\bar{x}}_{H}^{\beta} \delta \Gamma_{\alpha \beta}^{\mu}\left(\bar{x}_{H}\right)$ and $\delta \Gamma_{\alpha \beta}^{\mu}=\Gamma_{\alpha \beta}^{\mu}-\bar{\Gamma}^{\mu}{ }_{\alpha \beta}$ is the difference between the connection and its background value. Physically, Eq. (3.2) is generated by integrating out the fluctuations of the heavy body trajectory at 1SF. In our framework, the 2SF and higher order analogs of the recoil operator can be systematically computed as well.

The key insight in our analysis is to reinterpret the known analytic formulas of classical GR for the Schwarzschild metric and the geodesics of probe particles as implicit resummations of an infinite class of Feynman diagrams in flat space graviton perturbation theory [94, 105, 259]. In particular, the Schwarzschild background,
$\bar{g}_{\mu \nu}(x)=\eta_{\mu \nu}+\bar{\gamma}_{\mu \nu}(x)$, is given by the infinite sum of flat-space Feynman diagrams that compute the graviton one-point function induced by a heavy particle:

$$
\begin{equation*}
\left.\bar{\gamma}_{\mu \nu}=\{+\}^{\theta}+\theta\right\}+\theta+\cdots, \cdots \tag{3.3}
\end{equation*}
$$

Similarly, the trajectories of geodesics implicitly encode an infinite set of flat-space Feynman diagrams describing interactions of light and heavy particles.

Of course, it is far easier to manipulate known analytic solutions in classical GR than to build them order by order in point particle perturbation theory. For this reason, we exactly invert the sequence of logic of [105], and use the Schwarzschild metric and geodesic trajectories to extract perturbative information. In doing so, we can perform PM calculations in a streamlined way that should pay dividends at high PM orders.

Crucially, having ascertained which flat space Feynman diagrams are resummed by the dynamics of a classical probe, we immediately see that there are missing contributions-and at 1SF order these are entirely accounted for by the recoil operator in Eq. (3.2). Furthermore, by explicitly framing classical GR in terms of flat space perturbation theory, we can use standard tools such as dimensional regularization to deal with point-like or self-energy divergences.

Applying our framework - which at 1 SF is simply the background field method plus a recoil operator-we derive old and new results governing conservative gravitational dynamics up to 3PM accuracy. In particular, we compute the radial action for two massive, gravitationally interacting particles without spin, including the effects of scalar or vector fields which are coupled directly to the light body. While the results of the present work are limited to 1 SF gravity, a longer forthcoming work (see Chapter 4), will contain many technical details on the systematic derivation of the EFT at 1SF, 2SF, and beyond, as well as applications to non-gravitational theories.

### 3.2 Basic Setup

We begin with the Einstein-Hilbert action coupled to a pair of massive particles [20, 176, 260],

$$
\begin{equation*}
S=-\frac{1}{16 \pi G} \int d^{4} x \sqrt{-g} R-\sum_{i=L, H} \frac{m_{i}}{2} \int d \tau \dot{x}_{i}^{\mu} \dot{x}_{i}^{v} g_{\mu \nu}\left(x_{i}\right), \tag{3.4}
\end{equation*}
$$

where we work in mostly minus metric throughout. Here we have gauge fixed the einbein to unity, so $\dot{x}_{i}^{2}=1$.

Our construction is based on expanding the trajectories and metric about their 0SF values,

$$
\begin{equation*}
x_{i}^{\mu}=\bar{x}_{i}^{\mu}+\delta x_{i}^{\mu} \quad \text { and } \quad g_{\mu \nu}=\bar{g}_{\mu \nu}+\delta g_{\mu \nu} . \tag{3.5}
\end{equation*}
$$

Here $\bar{x}_{i}^{\mu} \sim \bar{g}_{\mu \nu} \sim O\left(\lambda^{0}\right)$ are explicit functions describing 0SF dynamics of a probe in a Schwarzschild background. Meanwhile, $\delta x_{i}^{\mu} \sim \delta g_{\mu \nu} \sim O\left(\lambda^{1}\right)$ are dynamical modes controlling all contributions at 1 SF and higher ${ }^{1}$. In particular, $\delta x_{i}^{\mu}$ is the deviation from geodesic motion, while $\delta g_{\mu \nu}$ is the graviton perturbation propagating in a Schwarzschild background. Inserting Eq. (3.5) into Eq. (3.4), the action becomes literally that of the background field method, so $S=S_{\mathrm{BF}}\left[\bar{g}, \delta g, \bar{x}_{L}, \delta x_{L}, \bar{x}_{H}, \delta x_{H}\right]$.

An important conceptual point now arises. In standard SF theory, the totality of the dynamics is described by a background field action $S_{\mathrm{BF}}\left[\bar{g}, \delta g, \bar{x}_{L}, \delta x_{L}\right]$ in which the only degrees of freedom are the geodesic deviation of the light worldline, $\delta x_{L}^{\mu}$, and the fluctuation graviton, $\delta g_{\mu \nu}$. How can such a theory emerge from our starting point of a pair of gravitationally interacting point particles, which we have just shown is described by $S_{\mathrm{BF}}\left[\bar{g}, \delta g, \bar{x}_{L}, \delta x_{L}, \bar{x}_{H}, \delta x_{H}\right]$ ? What happened to the heavy particle? Furthermore, how do we make sense of singular self-force contributions in background field method such as $\bar{g}_{\mu \nu}\left(\bar{x}_{H}\right)$ ? As we will see, while the standard SF theory is perfectly fine, these naive confusions can be explained and handled quite simply in our setup.

### 3.3 Background Field Theory as Resummation

Let us first consider the dynamics at 0SF order, corresponding to an infinite mass ratio between the heavy and light particles. In this limit the heavy particle is undeflected, so it travels on an inertial trajectory,

$$
\begin{equation*}
\bar{x}_{H}^{\mu}(\tau)=u_{H}^{\mu} \tau, \tag{3.6}
\end{equation*}
$$

while serving as a point source for the background gravitational field, which is the boosted Schwarzschild metric.

Famously, this metric can be computed order by order using graviton perturbation theory about flat space [105]. Concretely, the Feynman diagrams shown in Eq. (3.3) form the one-point function of the flat space graviton, which is equal to the difference between the Schwarzschild metric and the flat metric. The precise choice of coordinates for the resulting metric are dictated by the choice of field basis and
${ }^{1}$ Note that the action itself can have explicit powers of $\lambda$, e.g., in the contribution to Eq. (3.4) from the light particle.
gauge fixing in the original flat space perturbative formulation. This essential procedure has been refined and reformulated in many contexts, for instance using modern amplitudes methods [94, 259]. In the present work, we will use the boosted Schwarzschild metric in isotropic gauge,

$$
\begin{equation*}
\bar{g}_{\mu \nu}(x)=f_{+}(r)^{4} \eta_{\mu \nu}+\left[\frac{f_{-}(r)^{2}}{f_{+}(r)^{2}}-f_{+}(r)^{4}\right] u_{H \mu} u_{H \nu} \tag{3.7}
\end{equation*}
$$

where $f_{ \pm}(r)=1 \pm \frac{r_{S}}{4 r}$. Here $r=\sqrt{\left(u_{H} x\right)^{2}-x^{2}}$ is the boosted radial distance from the black hole center and $r_{S}=2 G m_{H}$ is the Schwarzschild radius. Expanding the metric in powers of Newton's constant,

$$
\begin{align*}
\bar{\gamma}_{\mu \nu}(x)= & \frac{r_{S}}{r}\left(\eta_{\mu \nu}-2 u_{H \mu} u_{H \nu}\right) \\
& +\frac{1}{8}\left(\frac{r_{S}}{r}\right)^{2}\left(3 \eta_{\mu v}+u_{H \mu} u_{H \nu}\right)+\cdots, \tag{3.8}
\end{align*}
$$

we obtain the one-point function of the flat space graviton at all orders in the PM expansion.

Note that none of this implies that the Schwarzschild solution of GR is not a vacuum solution. Rather, the claim is that the PM expansion of the Schwarzschild metric coincides order by order with the gravitational field of an inertial point source.

Now, let us move on to the light particle, whose 0SF trajectory is a probe geodesic in a Schwarzschild spacetime. While these trajectories are analytically soluble [247, 261], their closed-form expressions are better known in parametric form, i.e., $r(\theta)$, rather than in explicit time domain, i.e., $r(\tau)$ and $\theta(\tau)$. Nevertheless, starting from the known parametric solutions one can mechanically extract the time domain expression for the probe trajectory order by order in the PM expansion, $\bar{x}_{L}^{\mu}=\sum_{k=0}^{\infty} \bar{x}_{k}^{\mu}$, where the first few terms in isotropic coordinates are

$$
\begin{align*}
\bar{x}_{0}^{\mu}= & b^{\mu}+u_{L}^{\mu} \tau, \\
\bar{x}_{1}^{\mu}= & \frac{r_{S} \operatorname{arcsinh}\left(\frac{v \tau}{b}\right)\left(\sigma\left(2 v^{2}-1\right) u_{H}^{\mu}+u_{L}^{\mu}\right)}{2 v^{3}}  \tag{3.9}\\
& -\frac{r_{S}\left(2 v^{2}+1\right) \sqrt{b^{2}+v^{2} \tau^{2}} b^{\mu}}{2 b^{2} v^{2}} .
\end{align*}
$$

Here $\sigma=u_{H} u_{L}, v=\left(\sigma^{2}-1\right)^{1 / 2}, b=\sqrt{\left|b_{\mu} b^{\mu}\right|}$ is the impact parameter, and the trajectories have been computed with time-symmetric boundary conditions. As we will see, the above 0PM and 1PM expressions are sufficient to compute up to 3PM in the conservative dynamics. As described in App. C, these geodesic trajectories can
be used to directly extract data about corresponding perturbative Feynman diagrams in flat space.

In summary, background metrics and geodesic trajectories can be straightforwardly distilled into remarkably simple PM integrands for perturbative calculations at higher orders. This will be explained in detail in Chapter 4.

### 3.4 Black Hole Recoil

The last puzzle piece is the recoil of the black hole background. When we center a static Schwarzschild black hole at the origin, it stays there for all eternity, past and future. As a result, the background metric is secretly defined in the rest frame of the physical black hole, which need not be an inertial frame. Indeed, at 1 SF order, the light particle should induce a nonzero deflection of the heavy particle.

In the context of standard SF theory, this subtle effect is accounted for by the nonradiating part of the metric perturbations, captured in the low multipole moments [262,263] whose computation requires imposing suitable boundary conditions at the event horizon.

Since our starting point is a point particle effective field theory, there is an easier way: simply compute the path integral over the geodesic deviation of the heavy particle, $\delta x_{H}^{\mu}$. At 1 SF order this is a Gaussian integral which can be done exactly, yielding exactly the recoil operator in Eq. (3.2). The corrections at 2SF order and higher are similarly computed in a mechanical fashion.

To summarize, the background field theory defined by a light particle worldline interacting with fluctuation gravitons in a Schwarzschild background is not equivalent to a theory of heavy and light particles interacting gravitationally. To match the latter, one must supplement the former with the recoil operator. Doing so yields our main result, which is the action for our EFT of extreme mass ratios at 1SF order,

$$
\begin{equation*}
S_{\mathrm{EFT}}=S_{\mathrm{BF}}\left[\bar{g}, \delta g, \bar{x}_{L}, \delta x_{L}\right]+S_{\text {recoil }} . \tag{3.10}
\end{equation*}
$$

This quantity is precisely the standard background field action for the light particle interacting with fluctuating gravitons in a Schwarzschild background, plus the recoil operator in Eq. (3.2). See App. C for a summary of the Feynman rules in this EFT. Note that a key advantage of the recoil operator is that it obviates the need to iteratively solve for the deflection of the heavy particle and its concomitant corrections to the background spacetime.

Since the recoil operator has a $1 / \partial_{\tau}^{2}$ pole, it requires a choice of boundary conditions, which corresponds to an $i \epsilon$ prescription for the $\delta x_{H}^{\mu}$ propagator. For the present work, we only consider conservative scattering, for which the propagator for the heavy particle fluctuation never goes on-shell and the choice of $i \epsilon$ is thus immaterial (see Chapter 4 for details). Here we use the Feynman prescription for simplicity, but more generally one should deploy the recoil operator with the $i \epsilon$ prescription appropriate to the physical process in question.

From the viewpoint of traditional EFT, it is somewhat peculiar to integrate out states to generate a nonlocal operator. One usually restricts consideration to a kinematic regime in which such effects becomes effectively local—and indeed for the conservative region this is the case. Still, one might reasonably worry about power counting ambiguities stemming from these nonlocal interactions. Nevertheless, since the masses of particles are effectively coupling constants in the worldline formalism, higher order insertions of nonlocal operators such as the recoil operator are suppressed in the SF expansion.

### 3.5 Self-Energy and Regularization

Our derivation of the recoil operator in Eq. (3.2) actually entails a critical subtlety involving self-energy and its regularization. Strictly speaking, the equation for the heavy particle geodesic in its own Schwarzschild background is

$$
\begin{equation*}
\ddot{\bar{x}}_{H}^{\mu}+\bar{\Gamma}_{\alpha \beta}^{\mu}\left(\bar{x}_{H}\right) \dot{\bar{x}}_{H}^{\alpha} \dot{\tilde{x}}_{H}^{\beta}=0 . \tag{3.11}
\end{equation*}
$$

The second term is singular because it involves the background connection at the position of the heavy particle.

In traditional SF theory, self-energy divergences of this type afflict the light particle dynamics. However, in the present context of point particle effective field theory, all such divergences are trivially eliminated using dimensional regularization. In particular, any self-energy divergence ultimately arises in perturbation theory as a self-energy diagram. For example, the self-energy contribution from the Newton potential arises from the $r \rightarrow 0$ limit of $1 / r \sim \int d^{3-2 \epsilon} q e^{i q r} / q^{2}$. However, taking the limit inside the integral yields a scaleless integrand that vanishes by definition in dimensional regularization.

The upshot here is that we can simply drop all PM corrections involving the background metric evaluated at $\bar{x}_{H}$, so dimensional regularization effectively sets $\bar{g}_{\mu \nu}\left(\bar{x}_{H}\right)=\eta_{\mu \nu}$ and $\bar{\Gamma}^{\mu}{ }_{\alpha \beta}\left(\bar{x}_{H}\right)=\bar{R}_{\mu \nu \alpha \beta}\left(\bar{x}_{H}\right)=0$. While these equations may appear


Figure 3.1: Background-field Feynman diagrams contributing to the 1SF radial action. The circles denote the light geodesic source $(L)$ and the heavy recoil operator $(H)$. The double lines denote background field propagators for the graviton (wavy) and the scalar or vector fields (straight).
at odds with general covariance, they are not. Rather, the statement is that formally $\bar{g}_{\mu \nu}\left(\bar{x}_{H}\right)$ is generally covariant, but its difference from $\eta_{\mu \nu}$ at the point $\bar{x}_{H}$ is zero in dimensional regularization. Note that numerous terms have been dropped in the recoil operator in Eq. (3.2) on account of dimensional regularization. Furthermore, the indices of the recoil operator are implicitly contracted with flat space metrics, rather than the divergent background metric. As we will see later on, this prescription exactly yields known correct results for the conservative dynamics.

### 3.6 Gravitational Scattering with Additional Fields

Our effective field theory can also be used to compute new results at 1 SF order. As it turns out, the SF theory community has a particular interest in a model in which the gravitational action in Eq. (3.4) is supplemented with a massless scalar or vector which couple directly to the light particle but interact only gravitationally with the heavy particle [e.g. 247, 264]. This is a well-known toy model for the full gravitational SF problem. Thus we add to Eq. (3.4) the additional scalar and vector contributions,

$$
\begin{align*}
S_{\Phi, A}= & \int d^{4} x \sqrt{-g}\left[\frac{1}{2} \nabla_{\mu} \Phi \nabla^{\mu} \Phi+\frac{1}{2} \xi R \Phi^{2}-\frac{1}{4} F_{\mu \nu} F^{\mu \nu}\right] \\
& -m_{L} \int d \tau\left[y_{L} \Phi\left(x_{L}\right)+z_{L} A_{\mu}\left(x_{L}\right) \dot{x}_{L}^{\mu}\right] \tag{3.12}
\end{align*}
$$

For generality we have included a nonminimal coupling of the scalar to gravity.
Since the heavy particle does not couple directly to the new fields, the recoil operator is unaffected. However, new contributions to scattering are induced by the gravitational interactions of the scalar and vector fields sourced by the light particle. At 1SF these arise solely from the background field diagrams.

### 3.7 Calculation of the Radial Action

As a consistency check of our formalism, we will calculate the radial action for conservative dynamics at 1 SF order. The radial action is a convenient gaugeinvariant quantity encoding the conservative scattering dynamics. Moreover, it is a generating function for the time-delay and scattering angle. Common approaches to the PM radial action involve applying simple maps to scattering amplitudes [224, 225] or to momentum impulses [98, 99]. Here, we will instead directly calculate the radial action by evaluating the "on-shell" value of the EFT action in Eq. (3.10), which physically corresponds to plugging in the solutions to the classical equation of motion. The resulting object is the radial action, which takes the form

$$
\begin{equation*}
\left.S_{\mathrm{EFT}}\right|_{\mathrm{on}-\text { shell }}=r_{S} m_{L} \sum_{n=0} \lambda^{n} I_{n}, \tag{3.13}
\end{equation*}
$$

where $n$ labels the order in the SF expansion and each $I_{n}$ contains all orders in $G$. In what follows we perturbatively expand the 1 SF contribution $I_{1}$ in powers of $G$.

In the language of quantum field theory, Eq. (3.13) is calculated by evaluating the path integral over all the particle and graviton degrees of freedom. At 1SF order, the radial action is equal to the sum of connected tree diagrams in which the light body sources a graviton, which propagates in the full Schwarzschild background, has an arbitrary number of recoil operator insertions, and then returns to the light body. These manipulations are equivalent to the Feynman rules in App. C.

Notably, the resulting tree diagrams effectively generate loop integrals arising from Fourier transforms in the worldline trajectories. These integrals can be easily evaluated in dimensional regularization using integration-by-parts (IBP) identities [222] and canonical differential equations [223], as explained, e.g., in [25]. Since we are focusing on conservative dynamics, and up to 3PM order, there are no tail effects to handle; we can expand all loop momenta in the potential region. Diagrams with more than one recoil operator insertion vanish in the potential region, and thus the 1SF dynamics up to 3PM order are computed by the first two diagrams in Fig. 3.1. At higher PM orders tail effects mandate that we supplement these diagrams by the appropriate number of recoil operator insertions while extending the loop integration to include contributions from the ultrasoft region.

The final result for the 1SF-3PM radial action, including scalar and vector
contributions, is

$$
\begin{align*}
I_{1}= & \frac{r_{S}}{b} \frac{3 \pi}{16} \frac{5 \sigma^{2}-1}{\sqrt{\sigma^{2}-1}} \\
& +\frac{r_{S}^{2}}{b^{2}}\left(\frac{\sigma\left(36 \sigma^{6}-114 \sigma^{4}+132 \sigma^{2}-55\right)}{12\left(\sigma^{2}-1\right)^{5 / 2}}+\frac{\left(-4 \sigma^{4}+12 \sigma^{2}+3\right) \operatorname{arccosh} \sigma}{2\left(\sigma^{2}-1\right)}\right) \\
& -\frac{r_{A}}{b} \frac{\pi}{8} \frac{3 \sigma^{2}-1}{\sqrt{\sigma^{2}-1}}-\frac{r_{S} r_{A}}{b^{2}}\left(\frac{\sigma\left(8 \sigma^{4}-28 \sigma^{2}+23\right)}{12\left(\sigma^{2}-1\right)^{3 / 2}}+\frac{\left(2 \sigma^{2}+1\right) \operatorname{arccosh} \sigma}{\left(\sigma^{2}-1\right)}\right) \\
& -\frac{r_{\Phi}}{b} \frac{\pi}{8} \frac{\sigma^{2}-1+4 \xi}{\sqrt{\sigma^{2}-1}}-\frac{r_{S} r_{\Phi}}{b^{2}} \frac{\sigma\left(2 \sigma^{4}-\sigma^{2}-1+\xi\left(6 \sigma^{2}-3\right)\right)}{6\left(\sigma^{2}-1\right)^{3 / 2}} \tag{3.14}
\end{align*}
$$

where we have introduced the scalar and vector charge radii, $r_{\Phi}=y_{L}^{2} m_{H} /(4 \pi)$, $r_{A}=z_{L}^{2} m_{H} /(4 \pi)$.

This is in agreement with the radial action inferred from scattering angles previously reported in the literature [96, 244]. The 3PM scalar result with $\xi=0$ agrees with the recently reported result derived via scattering amplitudes [248], while the 3PM vector result is new. The 2 PM results pass an additional check, which is that taking $\lambda=1$ gives the 2PM radial action in the probe limit for trajectories in certain charged black hole backgrounds (see Chapter 4).

A highly nontrivial check of our EFT is that the 2SF-3PM radial action must agree with the 0SF-3PM radial action [195]. Although we have not presented the 2SF Feynman rules, they are straightforwardly derived by expanding the action one further order in the mass ratio. To check consistency, we have indeed carried out this expansion and computed the complete 2SF-3PM radial action for the model above, including gravitation as well as the toy scalar and photon. The result exactly matches the probe limit in the appropriate background as required for consistency of our approach (see Chapter 4).

### 3.8 Conclusions

Our EFT framework leaves numerous avenues for future exploration. First and foremost, it is of utmost importance to see if there is a direct relation, if any, to current approaches to black hole recoil in standard SF theory, which involve a socalled "matter-mediated" force [265]. Perhaps by connecting our results with those ideas, our EFT can have a more direct application to existing SF results. Secondly, it would be interesting to generalize our results beyond the case of Schwarzschild, which corresponds to a heavy, spinless, minimally coupled particle. Here a natural
extension would be to include spin by considering a Kerr background. Another option would be to study a background sourced by a neutron star, or an electrically charged particle. In all of these cases, the recoil operator will change, simply because the propagation of the heavy particle will be modified.

Third, it should be relatively straightforward to apply our EFT to the nonconservative sector, i.e., to the dynamics of gravitational radiation. Since the recoil operator is simply a nonlocal in time correction to the graviton propagator, it can be readily included in any PM calculation for graviton emission.

Last but not least, we should note that the general approach of this work-that we can systematically derive corrections to background field method from flat space perturbation theory-can also be applied outside the context of gravity. Here a natural target is the the study of fluid mechanics. In this case, the long-range force carrier is the fluid velocity, the backgrounds are classical solutions to the NavierStokes equations, and the probe particles are worldlines that are minimally coupled to the fluid.

Note: While this paper was at a late stage we learned of the upcoming work [266] on a framework for self-force using scattering amplitudes in curved space. We thank the authors for coordinating release of their work.

## BACKREACTING ON THE BACKGROUND FIELD METHOD

Contents of this chapter are adapted from an upcoming publication: Clifford Cheung, Julio Parra-Martinez, Ira Z. Rothstein, Nabha Shah, and Jordan WilsonGerow (in preparation).

### 4.1 Introduction

Perturbative quantum field theory typically describes a sparse collection of particles evolving dynamically atop a quiescent vacuum state. As these degrees of freedom begin to pile up, however, this naive picture breaks down. Eventually, their collective behavior is better described by an ambient coherent background, for instance, as characterized by the Coulomb potential or the Schwarzschild metric.

In this condensed regime, one usually adopts a background field method in which each degree of freedom is split between a rigid classical background value and the fluctuations about it. However, it is obvious that such a description will ultimately break down as well, as soon as the field fluctuations carry charge or energy-momentum of the order of the background field itself.

At what point does quantum field theory on the vacuum "end" and quantum field theory on a background "begin"? Here, an important clue can be gleaned from the seminal work of [105], who showed how the Schwarzschild metric can be constructed perturbatively-that is, order by order in the gravitational constant, $G$, - using the standard, expanded Einstein-Hilbert field theory of gravitons interacting in a flat space background. Specifically, the metric is computed from the one-point function of the graviton sourced by a massive scalar point particle. The relevant Feynman diagrams for this calculation are shown in Fig. 4.1. Crucially, this procedure is viable only because the Schwarzschild metric has a regular series expansion in $G$.

The broader takeaway of [105] is that certain classical solutions can be computed, albeit with considerable difficulty, using perturbation theory in a trivial background [267]. Conversely, it is natural to ask whether the reverse procedure-extracting perturbative data from classical solutions-can be systematically leveraged to reorganize and simplify perturbative calculations in a trivial background. After all, the Schwarzschild metric is known explicitly and it manifestly encodes perturbative


Figure 4.1: The series expansion of the Schwarzschild metric, $\bar{g}_{\mu \nu}$, in the gravitational constant, $G$, corresponds to a perturbative computation, in flat space, of the graviton one-point function in the presence of a massive scalar point particle source.
information at arbitrarily high orders in $G$. The geodesic motion of particles in a nontrivial background also carries all orders information in $G$.

Thus, we naturally land on the same question encountered earlier, here framed more sharply: what portion of flat space Feynman diagrams are completely accounted for by a known nontrivial background and the geodesics followed by a test body within it? More importantly, what are the additional contributions not accounted for?

In this paper, we derive a systematic effective field theory that rigorously delineates these contributions and maximally exploits classical backgrounds and trajectories which resum large swaths of perturbation theory. Our system of study will be a light and a heavy point particle of masses, $m_{L}$ and $m_{H}$, interacting via a long-range force carrier. We will apply our methods to both electromagnetism (EM) and general relativity (GR), though we will describe our results here in terms of the latter. The expansion parameter of this effective field theory is the ratio of masses of two interacting bodies,

$$
\begin{equation*}
\lambda=\frac{m_{L}}{m_{H}} . \tag{4.1}
\end{equation*}
$$

In the parlance of existing classical GR approaches to the black hole binary inspiral problem for extreme mass ratios, we refer to the expansion in $\lambda$ as the self-force (SF) expansion.

Let us briefly describe the structure of this effective field theory. We begin by decomposing the graviton field, together with the light and heavy particle trajectories, into its background values and higher order in SF contributions. At OSF order, we use the well-known result that the full gravitational dynamics of the heavy and light particles are described by a probe evolving in a Schwarzschild background. Here, we implicitly view the Schwarzschild background as the 0SF onepoint function of the graviton built perturbatively from the heavy particle, whose 0SF trajectory is that of a static or inertial source. Meanwhile, the OSF trajectory of the light particle is dictated by the geodesic equation. Our effective field theory allows for an intriguing reorganization of flat space perturbation theory in the language of
classical solutions. Perhaps the most interesting calculational tool is the extraction of multiloop integrands directly from the time-domain geodesic trajectories of probe particles and from the Schwarzschild solution.

To determine higher SF orders, we simply expand the action in terms of the background and fluctuation contributions to the appropriate order. In this way, we can systematically calculate to any arbitrary order in the SF expansion. At 1SF order, the fluctuations of the heavy particle become important. However, they enter quadratically into the action so we can integrate them out exactly. The resulting effective action is literally the action for a probe particle interacting with fluctuation gravitons in a Schwarzschild background—plus an additional operator describing the recoil of the heavy particle.

At a technical level, the recoil operator is simply a correction to the two-point function of the graviton. It is nonlocal in time, precisely because the heavy particle is actually a dynamical degree of freedom. Physically, the recoil operator describes how graviton propagation is modified by wobbles of the heavy particle that is sourcing the Schwarzschild background. It must be supplemented to any background field calculation in order to correctly reproduce the results of perturbation theory in a flat background.

A convenient benefit of our approach is a trivial prescription for eliminating wellknown divergences that appear in SF theory. In particular, classical EM and GR are famously plagued by self-energy contributions coming from the electromagnetic or gravitational energy of a source induced by its own field. As we will show explicitly, since all classical dynamics are secretly resummations of perturbative diagrams in a trivial background, we can regulate these annoying divergences using dimensional regularization. While this prescription is standard in treatments of point particle effective theory [65-74], our framework allows us to apply these ideas to dynamics in a nontrivial background.

As a demonstration of the power of our formalism, we present a number of old and new calculations describing the elastic scattering of particles in EM and GR. In particular, we show how the conservative dynamics-as encoded by the on-shell radial action [224, 268, 269]-can be computed more easily in explicit examples at $0 \mathrm{SF}, 1 \mathrm{SF}$, and 2 SF . The radial action encodes the exact same dynamical information as more familiar on-shell scattering amplitudes. For EM and GR, we work in the post-Lorentzian (PL) and post-Minkowskian (PM) expansions, which simply correspond to perturbation theory in the fine structure constant, $\alpha$, and the
gravitational constant, $G$, respectively. In the language of quantum field theory, all of our calculations include contributions up to and including two-loop order and our results match exactly with known results [5, 11, 95, 96, 270, 271]. Note that this agreement relies crucially on the inclusion of the recoil operator-the background field method alone does not yield the correct expression. Afterwards, we present new calculations of the radial action for dyonic scattering at 3PL, and for massive particle scattering in GR where the light particle couples to a scalar or vector field that itself interacts gravitationally. The latter theories are of particular relevance to previous SF studies [247, 248, 265].

A brief outline of our paper is as follows. We begin with an extensive derivation of our effective field theory in the context of EM in Sec. 4.2. This discussion includes the derivation of the effective action at 0SF, 1SF, and 2SF orders, followed by a presentation of the Feynman rules for perturbation theory. We describe the physics of classical resummation, whereby expressions for EM trajectories can be used to extract perturbative multi-loop integrands. We then present a calculation of the radial action for scattering charged particles and dyons. Afterwards, in Sec. 4.3, we generalize all of these results to the case of gravity and perturbative multi-loop integrands are extracted from the Schwarzschild metric and its geodesic trajectories. Furthermore, we present explicit calculations for the radial action for scattering massive particles in GR, with and without the additional scalar and vector fields.

Notation and Conventions: We choose mostly minus metric signature and fix units such that $c=\hbar=1$. We also make use of the notation, $\hat{\delta}(x)=2 \pi \delta(x)$. Where we are not explicitly working in $D$ dimensions, divergent integrals are defined via dimensional regularization. We use the integral notation $\int_{\ell_{1}, \ldots, \ell_{n}}=$ $\int \frac{d^{D} \ell_{1}}{(2 \pi)^{D}} \cdots \int \frac{d^{D} \ell_{n}}{(2 \pi)^{D}}$, and will occasionally take the $D=4$ limit implicitly after integration when the context is unambiguous.

### 4.2 Electromagnetism

In this section, we construct an effective field theory for electromagnetism in which the expansion parameter is the ratio of masses of the interacting particles. Let us briefly outline our plan of attack.

Our starting point is the worldline action for a pair of charged massive scalar particles interacting via an electromagnetic field. Crucially, there are exact expressions governing the 0SF dynamics which corresponds to the limit where the mass of the lighter particle is negligible compared to that of the heavier particle. In this case,
the latter moves in a straight line trajectory, forming a background Coulomb field that governs the orbital motion of the former.

At 1SF, the fluctuations of the heavy particle away from its inertial motion must be taken into account, while the fluctuations of the light particle away from its OSF orbital motion can be ignored. By integrating out the heavy particle fluctuations, we derive a 1 SF recoil operator encoding the backreaction of the heavy particle. This recoil operator is a nonlocal-in-time correction to the propagation of the electromagnetic field. It literally encodes the leading correction to Rutherford scattering in the ratio of masses of the light and heavy particles. This approach generalizes systematically to higher orders. Power counting in the mass ratio, we integrate out fluctuations to the heavy trajectories at higher orders, and explicitly derive the 2 SF recoil operator.

To check our formalism, we compute the radial action for scattering at 0SF, 1 SF , and 2SF-up to 3PL order. The 0SF radial action is a known quantity [271] to all PL orders, which we present in generality in App. E. Meanwhile, we compute the 1 SF radial action at 2 PL and 3PL order and find that it agrees with known results [270, 271]. The first appearance of 2SF contributions are at 3PL order and they match the 0SF-3PL terms upon exchanging the $L, H$ labels.

As another simple application, we compute the 1SF radial action for the scattering of dyonically charged particles at 2PL and 3PL which is a new result.

### 4.2.1 Effective Theory

To begin, let us consider the action describing a pair of charged particles interacting via an electromagnetic field. As described in App. D, we fix the worldline einbein so that the action takes the simple form,

$$
\begin{equation*}
S=-\sum_{i=H, L} m_{i} \int d \tau\left[\frac{1}{2}+\frac{1}{2} \dot{x}_{i}^{2}+z_{i} \dot{x}_{i}^{\mu} A_{\mu}\left(x_{i}\right)\right]-\int d^{4} x\left[\frac{1}{4} F_{\mu v}(x) F^{\mu v}(x)\right] \tag{4.2}
\end{equation*}
$$

where $x_{i}^{\mu}(\tau)$ are the worldline trajectories and $A_{\mu}(x)$ is the photon field. Our worldline gauge fixing enforces the on-shell condition, $\dot{x}_{i}^{2}(\tau)=1$, for physical solutions. Here Eq. (4.2) is written in terms of the charge-to-mass ratios, $z_{i}=q_{i} / m_{i}$, which we assume throughout to be of similar size. This is, of course, not generically true. For example, the charge-to-mass ratios of the electron and proton are very different in magnitude. However, for our purposes, we assume $z_{i}$ of the same magnitude so that the electric forces scale proportionally to mass and the dynamics more closely parallel that of gravity.

The equations of motion for the particles and fields derived from Eq. (4.2) are

$$
\begin{equation*}
\ddot{x}_{i}^{\mu}-z_{i} F^{\mu \nu}\left(x_{i}\right) \dot{x}_{i v}=0 \quad \text { and } \quad \partial_{\mu} F^{\mu \nu}=J^{v}, \tag{4.3}
\end{equation*}
$$

where the electromagnetic current is

$$
\begin{equation*}
J^{\mu}(x)=\sum_{i=H, L} J_{i}^{\mu}(x)=\sum_{i=H, L} z_{i} m_{i} \int d \tau \delta^{4}\left(x-x_{i}\right) \dot{x}_{i}^{\mu} \tag{4.4}
\end{equation*}
$$

There are two very different approaches to solving these equations of motion, which we now discuss. As we will see, these different approaches will yield different intermediate expressions on the way to computing physical observables.

### 4.2.1.1 Post-Lorentzian Expansion about Electromagnetic Vacuum

The most common way to proceed in solving these equations of motion is to expand around the $q_{i}=0$ (or $z_{i}=0$ ) solutions to Eq. (4.3), i.e., straight line trajectories and the electromagnetic vacuum,

$$
\begin{align*}
x_{H}^{\mu} & =u_{H}^{\mu} \tau+b_{H}^{\mu}+\delta x_{H}^{\mu}, \\
x_{L}^{\mu} & =u_{L}^{\mu} \tau+b_{L}^{\mu}+\delta x_{L}^{\mu},  \tag{4.5}\\
A_{\mu} & =0+\delta A_{\mu} .
\end{align*}
$$

The deviations, $\delta x_{H}, \delta x_{L}, \delta A_{\mu}$, are then suppressed by powers of $q_{i}$ (or $z_{i}$ ) and their expressions as a perturbative series in the $q_{i}$ (or $z_{i}$ ) can be determined by iteratively solving the equations of motion. For example, at leading order, one has

$$
\begin{align*}
& \delta x_{i}^{\mu}=z_{i} u_{i v} \frac{1}{\partial_{\tau}^{2}} F^{\mu \nu}\left(b_{i}+u_{i} \tau\right)=0, \\
& \partial_{\mu} \delta F^{\mu \nu}=\sum_{i=H, L} z_{i} m_{i} u_{i}^{v} \int d \tau \delta^{4}\left(x-b_{i}-u_{i} \tau\right), \tag{4.6}
\end{align*}
$$

and higher orders are obtained by expanding the equations of motion yet further about these deviated solutions.

There is nothing intrinsically flawed in this approach. However, since it amounts to building solutions from scratch, it does not leverage any known information about the dynamics. For example, in the limit that one charged particle can be treated as a fixed background, it is known that the exact dynamics of the other particle is Keplerian. The integrability of the dynamics in this limit is not at all obvious from the perturbative expansion described above, let alone being used to
simplify computations. In what follows, we instead build an effective field theory that encodes the solutions to these equations of motion organized in powers of $\lambda$. A crucial ingredient is that many of our manipulations will be all orders in the PL expansion.

### 4.2.1.2 Mass Ratio Expansion in a Background Coulomb Field

The key observation is that we can solve the equations of motion exactly in the limit where $\lambda=0$, describing the so called OSF dynamics. In this limit, the light particle decouples from the electromagnetic current in Eq. (4.4). Hence, there are no forces in play and the heavy particle moves in an inertial, straight line trajectory,

$$
\begin{equation*}
\bar{x}_{H}^{\mu}(\tau)=u_{H}^{\mu} \tau \tag{4.7}
\end{equation*}
$$

where $u_{H}$ is the heavy particle velocity. At the same time, the heavy particle sources an ambient boosted Coulomb field as per the equation of motion,

$$
\begin{equation*}
\partial_{\mu} \bar{F}^{\mu v}=\square \bar{A}^{v}=\bar{J}_{H}^{v}=z_{H} m_{H} \int d \tau u_{H}^{v} \delta^{4}\left(x^{\mu}-u_{H}^{\mu} \tau\right), \tag{4.8}
\end{equation*}
$$

written here in Lorenz gauge $\partial_{\mu} \bar{A}^{\mu}(x)=0$. This has a well-known solution,

$$
\begin{equation*}
\bar{A}_{\mu}(x)=\frac{z_{H} m_{H} u_{H \mu}}{4 \pi r}, \tag{4.9}
\end{equation*}
$$

where $r=\sqrt{\left(u_{H} x\right)^{2}-x^{2}}$ is the boosted radius.
Meanwhile, the light particle equation of motion at OSF is

$$
\begin{equation*}
\ddot{\bar{x}}_{L}^{\mu}-z_{L} \bar{F}^{\mu \nu}\left(\bar{x}_{L}\right) \dot{\bar{x}}_{L v}=0 . \tag{4.10}
\end{equation*}
$$

The 1SF corrections induce fluctuations away from the 0SF solutions,

$$
\begin{equation*}
x_{i}^{\mu}=\bar{x}_{i}^{\mu}+\delta x_{i}^{\mu} \quad \text { and } \quad A_{\mu}=\bar{A}_{\mu}+\delta A_{\mu} . \tag{4.11}
\end{equation*}
$$

Since $\bar{x}_{i}^{\mu}$ and $\bar{A}_{\mu}$ are exact 0 SF solutions valid at $O\left(\lambda^{0}\right)$, we know that the fluctuation degrees of freedom are effectively 1 SF objects and scale as

$$
\begin{equation*}
\delta x_{i}^{\mu} \sim \delta A_{\mu} \sim O\left(\lambda^{1}\right) \tag{4.12}
\end{equation*}
$$

when they are set to their on-shell configurations. ${ }^{1}$
${ }^{1}$ The fluctuations here are not to be confused with those in Eq. (4.5) as, here, we are expanding about nontrivial background solutions rather than the free theory solutions. Henceforth, the fluctuations we refer to will always be about this nontrivial background.

Why we even want the 0SF trajectory for the light particle may not be apparent. However, as we will shortly see, the 1SF action only depends on the light particle via this OSF trajectory. In particular, we will show how the OSF trajectory secretly encodes the 1SF, all PL order dynamics.

### 4.2.1.3 Self Force Divergences and Dimensional Regularization

At this point, let us comment on the subtlety of self-energy contributions to the heavy particle. Consider the heavy particle action at 0 SF ,

$$
\begin{equation*}
\bar{S}_{H}=-m_{H} \int d \tau\left[\frac{1}{2}+\frac{1}{2} \dot{\bar{x}}_{H}^{2}+z_{H} \dot{\bar{x}}_{H}^{\mu} \bar{A}_{\mu}\left(\bar{x}_{H}\right)\right] \tag{4.13}
\end{equation*}
$$

with the corresponding equation of motion,

$$
\begin{equation*}
\ddot{\tilde{x}}_{H}^{\mu}-z_{H} \bar{F}^{\mu v}\left(\bar{x}_{H}\right) \dot{\bar{x}}_{H v}=0 . \tag{4.14}
\end{equation*}
$$

If we attempt to evaluate the heavy effective action on the solution to the OSF equations of motion, we find singular terms. Equivalently, in the equation of motion we have $\bar{F}^{\mu \nu}\left(\bar{x}_{H}\right)$ being evaluated at $r=0$, corresponding to the effect on the heavy particle from its own Coulomb field.

In the usual approach to classical dynamics, one must devise a regularization scheme to subtract this self-energy or self-force contribution. In our setup, we view the background trajectories and field configurations to literally be a repackaging of flat space dynamics. In this picture, $\bar{F}^{\mu \nu}\left(\bar{x}_{H}\right)$ corresponds precisely to a potential photon mode that is emitted and then reabsorbed by the heavy worldline. As usual, such terms yield self-energy contributions which are absorbed through the mass counterterm. Effectively, we can discard $\bar{F}^{\mu \nu}\left(\bar{x}_{H}\right)$ wherever it appears. More generally, we are permitted to drop any contributions which arise in the flat space theory from potential photons emitted and reabsorbed by the heavy particle. The upshot is that the heavy particle equation of motion essentially becomes $\ddot{\tilde{x}}_{H}^{\mu}=0$, with the solution, Eq. (4.7).

To explain our choice of regularization scheme it is instructive to pedantically recall how the solution in Eq. (4.9) arises using the language of Feynman diagrams. In Lorenz gauge, the solution to Eq. (4.8) is given by the single Feynman diagram which equals the propagator integrated against the source,

$$
\begin{equation*}
\bar{A}_{v}(x)=\int d^{4} y G_{v \mu}(x-y) \bar{J}_{H}^{\mu}(y) \tag{4.15}
\end{equation*}
$$

As is customary, we can evaluate this in momentum space, where the heavy source is simply

$$
\begin{equation*}
\bar{J}_{H}^{\mu}(q)=z_{H} m_{H} u_{H}^{\mu} \hat{\delta}\left(u_{H} q\right) \tag{4.16}
\end{equation*}
$$

and the Lorenz gauge propagator is ${ }^{2}$

$$
\begin{equation*}
G_{\mu \nu}(q)=-\frac{\eta_{\mu \nu}}{q^{2}} . \tag{4.17}
\end{equation*}
$$

The solution to the equations of motion is then simply,

$$
\begin{equation*}
\bar{A}_{v}(q)=-z_{H} m_{H} u_{H} \frac{\hat{\delta}\left(u_{H} q\right)}{q^{2}} \tag{4.18}
\end{equation*}
$$

whose Fourier transform yields Eq. (4.9). In the language of Feynman diagrams, the singular term in Eq. (4.13) is a contribution to the classical self-energy,

$$
\begin{align*}
\underbrace{?}=i \bar{S}_{H} & =\frac{-i}{2} \int d^{4} x d^{4} y \bar{J}_{H}^{\mu}(x) G_{\mu \nu}(x-y) \bar{J}_{H}^{v}(y) \\
& =-i T \frac{z_{H}^{2} m_{H}^{2}}{2} \int \frac{d^{4} q}{(2 \pi)^{4}}\left(-\frac{\hat{\delta}\left(u_{H} q\right)}{q^{2}}\right), \tag{4.19}
\end{align*}
$$

where $T=2 \pi \delta(0)$ is the total time integral. The coefficient of $-i T$, i.e., the energy, is indeed ultraviolet divergent due to the integration over large values of $q$. For instance, a cutoff regularization gives

$$
\begin{equation*}
\int_{|q|<\Lambda} \frac{d^{4} q}{(2 \pi)^{4}} \frac{\hat{\delta}\left(u_{H} q\right)}{q^{2}} \sim \Lambda . \tag{4.20}
\end{equation*}
$$

This linear divergence corresponds to the $r=0$ singularity in Eq. (4.13). Of course, this can be explicitly reabsorbed by a mass counterterm. However, note that the divergence is power-like, so we can instead use a dimensional regulator in which the integral is analytically continued to general dimension $D$. The great advantage of this choice is that, by definition, dimensional regularization sets all power divergences to zero,

$$
\begin{equation*}
\int \frac{d^{D} q}{(2 \pi)^{D}} \frac{\hat{\delta}\left(u_{H} q\right)}{q^{2}}=0 \tag{4.21}
\end{equation*}
$$

In other words, in dimensional regularization we find that

$$
\begin{equation*}
\bar{A}_{v}\left(\bar{x}_{H}\right)=0 . \tag{4.22}
\end{equation*}
$$

${ }^{2}$ The choice of $i \epsilon$-prescription is immaterial for this computation.

This is an important simplification which will become crucial when we study the gravitational case. To reiterate, the renormalized heavy particle action at 0SF is simply that of a free particle,

$$
\begin{equation*}
\bar{S}_{H}=-m_{H} \int d \tau\left[\frac{1}{2}+\frac{1}{2} \dot{\bar{x}}_{H}^{2}\right] \tag{4.23}
\end{equation*}
$$

and we will end up dropping this contribution as it contains no dynamical information.

### 4.2.1.4 OSF Dynamics

In this work we will focus on conservative scattering dynamics, for which the gauge invariant quantity of interest is the scattering angle. Practically though, we will actually just compute the on-shell action from which the scattering angle follows by simple differentiation.

Inserting the SF expanded trajectories and fields in Eq. (4.11) into the action in Eq. (4.2), we now compute

$$
\begin{equation*}
S=\bar{S}+\sum_{n=1}^{\infty} S^{(n)} \tag{4.24}
\end{equation*}
$$

where $n$ denotes the SF order and $\bar{S}$ is simply the action evaluated on the $O\left(\lambda^{0}\right)$ solutions. The renormalized 0SF action is

$$
\begin{equation*}
\bar{S}=-m_{H} \int d \tau\left[\frac{1}{2}+\frac{1}{2} \dot{\bar{x}}_{H}^{2}+\lambda\left(\frac{1}{2}+\frac{1}{2} \dot{\bar{x}}_{L}^{2}+z_{L} \dot{\bar{x}}_{L}^{\mu} \bar{A}_{\mu}\left(\bar{x}_{L}\right)\right)\right] \tag{4.25}
\end{equation*}
$$

and all dependence on the dynamical fluctuation modes are contained in the $S^{(n)}$. Note the suppression of the probe particle action by a factor of $\lambda$ compared to that of the heavy particle and background Coulomb field. Thus, the leading nontrivial SF contribution, $S^{(1)}$, starts at $O\left(\lambda^{2}\right)$.

Let us first focus on the OSF dynamics in $D=4$ dimensions. The heavy particle is nondynamical in this limit, and all dynamics are governed by the single-particle action,

$$
\begin{equation*}
S=-m_{L} \int d \tau\left[\frac{1}{2}+\frac{1}{2} \dot{\bar{x}}_{L}^{2}+z_{L} \dot{\bar{x}}_{L}^{\mu} \bar{A}_{\mu}\left(x_{L}\right)\right] \tag{4.26}
\end{equation*}
$$

in a background Coulomb electric field, Eq. (4.9). The equation of motion is just the Lorentz force equation. Rather than working in Cartesian components explicitly, one naturally uses the fact that the background is static and isotropic to focus only on planar motion. One also uses the conserved energy and angular momentum,

$$
\begin{equation*}
E=m_{L}\left(\dot{t}+z_{L} A_{0}\right) \quad \text { and } \quad J=m_{L} r^{2} \dot{\phi} \tag{4.27}
\end{equation*}
$$

to simplify down to a one-dimensional central force problem. The remaining radial equation of motion is also a first-order ordinary differential equation coming simply from the on-shell condition,

$$
\begin{equation*}
\dot{r}^{2}=\left(\frac{E-q_{L} \bar{A}_{0}(r)}{m_{L}}\right)^{2}-\frac{J^{2}}{r^{2}}-1 . \tag{4.28}
\end{equation*}
$$

In $D=4$, one can write exact solutions for the orbital trajectories, $r(\phi)$, as this is just Keplerian motion [268, 272]. For general $D$, we outline how to solve these equations perturbatively in App. D. In practice, depending on the observable one is interested in, the explicit solutions need not be computed.

In upcoming sections on higher SF corrections, we will need to make use of explicit trajectory solutions in order to compute the on-shell action. However, while we restrict to OSF in this section, we can use textbook classical mechanics to evaluate the on-shell action as a straightforward radial action integral (see App. D),

$$
\begin{equation*}
\bar{S}=2 \int_{r_{\min }}^{\infty} d r\left|p_{r}(r, E, J)\right| \tag{4.29}
\end{equation*}
$$

The radial conjugate momentum is readily solved for from the on-shell condition, giving

$$
\begin{equation*}
\left|p_{r}\right|=\left[\left(E-q_{L} A_{0}(r)\right)^{2}-m_{L}-\frac{J^{2}}{r^{2} m_{L}^{2}}\right]^{1 / 2} \tag{4.30}
\end{equation*}
$$

Passing to orbital parameters more convenient for scattering,

$$
\begin{equation*}
\sigma=\frac{E}{m} \quad \text { and } \quad b=\frac{J}{m\left(\sigma^{2}-1\right)^{1 / 2}}, \tag{4.31}
\end{equation*}
$$

we evaluate the radial action integral to 3PM order (see App. E),

$$
\begin{align*}
\bar{S}= & -b m_{L}\left(\sigma^{2}-1\right)^{1 / 2}-\frac{2 m_{L} r_{c} \sigma \log \left(\tilde{\mu} b e^{\frac{-1}{D-4}}\right)}{\sqrt{\sigma^{2}-1}}  \tag{4.32}\\
& +\frac{\pi m_{L} r_{c}^{2}}{2 b \sqrt{\sigma^{2}-1}}+\frac{m_{L} r_{c}^{3} \sigma\left(2 \sigma^{2}-3\right)}{3 b^{2}\left(\sigma^{2}-1\right)^{5 / 2}}
\end{align*}
$$

where $\tilde{\mu}$ is a reference mass scale, and the infrared divergence in $D=4$ is the familiar Coulomb logarithm-it is a physical divergence in the time delay, but does not affect the scattering angle.

As we generalize to higher SF orders, we no longer know the exact expression for the radial momentum. However, we will still be able to compute the on-shell action
in terms of diagrammatics, and the symmetries of the problem ensure that the radial action still serves as a generating function for the scattering angle. Since we wish to fix the energy and angular momentum of the solutions but do not, a priori, know the interaction potential, we must be sure to use causal propagators so that the integrals of motion can be specified by their values in the asymptotic past when the particles are decoupled.

### 4.2.1.5 1SF Dynamics

Considering that the 0 SF action was secretly $O(\lambda)$ due to the light particle terms, let us now consider the various contributions to the action up to $O\left(\lambda^{2}\right)$ which requires expanding only up to quadratic order in the fluctuations. First, the action for the electromagnetic field becomes

$$
\begin{equation*}
-\int d^{4} x\left[\frac{1}{4} F_{\mu \nu} F^{\mu \nu}\right]=-\int d^{4} x\left[\frac{1}{4} \bar{F}_{\mu \nu} \bar{F}^{\mu \nu}+\frac{1}{2} \delta F_{\mu \nu} \bar{F}^{\mu \nu}+\frac{1}{4} \delta F_{\mu \nu} \delta F^{\mu \nu}\right] \tag{4.33}
\end{equation*}
$$

where $\delta F_{\mu \nu}=\partial_{\mu} \delta A_{\nu}-\partial_{\nu} \delta A_{\mu}$ and the second term on the R.H.S., $\frac{1}{2} \delta F_{\mu \nu} \bar{F}^{\mu \nu}$, will cancel with other terms in the action because $\bar{F}_{\mu \nu}$ satisfies its equation of motion.

Next, consider the contributions to the action from the worldlines,

$$
\begin{align*}
-\int d \tau & {\left[\frac{1}{2}+\frac{1}{2} \dot{x}_{i}^{2}+z_{i} \dot{x}_{i}^{\mu} A_{\mu}\left(x_{i}\right)\right] } \\
=-\int d \tau & {\left[\frac{1}{2}+\frac{1}{2} \dot{\bar{x}}_{i}^{2}+z_{i} \dot{\bar{x}}_{i}^{\mu} \bar{A}_{\mu}\left(\bar{x}_{i}\right)\right.}  \tag{4.34}\\
& +\delta \dot{x}_{i} \dot{\bar{x}}_{i}+z_{i} \delta x_{i}^{\mu} \dot{\bar{x}}_{i}^{\prime} \bar{F}_{\mu \nu}\left(\bar{x}_{i}\right)+z_{i} \dot{\bar{x}}_{i}^{\mu} \delta A_{\mu}\left(\bar{x}_{i}\right) \\
& +\frac{1}{2} \delta \dot{x}_{i}^{2}+z_{i} \delta x_{i}^{\mu} \dot{\bar{x}}_{i}^{\nu} \delta F_{\mu \nu}\left(\bar{x}_{i}\right)+\frac{1}{2} z_{i} \delta x_{i}^{\mu} \delta \dot{x}_{i}^{v} \bar{F}_{\mu \nu}\left(\bar{x}_{i}\right) \\
& \left.+\frac{1}{2} z_{i} \delta x_{i}^{\rho} \delta x_{i}^{\mu} \dot{\bar{x}}_{i}^{v} \partial_{\rho} \bar{F}_{\mu \nu}\left(\bar{x}_{i}\right)+\cdots\right],
\end{align*}
$$

where the ellipses are higher than quadratic order in the fluctuation. It will be useful to look at the contributions from the heavy and light worldlines separately since they will be treated differently. In particular, for the heavy particle and light particle we
have

$$
\begin{align*}
-\int d \tau & {\left[\frac{1}{2}+\frac{1}{2} \dot{x}_{H}^{2}+z_{i} \dot{x}_{H}^{\mu} A_{\mu}\left(x_{H}\right)\right] } \\
=-\int d \tau & {\left[\frac{1}{2}+\frac{1}{2} \dot{\bar{x}}_{H}^{2}+z_{H} \dot{\bar{x}}_{H}^{\mu} \bar{A}_{\mu}\left(\bar{x}_{H}\right)\right.} \\
& +\delta \dot{x}_{H} \dot{\bar{x}}_{H}+z_{H} \delta x_{H}^{\mu} \dot{\bar{x}}_{H}^{v} \bar{F}_{\mu \nu}\left(\bar{x}_{H}\right)+z_{H} \dot{\bar{x}}_{H}^{\mu} \delta A_{\mu}\left(\bar{x}_{H}\right) \\
& +\frac{1}{2} \delta \dot{x}_{H}^{2}+z_{H} \delta x_{H}^{\mu} \dot{\vec{x}}_{H}^{v} \delta F_{\mu \nu}\left(\bar{x}_{H}\right)+\frac{1}{2} z_{H} \delta x_{H}^{\mu} \delta \dot{x}_{H}^{v} \bar{F}_{\mu \nu}\left(\bar{x}_{H}\right) \\
& \left.+\frac{1}{2} z_{H} \delta x_{H}^{\rho} \delta x_{H}^{\mu} \dot{\bar{x}}_{H}^{v} \partial_{\rho} \bar{F}_{\mu \nu}\left(\bar{x}_{H}\right)+\cdots\right], \\
=-\int d \tau & {\left[\frac{1}{2}+\frac{1}{2} \dot{x}_{L}^{2}-z_{L} \dot{x}_{L}^{\mu} A_{\mu}\left(x_{L}\right)\right] }  \tag{4.35}\\
=-\int d \tau & {\left[\frac{1}{2}+\frac{1}{2} \dot{\bar{x}}_{L}^{2}+z_{L} \dot{\bar{x}}_{L}^{\mu} \bar{A}_{\mu}\left(\bar{x}_{L}\right)\right.} \\
& +\delta \dot{x}_{L} \dot{\bar{x}}_{L}+z_{L} \delta x_{L}^{\mu} \dot{\dot{x}}_{L}^{v} \bar{F}_{\mu \nu}\left(\bar{x}_{L}\right)+z_{L} \dot{\dot{x}}_{L}^{\mu} \delta A_{\mu}\left(\bar{x}_{L}\right) \\
& +\frac{1}{2} \delta \dot{x}_{L}^{2}+z_{L} \delta x_{L}^{\mu} \dot{\bar{x}}_{L}^{v} \delta F_{\mu \nu}\left(\bar{x}_{L}\right)+\frac{1}{2} z_{L} \delta x_{L}^{\mu} \delta \dot{x}_{L}^{v} \bar{F}_{\mu \nu}\left(\bar{x}_{L}\right) \\
& \left.+\frac{1}{2} z_{L} \delta x_{L}^{\rho} \delta x_{L}^{\mu} \dot{\vec{x}}_{L}^{v} \partial_{\rho} \bar{F}_{\mu \nu}\left(\bar{x}_{L}\right)+\cdots\right] .
\end{align*}
$$

Several of these terms will be dropped. Terms with $\bar{A}_{\mu}\left(\bar{x}_{H}\right)$ or $\bar{F}_{\mu \nu}\left(\bar{x}_{H}\right)$ arise when a background Coulomb field is emitted and then reabsorbed by the heavy line. Since this corresponds to a self-energy diagram, we drop them. Meanwhile, the first term in the second line of terms contributing to the heavy particle action, $\delta \dot{x}_{H} \dot{\bar{x}}_{H}$, vanishes because the background heavy particle trajectory satisfies its equation of motion, the last term in the same line, $z_{H} \dot{\bar{x}}_{H}^{\mu} \delta A_{\mu}\left(\bar{x}_{H}\right)$, combines with the term from the action for the electromagnetic field to vanish on the equation of motion for $\bar{F}_{\mu \nu}$, and the first two terms in the second line of terms contributing to the light particle action, $\delta \dot{x}_{L} \dot{\bar{x}}_{L}+z_{L} \delta x_{L}^{\mu} \dot{\bar{x}}_{L}^{v} \bar{F}_{\mu \nu}\left(\bar{x}_{L}\right)$, vanish because the background light particle trajectory satisfies its equation of motion.

Last, but not least, we can also drop the terms which encode the dynamical propagation of the light particle fluctuation, i.e., terms in the last two lines of the light particle action contributions. Crucially, since the light particle action is suppressed by an overall factor of $m_{L}$, which is manifestly $O\left(\lambda^{1}\right)$, these terms that are quadratic in the light particle fluctuations scale as $O\left(\lambda^{3}\right)$ in the action, and are thus subleading to 1SF. Thus, we enjoy an enormous simplification: the deviation of the light particle from its USF trajectory can be ignored for any computation of the leading 1 SF effects.

Putting together the terms in Eq. (4.33) and Eq. (4.35) that are relevant to the leading 1 SF dynamics, the fluctuation action is

$$
\begin{align*}
S^{(1)}= & -m_{H} \int d \tau\left[\frac{1}{2} \delta \dot{x}_{H}^{2}+z_{H} \delta x_{H}^{\mu} \dot{\bar{x}}_{H}^{v} \delta F_{\mu \nu}\left(\bar{x}_{H}\right)+\lambda z_{L} \dot{\bar{x}}_{L}^{\mu} \delta A_{\mu}\left(\bar{x}_{L}\right)\right] \\
& -\int d^{4} x\left[\frac{1}{4} \delta F_{\mu \nu} \delta F^{\mu \nu}\right] . \tag{4.36}
\end{align*}
$$

We note again that the light particle's coupling to the gauge field had an explicit factor of $\lambda$, so we only needed to expand that term to linear order in fluctuations. Typically, when expanding an action about a background solution, the terms which are linear in fluctuations vanish simply because we are expanding about a solution. However, in our situation, we must emphasize that $\bar{A}_{\mu}$ is a solution in the $\lambda \rightarrow 0$ limit, i.e., it did not account for the light particle source, and we have to keep a term that is linear in $\delta A_{\mu}$.

The interactions in $S^{(1)}$ all have a very simple physical interpretation. In particular, this action describes a fluctuation photon that is dynamical and couples to two sources. The first source is the 0SF trajectory of the light particle. The second source is the heavy particle, which also is dynamical.

With this interpretation in mind, let us write the fluctuation action as

$$
\begin{align*}
S^{(1)}= & -m_{H} \int d \tau\left[\frac{1}{2} \delta \dot{x}_{H}^{2}+z_{H} \delta x_{H}^{\mu} \dot{\vec{x}}_{H}^{v} \delta F_{\mu \nu}\left(\bar{x}_{H}\right)\right] \\
& -\int d^{4} x\left[\frac{1}{4} \delta F_{\mu \nu} \delta F^{\mu \nu}+\delta A_{\mu} \bar{J}_{L}^{\mu}\right] \tag{4.37}
\end{align*}
$$

where the light particle 0SF current is

$$
\begin{equation*}
\bar{J}_{L}^{\mu}(x)=\lambda z_{L} m_{H} \int d \tau \delta^{4}\left(x-\bar{x}_{L}\right) \dot{\bar{x}}_{L}^{\mu} . \tag{4.38}
\end{equation*}
$$

We emphasize again that, for the 1SF dynamics, we can completely ignore the light particle fluctuations away from geodesic motion.

It would be perfectly fine to simply compute observables using $\delta S$. However, provided that we are not interested in heavy body observables and are instead interested in light body deflection, the conservative scattering angle, or radiated waveforms/fluxes, it will be more convenient to derive an even simpler effective theory by integrating out the heavy particle fluctuations completely. The resulting theory will then describe a light particle worldline and a photon fluctuation field propagating in a background electromagnetic field. At 0SF, such a procedure
trivially generates the action for a charged probe evolving in the field of the inertial heavy source. However, with our 1SF corrections, there is an additional effectencoded in a term we dub the recoil operator-which accounts for the underlying dynamical propagation of the heavy particle.

Conveniently, at 1 SF order, $S^{(1)}$ is quadratic in $\delta x_{H}^{\mu}$ and we can integrate out this mode exactly. Performing the path integral over $\delta x_{H}^{\mu}$ we obtain, up to constant normalization,

$$
\begin{align*}
& \int\left[d \delta x_{H}\right] \exp \left(-i m_{H} \int d \tau\left[\frac{1}{2} \delta \dot{x}_{H}^{2}+z_{H} \delta x_{H}^{\mu} \dot{\bar{x}}_{H}^{v} \delta F_{\mu \nu}\left(\bar{x}_{H}\right)\right]\right)  \tag{4.39}\\
& =\exp \left(i S_{\text {recoil }}^{(1)}\right)
\end{align*}
$$

where $S_{\text {recoil }}^{(1)}$ is the electromagnetic recoil operator, with the superscript denoting the SF order. To compute this operator, we use the fact that, for a Gaussian integral, we can simply set the fluctuation to its solution under the equations of motion. Variation of Eq. (4.37) with respect to the heavy particle fluctuation gives,

$$
\begin{equation*}
\delta \ddot{x}_{H}^{\mu}-z_{H} \delta F^{\mu \nu}\left(\bar{x}_{H}\right) \dot{\bar{x}}_{H \nu}=0, \tag{4.40}
\end{equation*}
$$

which, as expected, is simply the equation for the heavy worldline expanded to 1SF. Plugging this back into Eq. (4.37) we obtain the recoil operator,

$$
\begin{equation*}
S_{\text {recoil }}^{(1)}=-\frac{1}{2} z_{H}^{2} m_{H} \int d \tau \dot{\bar{x}}_{H}^{\alpha} \delta F_{\alpha \mu}\left(\bar{x}_{H}\right) \frac{1}{\partial_{\tau}^{2}} \dot{\bar{x}}_{H}^{\beta} \delta F_{\beta}{ }^{\mu}\left(\bar{x}_{H}\right) . \tag{4.41}
\end{equation*}
$$

This gauge invariant operator encodes the dynamical propagation of the heavy particle as a nonlocal-in-time correction to photon propagation localized exactly at the position of the heavy particle. Note that, since $S_{\text {recoil }}^{(1)} \sim$ $\int d \tau \delta E_{\mu}\left(\bar{x}_{H}\right) \partial_{\tau}^{-2} \delta E^{\mu}\left(\bar{x}_{H}\right)$, we can view the recoil operator as a polarizability operator on the heavy worldline that is nonlocal in time. The nonlocality makes this operator sufficiently different from true polarizability operators that we will not push on this analogy further. However, we note that, while a photon does not scatter off a fixed $1 / r$ Coulomb potential, it will scatter off the recoil operator.

The utility of the recoil operator is that we no longer need to track the heavy degree of freedom. The only explicit source of photons is the light particle 0SF current and the recoil of the heavy body appears only in a modification to the fluctuation photon's propagator. This allows us to use background field method, a very powerful organizational tool, albeit with this modified propagator. The advantage of this will be more apparent in gravity where the graviton fluctuations couple to the background.

Note that, in Eq. (4.41), we have not been careful about the boundary conditions for the Green's function, $\partial_{\tau}^{-2}$. For the case of conservative dynamics, time reversal symmetry implies that quantities like the scattering angle or radial action can be computed using either retarded or advanced boundary conditions. For these computations it will then not matter if we use a retarded or advanced $i \epsilon$-prescription for the propagator. However, more generally one must properly specify the boundary prescription for $\partial_{\tau}^{-2}$ appropriate to the calculation at hand.

In conclusion, we have obtained the effective action encoding all 1SF dynamics,

$$
\begin{equation*}
S_{\mathrm{eff}}^{(1)}=S_{\mathrm{recoil}}^{(1)}-\int d^{4} x\left(\frac{1}{4} \delta F_{\mu \nu} \delta F^{\mu \nu}+\delta A_{\mu} \bar{J}_{L}^{\mu}\right) . \tag{4.42}
\end{equation*}
$$

This describes photon fluctuations about the background electromagnetic field sourced by the probe motion of the light particle and augmented by the recoil of the heavy particle via $S_{\text {recoil }}^{(1)}$. For example, for the case of Rutherford scattering, this would account for the wobble of the nucleus upon scattering.

### 4.2.1.6 2SF Dynamics

To study the 2 SF dynamics we must continue the expansion of the action to $O\left(\lambda^{3}\right)$. This will involve terms of the schematic form, $\delta x_{L}^{2}$ and $\delta x_{L} \delta A$, as well as $\left(\delta x_{H}\right)^{2} \delta A$. The contributions involving the light particle were already worked out in Eq. (4.35),

$$
\begin{align*}
S_{L}^{(2)}=-m_{L} \int d \tau & \frac{1}{2} \delta \dot{x}_{L}^{2}+z_{L} \delta x_{L}^{\mu} \dot{\vec{x}}_{L}^{v} \delta F_{\mu v}\left(\bar{x}_{L}\right)  \tag{4.43}\\
& \left.+\frac{1}{2} z_{L} \delta x_{L}^{\mu} \delta \dot{x}_{L}^{v} \bar{F}_{\mu \nu}\left(\bar{x}_{L}\right)+\frac{1}{2} z_{L} \delta x_{L}^{\rho} \delta x_{L}^{\mu} \dot{\bar{x}}_{L}^{v} \partial_{\rho} \bar{F}_{\mu \nu}\left(\bar{x}_{L}\right)\right] .
\end{align*}
$$

The two terms on the first line are completely analogous to the terms at 1 SF which generated the recoil operator for the heavy particle. That is, they describe how fluctuation photons can nudge the light particle off its 0SF trajectory. The two terms on the second line have no analog at 1 SF since they involve the value of the background field, $\bar{F}_{\mu \nu}$, at the 0 SF position of the light particle. The analogous terms at 1SF were self-energy and therefore discarded. Here, these terms describe the fact that while the light particle is nudged off its 0SF trajectory by fluctuation photons it still propagates in the background, $\bar{F}_{\mu \nu}$. As a preview, we note that in gravity these types of terms at 2 SF , involving the light particle, describe geodesic deviation caused by the fluctuation gravitons.

The contributions to the heavy worldline action which are cubic in fluctuations are straightforwardly worked out,

$$
\begin{align*}
S_{H}^{(2)}=-m_{H} z_{H} \int d \tau & \frac{1}{2} \delta x_{H}^{\mu} \delta \dot{x}_{H}^{v} \delta F_{\mu v}\left(\bar{x}_{H}\right) \\
& +\frac{1}{2} \delta x_{H}^{\rho} \delta x_{H}^{\mu} \dot{\vec{x}}_{H}^{v} \partial_{\rho} F_{\mu v}\left(\bar{x}_{H}\right) \\
& +\frac{1}{3} \delta x_{H}^{\rho} \delta x_{H}^{\mu} \delta \dot{x}_{H}^{v} \partial_{\rho} \bar{F}_{\mu \nu}\left(\bar{x}_{H}\right)  \tag{4.44}\\
& \left.+\frac{1}{6} \delta x_{H}^{\sigma} \delta x_{H}^{\rho} \delta x_{H}^{\mu} \dot{\vec{x}}_{H}^{v} \partial_{\sigma} \partial_{\rho} \bar{F}_{\mu \nu}\left(\bar{x}_{H}\right)\right] .
\end{align*}
$$

The last two terms are self-energy and can be dropped. The first two terms give rise to a double-recoil operator, i.e., an effective cubic photon operator which contains two iterated matter propagators.

To see this, we combine all terms in the effective action which involve the heavy particle fluctuation through 2 SF order,

$$
\begin{align*}
S_{H}^{(1)}+S_{H}^{(2)}=-m_{H} \int d \tau & {\left[\frac{1}{2} \delta \dot{x}_{H}^{2}+z_{H} \delta x_{H}^{\mu} \dot{\bar{x}}_{H}^{v} \delta F_{\mu \nu}\left(\bar{x}_{H}\right)\right.} \\
& +\frac{1}{2} z_{H} \delta x_{H}^{\mu} \delta \dot{x}_{H}^{v} \delta F_{\mu \nu}\left(\bar{x}_{H}\right)  \tag{4.45}\\
& \left.+\frac{1}{2} z_{H} \delta x_{H}^{\rho} \delta x_{H}^{\mu} \dot{\bar{x}}_{H}^{v} \partial_{\rho} \delta F_{\mu \nu}\left(\bar{x}_{H}\right)\right]
\end{align*}
$$

and integrate out the heavy particle as before to get recoil operators,

$$
\begin{equation*}
\int\left[d \delta x_{H}\right] \exp \left(i S_{H}^{(1)}+i S_{H}^{(2)}\right)=\exp \left(i S_{\text {recoil }}^{(1)}+i S_{\text {recoil }}^{(2)}+\cdots\right) \tag{4.46}
\end{equation*}
$$

Since Eq. (4.45) now contains terms which are cubic in fluctuations, i.e., power counting as $\lambda^{3}$, when we integrate out the heavy particle fluctuations we generate terms at arbitrarily high SF order. Given that we started with a 2 SF accurate action we are only, however, permitted to trust the obtained recoil operators up to 2SF order.

The new recoil operator showing up at 2 SF order is

$$
\begin{align*}
& S_{\text {recoil }}^{(2)}=-\frac{z_{H}^{3} m_{H}}{2} \int d \tau\left[\delta E^{\alpha}\left(\bar{x}_{H}\right) \frac{1}{\underset{\partial_{\tau}^{2}}{\overleftarrow{ }}} \delta F_{\alpha \mu}\left(\bar{x}_{H}\right) \frac{1}{\underset{\partial_{\tau}}{\vec{~}}} \delta E^{\mu}\left(\bar{x}_{H}\right)\right.  \tag{4.47}\\
& \left.+\delta E^{\alpha}\left(\bar{x}_{H}\right) \underset{\partial_{\tau}^{2}}{\underset{\partial_{2}^{2}}{\leftrightarrows}} \partial_{\mu} \delta E_{\alpha}\left(\bar{x}_{H}\right) \underset{\partial_{\tau}^{2}}{\underset{\partial^{2}}{\leftrightarrows}} \delta E^{\mu}\left(\bar{x}_{H}\right)\right],
\end{align*}
$$

where the electric field felt by the heavy particle is $\delta E^{\mu}\left(\bar{x}_{H}\right)=\dot{\bar{x}}_{H \nu} \delta F^{\mu \nu}\left(\bar{x}_{H}\right)$.

All together then, the effective action describing the dynamics through 2 SF order is

$$
\begin{align*}
S_{\mathrm{eff}}^{(1)}+S_{\mathrm{eff}}^{(2)}= & S_{\text {recoil }}^{(1)}+S_{\text {recoil }}^{(2)}-\int d^{4} x\left(\frac{1}{4} \delta F_{\mu \nu} \delta F^{\mu v}+\delta A_{\mu} \bar{J}_{L}^{\mu}\right) \\
& -m_{L} \int d \tau\left[\frac{1}{2} \delta \dot{x}_{L}^{2}+z_{L} \delta x_{L}^{\mu} \dot{\bar{x}}_{L}^{v} \delta F_{\mu \nu}\left(\bar{x}_{L}\right)\right.  \tag{4.48}\\
& \left.+\frac{1}{2} z_{L} \delta x_{L}^{\mu} \delta \dot{x}_{L}^{v} \bar{F}_{\mu \nu}\left(\bar{x}_{L}\right)+\frac{1}{2} z_{L} \delta x_{L}^{\rho} \delta x_{L}^{\mu} \dot{\bar{x}}_{L}^{v} \partial_{\rho} \bar{F}_{\mu \nu}\left(\bar{x}_{L}\right)\right] .
\end{align*}
$$

This action is still quadratic in fluctuations and can, in principle, be evaluated exactly. In studying conservative scattering dynamics, the light particle fluctuations do not actually contribute until 4PL order, and the two terms involving $\delta x_{L}^{2} \bar{F}$ do not contribute until 5PL. Thus, for the 3PL computations performed later in this work, only the recoil operators $S_{\text {recoil }}^{(1)}$ and $S_{\text {recoil }}^{(2)}$ are needed.

### 4.2.2 Feynman Rules

Any physical observable computed from the 1 SF effective action, $S_{\text {eff }}^{(1)}$, in Eq. (4.42) will involve computing the path integral over the one remaining degree of freedom which is the photon fluctuation. From Eq. (4.42), it is straightforward to derive the Feynman rules governing these photon fluctuations. We first describe the Feynman rules for the propagator and vertex for the photon, and then move on to describe its source.

### 4.2.2.1 Photon Propagators and Vertices

To begin, we choose Feynman gauge for the photon fluctuation ${ }^{3}$, so

$$
\begin{equation*}
\underset{\sim m}{p}=-\frac{i \eta_{\mu \nu}}{p^{2}} . \tag{4.49}
\end{equation*}
$$

Next, we can easily derive the two-point vertex for the photon fluctuation induced by the recoil operator, $S_{\text {recoil }}^{(1)}$ in Eq. (4.41),

$$
\begin{equation*}
\stackrel{p_{1}}{\sim}\left(\underset{\sim}{\sim} \underset{p_{2}}{\sim}=i z_{H}^{2} m_{H} \frac{\hat{\delta}\left(u_{H} p_{1}+u_{H} p_{2}\right)}{\left(u_{H} p_{1}\right)\left(u_{H} p_{2}\right)} O^{\alpha \mu_{1}}\left(u_{H}, p_{1}\right) O_{\alpha}^{\mu_{2}}\left(u_{H}, p_{2}\right),\right. \tag{4.50}
\end{equation*}
$$

where $O^{\alpha \mu}(u, p)=\eta^{\alpha \mu}(u p)-u^{\mu} p^{\alpha}$. The denominator factor is simply the nonlocal-in-time worldline propagator, $\partial_{\tau}^{-2}$, while the delta function encodes that the heavy

[^3]particle trajectory is invariant under translations in the $u_{H}$ direction and momentum is conserved in that direction.

Note that the 1SF action in Eq. (4.42) does not contain any explicit dependence on the background gauge field. This is not an accident-since electromagnetism is a linear theory, the interactions of fluctuations decouple from the background upon which we expand. The same will not be true, however, for gravity. Nevertheless, for future reference let us restate

$$
\begin{equation*}
\bar{A}_{\mu}(q)=-z_{H} m_{H} u_{H \mu} \frac{\hat{\delta}\left(u_{H} q\right)}{q^{2}} \quad \text { and } \quad \bar{F}_{\mu \nu}(q)=-i q_{[\mu} \bar{A}_{\nu]}(q) \tag{4.51}
\end{equation*}
$$

which are the background electromagnetic gauge field and field strength in momentum space.

### 4.2.2.2 Photon Sources

Meanwhile, at 1 SF the photon can only terminate on the light particle source in Eq. (4.38) which, transformed into momentum space and to all PL orders, is

$$
\begin{equation*}
\bar{J}_{L}^{\mu}(p)=\int d^{4} x e^{i p x} \bar{J}_{L}^{\mu}(x)=\lambda z_{L} m_{H} \int d \tau e^{i p \bar{x}_{L} \dot{\bar{x}}_{L}^{\mu}} \tag{4.52}
\end{equation*}
$$

In practice, we will be interested in a perturbative PL expansion. To define this we first define the length scale,

$$
\begin{equation*}
r_{c}=-\frac{z_{H} z_{L} m_{H}}{4 \pi} \tag{4.53}
\end{equation*}
$$

which is positive if the particles are oppositely charged, i.e., attracting. This is simply the classical charge radius of a particle with charge, $\sqrt{\left|q_{H} q_{L}\right|}$, and mass, $m_{L}$. The PL expansion is then in powers of the dimensionless ratio, $r_{c} / b$, where $b$ is the characteristic length scale of the relevant dynamics, e.g., the impact parameter in scattering. To compute to any given PL order, we expand the expression for the light particle trajectory,

$$
\begin{equation*}
\bar{x}_{L}^{\mu}=\sum_{k=0}^{\infty} \bar{x}_{k}^{\mu}, \tag{4.54}
\end{equation*}
$$

where $\bar{x}_{k}^{\mu}$ is the $k \mathrm{PL}$ order contribution. In such an expansion, we get

$$
\begin{array}{r}
\bar{J}_{L}^{\mu}(p)=\lambda z_{L} m_{H} \int d \tau e^{i p \bar{x}_{0}} e^{i p\left(\bar{x}_{1}+\bar{x}_{2}+\cdots\right)}\left(\dot{\bar{x}}_{0}^{\mu}+\dot{\bar{x}}_{1}^{\mu}+\dot{\bar{x}}_{2}^{\mu}+\cdots\right) \\
=\lambda z_{L} m_{H} \int d \tau e^{i p \bar{x}_{0}}\left(\dot{\dot{x}}_{0}^{\mu}-i\left(p \dot{\dot{x}}_{0} \delta_{v}^{\mu}-p_{v} \dot{\dot{x}}_{0}^{\mu}\right)\left(\bar{x}_{1}^{v}+\bar{x}_{2}^{v}\right)\right.  \tag{4.55}\\
\left.+i p \bar{x}_{1} \dot{\bar{x}}_{1}^{\mu}-\frac{1}{2}\left(p \bar{x}_{1}\right)^{2} \dot{\bar{x}}_{0}^{\mu}+\cdots\right)
\end{array}
$$

where in the last line we have expanded up to 2PL order in terms of Eq. (4.54). Here, we have integrated by parts to make some terms look more uniform and the ellipses denote contributions that enter beyond 2PL order. For concreteness, let us consider the light particle current at 1 PL order which can be written more compactly as

$$
\begin{equation*}
\bar{J}_{L}^{\mu}(p)=\lambda z_{L} m_{H} e^{i p b}\left(2 \pi \delta\left(u_{L} p\right) u_{L}^{\mu}-i O_{\alpha}^{\mu}\left(u_{L}, p\right) \bar{x}_{1}^{\alpha}\left(u_{L} p\right)+\cdots\right), \tag{4.56}
\end{equation*}
$$

where we have defined the trajectories in frequency space, $\bar{x}_{i}^{\mu}(\omega)=\int d \tau e^{i \omega \tau} \bar{x}_{i}^{\mu}(\tau)$. At this point we can use any method we like to compute the light particle trajectory in frequency space, $\bar{x}_{1}^{\mu}(\omega)$. As will be described in Sec. 4.2.3, we can either compute these probe trajectories perturbatively from the second-order equation of motion or extract them from first-order differential equations by making use of conserved quantities and integrals of motion. If we take the former approach, we simply expand Eq. (4.10) to leading PL order and transform to frequency space,

$$
\begin{equation*}
\bar{x}_{1}^{\mu}(\omega)=-\frac{z_{L} u_{L v}}{\omega^{2}} \int \frac{d^{4} q}{(2 \pi)^{4}} e^{-i q b} \hat{\delta}\left(\omega-u_{L} q\right) \bar{F}^{\mu v}(q) \tag{4.57}
\end{equation*}
$$

where the background electromagnetic field strength in momentum space is defined in Eq. (4.51).

In summary, the Feynman rule for the photon source is

$$
\begin{align*}
p \uparrow\} & \left.={ }^{p \uparrow}\right\}  \tag{4.58}\\
\left(L_{0}\right\} & p \uparrow\} \\
& =-i \lambda z_{L} m_{H} e^{i p b}\left(\hat{\delta}\left(u_{L} p\right) u_{L}^{\mu}-i O_{\alpha}^{\mu}\left(u_{L}, p\right) \bar{x}_{1}^{\alpha}\left(u_{L} p\right)+\cdots\right),
\end{align*}
$$

where, for $\bar{x}_{1}^{\mu}(\omega)$, we can choose either the expression in Eq. (4.57) or any other representation of the trajectory.

For ease of use, we have presented a table summarizing all of the 1SF Feynman rules for electromagnetism in Fig. 4.2.

### 4.2.3 Classical Resummation

### 4.2.3.1 Expansion of the Second-order Differential Equation of Motion

The most straightforward approach to solving Eq. (4.10) is perturbatively in the PL expansion. In this picture, we plug Eq. (4.54) into the light particle equations of motion in Eq. (4.10) to obtain the perturbative equations of motion at 0PL, 1PL, and

| $\xrightarrow[\text { Photon propagator }]{\stackrel{p}{p}}$ | $-\frac{i \eta_{\mu \nu}}{p^{2}}$ |
| :---: | :---: |
| Recoil vertex | $i z_{H}^{2} m_{H} \frac{\hat{\delta}\left(u_{H} p_{1}+u_{H} p_{2}\right)}{\left(u_{H} p_{1}\right)\left(u_{H} p_{2}\right)} O^{\alpha \mu_{1}}\left(u_{H}, p_{1}\right) O_{\alpha}^{\mu_{2}}\left(u_{H}, p_{2}\right)$ |
| Photon source | $-i \lambda z_{L} m_{H} e^{i p b}\left(u_{L}^{\mu} \hat{\delta}\left(u_{L} p\right)-i O_{\alpha}{ }^{\mu}\left(u_{L}, p\right) \bar{x}_{1}^{\alpha}\left(u_{L} p\right)+\cdots\right)$ |

Figure 4.2: Feynman rules for computing the 1SF electromagnetic radial action.

2PL order,

$$
\begin{align*}
& \ddot{\bar{x}}_{0}^{\mu}=0, \\
& \ddot{\bar{x}}_{1}^{\mu}=z_{L} \bar{F}^{\mu \nu}\left(\bar{x}_{0}\right) \dot{\bar{x}}_{0 v},  \tag{4.59}\\
& \ddot{\bar{x}}_{2}^{\mu}=z_{L}\left(\bar{F}^{\mu v}\left(\bar{x}_{0}\right) \dot{\bar{x}}_{1 v}+\bar{x}_{1}^{\rho} \partial_{\rho} \bar{F}^{\mu v}\left(\bar{x}_{0}\right) \dot{\bar{x}}_{0 v}\right),
\end{align*}
$$

and so on and so forth. The solution to the 0PL equation is just the straight line trajectory,

$$
\begin{equation*}
\bar{x}_{0}^{\mu}=b^{\mu}+u_{L}^{\mu} \tau, \tag{4.60}
\end{equation*}
$$

where $u_{L}^{\mu}$ is the light particle velocity and $b^{\mu}$ is a space-like vector defining the impact parameter. Plugging this back into the 1 PL equation, we obtain

$$
\begin{equation*}
\bar{x}_{1}^{\mu}(\tau)=\frac{1}{\partial_{\tau}^{2}} z_{L} \bar{F}^{\mu \nu}\left(b+u_{L} \tau\right) u_{L v} \tag{4.61}
\end{equation*}
$$

expressed formally in terms of the light particle propagator, $1 / \partial_{\tau}^{2}$.
In this perturbative expansion, one solves the Lorentz force equation as well as Maxwell's equations, for the particle trajectory and field configuration, order by order in the PL expansion. Since Maxwell's equations are linear, the latter step truncates at leading order,

$$
\begin{equation*}
\partial_{\mu} \bar{F}^{\mu \nu}=\square \bar{A}^{v}=\bar{J}_{H}^{v}=z_{H} m_{H} \int d \tau u_{H}^{v} \delta^{4}\left(x^{\mu}-u_{H}^{\mu} \tau\right) \tag{4.62}
\end{equation*}
$$

In nonlinear field theories, like gravity, the low PM order solutions of the field are themselves sources for higher order perturbations and the perturbative series for the field configuration does not truncate-leading, in principle, to more and more complicated perturbative computations.

### 4.2.3.2 Expansion Utilizing Integrals of Motion

An alternative approach to computing $\bar{x}_{L}^{\mu}$ is to extract it from a solution to the orbital problem which manifests all of the symmetries. The orbital equations are most naturally written in $(t, r, \phi)$ coordinates. On the outward branch of the scattering trajectory $(\dot{r} \geq 0)$ and in $D$ dimensions, we then have

$$
\begin{align*}
\dot{t} & =\sigma+\frac{k_{D}}{r^{D-3}}, \\
\dot{\phi} & =\left(\sigma^{2}-1\right)^{1 / 2} \frac{b}{r^{2}},  \tag{4.63}\\
\dot{r} & =\sqrt{\left(\sigma+\frac{r_{c}}{r}\right)^{2}-\frac{b^{2}\left(\sigma^{2}-1\right)}{r^{2}}-1} .
\end{align*}
$$

By the integrability of the probe motion, the equations of motion have reduced to three first-order differential equations. Given their structure, these equations can be perturbative solved very straightforwardly. One may wonder whether there is any advantage over the approach of expanding the second-order differential equations of motion if we will solve Eq. (4.63) perturbatively anyway. As we will see, the solutions extracted this way have a much simplified structure when compared with the other approach. The comparison is best articulated in the language of Feynman loop integrals-the trajectories extracted from this method have many "pinches" manifested, leading to simpler denominators, and come with considerable tensor reduction already performed, leading to simpler numerators. In App. D, we provide details on this procedure in general $D$ dimensions which illustrate that this method effectively performs integral-by-parts reduction on the Feynman integrals which comprise the trajectories.

It is convenient to combine the equations of motion for $(r, \phi)$ into equations of motion for the Cartesian components $(x, y)$,

$$
\begin{align*}
& \dot{y}=\frac{y}{r} \dot{r}+\frac{x}{r^{2}}\left(\sigma^{2}-1\right)^{1 / 2} b, \\
& \dot{x}=\frac{x}{r} \dot{r}-\frac{y}{r^{2}}\left(\sigma^{2}-1\right)^{1 / 2} b, \tag{4.64}
\end{align*}
$$

where, here and in the equation for $\dot{t}$, we understand $r$ as a function of $(x, y)$. From this, the Lorentz covariant solution is trivially obtained,

$$
\begin{equation*}
\bar{x}^{\mu}(\tau)=t(\tau) u_{H}^{\mu}+x(\tau) \frac{b^{\mu}}{b}+y(\tau) \frac{u_{L}^{\mu}-\sigma u_{H}^{\mu}}{\left(\sigma^{2}-1\right)^{1 / 2}} . \tag{4.65}
\end{equation*}
$$

Details on how to solve these equations perturbatively in PL are provided in the appendix. Integrating them is very straightforward, however, the utility for later PL
computations comes from our ability to rewrite the time domain solutions in terms of iterated time integrals of powers of $R(\tau)=\sqrt{b^{2}+\left(\sigma^{2}-1\right)^{1 / 2} \tau^{2}}$. This rewriting can be done mechanically at each order. The solutions we extract, to 2 PL order in four dimensions, are

$$
\begin{align*}
& t_{1}=r_{c} \frac{1}{\partial_{\tau}}\left(R^{-1}\right) \\
& x_{1}=-r_{c} \sigma \frac{1}{\partial_{\tau}^{2}}\left(b R^{-3}\right)  \tag{4.66}\\
& y_{1}=r_{c} \frac{\sigma}{\left(\sigma^{2}-1\right)^{1 / 2}} \frac{1}{\partial_{\tau}}\left(R^{-1}\right),
\end{align*}
$$

and

$$
\begin{align*}
& t_{2}=r_{c}^{2} \frac{\sigma \frac{1}{\partial_{\tau}}\left(\frac{1}{R}\right)}{R\left(\sigma^{2}-1\right)}, \\
& x_{2}=r_{c}^{2}\left(-\frac{b \sigma^{2} \frac{1}{\partial_{\tau}}\left(\frac{\frac{1}{\partial \partial_{\tau}}\left(\frac{1}{R^{3}}\right)}{R}\right)}{\sigma^{2}-1}-\frac{b \sigma^{2} \frac{1}{\partial_{\tau}}\left(\frac{\frac{1}{\partial_{\tau}}\left(\frac{1}{R}\right)}{R^{3}}\right)}{\sigma^{2}-1}-b \frac{1}{\partial_{\tau}^{2}}\left(\frac{1}{R^{4}}\right)\right),  \tag{4.67}\\
& y_{2}=r_{c}^{2}\left(-\frac{\frac{1}{\partial_{\tau}}(1) \sigma^{2}}{2 b^{2}\left(\sigma^{2}-1\right)^{3 / 2}}+\frac{\frac{1}{\partial_{\tau}}\left(\frac{1}{R^{2}}\right)}{2 \sqrt{\sigma^{2}-1}}+\frac{\sigma^{2} \frac{1}{\partial_{\tau}}\left(\frac{1}{R}\right)}{R\left(\sigma^{2}-1\right)^{3 / 2}}\right)
\end{align*}
$$

This now has a structure resembling elements of a Feynman diagram. Upon Fourier transform the powers of $R$ will be simple powers of spatial momenta (as is the case for the $1 / r$ Coulomb potential) and the $\partial_{\tau}^{-1}$ will be mapped to linearized matter propagators, i.e., $\left(u_{L} \cdot \ell\right)^{-1}$ for some momentum, $\ell$. For example,

$$
\begin{equation*}
\frac{1}{\partial_{\tau}}\left(\frac{1}{R^{2}}\right)=16 i \pi^{2} \int_{\ell_{1}, \ell_{2}} \frac{e^{-i r\left(\ell_{1}+\ell_{2}\right)} \hat{\delta}\left(u_{H} \ell_{1}\right) \hat{\delta}\left(u_{H} \ell_{2}\right)}{\ell_{1}^{2} \ell_{2}^{2}\left(u_{L} \ell_{1}+u_{L} \ell_{2}+i \epsilon\right)} . \tag{4.68}
\end{equation*}
$$

The mapping to Feynman integrals is straightforward, the powers of $R^{-1}$ and $b R^{-3}$ correspond to background photon insertions, and the powers of $\partial_{\tau}^{-1}$ correspond to matter propagators. Using this, one can inspect and see which Feynman integral topologies are contained in the solutions. As mentioned above, the advantage of this approach in electromagnetism in minor. However, we will see later that the structure of the solutions in gravitation, namely the resulting integral topologies, is nearly identical to electromagnetism.

### 4.2.4 Results and Checks

To compute the on-shell radial action, we simply perform the path integral over the fluctuation degrees of freedom. In particular, the radial action, $I_{\mathrm{EM}}$, is defined up to a constant normalization by

$$
\begin{equation*}
\exp \left(i I_{\mathrm{EM}}\right)=\int\left[d \delta x_{H}\right]\left[d \delta x_{L}\right][d \delta A] \exp (i S) \tag{4.69}
\end{equation*}
$$

As we are interested only in classical physics, we always take the saddle-point approximation and the path integral serves only as an organizational tool for our perturbation theory. Working up to 0SF and 1SF, we can ignore the fluctuations of the light particle, $\delta x_{L}^{\mu}$. Meanwhile, doing the path integral over the heavy particle fluctuations, $\delta x_{H}^{\mu}$, simply yields the recoil operator which appears in the effective action, $S_{\text {eff }}^{(1)}$, as defined in Eq. (4.42). Thus, we obtain

$$
\begin{equation*}
\exp \left(i I_{\mathrm{EM}}\right)=\int[d \delta A] \exp \left(i \bar{S}+i S_{\mathrm{eff}}^{(1)}+\cdots\right), \tag{4.70}
\end{equation*}
$$

where the ellipses denote contributions beyond 1SF. Decomposing the radial action according to the SF expansion,

$$
\begin{equation*}
I_{\mathrm{EM}}=I_{\mathrm{EM}}^{(0)}+I_{\mathrm{EM}}^{(1)}+\cdots, \tag{4.71}
\end{equation*}
$$

where the superscripts denote the SF order of a given contribution, we find that

$$
\begin{align*}
& I_{\mathrm{EM}}^{(0)}=\bar{S} \\
& I_{\mathrm{EM}}^{(1)}=-i \log \int[d \delta A] \exp \left(i S_{\mathrm{eff}}^{(1)}\right) . \tag{4.72}
\end{align*}
$$

The above manipulations imply, as is well-known, that the 0SF radial action, $I_{\mathrm{EM}}^{(0)}$, is simply the action evaluated on the probe solution, $\bar{S}$, as given in Sec. 4.2.1.4, Eq. (4.32). Furthermore, the 1 SF radial action, $I_{\mathrm{EM}}^{(1)}$, is computed by summing all tree-level connected 1SF Feynman diagrams that arise from integrating out the photon fluctuation.

In what follows, we compute the 0 SF and 1 SF actions in $D=4$ spacetime dimensions, expanded in the PL expansion. Concretely, we express

$$
\begin{equation*}
I_{\mathrm{EM}}^{(i)}=\sum_{j=i+1}^{\infty} I_{\mathrm{EM}}^{(i, j)}, \tag{4.73}
\end{equation*}
$$

where $i$ and $j$ denote the SF and PL orders of a given contribution. Remarkably, to compute to arbitrarily high orders in PL, it suffices to simply expand the light particle


Figure 4.3: Diagram encoding the 1 SF electromagnetic on-shell radial action in the potential region. The L.H.S. is composed of the source probe trajectory, photon propagators, and the 1 SF electromagnetic recoil operator and the R.H.S. depicts contributions from the diagram at 2 PL and 3 PL orders.
trajectory to the appropriate order. We will focus on scattering dynamics, in which case the kinematic data is the asymptotic impact parameter, $b$, and the relative boost factor, $\sigma=u_{H} u_{L}$. It follows from dimensional analysis that the $\mathrm{SF}+\mathrm{PL}$ expansion of the radial action has the form,

$$
\begin{equation*}
I_{\mathrm{EM}}^{(i, j)}=\lambda^{i} m_{L} r_{c}\left(\frac{r_{c}}{b}\right)^{j-1} \mathcal{I}_{\mathrm{EM}}^{(i, j)}(\sigma), \tag{4.74}
\end{equation*}
$$

which is the electromagnetic analog of the good mass polynomiality in gravity [195].

### 4.2.4.1 Scattering Electric Charges

At last, we are equipped to compute the 1 SF radial action for the scattering of electrically charged particles in electromagnetism. This is computed by summing Feynman diagrams in our 1SF order effective theory.

We are interested in only the conservative contributions to the scattering dynamics, leaving a treatment of radiative losses for future work. Through 3PL order, these conservative contributions to the radial action are entirely accounted for by the diagram in Fig. 4.3. Beyond 3PL order, but still at 1SF, one must also consider multi-insertions of the recoil operator, however such diagrams vanish in the potential region.

The leading, 2PL, contribution evaluates to

$$
\begin{align*}
I_{\mathrm{EM}}^{(1,2)}= & \frac{\lambda^{2}}{2} z_{L}^{2} z_{H}^{2} m_{H}^{3} \int_{\ell_{1}, \ell_{2}} \frac{e^{-i b\left(\ell_{1}+\ell_{2}\right) b} \hat{\delta}\left(u_{H}\left(\ell_{1}+\ell_{2}\right)\right) \hat{\delta}\left(u_{L} \ell_{1}\right) \hat{\delta}\left(u_{L} \ell_{2}\right)}{\ell_{1}^{2} \ell_{2}^{2}} \\
& \times\left(1+\frac{\sigma^{2}\left(\ell_{1} \ell_{2}\right)}{\left(u_{H} \ell_{1}\right)\left(u_{H} \ell_{2}\right)}\right)  \tag{4.75}\\
= & \lambda m_{L} r_{c} \frac{r_{c}}{b} \frac{\pi}{2 \sqrt{\sigma^{2}-1}},
\end{align*}
$$

where, when unspecified, the matter propagators are understood to have a principal value pole prescription. The two integrations correspond to a one-loop integral
over the internal photon momentum, followed by a Fourier transform to impact parameter space. As expected, $I_{\mathrm{EM}}^{(1,2)}$ is the same as the probe result, $I_{\mathrm{EM}}^{(0,2)}$, upon swapping $m_{L} \leftrightarrow m_{H}$, where $I_{\mathrm{EM}}^{(0,2)}$ is given by Eq. (4.32).

As a check, we have also performed the 2PL calculation in general spacetime dimension, $D$,

$$
\begin{equation*}
I_{\mathrm{EM}}^{(1,2)}=\frac{\lambda m_{L} r_{c}^{2}}{b^{2 D-7}} \frac{\Gamma(D-7 / 2) \Gamma(D / 2-3 / 2)^{2}}{\pi^{D-7 / 2} \Gamma(D-3)} \frac{(2 D-7) \sigma^{2}-1}{2\left(\sigma^{2}-1\right)^{3 / 2}}, \tag{4.76}
\end{equation*}
$$

and verified that it is consistent with all known results. We point the reader to App. E for technical details.

Moving on to the next order, we compute the 3PL Feynman diagram in Fig. 4.3, integrating via the methods described in [25, 273]. The resulting integrand and final answer is

$$
\begin{align*}
I_{\mathrm{EM}}^{(1,3)}= & -\left(m_{H} m_{L}\right)^{2}\left(z_{H} z_{L}\right)^{3} \\
\times & \int_{\ell_{1}, \ell_{2}, \ell_{3}} e^{i b\left(\ell_{1}+\ell_{2}+\ell_{3}\right)} \hat{\delta}\left(u_{H}\left(\ell_{1}+\ell_{2}+\ell_{3}\right)\right) \frac{\hat{\delta}\left(u_{L} \ell_{1}\right) \hat{\delta}\left(u_{H} \ell_{2}\right) \hat{\delta}\left(u_{L} \ell_{3}\right)}{\ell_{1}^{2} \ell_{2}^{2} \ell_{3}^{2}\left(u_{H} \ell_{1}\right)^{2}\left(u_{L} \ell_{2}\right)^{2}} \\
& \quad \times\left(-\left(\ell_{1} \ell_{3}\right)\left(\ell_{2} \ell_{3}\right) \sigma^{3}-\frac{1}{2} q^{2}\left(u_{H} \ell_{1}\right)\left(u_{L} \ell_{2}\right) \sigma^{2}+\left(\ell_{2} \ell_{3}\right)\left(u_{H} \ell_{1}\right)^{2} \sigma\right. \\
& \left.\quad+\left(\ell_{1} \ell_{3}\right)\left(u_{L} \ell_{2}\right)^{2} \sigma+\left(u_{L} \ell_{2}\right)\left(u_{H} \ell_{1}\right)^{3}+\left(u_{H} \ell_{1}\right)\left(u_{H} \ell_{2}\right)^{3}\right)  \tag{4.77}\\
= & -\lambda m_{L} r_{c}\left(\frac{r_{c}}{b}\right)^{2} \frac{2\left(\sigma^{4}-3 \sigma^{2}+3\right)}{3\left(\sigma^{2}-1\right)^{5 / 2}},
\end{align*}
$$

which agrees exactly with the calculation from [271].
We also compute the 2 SF radial action to 3PM order. The integrand and integration is very simple,

$$
\begin{align*}
I_{\mathrm{EM}}^{(2,3)}= & -32 \pi^{3} \lambda^{2} m_{L} r_{c}^{3} \sigma \\
& \times \int_{\ell_{1}, \ell_{2}, \ell_{3}} e^{i b\left(\ell_{1}+\ell_{2}+\ell_{3}\right)} \hat{\delta}\left(u_{H}\left(\ell_{1}+\ell_{2}+\ell_{3}\right)\right) \frac{\hat{\delta}\left(u_{L} \ell_{1}\right) \hat{\delta}\left(u_{L} \ell_{2}\right) \hat{\delta}\left(u_{L} \ell_{3}\right)}{\ell_{1}^{2} \ell_{2}^{2} \ell_{3}^{2}\left(u_{H} \ell_{1}\right)^{2}\left(u_{H} \ell_{2}\right)^{2}} \\
& \times\left(\left(\ell_{1} \ell_{3}\right)\left(\ell_{2} \ell_{3}\right) \sigma^{2}-\left(\ell_{1} \ell_{3}\right)\left(u_{H} \ell_{2}\right)^{2}-\left(\ell_{2} \ell_{3}\right)\left(u_{H} \ell_{1}\right)^{2}\right)  \tag{4.78}\\
= & \frac{\lambda^{2} m_{L} r_{c}^{3} \sigma\left(2 \sigma^{2}-3\right)}{3 b^{2}\left(\sigma^{2}-1\right)^{5 / 2}} .
\end{align*}
$$

This agrees with the 0 SF result, Eq. (4.32), providing a crucial check on the consistency of our mass ratio expansion EFT.

### 4.2.4.2 Scattering Dyonic Charges

Since our framework is manifestly gauge invariant, it is straightforward to generalize the above results to the scattering of particles with both electric and magnetic charges. The action for the point-particle effective theory is then

$$
\begin{align*}
S_{\mathrm{dyon}}= & \sum_{i=H, L} \int d \tau\left[-\frac{1}{2} m_{i} \dot{x}_{i}^{2}-q_{i} \dot{x}_{i}^{\mu} A_{\mu}\left(x_{i}\right)-g_{i} \dot{x}_{i}^{\mu} B_{\mu}\left(x_{i}\right)\right]  \tag{4.79}\\
& +\int d^{4} x\left[-\frac{1}{4} F_{\mu \nu}(x) F^{\mu \nu}(x)\right],
\end{align*}
$$

where $q_{i}$ is the electric charge, $g_{i}$ is the magnetic charge, and $B_{\mu}$ is the dual-photon field [274]. The photon and dual-photon are not independent fields, however, for our purposes, all that needs to been known about their relationship is how, in vacuum, they each relate to the field strength tensor,

$$
\begin{aligned}
\partial_{[\mu} A_{\nu]} & =F_{\mu \nu}, \\
\partial_{[\mu} B_{\nu]} & =* F_{\mu \nu},
\end{aligned}
$$

where $*$ denotes the Hodge star operation.
The derivation of the 1 SF effective action exactly parallels the purely electric case so we will not repeat all of the details. The upshot of the derivation is that promoting the charged particles to dyons amounts to just a few minor transformations of the 1 SF effective action in the purely electric case. The light particle's coupling to the background changes to

$$
\begin{equation*}
m_{L} \ddot{\bar{x}}_{L}^{\mu}-\dot{\bar{x}}_{L v}\left(q_{L}+g_{L} *\right) \bar{F}^{\mu v}\left(x_{L}\right)=0 \tag{4.80}
\end{equation*}
$$

and the background field strength, previously given in Eq. (4.51), gets mapped to

$$
\begin{equation*}
\bar{F}_{\mu \nu}(k) \rightarrow-i \frac{\delta\left(u_{H} k\right)}{k^{2}}\left(q_{H}-g_{H} *\right) k_{[\mu} u_{H \nu]} . \tag{4.81}
\end{equation*}
$$

Within the recoil operator, the fluctuation field strength gets mapped to

$$
\begin{equation*}
q_{H} \delta F_{\mu \nu} \rightarrow\left(q_{H}+g_{H} *\right) \delta F_{\mu \nu} \tag{4.82}
\end{equation*}
$$

In the previous section, we wrote everything in terms of the charge-to-mass ratios, $z_{i}=q_{i} / m_{i}$. To do so in this section, and best mirror the form of the previous
expressions, it is convenient to define the electric and magnetic charges in terms of angles,

$$
\begin{aligned}
& q_{i}=m_{i} z_{i} \cos \theta_{i}, \\
& g_{i}=m_{i} z_{i} \sin \theta_{i},
\end{aligned}
$$

so that the total magnitude of each particle's charge is still given by $m_{i} z_{i}$. An electromagnetic duality rotation rotates these angles simultaneously and a check on our final results is that they depend only on the duality invariant, $\Delta \theta=\theta_{L}-\theta_{H}$. In terms of these variables, the light particle's equation of motion is mapped to

$$
\begin{equation*}
\ddot{\bar{x}}_{L}^{\mu}-z_{L} \dot{\bar{x}}_{L v}(\cos \Delta \theta+\sin \Delta \theta *) \bar{F}^{\mu \nu}\left(x_{L}\right)=0, \tag{4.83}
\end{equation*}
$$

where $\bar{F}_{\mu \nu}$ is given by Eq. (4.51), and the fluctuation field strength in the recoil operator is mapped to

$$
\begin{equation*}
z_{H} \delta F_{\mu \nu} \rightarrow z_{H} \delta G_{\mu \nu}=z_{H}\left(\cos \theta_{H}+\sin \theta_{H} *\right) \delta F_{\mu \nu} \tag{4.84}
\end{equation*}
$$

In summary, the 1 SF effective action for the scattering of dyons is

$$
\begin{align*}
\delta S_{\text {dyons }}^{\mathrm{eff}}= & S_{\text {dyons }}^{\text {recoil }} \\
& +\int d^{4} x\left(-\frac{1}{4} \delta F_{\mu \nu} \delta F^{\mu \nu}-\left(\cos \theta_{L} \delta A_{\mu}+\sin \theta_{L} \delta B_{\mu}\right) \bar{J}_{L}^{\mu}\right), \tag{4.85}
\end{align*}
$$

with

$$
\begin{equation*}
S_{\text {dyons }}^{\text {recoil }}=-\frac{1}{2} z_{H}^{2} m_{H} \int d \tau \dot{\bar{x}}_{H}^{\alpha} \delta G_{\alpha \mu}\left(\bar{x}_{H}\right) \frac{1}{\partial_{\tau}^{2}} \dot{\bar{x}}_{H}^{\beta} \delta G_{\beta}^{\mu}\left(\bar{x}_{H}\right), \tag{4.86}
\end{equation*}
$$

where $\bar{J}_{L}^{\mu}$ is the point particle vector current given in Eq. (4.38), with the particle following a solution to Eq. (4.83), and $\delta G_{\mu \nu}$ is the appropriate duality rotation of the fluctuation photon's field strength, Eq. (4.82).

Naively, when doing perturbative computations, one would need to describe the explicit relationship between the photon and dual-photon but, since the recoil operator is manifestly gauge invariant, such expressions are never required. Concretely, when computing diagrams, we can only ever encounter contractions between gauge potentials and field strengths and never between two gauge potentials. Such contractions are unambiguous and thus, as initially claimed, the manifest gauge-invariance of the recoil operator allows us to straightforwardly compute the radial action for the scattering of dyonic charged particles.

Computing the 1 SF radial action for the scattering of two dyonically charged particles, we obtain

$$
\begin{align*}
& I_{\mathrm{EM}}^{(1,2)} \rightarrow I_{\mathrm{EM}, \Delta \theta}^{(1,2)}=\lambda m_{L} r_{c} \frac{r_{c}}{b} \frac{\pi\left(\cos ^{2} \theta_{H}+\sin ^{2} \theta_{H}\right)\left(\cos ^{2} \theta_{L}+\sin ^{2} \theta_{L}\right)}{2 \sqrt{\sigma^{2}-1}} \\
& I_{\mathrm{EM}}^{(1,3)} \rightarrow I_{\mathrm{EM}, \Delta \theta}^{(1,3)}=-\lambda m_{L} r_{c}\left(\frac{r_{c}}{b}\right)^{2} \frac{\cos \Delta \theta\left(\sigma^{2} \cos 2 \Delta \theta+2 \sigma^{4}-7 \sigma^{2}+6\right)}{3\left(\sigma^{2}-1\right)^{5 / 2}} \tag{4.87}
\end{align*}
$$

Notably, the 2PL radial action is exactly the same as for pure electric charge scattering. This agrees with the probe limits computed in [275], wherein pure electric scattering and electric-magnetic scattering at 2 PL were identical. Furthermore, notice that the 3PL radial action vanishes for a relative angle, $\Delta \theta=\pi / 2$, corresponding to a pure electric charge scattering against a pure magnetic charge. This agrees with general expectations from the all-orders probe computations [275]. The above general 3PL result is new.

### 4.3 General Relativity

In this section, we derive an effective field theory for gravity in the extreme mass ratio expansion. Our manipulations will exactly parallel all of the steps taken in our analysis of electromagnetism.

In particular, we begin with the worldline action for a pair of massive scalar particles interacting via general relativity. At 0SF, one particle produces a background gravitational field described by the Schwarzschild metric while the other particle, whose mass is comparatively negligible, evolves as a test-body moving in this background.

At 1SF, the heavy particle fluctuates dynamically while, as before, the light particle fluctuations can be conveniently ignored. Integrating out the former, we derive the gravitational recoil operator for the effective field theory. This operator encodes the recoil of the Schwarzschild background against the orbiting mass. An important difference between general relativity and electromagnetism is that gravitons are selfinteracting and fluctuations will couple to the background. As we will see, these effects are encoded entirely in the usual framework describing gravitons propagating in a Schwarzschild background. While an analytic expression for the propagator of such gravitons is not known, we can leverage the known background metric to straightforwardly compute this in the PM expansion.

As a crucial test of our framework, we compute the radial action for massive particle scattering at 0 SF , 1 SF , and 2SF, through 3PM order in general relativity. The 0SF radial action is already known to all PM orders, as recapitulated in App. E, and our results at 1 SF and 2 SF find exact agreement with known results [5, 11, 95, 96].

To demonstrate the versatility of our framework, we also compute the 2PM and 3PM radial actions for gravitational theories in which the light particle sources a scalar or vector field which itself interacts gravitationally. The former agrees with existing calculations while the latter is a new result.

### 4.3.1 Effective Theory

As our starting point, we consider the action for a pair of massive, gravitationally interacting scalar particles in general relativity. Once again, as shown in App. D, we can fix the worldline einbein so that the action takes the simple form,

$$
\begin{equation*}
S=-\sum_{i=H, L} m_{i} \int d \tau\left[\frac{1}{2}+\frac{1}{2} \dot{x}_{i}^{\mu} \dot{x}_{i}^{v} g_{\mu \nu}\left(x_{i}\right)\right]-\int d^{4} x \sqrt{-g}\left[\frac{1}{16 \pi G} R\right], \tag{4.88}
\end{equation*}
$$

where $x_{i}^{\mu}(\tau)$ are the particle trajectories and $g_{\mu \nu}(x)$ is the metric field. Our gauge fixing implies the on-shell condition, $x_{i}^{2}(\tau)=1$.

The geodesic equation and Einstein field equations are

$$
\begin{equation*}
\ddot{x}_{i}^{\mu}+\Gamma_{\rho \sigma}^{\mu}\left(x_{i}\right) \dot{x}_{i}^{\rho} \dot{x}_{i}^{\sigma}=0 \quad \text { and } \quad R_{\mu \nu}-\frac{1}{2} g_{\mu \nu} R=8 \pi G T_{\mu \nu}, \tag{4.89}
\end{equation*}
$$

where the energy-momentum tensor is

$$
\begin{equation*}
T^{\mu v}(x)=\sum_{i=H, L} T_{i}^{\mu v}(x)=\sum_{i=H, L} m_{i} \int d \tau \frac{1}{\sqrt{-g\left(x_{i}\right)}} \delta^{4}\left(x-x_{i}\right) \dot{x}_{i}^{\mu} \dot{x}_{i}^{v} . \tag{4.90}
\end{equation*}
$$

Our effective field theory will provide an efficient way to solve these equations of motion as an expansion in the mass ratio. As has been noted previously [276], the Schwarzschild metric itself encodes infinite PM orders, simply by virtue of the fact that it is a formula that holds at finite gravitational coupling. We will describe how the Schwarzschild metric, together with the geodesics of particles within it, can be used to incorporate all orders in PM information into a systematic calculational framework.

### 4.3.1.1 Mass Ratio Expansion in Curved Space

At $O\left(\lambda^{0}\right)$, the light particle acts as a nongravitating probe. Consequently, the heavy particle moves in a straight line,

$$
\begin{equation*}
\bar{x}_{H}^{\mu}(\tau)=u_{H}^{\mu} \tau, \tag{4.91}
\end{equation*}
$$

providing a stress-energy density,

$$
\begin{equation*}
\sqrt{-g(\bar{x})} \bar{T}_{H}^{\mu \nu}(x)=m_{H} \int d \tau \delta^{4}\left(x-u_{H} \tau\right) u_{H}^{\mu} u_{H}^{v} \tag{4.92}
\end{equation*}
$$

which sources the 0SF accurate field equations,

$$
\begin{equation*}
\ddot{\bar{x}}_{L}^{\mu}+\bar{\Gamma}_{\rho \sigma}^{\mu}\left(x_{L}\right) \dot{\bar{x}}_{L}^{\rho} \dot{\bar{x}}_{L}^{\sigma}=0 \quad \text { and } \quad \bar{R}_{\mu \nu}-\frac{1}{2} \bar{g}_{\mu \nu} \bar{R}=8 \pi G \bar{T}_{H \mu \nu} \tag{4.93}
\end{equation*}
$$

Let us comment briefly on the issue of self-energies. Technically, the heavy particle follows a geodesic according to the equation,

$$
\begin{equation*}
\ddot{\bar{x}}_{H}^{\mu}+\bar{\Gamma}_{\rho \sigma}^{\mu}\left(\bar{x}_{H}\right) \dot{\bar{x}}_{H}^{\rho} \dot{\bar{x}}_{H}^{\sigma}=0 . \tag{4.94}
\end{equation*}
$$

Since $\bar{\Gamma}^{\mu}{ }_{\rho \sigma}\left(\bar{x}_{H}\right)$ is the Christoffel symbol for the Schwarzschild metric evaluated at the point, $r=0$, it is formally divergent. However, just as in the case of electromagnetism, we interpret this as a potential graviton mode that has been emitted and then reabsorbed by the heavy particle. This divergent self-energy contribution can be absorbed by a counterterm, and can effectively be dropped. Consequently, the effective equation of motion for the heavy particle is $\ddot{\bar{x}}_{H}^{\mu}=0$.

As before, one could try to solve the equations of motion perturbatively by PM expanding the trajectory and metric and solving the equations iteratively at each order. Alternatively, thanks to the symmetries of the problem, we can first-order differential equations instead. The gravitational background is just the boosted Schwarzschild metric and $\bar{x}_{L}$ is a geodesic within it. The solution can be written in isotropic coordinates,

$$
\begin{equation*}
\bar{g}_{\mu \nu}(x)=\left(1+\frac{r_{S}}{4 r}\right)^{4} \eta_{\mu \nu}+\left[\left(\frac{1-\frac{r_{S}}{4 r}}{1+\frac{r_{S}}{4 r}}\right)^{2}-\left(1+\frac{r_{S}}{4 r}\right)^{4}\right] u_{H \mu} u_{H \nu} \tag{4.95}
\end{equation*}
$$

where $r=\sqrt{\left(u_{H} x\right)^{2}-x^{2}}$ is the boosted radius and $r_{S}=2 G m_{H}$ is the Schwarzschild radius. Since we will recast the Schwarzschild background as a resummation of an infinite class of flat space diagrams, it will be useful to define the deviation from flat space,

$$
\begin{align*}
\bar{\gamma}_{\mu \nu}(x)=\bar{g}_{\mu \nu}(x)-\eta_{\mu \nu}= & \frac{r_{S}}{r}\left(\eta_{\mu \nu}-2 u_{H \mu} u_{H \nu}\right) \\
& +\frac{1}{8}\left(\frac{r_{S}}{r}\right)^{2}\left(3 \eta_{\mu \nu}+u_{H \mu} u_{H \nu}\right)+O\left(r_{S}^{3}\right), \tag{4.96}
\end{align*}
$$

allowing us to trivially read off PM data order by order. Details on the light particle geodesic will be provided in upcoming sections where we see, once again, that we can read off PM data from simple position space expressions.

At leading nontrivial order in the mass ratio, $\lambda=m_{L} / m_{H}$, the Schwarzschild metric and particle trajectories are perturbed by 1 SF corrections,

$$
\begin{equation*}
x_{i}^{\mu}=\bar{x}_{i}^{\mu}+\delta x_{i}^{\mu} \quad \text { and } \quad g_{\mu \nu}=\bar{g}_{\mu \nu}+\delta g_{\mu \nu} \tag{4.97}
\end{equation*}
$$

where $\delta g_{\mu \nu}$ is the fluctuation graviton propagating on a Schwarzschild background. Since the 0 SF solutions, $\bar{x}_{i}^{\mu}$ and $\bar{g}_{\mu \nu}$, are valid at $O\left(\lambda^{0}\right)$, we know that

$$
\begin{equation*}
\delta x_{i}^{\mu} \sim \delta g_{\mu \nu} \sim O\left(\lambda^{1}\right) \tag{4.98}
\end{equation*}
$$

for on-shell configurations of the fluctuation degrees of freedom.

### 4.3.1.2 OSF Dynamics

Since our interest is in computing the on-shell action, let us insert the SF expanded trajectories and fields in Eq. (4.97) into the action in Eq. (4.88), and compute

$$
\begin{equation*}
S=\bar{S}+\sum_{n=1}^{\infty} S^{(n)} \tag{4.99}
\end{equation*}
$$

where $n$ denotes the SF order and $\bar{S}$ is simply the action evaluated on the $O\left(\lambda^{0}\right)$ solutions. The renormalized 0SF action is

$$
\begin{equation*}
\bar{S}=-m_{H} \int d \tau\left[\frac{1}{2}+\frac{1}{2} \eta_{\mu \nu} \dot{\bar{x}}_{H}^{\mu} \dot{\bar{x}}_{H}^{v}+\lambda\left(\frac{1}{2}+\frac{1}{2} \bar{g}_{\mu \nu}\left(\bar{x}_{L}\right) \dot{\bar{x}}_{L}^{\mu} \dot{\bar{x}}_{L}^{v}\right)\right] \tag{4.100}
\end{equation*}
$$

and all dependence on the dynamical fluctuation modes are contained in the $S^{(n)}$. Note the suppression of the probe particle action by a factor of $\lambda$ compared to that of the heavy particle.

Let us first focus on the OSF dynamics in $D=4$ dimensions. The heavy particle is nondynamical in this limit and the dynamics are governed by the single-particle action,

$$
\begin{equation*}
S=-m_{L} \int d \tau\left[\frac{1}{2}+\frac{1}{2} \bar{g}_{\mu \nu}\left(x_{L}\right) \dot{\bar{x}}_{L}^{\mu} \dot{\bar{x}}_{L}^{v}\right], \tag{4.101}
\end{equation*}
$$

where the background metric sourced by the heavy (spinless) particle is just the Schwarzschild solution,

$$
\begin{equation*}
\bar{g}_{00}=\left(\frac{f_{-}(r)}{f_{+}(r)}\right)^{2} \quad \text { and } \quad \bar{g}_{i j}=-\delta_{i j} f_{+}(r)^{4} \tag{4.102}
\end{equation*}
$$

presented here in isotropic coordinates where we have defined the function,

$$
\begin{equation*}
f_{ \pm}(r)=1 \pm \frac{r_{S}}{4 r} \tag{4.103}
\end{equation*}
$$

with the Schwarzschild radius, $r_{S}=2 G m_{H}$. Solutions to the equations of motion satisfy the curved space on-shell condition, $g_{\mu \nu} \dot{x}^{\mu} \dot{x}^{\nu}=1$.

The background is static and isotropic so we can restrict to motion in the equatorial plane with dynamics constrained by the conserved energy and angular momentum. We prefer, again, to label trajectories by ( $\sigma, b$ ), in terms of which we have equations of motion,

$$
\begin{equation*}
\dot{i}=\sigma \frac{f_{+}(r)^{2}}{f_{-}(r)^{2}} \quad \text { and } \quad \dot{\phi}=\frac{b\left(\sigma^{2}-1\right)^{1 / 2}}{r^{2}} f_{+}(r)^{-4} \tag{4.104}
\end{equation*}
$$

with the radial equation of motion coming from the on-shell condition,

$$
\begin{equation*}
\dot{r}=\left[f_{+}(r)^{-4}\left(\frac{f_{+}(r)^{2}}{f_{-}(r)^{2}} \sigma^{2}-1\right)-\frac{b^{2}\left(\sigma^{2}-1\right)}{r^{2}} f_{+}(r)^{-8}\right]^{1 / 2} \tag{4.105}
\end{equation*}
$$

As discussed in App. E, with this set of symmetries, the OSF on-shell action is given by a simple radial action integral,

$$
\begin{equation*}
\bar{S}=2 \int_{r_{\min }}^{\infty} d r\left|p_{r}(r, E, J)\right| \tag{4.106}
\end{equation*}
$$

and we can use the equation of motion and conserved quantities to write the exact probe radial momentum,

$$
\begin{equation*}
\left|p_{r}\right|=m\left[f_{+}(r)^{4}\left(\frac{f_{+}^{2}(r)}{f_{-}(r)^{2}} \sigma^{2}-1\right)-\frac{b^{2}\left(\sigma^{2}-1\right)}{r^{2}}\right]^{1 / 2} \tag{4.107}
\end{equation*}
$$

Integrating $p_{r}$ to 3 PM (see App. E for details) we obtain

$$
\begin{align*}
\bar{S}= & -\pi b m_{L} \sqrt{\sigma^{2}-1}+G m_{L} m_{H} \frac{\left(\left(2-4 \sigma^{2}\right) \log \left(\tilde{\mu} b e^{\frac{-1}{D-4}}\right)+1\right)}{\sqrt{\sigma^{2}-1}} \\
& +G^{2} m_{L} m_{H}^{2} \frac{3 \pi\left(5 \sigma^{2}-1\right)}{4 b \sqrt{\sigma^{2}-1}}  \tag{4.108}\\
& +G^{3} m_{L} m_{H}^{3} \frac{\left(64 \sigma^{6}-120 \sigma^{4}+60 \sigma^{2}-5\right)}{3 b^{2}\left(\sigma^{2}-1\right)^{5 / 2}} .
\end{align*}
$$

### 4.3.1.3 1SF Dynamics

Next, we discuss the dynamical modes relevant to the 1SF gravitational problem. As before, we will derive a 1 SF effective action obtained from integrating out heavy particle fluctuations. Given that the 0SF action was actually $O(\lambda)$ due to the
suppression of the light particle action by a factor of $\lambda$, we expand the action up to $O\left(\lambda^{2}\right)$, which requires expanding only up to quadratic order in the fluctuations.

Expanding the Einstein-Hilbert action about the Schwarzschild background, we obtain the usual action for a graviton in curved spacetime,

$$
\begin{align*}
-\frac{1}{16 \pi G} \int d^{4} x \sqrt{-g} & {\left[R-\frac{1}{2} F_{\mu} F^{\mu}\right]=} \\
-\frac{1}{16 \pi G} \int d^{4} x \sqrt{-\bar{g}} & {\left[\begin{array}{r}
R \\
-\left(\bar{R}_{\mu \nu}-\frac{1}{2} \bar{g}_{\mu \nu} \bar{R}\right) \delta g^{\mu \nu} \\
\\
\\
\quad-\frac{1}{4} \bar{\nabla}_{\rho} \delta g_{\mu \nu} \bar{\nabla}^{\rho} \delta g^{\mu \nu}+\frac{1}{8} \bar{\nabla}_{\rho} \delta g \bar{\nabla}^{\rho} \delta g \\
\\
\\
\\
\\
\\
\left.-\frac{1}{2} \delta g_{\mu \nu} \delta g_{\rho \sigma} \bar{R}^{\mu \rho \nu \sigma}+\frac{1}{2}\left(\delta g_{\mu \nu} \delta g_{\mu \rho} \delta g_{\nu}{ }^{\rho}-\delta \frac{1}{2} \delta g^{2}\right) \bar{R}\right],
\end{array}\right.}
\end{align*}
$$

where $\delta g=\delta g^{\mu}{ }_{\mu}$ and we have added a harmonic gauge fixing term for the graviton perturbation defined by $F_{\mu}=\bar{\nabla}^{v} \delta g_{\mu \nu}-\frac{1}{2} \bar{\nabla}_{\mu} \delta g$. All raising, lowering, and contractions of indices are performed with the background metric, $\bar{g}_{\mu \nu}$.

At this point, let us comment on a subtlety in the above action. Normally, when considering fields propagating in a Schwarzschild background, we would set $\bar{R}_{\mu \nu}=$ $\bar{R}=0$ on account of the fact that the metric satisfies the vacuum Einstein field equations. This would naively suggest that we can simply drop any terms containing $\bar{R}_{\mu \nu}$ or $\bar{R}$. However, this is not correct when working in perturbation theory because our equations of motion in Eq. (4.89) describe a source that is not a vacuum but, rather, is composed of worldlines. Consequently, in perturbation theory, $\bar{R}_{\mu \nu}$ and $\bar{R}$ are zero except on the support of the heavy worldline. This crucial distinction implies that we must actually keep all such terms in the action in any perturbative calculation. For this reason, $\left(\bar{R}_{\mu \nu}-\frac{1}{2} \bar{g}_{\mu \nu} \bar{R}\right) \delta g^{\mu \nu}$ in Eq. (4.109) is not identically zero in perturbation theory, but will actually cancel with other terms in the worldline action since the Einstein field equations are sourced by worldlines.

Next, consider the action for the worldlines, which is

$$
\begin{align*}
&-m_{i} \int d \tau\left[\frac{1}{2}+\frac{1}{2} \dot{x}_{i}^{\mu} \dot{x}_{i}^{v} g_{\mu \nu}\left(x_{i}\right)\right] \\
&=-m_{i} \int d \tau {\left[\frac{1}{2}+\frac{1}{2} \dot{\bar{x}}_{i}^{2}-\delta x_{i} \ddot{\bar{x}}_{i}\right.}  \tag{4.110}\\
&-\delta x_{i}^{\rho} \dot{\bar{x}}_{i}^{\mu} \dot{\bar{x}}_{i}^{l} \bar{\Gamma}_{\rho \mu \nu}\left(\bar{x}_{i}\right)+\frac{1}{2} \dot{\bar{x}}_{i}^{\mu} \dot{\bar{x}}_{i}^{v} \delta g_{\mu \nu}\left(\bar{x}_{i}\right) \\
&+\frac{1}{2} \dot{\bar{x}}_{i}^{\mu} \dot{\bar{x}}_{i}^{\gamma} \bar{\nabla}_{\mu} \delta x_{i}^{\rho} \bar{\nabla}_{\nu} \delta x_{i \rho}+\frac{1}{2} \delta x_{i}^{\rho} \delta x_{i}^{\sigma} \dot{\bar{x}}_{i}^{\mu} \dot{\vec{x}}_{i}^{v} \bar{R}_{v \rho \sigma \mu}\left(\bar{x}_{i}\right) \\
&\left.-\delta x_{i \rho} \dot{\bar{x}}_{i}^{\mu} \dot{\bar{x}}_{i}^{v} \delta \Gamma_{\mu \nu}^{\rho}\left(\bar{x}_{i}\right)+\cdots\right],
\end{align*}
$$

where the ellipses denote contributions that are higher than quadratic order in the fluctuations and we have defined the difference of connections, $\delta \Gamma_{\mu \nu}^{\rho}=\Gamma_{\mu \nu}^{\rho}-\bar{\Gamma}_{\mu \nu}^{\rho}=$ $\frac{1}{2} \bar{g}^{\rho \sigma}\left(\bar{\nabla}_{\mu} \delta g_{\sigma \nu}+\bar{\nabla}_{\nu} \delta g_{\sigma \mu}-\bar{\nabla}_{\sigma} \delta g_{\mu \nu}\right)$, which is a tensor with respect to the background metric. As before, the worldline actions for the heavy and light particles are treated differently, so

$$
\begin{align*}
& -m_{H} \int d \tau\left[\frac{1}{2}+\frac{1}{2} \dot{x}_{H}^{\mu} \dot{x}_{H}^{\nu} g_{\mu \nu}\left(x_{H}\right)\right] \\
& =-m_{H} \int d \tau\left[\frac{1}{2}+\frac{1}{2} \dot{\bar{x}}_{H}^{2}-\delta x_{H} \ddot{\bar{x}}_{H}\right. \\
& -\delta x_{H}^{\rho} \dot{\bar{x}}_{H}^{\mu} \dot{\bar{x}}_{H}^{v} \bar{\Gamma}_{\rho \mu \nu}\left(\bar{x}_{H}\right)+\frac{1}{2} \dot{x}_{H}^{\mu} \dot{\bar{x}}_{H}^{v} \delta g_{\mu \nu}\left(\bar{x}_{H}\right) \\
& +\frac{1}{2} \dot{\bar{x}}_{H}^{\mu} \dot{\bar{x}}_{H}^{v} \bar{\nabla}_{\mu} \delta x_{H}^{\rho} \bar{\nabla}_{\nu} \delta x_{H \rho}+\frac{1}{2} \delta x_{H}^{\rho} \delta x_{H}^{\sigma} \dot{\bar{x}}_{H}^{\mu} \dot{\bar{x}}_{H}^{v} \bar{R}_{v \rho \sigma \mu}\left(\bar{x}_{H}\right) \\
& \left.-\delta x_{H \rho} \dot{\bar{x}}_{H}^{\mu} \dot{\bar{x}}_{H}^{v} \delta \Gamma_{\mu \nu}^{\rho}\left(\bar{x}_{H}\right)+\cdots\right], \\
& -m_{L} \int d \tau\left[\frac{1}{2}+\frac{1}{2} \dot{x}_{L}^{\mu} \dot{x}_{L}^{v} g_{\mu \nu}\left(x_{L}\right)\right]  \tag{4.111}\\
& =-m_{L} \int d \tau\left[\frac{1}{2}+\frac{1}{2} \dot{x}_{L}^{2}-\delta x_{L} \ddot{\bar{x}}_{L}\right. \\
& -\delta x_{L}^{\rho} \dot{\dot{x}}_{L}^{\mu} \dot{\dot{x}}_{L}^{\nu} \bar{\Gamma}_{\rho \mu \nu}\left(\bar{x}_{L}\right)+\frac{1}{2} \dot{\bar{x}}_{L}^{\mu} \dot{\vec{x}}_{L}^{\nu} \delta g_{\mu \nu}\left(\bar{x}_{L}\right) \\
& +\frac{1}{2} \dot{\bar{x}}_{L}^{\mu} \dot{\bar{x}}_{L}^{v} \bar{\nabla}_{\mu} \delta x_{L}^{\rho} \bar{\nabla}_{\nu} \delta x_{L \rho}+\frac{1}{2} \delta x_{L}^{\rho} \delta x_{L}^{\sigma} \dot{\bar{x}}_{L}^{\mu} \dot{\bar{x}}_{L}^{v} \bar{R}_{\nu \rho \sigma \mu}\left(\bar{x}_{L}\right) \\
& \left.-\delta x_{L \rho} \dot{\bar{x}}_{L}^{\mu} \dot{\vec{x}}_{H}^{\nu} \delta \Gamma_{\mu \nu}^{\rho}\left(\bar{x}_{L}\right)+\cdots\right],
\end{align*}
$$

where several terms can be dropped. Terms containing the background metric evaluated at the heavy particle position have components which correspond to the emission and reabsorption of potential gravitons from the heavy particle. All terms involving $\bar{\Gamma}_{\rho \mu \nu}\left(\bar{x}_{H}\right)$ or $\bar{R}_{\nu \rho \sigma \mu}\left(\bar{x}_{H}\right)$ are self-energy contributions. Furthermore, while there are many implicit insertions of $\bar{g}_{\mu \nu}\left(\bar{x}_{H}\right)$, the components of these which deviate from flat space are again self-energy contributions. As elaborated in Sec. 4.2.1.3, such self-energy contributions can be renormalized away and, in fact, in dimensional regularization they are identically zero. Hence, in this scheme, the metric evaluated on the heavy trajectory, $\bar{g}_{\mu \nu}\left(\bar{x}_{H}\right)$, can be effectively set to the flat metric, $\eta_{\mu \nu}$.

Furthermore, $\delta x_{H} \ddot{\bar{x}}_{H}$ vanishes because of the background value of the heavy particle trajectory, $\frac{1}{2} \dot{\bar{x}}_{H}^{\mu} \dot{\vec{x}}_{H}^{\nu} \delta g_{\mu \nu}\left(\bar{x}_{H}\right)$ gives zero when combined with terms from the expanded Einstein-Hilbert action, and $\delta x_{L} \ddot{\bar{x}}_{L}+\delta x_{L}^{\rho} \dot{\bar{x}}_{L}^{\mu} \dot{\bar{x}}_{L}^{\nu} \bar{\Gamma}_{\rho \mu \nu}\left(\bar{x}_{L}\right)$ vanishes because the light trajectory satisfies its background equation of motion. Finally, the terms in the last two lines of the expanded light particle action can be dropped because the light particle action is suppressed by $m_{L}$, so these contributions enter as $O\left(\lambda^{3}\right)$ and are subleading at 1 SF .

Combining the relevant terms from Eq. (4.109) and Eq. (4.111), we obtain the 1SF action for fluctuations,

$$
\begin{align*}
S^{(1)}= & -m_{H} \int d \tau\left[\frac{1}{2} \delta \dot{x}_{H}^{2}-\delta x_{H}^{\rho} \dot{\bar{x}}_{H}^{\mu} \dot{\bar{x}}_{H}^{v} \delta \Gamma_{\rho \mu \nu}\left(\bar{x}_{H}\right)+\frac{1}{2} \lambda \dot{\bar{x}}_{L}^{\mu} \dot{\bar{x}}_{L}^{v} \delta g_{\mu \nu}\left(\bar{x}_{L}\right)\right]  \tag{4.112}\\
& +\int d^{4} x \sqrt{-\bar{g}}\left[\frac{1}{32 \pi G}\left(\frac{1}{2} \bar{\nabla}_{\rho} \delta g_{\mu \nu} \bar{\nabla}^{\rho} \delta g^{\mu v}-\frac{1}{4} \bar{\nabla}_{\rho} \delta g \bar{\nabla}^{\rho} \delta g+\cdots\right)\right]
\end{align*}
$$

The above action describes a dynamical graviton that is sourced by the light particle geodesic motion, and whose propagator is corrected by the motion of the heavy particle. We rewrite the action as

$$
\begin{align*}
S^{(1)}=-m_{H} \int d \tau & {\left[\frac{1}{2} \delta \dot{x}_{H}^{2}-\delta x_{H}^{\rho} \dot{\bar{x}}_{H}^{\mu} \dot{\bar{x}}_{H}^{v} \delta \Gamma_{\rho \mu \nu}\left(\bar{x}_{H}\right)\right] } \\
+\int d^{4} x \sqrt{-\bar{g}} & {\left[\frac{1}{32 \pi G}\left(\frac{1}{2} \bar{\nabla}_{\rho} \delta g_{\mu \nu} \bar{\nabla}^{\rho} \delta g^{\mu \nu}-\frac{1}{4} \bar{\nabla}_{\rho} \delta g \bar{\nabla}^{\rho} \delta g+\cdots\right)\right.}  \tag{4.113}\\
& \left.-\frac{1}{2} \delta g_{\mu \nu} \bar{T}_{L}^{\mu \nu}(x)\right]
\end{align*}
$$

where the light particle 0SF energy-momentum tensor is

$$
\begin{equation*}
\bar{T}_{L}^{\mu \nu}(x)=\lambda m_{H} \int d \tau \frac{\delta^{4}\left(x-\bar{x}_{L}\right)}{\sqrt{-\bar{g}}} \dot{\bar{x}}_{L}^{\mu} \dot{\bar{x}}_{L}^{v} . \tag{4.114}
\end{equation*}
$$

The 1 SF action in Eq. (4.113) describes a graviton propagating in a Schwarzschild background, sourced by a light particle geodesic, together with the fluctuations of the heavy particle. Just like in the case of electromagnetism, we see that for general relativity we only need the geodesic for the light particle in order to compute at 1SF order.

Next, let us integrate out the heavy particle fluctuation, $\delta x_{H}^{\mu}$, to obtain a 1 SF effective action that depends solely on the graviton. The path integral over $\delta x_{H}^{\mu}$ yields

$$
\begin{align*}
& \int\left[d \delta x_{H}\right] \exp \left(-i m_{H} \int d \tau\left[\frac{1}{2} \delta \dot{x}_{H}^{2}-\delta x_{H}^{\rho} \dot{\bar{x}}_{H}^{\mu} \dot{\bar{x}}_{H}^{v} \delta \Gamma_{\rho \mu \nu}\left(\bar{x}_{H}\right)\right]\right)  \tag{4.115}\\
& =\exp \left(i S_{\text {recoil }}^{(1)}\right)
\end{align*}
$$

where $S_{\text {recoil }}^{(1)}$ is the gravitational recoil operator. To do the path integral, we plug the solution for the heavy particle back into the action. As a consistency check we see that variation of the action with respect to $\delta x_{H}^{\mu}$ is

$$
\begin{equation*}
\delta \dot{x}_{H}^{\mu}+\delta \Gamma_{\alpha \beta}^{\mu}\left(\bar{x}_{H}\right) \dot{\bar{x}}_{H}^{\alpha} \dot{\vec{x}}_{H}^{\beta}=0, \tag{4.116}
\end{equation*}
$$

which is the geodesic equation expanded to 1 SF . Inserting this solution back into Eq. (4.113) yields the recoil operator,

$$
\begin{equation*}
S_{\text {recoil }}^{(1)}=-\frac{1}{2} m_{H} \int d \tau \dot{\bar{x}}_{H}^{\alpha} \dot{\dot{x}}_{H}^{\beta} \delta \Gamma_{\alpha \beta}^{\mu}\left(\bar{x}_{H}\right) \frac{1}{\partial_{\tau}^{2}} \dot{\bar{x}}_{H}^{\gamma} \dot{\bar{x}}_{H}^{\delta} \delta \Gamma_{\mu \gamma \delta}\left(\bar{x}_{H}\right) . \tag{4.117}
\end{equation*}
$$

We emphasize again that this operator is gauge invariant because (i) $\delta \Gamma_{\mu \nu}^{\rho}$ is a difference of connections, and thus a tensor with respect to the background metric at each of the two spacetime points where it is evaluated in Eq. (4.117), and (ii) within our renormalization scheme, the background metric evaluated at the location of the heavy body is effectively flat and the tensor indices are thus unambiguously parallel transported between the two spacetime points without the need for a gravitational Wilson line.

To summarize, we have defined a 1 SF effective action for general relativity,

$$
\begin{align*}
S^{(1)}=S_{\text {recoil }}^{(1)}+\int d^{4} x \sqrt{-\bar{g}} & {\left[\frac{1}{32 \pi G}\left(\frac{1}{2} \bar{\nabla}_{\rho} \delta g_{\mu \nu} \bar{\nabla}^{\rho} \delta g^{\mu \nu}-\frac{1}{4} \bar{\nabla}_{\rho} \delta g \bar{\nabla}^{\rho} \delta g+\cdots\right)\right.} \\
& \left.-\frac{1}{2} \delta g_{\mu \nu} \bar{T}_{L}^{\mu \nu}\right], \tag{4.118}
\end{align*}
$$

which describes a graviton in a Schwarzschild background, sourced by a light particle geodesic, $\bar{T}_{L}^{\mu \nu}(x)$, in Eq. (4.114), and perturbed by the recoil operator, $S_{\text {recoil }}^{(1)}$, defined in Eq. (4.117). This operator encodes the fluctuations of the Schwarzschild metric due to the motion of the orbiting light particle at 1 SF .

### 4.3.1.4 2SF Dynamics

As with electromagnetism, the 2SF dynamics are determined by expanding the action to $O\left(\lambda^{3}\right)$. Contributions to the light particle worldline were given in Eq. (4.111),

$$
\begin{align*}
S_{L}^{(2)}=-\int d \tau & \frac{1}{2} \dot{\bar{x}}_{L}^{\mu} \dot{\dot{x}}_{L}^{v} \bar{\nabla}_{\mu} \delta x_{L}^{\rho} \bar{\nabla}_{\nu} \delta x_{L \rho}+\frac{1}{2} \delta x_{L}^{\rho} \delta x_{L}^{\sigma} \dot{\bar{x}}_{L}^{\mu} \dot{\bar{x}}_{L}^{v} \bar{R}_{v \rho \sigma \mu}\left(\bar{x}_{L}\right) \\
& \left.-\delta x_{L \rho} \dot{\bar{x}}_{L}^{\mu} \dot{\bar{x}}_{L}^{v} \delta \Gamma_{\mu v}^{\rho}\left(\bar{x}_{L}\right)\right] . \tag{4.119}
\end{align*}
$$

The first two terms describe geodesic deviation of the light particle trajectory caused by fluctuation gravitons which kick the body off its OSF motion due to the interaction shown in the last term. This interaction of fluctuation gravitons with the light body is analogous to the recoil experienced by the heavy body at 1 SF .

Contributions to the heavy particle worldline at 2SF consist of terms of the type, $\delta x_{H} \delta x_{H} \delta g$, that are cubic in fluctuations,

$$
\begin{align*}
S_{H}^{(2)}=-\int d \tau & {\left[\frac{1}{2} \delta g_{\mu \nu} \delta \dot{x}_{H}^{\mu} \delta \dot{x}_{H}^{v}+\delta \bar{\Gamma}_{\mu \rho v}\left(\bar{x}_{H}\right) \delta x_{H}^{\rho} \delta \dot{x}_{H}^{\mu} \dot{\bar{x}}_{H}^{v}\right.}  \tag{4.120}\\
& \left.+\frac{1}{2} \delta \bar{R}_{\mu \rho \sigma v}\left(\bar{x}_{H}\right) \delta x_{H}^{\rho} \delta x_{H}^{\sigma} \dot{\bar{x}}_{H}^{\mu} \dot{\bar{x}}_{H}^{v}\right]
\end{align*}
$$

such that the total heavy particle effective action to 2 SF order is given by

$$
\begin{align*}
S_{H}^{(1)}+S_{H}^{(2)}=-m_{H} \int d \tau & {\left[\frac{1}{2} \delta \dot{x}_{H}^{2}-\delta x_{H}^{\rho} \dot{\bar{x}}_{H}^{\mu} \dot{\bar{x}}_{H}^{v} \delta \Gamma_{\rho \mu \nu}\left(\bar{x}_{H}\right)\right.} \\
& +\frac{1}{2} \delta g_{\mu \nu} \delta \dot{x}_{H}^{\mu} \delta \dot{x}_{H}^{v}+\delta \bar{\Gamma}_{\mu \rho \nu}\left(\bar{x}_{H}\right) \delta x_{H}^{\rho} \delta \dot{x}_{H}^{\mu} \dot{\bar{x}}_{H}^{v}  \tag{4.121}\\
& \left.+\frac{1}{2} \delta \bar{R}_{\mu \rho \sigma v}\left(\bar{x}_{H}\right) \delta x_{H}^{\rho} \delta x_{H}^{\sigma} \dot{\bar{x}}_{H}^{\mu} \dot{\bar{x}}_{H}^{v}\right]
\end{align*}
$$

The additional terms give rise to a new recoil operator at 2 SF which is determined, as before, by integrating the heavy particle fluctuations,

$$
\begin{equation*}
\int\left[d \delta x_{H}\right] \exp \left(i S_{H}^{(1)}+i S_{H}^{(2)}\right)=\exp \left(i S_{\text {recoil }}^{(1)}+i S_{\text {recoil }}^{(2)}+\cdots\right) \tag{4.122}
\end{equation*}
$$

so that

$$
\begin{align*}
& +\dot{\dot{x}}_{H}^{\alpha} \dot{\dot{x}}_{H}^{\beta} \delta \Gamma_{\alpha \beta}^{\mu}\left(\bar{x}_{H}\right) \frac{1}{\underset{\partial_{\tau}}{\overleftarrow{ }}} \dot{\dot{x}}_{H}^{\rho} \delta \Gamma_{\mu \nu \rho}\left(\bar{x}_{H}\right) \underset{\partial_{\tau}^{2}}{\stackrel{1}{\stackrel{x}{x}}} \dot{x}_{H}^{\gamma} \dot{\bar{x}}_{H}^{\delta} \delta \Gamma_{\gamma \delta}^{\mu}\left(\bar{x}_{H}\right) \\
& \left.+\frac{1}{2} \dot{\bar{x}}_{H}^{\alpha} \dot{\vec{x}}_{H}^{\beta} \delta \Gamma_{\alpha \beta}^{\mu}\left(\bar{x}_{H}\right) \underset{\partial_{\tau}^{2}}{\frac{1}{\overleftarrow{ }}} \dot{\bar{x}}_{H}^{\rho} \dot{\bar{x}}_{H}^{\sigma} \delta R_{\rho \mu \nu \sigma}\left(\bar{x}_{H}\right) \frac{1}{\underset{\partial_{\tau}^{2}}{\stackrel{\rightharpoonup}{x}}} \dot{\bar{x}}_{H}^{\gamma} \dot{\bar{x}}_{H}^{\delta} \delta \Gamma_{\gamma \delta}^{\mu}\left(\bar{x}_{H}\right)\right] . \tag{4.123}
\end{align*}
$$

With this new recoil operator, the full effective action at 2 SF is

$$
\begin{align*}
S^{(1)}+S^{(2)}= & S_{\text {recoil }}^{(1)}+S_{\text {recoil }}^{(2)} \\
& +\left.\int d^{4} x \frac{1}{3!} \frac{\delta^{3} S}{\delta g_{\mu \nu} \delta g_{\rho \sigma} \delta g_{\alpha \beta}}\right|_{\bar{g}} \delta g_{\mu \nu} \delta g_{\rho \sigma} \delta g_{\alpha \beta} \\
+ & m_{L} \int d \tau\left[\frac{1}{2} \dot{\bar{x}}_{L}^{\mu} \dot{\bar{x}}_{L}^{v} \bar{\nabla}_{\mu} \delta x_{L}^{\rho} \bar{\nabla}_{\nu} \delta x_{L \rho}+\frac{1}{2} \delta x_{L}^{\rho} \delta x_{L}^{\sigma} \dot{\dot{x}}_{L}^{\mu} \dot{\bar{x}}_{L}^{v} \bar{R}_{\nu \rho \sigma \mu}\left(\bar{x}_{L}\right)\right. \\
& \left.\quad-\delta x_{L \rho} \dot{\bar{x}}_{L}^{\mu} \dot{\dot{x}}_{L}^{v} \delta \Gamma_{\mu \nu}^{\rho}\left(\bar{x}_{L}\right)\right] . \tag{4.124}
\end{align*}
$$

where the curved space graviton three-point self-interaction terms are calculated in a PM expansion where necessary.

### 4.3.2 Feynman Rules

Using the 1 SF effective action in Eq. (4.118), we can calculate physical observables by computing the path integral over the graviton fluctuations. In principle, we could choose to work entirely in curved spacetime, in which case we would compute with the graviton propagator in a Schwarzschild background. However, a simple closed form expression for this object does not exist and, furthermore, the absence


Figure 4.4: The curved space graviton propagator can be thought of as a sum of the flat space propagator and corrections involving interactions with the background. These interactions, depicted as insertions on the flat space propagator, are organized in a PM expansion of the background gravitational field.
of momenta for the particles makes technical calculations difficult. Instead, we will further decompose this framework in the PM expansion, which describes perturbative corrections from flat space. In such an approach, we can think of the Schwarzschild graviton propagator as the flat space propagator corrected by terms involving interactions with the background as shown in Fig. 4.4. We also PM expand the background field, treating terms of the form, $\left(\frac{G M}{r}\right)^{k}$, as corrections to flat space. The benefits of determining PM corrections using the known Schwarzschild background will be discussed in Sec. 4.3.3.

### 4.3.2.1 Graviton Propagator and Vertices

With the choice of harmonic gauge in the background field action for the graviton in Eq. (4.109), the flat space (0PM) graviton propagator is in deDonder gauge,

$$
\begin{equation*}
\underset{\sim}{p} \sim \frac{32 \pi i G}{p^{2}}\left(\frac{\eta_{\mu \rho} \eta_{v \sigma}+\eta_{\mu \sigma} \eta_{v \rho}}{2}-\frac{\eta_{\mu v} \eta_{\rho \sigma}}{2}\right) . \tag{4.125}
\end{equation*}
$$

Meanwhile, it is trivial to compute the two-point vertex for the graviton from the recoil operator, $S_{\text {recoil }}^{(1)}$ in Eq. (4.117), giving

$$
\begin{equation*}
\xrightarrow[\sim]{\sim} \underset{\stackrel{p_{1}}{\sim}}{\sim}=\frac{i m_{H}}{2} \frac{\hat{\delta}\left(u_{H} p_{1}+u_{H} p_{2}\right)}{\left(u_{H} p_{1}\right)\left(u_{H} p_{2}\right)} O^{\alpha \mu_{1} v_{1}}\left(u_{H}, p_{1}\right) O_{\alpha}^{\mu_{2} v_{2}}\left(u_{H}, p_{2}\right), \tag{4.126}
\end{equation*}
$$

where we have defined $O^{\alpha \mu \nu}(u, p)=\frac{1}{2}\left(\left(u^{\mu} \eta^{\nu \alpha}+u^{\nu} \eta^{\mu \alpha}\right)(u p)-u^{\mu} u^{\nu} p^{\alpha}\right)$. Notice the close similarity of the above equation to the corresponding Feynman vertex in electromagnetism in Eq. (4.117).

Since we will be treating the background metric insertions as pertubations about flat space, we perform a PM expansion of the Schwarzschild metric. At leading
nontrivial PM order, the background metric and Christoffel connection are

$$
\begin{align*}
\bar{\gamma}_{\mu \nu}(p) & =-\frac{8 \pi G m_{H}\left(\eta_{\mu \nu}-2 u_{H \mu} u_{H \nu}\right)}{p^{2}} \hat{\delta}\left(u_{H} p\right)+\cdots,  \tag{4.127}\\
\bar{\Gamma}_{\mu \alpha \beta}(p) & =-\frac{i}{2}\left(p_{\alpha} \bar{\gamma}_{\beta \mu}(p)+p_{\beta} \bar{\gamma}_{\alpha \mu}(p)-p_{\mu} \bar{\gamma}_{\alpha \beta}(p)\right)+\cdots .
\end{align*}
$$

These should be inserted into flat space Feynman diagrams effectively as sources. Notably, at 3PM and lower orders, the background metric insertions beyond 1PM order are not needed ${ }^{4}$. However, starting at 4PM order, these contributions become relevant. Note that the benefits of resumming contributions into the background metric grow exponentially with PM order.

### 4.3.2.2 Graviton Sources

From the 1 SF effective action, we see that gravitons are sourced solely by the light particle geodesic in Eq. (4.114) which in momentum space is

$$
\begin{align*}
& \left(\sqrt{-\bar{g}} \bar{T}_{L}^{\mu \nu}\right)(p)=\int d^{4} x e^{i p x} \sqrt{-\bar{g}(x)} \bar{T}_{L}^{\mu \nu}(x)=\lambda m_{H} \int d \tau e^{i p \bar{x}_{L}} \dot{\bar{x}}_{L}^{\mu} \dot{\dot{x}}_{L}^{v} \\
& =\lambda m_{H} \int d \tau e^{i p \bar{x}_{0}} \times e^{i p\left(\bar{x}_{1}+\cdots\right)}\left(\dot{\bar{x}}_{0}^{\mu}+\dot{\bar{x}}_{1}^{\mu}+\cdots\right)\left(\dot{\bar{x}}_{0}^{v}+\dot{\bar{x}}_{1}^{v}+\cdots\right)  \tag{4.128}\\
& =\lambda m_{H} \int d \tau e^{i p \bar{x}_{0}} \times\left(\dot{\bar{x}}_{0}^{\mu} \dot{\bar{x}}_{0}^{v}-i\left(p \dot{\bar{x}}_{0}\left(\dot{\bar{x}}_{0}^{\mu} \delta_{\rho}^{v}+\dot{\bar{x}}_{0}^{v} \delta_{\rho}^{\mu}\right)-p_{\rho} \dot{\bar{x}}_{0}^{\mu} \dot{\bar{x}}_{0}^{v}\right) \bar{x}_{1}^{\rho}+\cdots\right),
\end{align*}
$$

where we have expanded up to 1PM order via Eq. (4.54) and reorganized the expression by integrating by parts. In terms of the 1PM light particle trajectory, this expression is

$$
\begin{equation*}
\left(\sqrt{-\bar{g}} \bar{T}_{L}^{\mu \nu}\right)(p)=\lambda m_{H} e^{i p b}\left(u_{L}^{\mu} u_{L}^{v} \hat{\delta}\left(u_{L} p\right)-2 i O_{\alpha}{ }^{\mu v}\left(u_{L}, p\right) \bar{x}_{1}^{\alpha}\left(u_{L} p\right)+\cdots\right), \tag{4.129}
\end{equation*}
$$

where we have again defined the frequency domain trajectory, $\bar{x}_{i}^{\mu}(\omega)=$ $\int d \tau e^{i \omega \tau} \bar{x}_{i}^{\mu}(\tau)$. The 1PM trajectory can be obtained perturbatively as discussed in Sec. 4.3.3.2,

$$
\begin{equation*}
\bar{x}_{1}^{\mu}(\omega)=\frac{1}{\omega^{2}} \int \frac{d^{4} q}{(2 \pi)^{4}} e^{-i q b} \bar{\Gamma}_{\alpha \beta}^{\mu}(q) u_{L}^{\alpha} u_{L}^{\beta} \hat{\delta}\left(\omega-u_{L} q\right), \tag{4.130}
\end{equation*}
$$

where the background metric and Christoffel symbol in momentum space are defined in Eq. (4.127). Putting everything together, the Feynman vertex for the graviton source is
${ }^{4}$ This follows from the happy accident the 2PM background metric, i.e. the Einstein-Infeld-Hoffman correction to the Newtonian potential, enters at 3PM via a two-loop diagram that does not contribute classically. In particular, it arises through diagram \#8 in Fig. 14 of [97].

|  | $\frac{32 \pi i G}{p^{2}}\left(\frac{\eta_{\mu \rho} \eta_{\nu \sigma}+\eta_{\mu \sigma} \eta_{\nu \rho}}{2}-\frac{\eta_{\mu \nu} \eta_{\rho \sigma}}{2}\right)$ |
| :---: | :---: |
| Recoil vertex | $\frac{i m_{H}}{2} \frac{\hat{\delta}\left(u_{H} p_{1}+u_{H} p_{2}\right)}{\left(u_{H} p_{1}\right)\left(u_{H} p_{2}\right)} O^{\alpha \mu_{1} v_{1}}\left(u_{H}, p_{1}\right) O_{\alpha}^{\mu_{2} v_{2}}\left(u_{H}, p_{2}\right)$ |
|  | $-i \lambda m_{H} e^{i p b}\left(\frac{1}{2} u_{L}^{\mu} u_{L}^{\nu} \hat{\delta}\left(u_{L} p\right)-i O^{\alpha \mu \nu}\left(u_{L}, p\right) \bar{x}_{1 \alpha}\left(u_{L} p\right)+\cdots\right)$ |

Figure 4.5: Feynman rules for the flat space graviton propagator, recoil vertex, and graviton source that are required to compute the 1 SF gravitational radial action.

$$
\begin{align*}
& =-i \lambda m_{H} e^{i p b}\left(\frac{1}{2} u_{L}^{\mu} u_{L}^{\nu} 2 \pi \delta\left(u_{L} p\right)-i O^{\alpha \mu \nu}\left(u_{L}, p\right) \bar{x}_{1 \alpha}\left(u_{L} p\right)+\cdots\right) \text {. } \tag{4.131}
\end{align*}
$$

See Fig. 4.5 for a convenient table showing the 1 SF Feynman rules for the flat space graviton propagator, recoil vertex, and graviton source.

### 4.3.3 Classical Resummation

### 4.3.3.1 Background Field Vertices

In order to see the simplifications obtained by calculating using an expansion of the Schwarzschild metric, we can focus on computing the Feynman rules for a gravitationally coupled scalar propagating in a nontrivial background field,

$$
\begin{equation*}
S=\frac{1}{2} \int d^{D} x \sqrt{-\bar{g}} \bar{g}^{\mu \nu}(x) \partial_{\mu} \varphi \partial_{\nu} \varphi \tag{4.132}
\end{equation*}
$$

The flat space propagator receives corrections,

$$
\overline{=}=-\quad-\otimes-\infty-\otimes-\infty+\cdots
$$

and the Feynman rules are very simple,

$$
\begin{equation*}
\xrightarrow{k}=\frac{i}{k^{2}}, \tag{4.133}
\end{equation*}
$$

$$
\begin{equation*}
\frac{\downarrow q}{\vec{k}_{1}} \otimes \frac{\downarrow}{\leftarrow}=-i\left(\sqrt{-\bar{g}} \bar{g}^{\mu \nu}(q)-\eta^{\mu v}\right) k_{1 \mu} k_{2 v} \tag{4.134}
\end{equation*}
$$

with momentum conservation requiring $k_{1}+k_{2}+q=0$ on the vertex.
The background-field Feynman rule above simply encodes the following sum over flat-space Feynman diagrams,

which is the perturbative solution of Einstein's equations with a point-like source,

$$
\begin{equation*}
T^{\mu \nu}(x)=m_{H} \int d \tau u_{H}^{\mu} u_{H}^{v} \delta^{(D)}\left(x^{\mu}-u_{H}^{\mu} \tau\right), \tag{4.136}
\end{equation*}
$$

or, equivalently, in momentum space,

$$
\begin{equation*}
T^{\mu v}(q)=u_{H}^{\mu} u_{H}^{v} \hat{\delta}\left(u_{H} q\right) . \tag{4.137}
\end{equation*}
$$

The crucial observation is that we do not need to compute the sum over diagrams, as we already know that they just compute the metric. One has to choose a gauge to write the background metric, but we do not need to restrict ourselves to traditional perturbative gauges (e.g., harmonic gauge). A convenient choice of background field gauge is isotropic coordinates, in which,

$$
\begin{equation*}
\bar{g}_{\mu v}(x)=\left(1+\frac{\mu}{4|\boldsymbol{r}|^{D-3}}\right)^{4 /(D-3)}\left(\eta_{\mu \nu}-u_{H \mu} u_{H \nu}\right)-\left(\frac{1-\frac{\mu}{4|\boldsymbol{r}|^{D-3}}}{1+\frac{\mu}{4|\boldsymbol{r}|^{D-3}}}\right)^{2} u_{H \mu} u_{H \nu} \tag{4.138}
\end{equation*}
$$

where the "mass parameter" is

$$
\begin{equation*}
\mu=\frac{4 \pi \Gamma\left(\frac{D-1}{2}\right)}{(D-2) \pi^{(D-1) / 2}} \times 2 G m_{H}=\tilde{R} \frac{\Gamma\left(\frac{D-3}{2}\right)}{4 \pi^{\frac{D-1}{2}}}, \tag{4.139}
\end{equation*}
$$

and

$$
\begin{equation*}
|\boldsymbol{r}|=\sqrt{\left(u_{H} \cdot x\right)^{2}-x^{2}} \tag{4.140}
\end{equation*}
$$

with $\tilde{R}=16 \pi G M(D-3) /(D-2)$ defined for later convenience. Expanded perturbatively this yields

$$
\begin{equation*}
\bar{g}_{\mu \nu}(x)=\eta_{\mu \nu}-\frac{D-2}{D-3}\left(u_{H \mu} u_{H \nu}-\frac{1}{D-2} \eta_{\mu \nu}\right) \frac{\mu}{|\boldsymbol{r}|^{D-3}}+\cdots . \tag{4.141}
\end{equation*}
$$

More generally, the position-space background field vertex has an expansion of the form,

$$
\begin{equation*}
1+a_{0} \frac{\mu}{|\boldsymbol{r}|^{D-3}}+a_{1} \frac{\mu^{2}}{|\boldsymbol{r}|^{2(D-3)}}+a_{2} \frac{\mu^{3}}{|\boldsymbol{r}|^{3(D-3)}}+\cdots \tag{4.142}
\end{equation*}
$$

The Fourier transform of a given power in this expansion is

$$
\begin{equation*}
F^{L}(\boldsymbol{q})=\int d^{D-1} \boldsymbol{r} e^{-i \boldsymbol{q} \cdot \boldsymbol{r}} \frac{r_{S}^{L+1}}{|\boldsymbol{r}|^{(L+1)(D-3)}}=\frac{\tilde{R}^{L+1}}{\left(\boldsymbol{q}^{2}\right)^{1-\frac{D-3}{2} L}} \frac{\Gamma\left(\frac{D-3}{2}\right)^{L+1} \Gamma\left(1-\frac{D-3}{2} L\right)}{(4 \pi)^{\frac{D-1}{2} L} \Gamma\left(\frac{D-3}{2}(L+1)\right)} . \tag{4.143}
\end{equation*}
$$

Let us compare the Fourier transform of a specific power to the "fan" integral,

$$
\begin{equation*}
I_{\mathrm{fan}}^{L}(\boldsymbol{q})=\underbrace{Q \cdots \theta}=\int \prod_{i}^{L} \frac{d^{D} \ell_{i}}{(2 \pi)^{D-1}} \frac{\delta\left(u \cdot \ell_{1}\right) \delta\left(u \cdot \ell_{2}\right) \cdots \delta\left(u \cdot \ell_{L}\right)}{\ell_{1}^{2} \ell_{2}^{2} \cdots \ell_{L}^{2}\left(q-\sum \ell_{i}\right)^{2}} . \tag{4.144}
\end{equation*}
$$

This can be evaluated by going to the rest frame of the heavy object,

$$
\begin{align*}
I_{\text {fan }}^{L}(\boldsymbol{q}) & =\int \prod_{i}^{L} \frac{d^{D-1} \boldsymbol{\ell}_{i}}{(2 \pi)^{D-1}} \frac{1}{\boldsymbol{\ell}_{1}^{2} \boldsymbol{\ell}_{2}^{2} \cdots \boldsymbol{\ell}_{L}^{2}\left(\boldsymbol{q}-\sum \boldsymbol{\ell}_{i}\right)^{2}}  \tag{4.145}\\
& =\frac{1}{\left(\boldsymbol{q}^{2}\right)^{1-\frac{D-3}{2} L}} \frac{\Gamma\left(\frac{D-3}{2}\right)^{L+1} \Gamma\left(1-\frac{D-3}{2} L\right)}{(4 \pi)^{\frac{D-1}{2} L} \Gamma\left(\frac{D-3}{2}(L+1)\right)}
\end{align*}
$$

where the last equality is obtained by iteratively using the identity,

$$
\begin{align*}
& \int \frac{d^{D-1} \boldsymbol{\ell}}{(2 \pi)^{D-1}} \frac{1}{\boldsymbol{\ell}^{2}\left[(\boldsymbol{p}-\boldsymbol{\ell})^{2}\right]^{a}} \\
= & \frac{1}{\left(\boldsymbol{p}^{2}\right)^{a-(D-3) / 2}} \frac{\Gamma\left(\frac{D-3}{2}\right) \Gamma\left(a-\frac{D-3}{2}\right) \Gamma\left(\frac{D-1}{2}-a\right)}{(4 \pi)^{\frac{D-1}{2}} \Gamma(a) \Gamma(D-2-a)} . \tag{4.146}
\end{align*}
$$

It is easy to see that

$$
\begin{equation*}
F^{L}(\boldsymbol{q})=\tilde{R}^{L+1} I_{\mathrm{fan}}^{L}(\boldsymbol{q}) \tag{4.147}
\end{equation*}
$$

This means that we can rewrite any background field insertion in terms of simple loop integrals without bulk graviton vertices. In particular, noting that

$$
\begin{align*}
& \sqrt{-\bar{g}} \bar{g}^{\mu \nu}(x)-\eta^{\mu \nu} \\
= & \left(-\frac{D-4}{2(D-3)} \eta^{\mu \nu}+\frac{D-2}{D-3} u^{\mu} u^{v}\right) \frac{\mu}{|\boldsymbol{r}|^{D-3}} \\
+ & \left(\frac{(D-5)(2 D-7)}{16(D-3)^{2}} \eta^{\mu \nu}+\frac{7 D-13}{8(D-3)^{2}} u^{\mu} u^{\nu}\right) \frac{\mu^{2}}{|\boldsymbol{r}|^{2(D-3)}}  \tag{4.148}\\
+ & \left(-\frac{(D-5)(D-4)(3 D-10)}{96(D-3)^{3}} \eta^{\mu \nu}+\frac{3 D^{3}-26 D^{2}+93 D-100}{48(D-3)^{3}} u^{\mu} u^{v}\right) \frac{\mu^{3}}{|\boldsymbol{r}|^{3(D-3)}} \\
+ & \cdots,
\end{align*}
$$

we find that the leading background field insertion on a scalar propagator in isotropic gauge is


As mentioned in the previous sections, we do not have an analytic expression for the propagator of field fluctuations in a Schwarzschild background. Nonetheless, we have demonstrated how one can build such a propagator to a desired perturbative order rather efficiently. Without resorting to summing complicated trees of selfinteracting gravitons, we simply extract the perturbative insertions by expanding the exactly known metric. The upshot is that all would-be complicated tree graphs reduce to simple scalar fan integrals which we know to arbitrary loop order. The expansion of the Schwarzschild graviton propagator using the known all-order metric inherits simplifications in the same manner.

### 4.3.3.2 Expansion of the Second-order Differential Equation of Motion

To perturbatively solve for the trajectory, we expand both the worldline and background field in a PM series,

$$
\begin{equation*}
\bar{x}_{L}^{\mu}=\sum_{k=0}^{\infty} \bar{x}_{k}^{\mu}, \quad \text { and } \quad \bar{\Gamma}_{\alpha \beta}^{\mu}=\sum_{k=1}^{\infty} \bar{\Gamma}_{k \alpha \beta}^{\mu}, \tag{4.150}
\end{equation*}
$$

in which case the equations of motion become

$$
\begin{align*}
& \ddot{\bar{x}}_{0}^{\mu}=0, \\
& \ddot{\bar{x}}_{1}^{\mu}=-\bar{\Gamma}_{\alpha \beta}^{\mu} \dot{\bar{x}}_{0}^{\alpha} \dot{\bar{x}}_{0}^{\beta},  \tag{4.151}\\
& \ddot{\bar{x}}_{2}^{\mu}=-\left(\dot{\bar{x}}_{0}^{\alpha} \dot{\dot{x}}_{1}^{\beta}+\dot{\bar{x}}_{1}^{\alpha} \dot{\dot{x}}_{0}^{\beta}+\dot{\bar{x}}_{0}^{\alpha} \dot{\dot{x}}_{0}^{\beta} \bar{x}_{1}^{\nu} \partial_{v}\right) \bar{\Gamma}_{1 \alpha \beta}^{\mu}\left(\bar{x}_{0}\right)-\dot{\bar{x}}_{0}^{\alpha} \dot{\dot{x}}_{0}^{\beta} \bar{\Gamma}_{2 \alpha \beta}^{\mu}\left(\bar{x}_{0}\right),
\end{align*}
$$

and so on and so forth. Rather quickly, there is a proliferation of the number of derivatives acting on the background metric, the various independent index contractions, and the powers of $\partial_{\tau}^{-2}$. When inserting these solutions into Feynman diagrams to compute a quantity such as the radial action, this leads to increasingly complicated numerators and denominators of the loop integrands.

The total loop integrand is often equivalent to infinitely many other integrands, thanks to various linear relations among integrals in dimensional regularization. One could hope to find, without needing to solve complicated linear systems of equations, a simpler form of the integrand via a more direct route. In the above section we showed precisely how this can be done for background field insertions on the propagator of a fluctuation field. In the following section we will show how this can be done for the light particle trajectory. Further details are given in App. D.

### 4.3.3.3 Expansion Utilizing Integrals of Motion

An alternative approach to computing $\bar{x}_{L}^{\mu}$ is to extract it from a solution to the orbital problem which manifests all of the symmetries. The orbital equations are most naturally written in $(t, r, \phi)$ coordinates. On the outward branch of the scattering trajectory ( $\dot{r} \geq 0$ ), we then have

$$
\begin{align*}
& \dot{t}=\sigma \frac{f_{+}(r)^{2}}{f_{-}(r)^{2}} \\
& \dot{\phi}=\frac{b\left(\sigma^{2}-1\right)^{1 / 2}}{r^{2}} f_{+}(r)^{-\frac{4}{D-3}},  \tag{4.152}\\
& \dot{r}=\left[f_{+}(r)^{-\frac{4}{D-3}}\left(\frac{f_{+}(r)^{2}}{f_{-}(r)^{2}} \sigma^{2}-1\right)-\frac{b^{2}\left(\sigma^{2}-1\right)}{r^{2}} f_{+}(r)^{-\frac{8}{D-3}}\right]^{1 / 2} .
\end{align*}
$$

As in electromagnetism, we will prefer to write the equations of motion for the Cartesian components, now of the form,

$$
\begin{align*}
& \dot{y}=\frac{y}{r} \dot{r}+\frac{x}{r^{2}} f_{+}(r)^{-\frac{4}{D-3}}\left(\sigma^{2}-1\right)^{1 / 2} b,  \tag{4.153}\\
& \dot{x}=\frac{x}{r} \dot{r}-\frac{y}{r^{2}} f_{+}(r)^{-\frac{4}{D-3}}\left(\sigma^{2}-1\right)^{1 / 2} b .
\end{align*}
$$

The equations of motion have reduced to three first-order differential equations which can be perturbative solved very straightforwardly. The Lorentz covariant solution is trivially obtained from these solutions,

$$
\begin{equation*}
\bar{x}^{\mu}(\tau)=t(\tau) u_{H}^{\mu}+x(\tau) \frac{b^{\mu}}{b}+y(\tau) \frac{u_{L}^{\mu}-\sigma u_{H}^{\mu}}{\left(\sigma^{2}-1\right)^{1 / 2}} \tag{4.154}
\end{equation*}
$$

Details on how to solve these equations perturbatively in PM are provided in App. D. Crucially, we can mechanically rewrite the time domain solutions at each order as iterated time integrals of powers of $R(\tau)=\sqrt{b^{2}+\left(\sigma^{2}-1\right)^{1 / 2} \tau^{2}}$. The general $D$ expressions are given in the appendix, while here we write the shorter $D=4$ expressions through 2PM order,

$$
\begin{align*}
& t_{1}=2\left(G m_{H}\right) \sigma \frac{1}{\partial_{\tau}}\left(\frac{1}{R}\right), \\
& x_{1}=b\left(G m_{H}\right)\left(1-2 \sigma^{2}\right) \frac{1}{\partial_{\tau}^{2}}\left(\frac{1}{R^{3}}\right),  \tag{4.155}\\
& y_{1}=\frac{\left(G m_{H}\right) \frac{1}{\partial_{\tau}}\left(\frac{1}{R}\right)}{\sqrt{\sigma^{2}-1}},
\end{align*}
$$

and

$$
\begin{align*}
t_{2}= & 6\left(G m_{H}\right)^{2} \sigma \frac{1}{\partial_{\tau}}\left(\frac{1}{R^{2}}\right)+\frac{2\left(G m_{H}\right)^{2} \sigma \frac{1}{\partial_{\tau}}\left(\frac{1}{R}\right)}{R\left(\sigma^{2}-1\right)}, \\
x_{2}= & \frac{b\left(G m_{H}\right)^{2}\left(1-2 \sigma^{2}\right) \frac{1}{\partial_{\tau}}\left(\frac{\frac{1}{\partial_{\tau}}\left(\frac{1}{R^{3}}\right)}{R}\right)}{\sigma^{2}-1}+\frac{b\left(G m_{H}\right)^{2}\left(1-2 \sigma^{2}\right) \Delta 1\left(\frac{\frac{1}{\partial_{\tau}}\left(\frac{1}{R}\right)}{R^{3}}\right)}{\sigma^{2}-1} \\
& +\frac{3}{2} b\left(G m_{H}\right)^{2}\left(1-5 \sigma^{2}\right) \frac{1}{\partial_{\tau}^{2}}\left(\frac{1}{R^{4}}\right), \\
y_{2}= & -\frac{\frac{1}{\partial_{\tau}}(1)\left(G m_{H}\right)^{2}\left(1-2 \sigma^{2}\right)^{2}}{2 b^{2}\left(\sigma^{2}-1\right)^{3 / 2}}+\frac{3\left(G m_{H}\right)^{2}\left(3 \sigma^{2}+1\right) \frac{1}{\partial_{\tau}}\left(\frac{1}{R^{2}}\right)}{4 \sqrt{\sigma^{2}-1}} \\
& +\frac{\left(G m_{H}\right)^{2} \frac{1}{\partial_{\tau}}\left(\frac{1}{R}\right)}{R\left(\sigma^{2}-1\right)^{3 / 2}} . \tag{4.156}
\end{align*}
$$

One can readily identify the structure of a Feynman diagram in these expressions. Upon Fourier transform the powers of $R$ will be simple powers of spatial momenta (as is the case for the $1 / r$ Coulomb potential), and the $\partial_{\tau}^{-1}$ will be mapped to linearized matter propagators, i.e., $\left(u_{L} \cdot \ell\right)^{-1}$ for some momentum, $\ell$. For example,

$$
\begin{equation*}
\frac{1}{\partial_{\tau}}\left(\frac{1}{R^{2}}\right)=16 i \pi^{2} \int_{\ell_{1}, \ell_{2}} \frac{e^{-i r\left(\ell_{1}+\ell_{2}\right)} \hat{\delta}\left(u_{H} \ell_{1}\right) \hat{\delta}\left(u_{H} \ell_{2}\right)}{\ell_{1}^{2} \ell_{2}^{2}\left(u_{L} \ell_{1}+u_{L} \ell_{2}\right)} \tag{4.157}
\end{equation*}
$$

The mapping to Feynman integrals is straightforward, the powers of $R$ and $b R$ correspond to background photon insertions via fan integrals, and the powers of $\partial_{\tau}^{-1}$ correspond to matter propagators. Using this, one can see which Feynman diagram topologies are contained in the solutions. Note that a great simplification has occurred, as these expressions have the same diagram topologies as the electrodynamics case-with no need to manage multi-graviton vertices!

### 4.3.4 Results and Checks

In order to calculate the radial on-shell action for general relativity, we do the path integral over all graviton perturbations. Following our procedure in electromagnetism, we compute

$$
\begin{align*}
\exp \left(i I_{\mathrm{GR}}\right) & =\int\left[d \delta x_{H}\right]\left[d \delta x_{L}\right][d \delta A] \exp (i S)  \tag{4.158}\\
& =\int[d \delta A] \exp \left(i \bar{S}+i \delta S_{\mathrm{eff}}^{(1)}+\cdots\right)
\end{align*}
$$

In the SF expansion, the radial action is

$$
\begin{equation*}
I_{\mathrm{GR}}=I_{\mathrm{GR}}^{(0)}+I_{\mathrm{GR}}^{(1)}+\cdots \tag{4.159}
\end{equation*}
$$

with

$$
\begin{align*}
& I_{\mathrm{GR}}^{(0)}=\bar{S} \\
& I_{\mathrm{GR}}^{(1)}=-i \log \int[d \delta A] \exp \left(i \delta S_{\mathrm{eff}}^{(1)}\right), \tag{4.160}
\end{align*}
$$

and we will further expand in a PM series,

$$
\begin{equation*}
I_{\mathrm{GR}}^{(i)}=\sum_{j=i+1}^{\infty} I_{\mathrm{GR}}^{(i, j)} . \tag{4.161}
\end{equation*}
$$

We will compute this SF and PM expanded radial action for an array of gravitational theories. Again, dimensional analysis ensures the good mass polynomiality of the expansion [195],

$$
\begin{equation*}
I_{\mathrm{GR}}^{(i, j)}=\lambda^{i} m_{L} r_{S}\left(\frac{r_{S}}{b}\right)^{j-1} \mathcal{I}_{\mathrm{GR}}^{(i, j)}(\sigma) \tag{4.162}
\end{equation*}
$$

### 4.3.4.1 Scattering Masses

Let us now compute the 0 SF and 1 SF radial actions for general relativity. As reviewed in App. E, the OSF radial action for gravity is

$$
\begin{align*}
I_{\mathrm{GR}}^{(0)}=m_{L} r_{S} & {\left[\left(\frac{1}{D-4}-\log \left(b m_{L}\left(\sigma^{2}-1\right)^{1 / 2}\right)\right) \frac{\left(2 \sigma^{2}-1\right)}{\sqrt{\sigma^{2}-1}}+\frac{r_{S}}{b} \frac{3 \pi\left(5 \sigma^{2}-1\right)}{16 \sqrt{\sigma^{2}-1}}\right.} \\
& \left.+\frac{r_{S}^{2}}{b^{2}} \frac{64 \sigma^{6}-120 \sigma^{4}+60 \sigma^{2}-5}{24\left(\sigma^{2}-1\right)^{\frac{5}{2}}}+\cdots\right] \tag{4.163}
\end{align*}
$$

shown here to the first few PM orders.
Using the Feynman rules in Fig. 4.5, we compute $I_{\mathrm{GR}}^{(1)}$ from the Feynman diagrams in Fig. 4.6, which at 2PM gives

$$
\begin{equation*}
I_{\mathrm{GR}}^{(1,2)}=\lambda m_{L} r_{S} \frac{r_{S}}{b} \frac{3 \pi\left(5 \sigma^{2}-1\right)}{4 \sqrt{\sigma^{2}-1}} \tag{4.164}
\end{equation*}
$$

The flat space diagram topologies that need to be evaluated for $1 \mathrm{SF}, 3 \mathrm{PM}$ computations are shown in Fig. 4.7 for comparison. As an additional consistency




 action are shown on the left and the contributions relevant to 3PM are depicted to the right of the arrows. In actuality, the diagram with a 2 PM metric insertion does not contribute at this order (see footnote 4).
check, we have performed the 2PM calculation in an alternative and more general gauge fixing with the choice of $F_{\mu}=\zeta_{1} \bar{\nabla}^{\nu} \delta g_{\mu \nu}-\frac{1}{2} \zeta_{2} \bar{\nabla}_{\mu} \delta g$ in Eq. (4.109). For general $\zeta_{1}$ and $\zeta_{2}$, the flat space graviton propagator deviates from the deDonder form in Eq. (4.125) and, in fact, has spurious $1 / p^{4}$ and $1 / p^{6}$ poles. Working in this gauge, we find that the contributions from pure background field method diagrams are not gauge invariant nor is the contribution from the recoil operator. However, their sum is gauge invariant and yields the correct 2PM expression.

For yet another check, we have also performed the same calculation in general spacetime dimension, $D$, in App. E, yielding

$$
\begin{align*}
I_{\mathrm{GR}}^{(1,2)}= & \lambda m_{L} r_{S}^{2} b^{7-2 D} \\
& \times \frac{\pi^{\frac{7}{2}-D}\left((2 D-5) \sigma^{2}\left((2 D-3) \sigma^{2}-6\right)+3\right) \Gamma\left(D-\frac{7}{2}\right) \Gamma\left(\frac{D-1}{2}\right)^{2}}{(D-2)^{2}\left(\sigma^{2}-1\right)^{3 / 2} \Gamma(D-2)} . \tag{4.165}
\end{align*}
$$

which agrees with known results [18].
Last, but not least, we compute the 1SF Feynman diagrams at 3PM order, shown in


Figure 4.7: Flat space diagram topologies that contribute to the 1 SF action to 3 PM order. The dotted straight lines depict static massive sources and the solid straight lines represent matter propagators.


Figure 4.8: Diagrams necessary for computing the 2SF gravitational radial action to 3PM order. The first diagram involves cubic graviton vertices in a Schwarzschild background, the second makes use of the 2 SF recoil operator, and the third diagram uses the 1 SF recoil operator in combination with the cubic graviton vertex.

Fig. 4.6, to obtain the 3PM radial action,

$$
\begin{align*}
I_{\mathrm{GR}}^{(1,3)}=\lambda m_{L} r_{S}\left(\frac{r_{S}}{b}\right)^{2} & \left(\frac{\sigma\left(36 \sigma^{6}-114 \sigma^{4}+132 \sigma^{2}-55\right)}{12\left(\sigma^{2}-1\right)^{5 / 2}}\right.  \tag{4.166}\\
& \left.-\frac{\left(4 \sigma^{4}-12 \sigma^{2}-3\right) \operatorname{arccosh} \sigma}{2\left(\sigma^{2}-1\right)}\right),
\end{align*}
$$

using the integration methods described in [25,273]. The above results agree exactly with the known 2PM and 3PM expressions [5, 11, 95, 96].

In a similar fashion, contributions to the 2SF, 3PM action, which should match the 0SF, 3PM expression upon switching the $L$ and $H$ labels, can be calculated with the relevant diagrams shown in Fig. 4.8.


Figure 4.9: The contribution to the 1 SF radial action from a field which couples to the light body but not the heavy body, so there is no recoil operator insertion. The doubled line is the propagator of this additional field (scalar or vector) in the Schwarzschild background. Its nontrivial contributions to 3PM order when expanded in terms of flat space diagrams are shown on the right.

### 4.3.4.2 Scattering Scalar Charged Masses

It is trivial to incorporate additional fields in our framework. In particular, let us consider an additional scalar field that couples directly to the light particle but only gravitationally to the heavy particle. Such theories have been explored in SF studies $[248,265]$ as a toy model for full gravity. The additional term in action for this theory is

$$
\begin{equation*}
S_{\text {scalar }}=\int d^{4} x \sqrt{-\bar{g}}\left[\frac{1}{2} \bar{\nabla}_{\mu} \Phi \bar{\nabla}^{\mu} \Phi+\frac{1}{2} \xi \bar{R} \Phi^{2}-\Phi J\right] \tag{4.167}
\end{equation*}
$$

where, for maximum generality, we have included a nonminimal coupling, $\xi$, and the scalar couples to the current,

$$
\begin{equation*}
J(x)=y_{L} m_{L} \int d \tau \frac{\delta^{4}\left(x-\bar{x}_{L}\right)}{\sqrt{-\bar{g}}}, \tag{4.168}
\end{equation*}
$$

which only involves the light particle.
Crucially, in this theory the heavy particle does not accrue any additional interactions. Consequently, the gravitational recoil operator in Eq. (4.117) is completely unchanged. Thus, to compute the radial action we need only include the additional background field diagram depicted in Fig. 4.9.

Including this Feynman diagram, we find that the 1SF radial action for the scattering of scalar charged masses is corrected by

$$
\begin{align*}
& I_{\text {scalar }}^{(1,2)}=-\lambda m_{L} r_{S}\left(\frac{r_{\Phi}}{b}\right)\left(\frac{\pi}{8} \frac{\sigma^{2}-1+4 \xi}{\sqrt{\sigma^{2}-1}}\right) \\
& I_{\text {scalar }}^{(1,3)}=-\lambda m_{L} r_{S}\left(\frac{r_{S} r_{\Phi}}{b^{2}}\right) \frac{\sigma\left(2 \sigma^{4}-\sigma^{2}-1+\xi\left(6 \sigma^{2}-3\right)\right)}{6\left(\sigma^{2}-1\right)^{3 / 2}} \tag{4.169}
\end{align*}
$$

where we have defined the scalar charge radius,

$$
\begin{equation*}
r_{\Phi}=\frac{y_{L}^{2} m_{H}}{4 \pi} \tag{4.170}
\end{equation*}
$$

The above expression agrees with the results of [248]. Note that the contribution from the nonminimal coupling, $\xi$, constitutes a new calculation.

An interesting check of the result can be performed by calculating the probe action in a background given by a solution to Einstein's equations in the presence of a gravitationally coupled massless scalar field [277]. We find that the expressions for the action match under the swap, $H \leftrightarrow L$. We also compare the contribution from the nonminimal coupling, $\xi$, by computing the probe action in an Einstein-conformal scalar solution when $\xi=1 / 6[278,279]$ and find agreement with the above result.

### 4.3.4.3 Scattering Vector Charged Masses

The exact same procedure can be applied to a theory in which an additional, gravitationally interacting vector field couples directly to the light particle but not to the heavy particle. This theory is described by an additional term in the action,

$$
\begin{equation*}
S_{\mathrm{vector}}-=\int d^{4} x \sqrt{-\bar{g}}\left[\frac{1}{4} F_{\mu \nu} F^{\mu \nu}+A_{\mu} J^{\mu}\right] \tag{4.171}
\end{equation*}
$$

where the vector current couples only to the light particle,

$$
\begin{equation*}
J^{\mu}(x)=z_{L} m_{L} \int d \tau \frac{\delta^{4}\left(x-\bar{x}_{L}\right)}{\sqrt{-\bar{g}}} \dot{\bar{x}}_{L}^{\mu} \tag{4.172}
\end{equation*}
$$

As before, the recoil operator is unchanged, and now the only additional diagram is a background field loop of the vector field shown in Fig. 4.9. Computing this Feynman diagram and integrating, we obtain the 1SF radial action for the scattering of vector charged masses,

$$
\begin{align*}
& I_{\text {vector }}^{(1,2)}=-\lambda m_{L} r_{S}\left(\frac{r_{A}}{b}\right)\left(\frac{\pi}{8} \frac{3 \sigma^{2}-1}{\sqrt{\sigma^{2}-1}}\right), \\
& I_{\text {vector }}^{(1,3)}=-\lambda m_{L} r_{S}\left(\frac{r_{S} r_{A}}{b^{2}}\right)\left(\frac{\sigma\left(8 \sigma^{4}-28 \sigma^{2}+23\right)}{12\left(\sigma^{2}-1\right)^{3 / 2}}+\frac{\left(2 \sigma^{2}+1\right) \operatorname{arccosh} \sigma}{\left(\sigma^{2}-1\right)}\right), \tag{4.173}
\end{align*}
$$

where we have defined the vector charge radius,

$$
\begin{equation*}
r_{A}=\frac{z_{L}^{2} m_{H}}{4 \pi} . \tag{4.174}
\end{equation*}
$$

The above expression is a new result. We find that the expression for the probe radial action in the Reissner-Nordström metric when it is linearized in the vector charge and under the swap, $H \leftrightarrow L$, matches with the expression above.

### 4.4 Conclusions

In this paper we have derived a systematic effective field theory describing the dynamics of two interacting bodies in an expansion of their mass ratio, $\lambda=m_{L} / m_{H}$. A key ingredient is the simple fact that classical solutions-e.g., the Schwarzschild metric, together with the span of all of probe geodesics-carry information that is effectively all orders in perturbation theory from the point of view of the field theory constructed in a trivial background. Consequently, these classical solutions can be directly leveraged as resummations to simplify certain perturbative contributions.

The main technical result of our paper is a precise characterization of those perturbative contributions which are not encoded in the background fields and trajectories that constitute the 0SF theory. In particular, these "leading corrections to the background field method" enter at 1SF and are entirely accounted for by a recoil operator describing describes the wobble of the heavy particle sourcing the background field. The sole effect of this operator is a nonlocal-in-time correction to the two-point function of the force carrier. Importantly, corrections at 2 SF or higher orders can be systematically derived.

Applying this effective field theory framework to EM and GR, we compute the conservative radial action for scattering particles in various systems. Here, we have verified that our framework correctly reproduces the conservative dynamics in a number of familiar scenarios. We also present a number of new calculations.

The present work leaves many directions for future study. First and foremost, it would be wonderful to understand to what extent our results can be made technically useful for existing methods in SF theory. Here a crucial caveat-which may in the end limit the utility of our framework-is that our construction is fundamentally built from an effective field theory of point particles interacting through long range forces. While resumming diagrams reproduces the classical backgrounds such as the Schwarzschild metric, we should nevertheless interpret the resulting background as a fundamentally perturbative field sourced by sources, rather than a vacuum solution to the Einstein field equations. This approach has the unique advantage that we can use dimensional regularization to deal with ultraviolet divergent self-energy contributions. However, in the approach of existing SF methods, there is no heavy
point source. Hence, dimensional regularization is not an option, and self-energy contributions must instead be dealt with in a substantially different way. For this reason, it would be useful to try to port our results to this different approach. For example, it would be interesting to see if our recoil operator, which is defined naturally in dimensional regularization, can be adapted to other regulators.

Second of all, it would be interesting and relatively straightforward to generalize our results to other binary systems relevant to gravitational wave physics. For example, the case of gravitationally interacting spinning particles has a OSF sector which is described by a spinning probe particle in a Kerr-Newman background. The 1 SF sector should also be corrected by a recoil operator corresponding to the back reaction on the heavy spinning source. Another topic of interest would be to generalize our results to include tidal moments, as is relevant for neutron star binaries.

Thirdly, let us note another possible physical application of these ideas: fluid dynamics. Such systems exhibit gapless force carriers in the form of quanta of the fluid velocity field. These degrees of freedom are governed by the Navier-Stokes equation. By introducing a heavy and light body that interact with the fluid medium, we might then attempt to construct an effective field theory in the large mass ratio limit.

## COLOR-KINEMATICS DUALITY AND THE DOUBLE COPY IN TWO DIMENSIONS

This chapter reproduces the contents of the publication: Clifford Cheung, James Mangan, Julio Parra-Martinez, and Nabha Shah. Phys. Rev. Lett. 129, 221602 Published 23 November 2022.

### 5.1 Introduction

Recent breakthroughs in scattering theory have unveiled an extraordinary hidden structure lying dormant within the fundamental laws of nature. The so-called "double copy" [75, 77-79] is a mathematical formula, only proven at tree level, that very simply relates perturbative scattering amplitudes of gravitons in Einstein's general relativity (GR) to those of gluons in Yang-Mills theory (YM).

At a purely practical level, the double copy is an immensely efficient tool for recycling past results in gauge theory to derive new ones for gravity. This approach has made feasible many previously intractable calculations, for example those relevant to the finiteness of supergravity theories [280-287] and more recently, post-Minkowskian computations for black hole binary dynamics [95-97, 224] which are directly relevant to the LIGO experimental program [41, 246] and are, within the last three years, competing with the state of the art.

At the conceptual level, the double copy remains deeply mysterious. Its structure transcends gauge theory and gravity and applies to a broad web of theories [79]. For example, the exact same double copy also relates all tree-level amplitudes of pions in the chiral limit to those of certain hypothetical scalars known as Galileons, which have been studied independently as viable theories of cosmology and modified gravity.

In broad strokes, the double copy maps gauge theory to gravity by first expressing every gauge theory amplitude as a sum over cubic graphs,

$$
\begin{equation*}
A_{n}=\sum_{\text {cubic }} \frac{c_{i} n_{i}}{d_{i}} \tag{5.1}
\end{equation*}
$$

where the $c_{i}$ are color factors (structure constants), the $n_{i}$ are kinematic numerators, and the $d_{i}$ are propagators [77-79, 219, 288]. Color-kinematics duality states that
there exists a rearrangement of terms such that the kinematic numerators obey the same Jacobi identities as the color factors. Gravity - as the square or double copy of gauge theory - is simply obtained by replacing each color factor with the associated kinematic numerator, $c_{i} \rightarrow n_{i}$.

The double copy is an established fact about flat space, perturbative scattering amplitudes but its generality is far from understood. To what extent does it apply off-shell [289-295]? To curved geometries [296-306]? Nonperturbatively? Finding answers to these questions could provide a nonperturbative, background independent mapping between gravity and far simpler quantum field theories.

In this Letter, we present a nonperturbative double copy in two spacetime dimensions. This is the first off-shell Lagrangian level formulation of the double copy for interacting theories. ${ }^{1}$ Extending the proof of the double copy from tree level to all loop orders has implications for the understanding of all double copy constructions. Our approach is inspired by a remarkable isomorphism between the algebras of unitary transformations and diffeomorphisms [307],

$$
\begin{equation*}
\lim _{N \rightarrow \infty} U(N) \sim \operatorname{Diff}_{S^{1} \times S^{1}}, \tag{5.2}
\end{equation*}
$$

and applies to an enormous class of scalar theories, including masses and higherdimension operators.

We apply this construction successively to map bi-adjoint scalar (BAS) theory to Zakharov-Mikhailov (ZM) theory [308] to the special Galileon (SG) [309-311], thus deriving the corresponding and more familiar amplitudes-level double copy at all orders in perturbation theory. ${ }^{2}$ Since ZM theory is classically integrable, it furnishes a Lax connection whose Wilson lines define an infinite tower of conserved currents, all of which are shown to double copy into corresponding objects in the SG. An extension of the double copy based on the Moyal algebra is presented where $N$, the rank of the gauge group, parameterizes an infinite tower of higher-dimension operators. ${ }^{3}$ Note that at the classical level, ZM theory is very closely related to self-dual Yang-Mills (SDYM) theory [289, 290], which exhibits identical integrable and Moyal structures [314].

[^4]Implementing the double copy on nonperturbative, large-field configurations, we show analytically that every classical solution of the SG theory is isomorphic to corresponding dual solutions in ZM and BAS theory. As a highly nontrivial check, we compute an explicit, large-field, numerical solution for soliton scattering in the SG theory, map it to a corresponding configuration in ZM theory for $U(N)$ at large $N$, and verify that it satisfies the ZM equations of motion to high precision.

### 5.2 Color Algebra

A field in the adjoint of $U(N)$ is a Hermitian matrix, $\boldsymbol{V}=V^{a} \boldsymbol{T}_{a}$, where $\left[\boldsymbol{T}_{b}\right]_{a}{ }^{c}=i f_{a b}{ }^{c}$ and $\left[\boldsymbol{T}_{a}, \boldsymbol{T}_{b}\right]=i f_{a b}{ }^{c} \boldsymbol{T}_{c}$. For odd $N$ there exists a basis of generators $\boldsymbol{T}_{p}$ labeled by a two-vector, $p \in \mathbb{Z}_{N} \times \mathbb{Z}_{N}$ [307]. In this basis, $\boldsymbol{V}=V^{p} \boldsymbol{T}_{p}$ where $V^{p *}=V^{-p}$, and

$$
\begin{equation*}
\left[\boldsymbol{T}_{p_{i}}, \boldsymbol{T}_{p_{j}}\right]=i f_{p_{i} p_{j}}{ }^{p_{k}} \boldsymbol{T}_{p_{k}}, \tag{5.3}
\end{equation*}
$$

with the corresponding color structure constant, ${ }^{4}$

$$
\begin{equation*}
f_{p_{i} p_{j}}{ }^{p_{k}}=-\frac{N}{2 \pi} \sin \left(\frac{2 \pi}{N}\langle i j\rangle\right) \delta_{p_{i}+p_{j}, p_{k}} \stackrel{N \rightarrow \infty}{=}-\langle i j\rangle \delta_{p_{i}+p_{j}, p_{k}} . \tag{5.4}
\end{equation*}
$$

Hence, the $N \rightarrow \infty$ limit literally defines the algebra of volume-preserving diffeomorphisms on the torus [307], or equivalently, the Poisson algebra. The toroidal geometry arises because the generator labels $p$ are defined $\bmod N$.

### 5.3 Kinematic Algebra

Eq. (5.2) implies that fields in the adjoint of $U(N)$ at large $N$ are isomorphic to field-dependent diffeomorphisms,

$$
\begin{equation*}
\boldsymbol{V}=\epsilon^{\mu \nu} \partial_{\mu} V \partial_{\nu}=\partial_{\mu} V \tilde{\partial}^{\mu}=-\tilde{\partial}^{\mu} V \partial_{\mu}, \tag{5.5}
\end{equation*}
$$

which are volume-preserving because $\partial_{\mu} \tilde{\partial}^{\mu} V=0$. This algebra is closed since the commutator of diffeomorphisms yields another diffeomorphism via

$$
\begin{equation*}
\boldsymbol{Z}=[\boldsymbol{V}, \boldsymbol{W}]=\left[\partial_{\mu} V \tilde{\partial}^{\mu}, \partial_{\nu} W \tilde{\partial}^{v}\right]=\partial_{\mu} Z \tilde{\partial}^{\mu} \tag{5.6}
\end{equation*}
$$

where $Z=\partial_{\mu} V \tilde{\partial}^{\mu} W$. Motivated by these structures, we propose a color-kinematic duality replacement,

$$
\begin{align*}
V^{a} & \rightarrow V \\
f_{a b}{ }^{c} V^{a} W^{b} & \rightarrow \quad \partial_{\mu} V \tilde{\partial}^{\mu} W  \tag{5.7}\\
g_{a b} V^{a} W^{b} & \rightarrow \int V W
\end{align*}
$$

${ }^{4}$ In our conventions, the Minkowski metric and Levi-Civita tensor obey $\eta_{00}=\epsilon_{01}=1$ so that $\epsilon_{\mu \nu} \epsilon_{\rho \sigma}=-\left(\eta_{\mu \rho} \eta_{v \sigma}-\eta_{\mu \sigma} \eta_{\nu \rho}\right)$. Furthermore, we define the dual derivative $\tilde{\partial}^{\mu}=\epsilon^{\mu \nu} \partial_{\nu}$ and the antisymmetric product $\langle i j\rangle=\epsilon^{\mu \nu} p_{i \mu} p_{j \nu}$.

The first line simply maps any color-adjoint field to a corresponding singlet field. The second line maps the color structure constant to a kinematic structure constant whose momentum space representation is

$$
\begin{equation*}
f_{p_{i} p_{j}}{ }^{p_{k}}=-\langle i j\rangle \delta^{2}\left(p_{i}+p_{j}-p_{k}\right) . \tag{5.8}
\end{equation*}
$$

This is literally the continuum limit of Eq. (5.4), in accordance with the algebra isomorphism in Eq. (5.2). The third line is obtained from the Killing form of $U(N)$ at large $N$, which effectively defines a Killing form for the diffeomorphism algebra [307].

### 5.4 Lagrangian Double Copy

The color-kinematic replacement rules in Eq. (5.7) can be applied directly at the level of the Lagrangian, thus giving an off-shell, nonperturbative definition of the double copy.

### 5.4.1 Biadjoint Scalar Theory

The Lagrangian for BAS theory is

$$
\begin{equation*}
\mathcal{L}_{\mathrm{BAS}}=\frac{1}{2} \partial_{\mu} \phi_{a \bar{a}} \partial^{\mu} \phi^{a \bar{a}}+\frac{1}{6} f_{a b c} f_{\bar{a} \bar{b} \bar{c}} \phi^{a \bar{a}} \phi^{b \bar{b}} \phi^{c \bar{c}}, \tag{5.9}
\end{equation*}
$$

while the corresponding equation of motion is

$$
\begin{equation*}
\square \phi^{c \bar{c}}-\frac{1}{2} f_{a b}^{c} f_{\bar{a} \bar{b}}^{\bar{c}} \phi^{a \bar{a}} \phi^{b \bar{b}}=0 . \tag{5.10}
\end{equation*}
$$

The tree-level four-point off-shell BAS amplitude is

$$
\begin{equation*}
-A_{\mathrm{BAS}}=\frac{c_{s} \bar{c}_{s}}{s}+\frac{c_{t} \bar{c}_{t}}{t}+\frac{c_{u} \bar{c}_{u}}{u}, \tag{5.11}
\end{equation*}
$$

where $s=\left(p_{1}+p_{2}\right)^{2}, t=\left(p_{2}+p_{3}\right)^{2}, u=\left(p_{3}+p_{1}\right)^{2}$, and the color factors are $c_{s}=f_{a_{1} a_{2}}{ }^{b} f_{b a_{3} a_{4}}, c_{t}=f_{a_{2} a_{3}}{ }^{b} f_{b a_{1} a_{4}}, c_{u}=f_{a_{3} a_{1}}{ }^{b} f_{b a_{2} a_{4}}$, and likewise for barred color.

Massless on-shell kinematics in two dimensions is famously plagued by infrared singularities since all asymptotic states are either left or right movers. For example, for the case of four-point scattering with color-ordered external states, the external momenta exhibit kinematic configurations which we classify as "split", where $p_{1}+$ $p_{2}=p_{3}+p_{4}=0$ or $p_{2}+p_{3}=p_{1}+p_{4}=0$, versus "alternating", where $p_{3}+p_{1}=$ $p_{2}+p_{4}$. Since either $s, t$, or $u$ is always zero, there is a vanishing Gram determinant, stu $=0$, and propagator exchanges generically exhibit collinear singularities.

The precise method of infrared regulation-be it going off-shell, introducing a physical mass term to the theory, or analytically continuing away from two dimensions-can yield different answers for nominally classical equivalent theories, and special care must be taken [315]. Nevertheless, the claim of the present paper is that assuming a particular infrared regulator, our construction can be applied to map any given infrared-regulated theory to a corresponding infrared-regulated double copy theory.

### 5.4.2 Zakharov-Mikhailov Theory

Applying the replacement rules in Eq. (5.7) to the Lagrangian of BAS theory in Eq. (5.9), we obtain the action of ZM theory, whose Lagrangian is [308, 315-317]

$$
\begin{equation*}
\mathcal{L}_{\mathrm{ZM}}=\frac{1}{2} \partial_{\mu} \phi_{a} \partial^{\mu} \phi^{a}+\frac{1}{6} f_{a b c} \phi^{a} \partial_{\mu} \phi^{b} \tilde{\partial}^{\mu} \phi^{c} . \tag{5.12}
\end{equation*}
$$

The resulting equation of motion is

$$
\begin{equation*}
\square \phi^{c}-\frac{1}{2} f_{a b}^{c} \partial_{\mu} \phi^{a} \tilde{\partial}^{\mu} \phi^{b}=0, \tag{5.13}
\end{equation*}
$$

which can alternatively be obtained fromEq. (5.10) via Eq. (5.7). Note that Eq. (5.13) also encodes the dynamics of SDYM theory [289, 290, 314].

As is well-known $[308,315,317]$, ZM theory is classically equivalent to the principal chiral model (PCM), otherwise known as the nonlinear sigma model (NLSM) in two dimensions. In general dimensions, the NLSM is classically defined by

$$
\begin{equation*}
\partial_{[\mu} j_{\nu]}^{c}+f_{a b}{ }^{c} j_{\mu}^{a} j_{v}^{b}=0 \quad \text { and } \quad \partial^{\mu} j_{\mu}^{a}=0 \tag{5.14}
\end{equation*}
$$

where the former is a pure gauge condition implying that $j_{\mu}^{a} \boldsymbol{T}_{a} \sim \boldsymbol{g}^{-1} \partial_{\mu} \boldsymbol{g}$ and the latter is the NLSM equation of motion. By defining $j_{\mu}^{a}=\epsilon_{\mu \nu} \partial^{\nu} \phi^{a}$, we trivially enforce the latter, while the former is equivalent to Eq. (5.13).

The three-point Feynman vertex defined by Eq. (5.12) is

which is fully antisymmetric because off-shell two-dimensional kinematics implies that $\langle 12\rangle=\langle 23\rangle=\langle 31\rangle$.

The tree-level four-point off-shell ZM amplitude is

$$
\begin{equation*}
-A_{\mathrm{ZM}}=\frac{c_{s} n_{s}}{s}+\frac{c_{t} n_{t}}{t}+\frac{c_{u} n_{u}}{u}, \tag{5.16}
\end{equation*}
$$

where the kinematic numerators,

$$
\begin{equation*}
n_{s}=\langle 12\rangle\langle 34\rangle, \quad n_{t}=\langle 23\rangle\langle 14\rangle, \quad n_{u}=\langle 31\rangle\langle 24\rangle, \tag{5.17}
\end{equation*}
$$

satisfy the off-shell kinematic Jacobi identity, $n_{s}+n_{t}+n_{u}=0$, on account of the Schouten identity. Applying the standard color decomposition [318], the colorordered ZM amplitude is $A_{\mathrm{ZM}}[1234]=\frac{n_{s}}{s}-\frac{n_{t}}{t}$.

For the alternating configuration described previously, $u=s+t=0$, which implies that $A_{\mathrm{ZM}}[1234]$ is free of collinear singularities. In this case $n_{s}=-n_{t}=\langle 12\rangle^{2}$, so $A_{\mathrm{ZM}}[1234]=0$, in accordance with the phenomenon of no-particle production described in [319]. For the split configurations, $A_{\mathrm{ZM}}[1234]$ is non-zero but must be evaluated with some choice of infrared regulator [315].

At loop level, integrands at arbitrary order are mechanically calculated using the Feynman vertex in Eq. (5.15). By construction, all loop-level kinematic Jacobi identities are automatically satisfied, even off-shell. While enforcing "global colorkinematics constraints" is a well-known difficulty in gauge theory starting at twoloops [320], we learn here that there is no obstacle to this for ZM theory at all orders in perturbation theory.

### 5.4.3 Special Galileon Theory

Eq. (5.7) maps the ZM Lagrangian in Eq. (5.12) to the action of the SG theory, whose Lagrangian is

$$
\begin{equation*}
\mathcal{L}_{\mathrm{SG}}=\frac{1}{2} \partial_{\mu} \phi \partial^{\mu} \phi+\frac{1}{6} \phi \partial_{\mu} \partial_{\nu} \phi \tilde{\partial}^{\mu} \tilde{\partial}^{v} \phi \tag{5.18}
\end{equation*}
$$

and whose equation of motion is

$$
\begin{equation*}
\square \phi-\frac{1}{2} \partial_{\mu} \partial_{\nu} \phi \tilde{\partial}^{\mu} \tilde{\partial}^{v} \phi=0 . \tag{5.19}
\end{equation*}
$$

The three-point Feynman vertex is then

which is fully permutation invariant. Applying either an off-shell or mass regulator for infrared singularities, the on-shell amplitude is

$$
\begin{equation*}
-A_{\mathrm{SG}}=\frac{n_{s}^{2}}{s}+\frac{n_{t}^{2}}{t}+\frac{n_{u}^{2}}{u} \sim s t u=0 \tag{5.21}
\end{equation*}
$$

which is proportional to the Gram determinant and thus vanishes in two dimensions. This reflects the fact that the SG is field-redefinition equivalent to a two-dimensional free theory [321, 322].

### 5.5 Masses and Higher-Dimension Operators

Thus far we have only considered those theories which have historically appeared in the amplitudes-level double copy [79]. Our construction extends far more broadly, however. In particular, the color-kinematic replacement rules in Eq. (5.7) can be applied to any operator that does not have (i) a closed loop of color structure constants, nor (ii) multiple color traces. In both cases, the third line of Eq. (5.7) will induce ill-defined or nonlocal integrals over the volume of spacetime which enter into the Lagrangian. The mildness of the restrictions (i) and (ii) means that a very large class of operators manifestly obey color-kinematics duality, in sharp contrast to the typical intuition that almost all operators will fail the duality.

By these rules, mass terms are perfectly fine and trivially double copy via the same color-kinematic replacements as the kinetic terms. These mass terms serve only to change the propagator denominators.

Eq. (5.7) can also be implemented for an infinite class of higher-dimension operators. For example, consider the higher-dimension operator in BAS theory, $O_{\text {BAS }}=$ $f_{\text {abe }} f_{c d e} f_{\bar{a} \bar{b} \bar{e}} f_{\bar{c} \bar{c} \bar{e}} \phi^{a \bar{a}} \phi^{b \bar{b}} \phi^{c \bar{c}} \phi^{d \bar{d}}$, where both the color and dual color structures are single trace. Applying Eq. (5.7) to dual color, we obtain the spacetime integral of $O_{\mathrm{ZM}}=f_{a b e} f_{c d e} \partial_{\mu} \phi^{a} \tilde{\partial}^{\mu} \phi^{b} \partial_{\nu} \phi^{c} \tilde{\partial}^{v} \phi^{d}$, which is the color-kinematic dual operator in ZM theory. Then applying Eq. (5.7) to the remaining color structures, we obtain the spacetime integral of $O_{\mathrm{SG}}=\partial_{\mu} \partial_{\nu} \phi \tilde{\partial}^{\mu} \tilde{\partial}^{v} \phi \partial_{\rho} \partial_{\sigma} \phi \tilde{\partial}^{\rho} \tilde{\partial}^{\sigma} \phi$, which is the colorkinematic dual operator in the SG theory.

Now consider $O_{\mathrm{BAS}}^{\prime}=g_{a c} g_{b d} f_{\bar{a} \bar{b} \bar{e}} f_{\bar{c} \bar{d} \bar{e}} \phi^{a \bar{a}} \phi^{b \bar{b}} \phi^{c \bar{c}} \phi^{d \bar{d}}$, which is double trace in color and single trace in dual color. Applying Eq. (5.7) to the latter, we obtain $O_{\mathrm{ZM}}^{\prime}=$ $\partial_{\mu} \phi_{a} \tilde{\partial}^{\mu} \phi_{b} \partial_{\nu} \phi^{a} \tilde{\partial}^{v} \phi^{b}$. Since the resulting operator is double trace in color, it cannot be further double copied via Eq. (5.7) without generating an additional integral over all of spacetime.

### 5.6 Fundamental BCJ Relation

Our Lagrangian-level formulation of the double copy does not preserve the fundamental Bern-Carrasco-Johansson (BCJ) relation [77, 78] nor the so-called
minimal rank condition [323]. Ultimately, this is not so surprising because the fundamental BCJ relation is literally equivalent to the conservation equation for the kinematic current in theories with purely cubic interactions [292, 296], and our generalized double copy construction allows for quartic and higher interactions.

Crucially, failure of the minimal rank condition implies that our framework should be interpreted as a generalization of the color-kinematic dual formulation of the double copy [77, 78], which is built upon the kinematic Jacobi identities, rather than the Kawai-Lewellen-Tye (KLT) formulation [75], which relies on relations amongst color-ordered amplitudes.

As an example, consider BAS theory deformed by a mass and the higher-dimension operator defined earlier,

$$
\begin{equation*}
\mathcal{L}=\mathcal{L}_{\mathrm{BAS}}-\frac{m^{2}}{2} \phi_{a \bar{a}} \phi^{a \bar{a}}+\frac{\tau}{16} O_{\mathrm{BAS}} . \tag{5.22}
\end{equation*}
$$

For the moment, let us work in general dimensions, where infrared divergences are absent. The matrix of doubly color-ordered amplitudes is

$$
\begin{align*}
& H(m, \tau)=\left(\begin{array}{cc}
A[1234 \mid 1234] & A[1234 \mid 1324] \\
A[1324 \mid 1234] & A[1324 \mid 1324]
\end{array}\right) \\
& =-\left(\begin{array}{cc}
\frac{1}{s-m^{2}}+\frac{1}{t-m^{2}}-\tau & -\frac{1}{t-m^{2}}+\frac{\tau}{2} \\
-\frac{1}{t-m^{2}}+\frac{\tau}{2} & \frac{1}{t-m^{2}}+\frac{1}{u-m^{2}}-\tau
\end{array}\right) . \tag{5.23}
\end{align*}
$$

The minimal rank condition holds for pure BAS theory in general dimensions since $\operatorname{det} H(0,0)=0$ on-shell. However, it fails in the presence of masses [324, 325] and higher-dimension operators [323],

$$
\begin{align*}
\operatorname{det} H(m, 0) & =\frac{m^{2}}{\left(s-m^{2}\right)\left(t-m^{2}\right)\left(u-m^{2}\right)} \\
\operatorname{det} H(0, \tau) & =-\tau\left(\frac{1}{s}+\frac{1}{t}+\frac{1}{u}\right)+\frac{3 \tau^{2}}{4} . \tag{5.24}
\end{align*}
$$

Evaluating these expressions for two-dimensional kinematics, we encounter the usual annoyances of infrared divergences, but irrespective of choice of regulator, the above determinants are still nonzero.

### 5.7 Integrable Models

Since ZM theory is classically equivalent to the PCM, it is similarly integrable [308, 316, 326]. Moreover, ZM theory maps to the SG under the double copy, so we will see that the latter is also integrable. Note that mapping the integrability
of one theory to another would not be possible with the standard amplitudes-level double copy because the integrability conditions are expressed in terms of currents and off-shell fields.

As a brief review, integrability is achieved by casting the equations of motion into the form of the Lax equation, $\dot{L}=[M, L]$, where the operators $L$ and $M$ constitute a Lax pair [327-331]. By virtue of this form of the equations of motion, the eigenvalues of $L$ are conserved charges. A familiar Lax pair is the Hamiltonian together with an observable in the Heisenberg picture. In two dimensions, integrability requires infinitely many charges where the infinitude of Lax pairs is parameterized by a spectral parameter $\lambda$. The Lax pair comes from a Wilson line and a gauge field, the Lax connection, where flatness of the gauge connection yields the Lax equation.

### 5.7.1 Integrability of Zakharov-Mikhailov Theory

Let us review the integrability properties of ZM theory [308, 316, 326]. To begin, we define the Lax connection [308, 326, 332, 333],

$$
\begin{equation*}
\boldsymbol{A}_{\mu}=\frac{1}{1-\lambda^{2}}\left(\tilde{\partial}_{\mu} \boldsymbol{\phi}+\lambda \partial_{\mu} \boldsymbol{\phi}\right) \tag{5.25}
\end{equation*}
$$

whose corresponding field strength,

$$
\begin{equation*}
\boldsymbol{F}_{\mu \nu}=\partial_{[\mu} \boldsymbol{A}_{\nu]}+\left[\boldsymbol{A}_{\mu}, \boldsymbol{A}_{\nu}\right]=0, \tag{5.26}
\end{equation*}
$$

vanishes for all values of the parameter $\lambda$ due to the ZM equation of motion in Eq. (5.13). Since the Lax connection is pure gauge, we can construct the Wilson line,

$$
\begin{align*}
& \boldsymbol{W}(x)=P \exp \left[-\int^{x} d x^{\prime \mu} \boldsymbol{A}_{\mu}\left(x^{\prime}\right)\right]  \tag{5.27}\\
& =1-\int^{x} d x^{\prime} \boldsymbol{A}\left(x^{\prime}\right)+\int^{x} d x^{\prime} \boldsymbol{A}\left(x^{\prime}\right) \int^{x^{\prime}} d x^{\prime \prime} \boldsymbol{A}\left(x^{\prime \prime}\right)+\cdots,
\end{align*}
$$

which is path-independent and satisfies $D_{\mu} \boldsymbol{W}=\partial_{\mu} \boldsymbol{W}+\boldsymbol{A}_{\mu} \boldsymbol{W}=0$. Next, we define the Lax current $[308,316,326]$

$$
\begin{equation*}
\boldsymbol{J}_{\mu}=\tilde{\partial}_{\mu} \boldsymbol{W}=\sum_{k=0}^{\infty} \lambda^{-k} \boldsymbol{J}_{\mu}^{(k)} \tag{5.28}
\end{equation*}
$$

which furnishes an infinite tower of currents, including

$$
\begin{align*}
& \boldsymbol{J}_{\mu}^{(1)}=\tilde{\partial}_{\mu} \boldsymbol{\phi}, \quad J_{\mu}^{(2)}=\partial_{\mu} \boldsymbol{\phi}+\tilde{\partial}_{\mu} \boldsymbol{\phi} \phi \\
& \boldsymbol{J}_{\mu}^{(3)}=\tilde{\partial}_{\mu} \boldsymbol{\phi}+\partial_{\mu} \boldsymbol{\phi} \boldsymbol{\phi}+\tilde{\partial}_{\mu} \boldsymbol{\phi} \int^{x} d x^{\prime} \tilde{\partial} \phi+\tilde{\partial}_{\mu} \phi \int^{x} d x^{\prime} \partial \phi \phi, \tag{5.29}
\end{align*}
$$

which become increasingly nonlocal at higher orders. On the support of the equations of motion in Eq. (5.13), these currents are conserved, so $\partial^{\mu} \boldsymbol{J}_{\mu}=\partial^{\mu} \boldsymbol{J}_{\mu}^{(k)}=$ 0 .

### 5.7.2 Integrability of Special Galileon Theory

Applying the color-kinematics replacement in Eq. (5.7) to Eq. (5.25) and Eq. (5.26) we obtain the Lax connection for SG theory,

$$
\begin{equation*}
A_{\mu}=\frac{1}{1-\lambda^{2}}\left(\tilde{\partial}_{\mu} \phi+\lambda \partial_{\mu} \phi\right), \tag{5.30}
\end{equation*}
$$

whose corresponding field strength is also vanishing,

$$
\begin{equation*}
F_{\mu \nu}=\partial_{[\mu} A_{\nu]}+\partial_{\rho} A_{\mu} \tilde{\partial}^{\rho} A_{\nu}=0 . \tag{5.31}
\end{equation*}
$$

Meanwhile, the Wilson line maps from a color matrix to a diffeomorphism via

$$
\begin{align*}
& \boldsymbol{W}(x)=P \exp \left[\int^{x} d x^{\prime \mu} \tilde{\partial}^{v} A_{\mu} \partial_{v}\right] \\
& =1+\int^{x} d x^{\prime \mu} \tilde{\partial}^{v} A_{\mu} \partial_{v}+\int^{x} d x^{\prime \mu} \tilde{\partial}^{v} A_{\mu} \tilde{\partial}^{\rho} A_{\nu} \partial_{\rho}+\cdots  \tag{5.32}\\
& =\int^{x} d x^{\prime \mu} K_{\mu}^{v} \partial_{v} \quad \text { where } \quad K_{\mu}^{v}=\left(\delta_{\mu}^{v}-\tilde{\partial}^{v} A_{\mu}\right)^{-1}
\end{align*}
$$

As per Eq. (5.28), the Lax current for the SG theory is

$$
\begin{equation*}
\boldsymbol{J}_{\mu}=\epsilon_{\mu \nu} \tilde{\partial}^{\rho} A^{\nu} K_{\rho}^{\sigma} \partial_{\sigma}, \tag{5.33}
\end{equation*}
$$

which is conserved since

$$
\begin{equation*}
\partial^{\mu} \boldsymbol{J}_{\mu}=-\tilde{\partial}^{v}\left(\tilde{\partial}^{\rho} A_{\nu} K_{\rho}^{\sigma}\right) \partial_{\sigma}=-\tilde{\partial}^{v}\left(K_{\nu}^{\rho} \tilde{\partial}^{\sigma} A_{\rho}\right) \partial_{\sigma}=0 \tag{5.34}
\end{equation*}
$$

where $K_{v}^{\rho} \partial_{\mu} A_{\rho}=\partial_{v} A_{\mu}$ follows directly from Eq. (5.31). The series expansion of Eq. (5.33) yields an infinite tower of conserved currents in the SG theory which include

$$
\begin{equation*}
\boldsymbol{J}_{\mu}^{(1)}=\tilde{\partial}_{\mu} \partial_{\nu} \phi \tilde{\partial}^{v}, \quad \boldsymbol{J}_{\mu}^{(2)}=\partial_{\mu} \partial_{\nu} \phi \tilde{\partial}^{v}+\tilde{\partial}_{\mu} \partial_{\nu} \phi \tilde{\partial}^{v} \partial_{\rho} \phi \tilde{\partial}^{\rho}, \tag{5.35}
\end{equation*}
$$

and can also be obtained trivially from the currents of ZM theory in Eq. (5.29) by applying the color-kinematic replacement rules in Eq. (5.7).

### 5.8 Nonperturbative Solutions

Eq. (5.2) implies a nonperturbative map between the classical solutions of the equations of motion of BAS, ZM, and SG theory.

Since the SG theory is field-redefinition equivalent to a two-dimensional free theory [321, 322, 334, 335], any arbitrary configuration of left- and right-moving wave packets will pass through each other unscathed even though the collision itself will be highly nonlinear and nonperturbative. Thus if we restrict to scattering on a spatial circle of circumference $2 \pi$, then the time evolution will be similarly $2 \pi$ periodic. Since every classical solution of the SG theory effectively resides on a spacetime torus, it can be expressed as a double discrete Fourier transform,

$$
\begin{equation*}
\phi(x)=\sum_{p \in \mathbb{Z} \times \mathbb{Z}} e^{i p x} \tilde{\phi}(p)=\sum_{p \in \mathbb{Z}_{N} \times \mathbb{Z}_{N}} e^{i p x} \tilde{\phi}(p)+O\left(\frac{1}{N}\right), \tag{5.36}
\end{equation*}
$$

where the corrections to the right-hand side are negligible as long as the field does not vary on distances shorter than $\frac{1}{N}$, which is always true for sufficiently large $N$.

We now construct a dual field configuration in ZM theory defined for $U(N)$,

$$
\begin{equation*}
\phi^{a}(x) \boldsymbol{T}_{a}=\sum_{p \in \mathbb{Z}_{N} \times \mathbb{Z}_{N}} e^{i p x} \tilde{\phi}(p) \boldsymbol{T}_{p} \tag{5.37}
\end{equation*}
$$

which is literally the SG solution under the replacement $e^{i p x} \rightarrow e^{i p x} \boldsymbol{T}_{p}$. It is straightforward to see that Eq. (5.37) automatically satisfies the ZM equations of motion in Eq. (5.13) up to $1 / N$ corrections, since the commutator in Eq. (5.3) and Eq. (5.4) yields a color structure constant that exactly transforms the interaction vertex of ZM into that of SG theory. Repeating this procedure, we obtain

$$
\begin{equation*}
\phi^{a \bar{a}}(x) \boldsymbol{T}_{a} \otimes \boldsymbol{T}_{\bar{a}}=\sum_{p \in \mathbb{Z}_{N} \times \mathbb{Z}_{N}} e^{i p x} \tilde{\phi}(p) \boldsymbol{T}_{p} \otimes \boldsymbol{T}_{p}, \tag{5.38}
\end{equation*}
$$

which is a classical solution of BAS theory.
Remarkably, the above analytic construction can be verified numerically, as described in Fig. 5.1. Using the double copy replacement, we map a numerical solution of SG theory onto a corresponding matrix-valued field configuration of ZM theory, which is then shown to satisfy the ZM equations of motion to high precision.

Note that every solution of the SG theory maps to a dual solution in ZM theory but the converse is not true. This is not actually surprising given what is known from scattering: every gravity amplitude maps to a gauge theory amplitude with very specific color structures which are precisely chosen to be certain kinematic numerators. On the other hand, a generic gauge theory amplitude with arbitrary color structures will not have any interpretation as a gravity amplitude.


Figure 5.1: We numerically solve the SG equations of motion in Eq. (5.19) for a pair of colliding Gaussian wave packets. The discrete Fourier transform of this solution, defined in Eq. (5.36), is inserted into Eq. (5.37) to obtain a putative matrix-valued solution of ZM theory. The above density plots characterize this ZM configuration, where the horizontal (vertical) axes denote space (time) and lighter (darker) colors denote positive (negative) field values. Each panel depicts a different matrixvalued, spacetime-dependent operator, $O=\phi, \phi_{t t}, \phi_{x x}$, etc., where the subscripts denote derivatives. Each operator is visualized by plotting its projection onto a single component, $\operatorname{tr}\left(O \boldsymbol{T}_{0}\right)$, where $\boldsymbol{T}_{0}=\sum_{p} \boldsymbol{T}_{p}$. Each term in the ZM equations of motion in Eq. (5.13) is nonzero, but they nevertheless cancel to high precision in the final panel. These results were obtained for $U(N)$ with $N=499$. See https://bit.ly/30dGIo4 for an animation of this scattering process.

That the SG is secretly free certainly detracts from the miracle of a nonperturbative mapping in this context. However, recall that very general deformations of BAS and ZM theory-for example including masses or higher-dimension operatorsalso double copy mechanically into analogous deformations of the SG theory. Nonperturbative solutions of this much larger class of nonfree theories will also exhibit the nonperturbative double copy defined in Eq. (5.36), Eq. (5.37), and Eq. (5.38).

### 5.9 Generalization Using the Moyal Algebra

We observed in Eq. (5.2) that the $N \rightarrow \infty$ limit of $U(N)$ yields the diffeomorphism algebra. What about finite $N$ ? In this case the continuum version of Eq. (5.4) is the Moyal algebra [336],

$$
\begin{equation*}
f_{p_{1} p_{2}}{ }^{p_{3}}=-\frac{1}{\alpha^{\prime}} \sin \left(\alpha^{\prime}\langle 12\rangle\right) \delta^{2}\left(p_{i}+p_{j}-p_{k}\right), \tag{5.39}
\end{equation*}
$$

which is the unique deformation of the Poisson algebra [337] encoding an infinite tower of higher-dimension corrections to the original kinematic structure constant in Eq. (5.8). Here we have defined a new coupling constant $\alpha^{\prime} \sim \frac{2 \pi}{N}$. At the level of fields, the generalized color-kinematic replacement rule is

$$
\begin{equation*}
f_{a b}{ }^{c} V^{a} W^{b} \quad \rightarrow \quad \frac{1}{\alpha^{\prime}} \sin \left(\alpha^{\prime} \partial_{V} \tilde{\partial}_{W}\right) V W, \tag{5.40}
\end{equation*}
$$

where the subscripts denote which fields the derivatives act upon. Under this substitution, BAS theory maps to

$$
\begin{equation*}
\mathcal{L}_{\mathrm{ZM}, \alpha^{\prime}}=\frac{1}{2} \partial_{\mu} \phi^{a} \partial^{\mu} \phi^{a}+\frac{1}{6 \alpha^{\prime}} f_{a b c} \phi^{a} \sin \left(\alpha^{\prime} \partial_{\phi^{b}} \tilde{\partial}_{\phi^{c}}\right) \phi^{b} \phi^{c}, \tag{5.41}
\end{equation*}
$$

a Moyal-deformed variation of ZM theory which has also appeared in the context of SDYM [314].

The corresponding three-point Feynman vertex is

which is totally antisymmetric because of two-dimensional kinematics. The resulting four-point amplitude is given by Eq. (5.16) with the numerators

$$
\begin{align*}
& n_{s}=\frac{1}{\alpha^{\prime 2}} \sin \left(\alpha^{\prime}\langle 12)\right\rangle \sin \left(\alpha^{\prime}\langle 34\rangle\right) \\
& n_{t}=\frac{1}{\alpha^{\prime 2}} \sin \left(\alpha^{\prime}\langle 23\rangle\right) \sin \left(\alpha^{\prime}\langle 14\rangle\right)  \tag{5.43}\\
& n_{u}=\frac{1}{\alpha^{\prime 2}} \sin \left(\alpha^{\prime}\langle 31\rangle\right) \sin \left(\alpha^{\prime}\langle 24\rangle\right) .
\end{align*}
$$

Remarkably, these satisfy the kinematic Jacobi identity for any value of $\alpha^{\prime}$, so for example

$$
\begin{equation*}
\sin \langle 12\rangle \sin \langle 34\rangle+\sin \langle 23\rangle \sin \langle 14\rangle+\sin \langle 31\rangle \sin \langle 24\rangle=0, \tag{5.44}
\end{equation*}
$$

for arbitrary off-shell two-dimensional kinematics.
The generalized replacement rule in Eq. (5.40) can be reapplied to ZM to generate a deformation of SG theory that includes a fixed tower of higher-dimension corrections, analogous to the infinite tower of corrections to self-dual gravity in Ref. [314].

### 5.10 Future Directions

The double copy is an extremely potent computational tool but it is fundamentally unclear why it works. Our results mark a radical departure from the status quo of the double copy in several ways. Typical theories that admit color-kinematics duality have a single coupling constant, massless particles, square in any spacetime dimension, only double copy on-shell, and all of this is only provable at tree level [79]. On the other hand we have presented an enormous class of scalar theories with arbitrary Wilson coefficients and masses that square off-shell (to all orders in perturbation theory) in two dimensions. A Lagrangian formulation coupled with an understanding of the algebra mapping also broadens the scope of the double copy to include Wilson lines, currents, and nonperturbative (non-Abelian) classical solutions.

The present Letter leaves several avenues for further inquiry. In general dimensions, the kinematic algebra for the NLSM is that of volume-preserving diffeomorphisms [292]. Generalizing this tree-level observation to the full loop-level action is an open problem. The two-dimensional results presented here suggest that this generalization may be possible, at least in principle. While we have found an enormous class of operators that double copy, it may be possible to enlarge the space even further by overcoming the restrictions (i) and (ii) given above.

Finally, it would also be interesting to apply our approach to gauge theory and gravity in two dimensions and beyond. The kinematic algebra for gauge theory [292], even at tree level, is not as well understood as for the NLSM. However, the self-dual sector of Yang-Mills theory has a simple kinematic algebra so it may be possible to systematically perturb away from the self-dual sector [289, 290].

## DERIVATION OF EQ. (2.19)

The replacement in Eq. (2.19) eliminates all dependence on the angular momentum $J$ in favor of powers of $p$ and $r$. Its derivation is straightforward. To begin, consider the expression

$$
\begin{equation*}
\frac{(p \cdot r)^{2 k}+z(n, k) p^{2 k} r^{2 k}}{r^{n}}, \tag{A.1}
\end{equation*}
$$

where $z(n, k)$ is precisely chosen so that the Fourier transform of Eq. (A.1) is zero at leading order in the classical limit. Our aim will be to derive $z(n, k)$.

The Fourier transform of the tensor $\left(r_{i_{1}} r_{i_{2}} \cdots r_{i_{2 k} k}\right) / r^{n}$ is trivially obtained by taking derivatives of the Fourier transform of the scalar $1 / r^{m}$,

$$
\begin{align*}
\frac{r_{i_{1}} r_{i_{2}} \cdots r_{i_{2 k}}}{r^{n}}= & \frac{(n-4 k-2)!!}{(n-2)!!}\left[\partial_{i_{1}} \partial_{i_{2}} \cdots \partial_{i_{2 k}} \frac{1}{r^{(n-4 k)}}\right. \\
& -\sum_{j=0}^{k-1}(-1)^{j+k} \frac{(n-2 k+2 j-2)!!}{(n-4 k-2)!!r^{(n-2 k+2 j)}} \\
& \left.\times\left(r_{i_{1}} r_{i_{2}} \cdots r_{i_{2 j}} \delta_{i_{(2 j+1)} i_{(2 j+2)}} \delta_{i_{(2 j+3)} i_{(2 j+4)}} \cdots \delta_{i_{(2 k-2)} i_{2 k}}+\text { perm }\right)\right], \tag{A.2}
\end{align*}
$$

where the number of permutations in each summand is $\frac{(2 k)!}{(2 j)!(k-j)!2^{(k-j)}}$. Truncating all but leading order classical contribution of Eq. (A.1) effectively sets $(p \cdot q)$ to zero. In the Fourier transform of Eq. (A.2), each derivative brings down a factor of $q$. Therefore, the first term vanishes when all free indices are contracted into the momentum $p$. Inserting Eq. (A.1) we find that

$$
\begin{gather*}
z(n, k)=\frac{1}{(n-2)!!}\left(\sum_{j=1}^{k-1}(-1)^{j+k} \frac{(n-2 k+2 j-2)!!(2 k)!}{(2 j)!(k-j)!2^{(k-j)}} z(n-2 k-2 j, j)\right.  \tag{A.3}\\
\left.-\frac{2 k!(-1)^{(k+1)}(n-2 k-2)!!}{2^{k} k!}\right)
\end{gather*}
$$

The solution to this equation is

$$
\begin{equation*}
z(n, k)=-\frac{(2 k-1)!!(n-2 k-2)!!}{(n-2)!!} \tag{A.4}
\end{equation*}
$$

which is shown simply by plugging into both sides of Eq. (A.3). Starting from the left-hand-side of Eq. (2.19) and eliminating all factors of ( $p \cdot r$ ) via Eq. (A.1) given

Eq. (A.4), we obtain

$$
\begin{equation*}
\frac{J^{2 k}}{r^{n}}=\sum_{j=0}^{2 k}\binom{k}{j} \frac{(-1)^{j}(p \cdot r)^{2 j} p^{2(k-j)}}{r^{(n-2 k+2 j)}} \rightsquigarrow \frac{p^{2 k} r^{2 k}}{r^{n}} \times \frac{\operatorname{Poch}\left(\frac{n}{2}-\frac{1}{2}-k, k\right)}{\operatorname{Poch}\left(\frac{n}{2}-k, k\right)} \tag{A.5}
\end{equation*}
$$

which correctly reproduces the right-hand-side of Eq. (2.19) with $\operatorname{Poch}(a, b)=$ $\Gamma(a+b) / \Gamma(a)$ being a ratio of Gamma functions.

Appendix B

## ELECTRIC AND MAGNETIC WEYL TENSORS

Here we summarize the electric and magnetic Weyl tensors in isotropic coordinates at all orders in the PM expansion. The expressions below are written in terms of $f_{ \pm}=1 \pm \frac{R}{4 r}$. The electric Weyl tensor is

$$
\begin{align*}
\mathcal{E}^{\alpha}{ }_{\beta} & =\frac{R}{m^{2} r^{3}} \times \\
& \left(\begin{array}{cccc}
\frac{\left(p^{2}-\frac{3 J^{2}}{2 r^{2}}\right)}{f_{+}^{10}} & \frac{p \sqrt{1-\frac{J^{2}}{p^{2} r^{2}}} \sqrt{p^{2}+f_{+}^{4} m^{2}}}{f_{+}^{7} f_{-}} & 0 & -\frac{J \sqrt{p^{2}+f_{+}^{4} m^{2}}}{2 f_{+}^{7} f_{-}} \\
-\frac{p \sqrt{1-\frac{J^{2}}{p^{2} r^{2}}} \sqrt{p^{2}+f_{+}^{4} m^{2}} f_{-}}{f_{+}^{13}} & -\frac{J^{2}+2 r^{2}\left(p^{2}+f_{+}^{4} m^{2}\right)}{2 r^{2} f_{+}^{10}} & 0 & \frac{J p}{2 f_{+}^{10}} \sqrt{1-\frac{J^{2}}{p^{2} r^{2}}} \\
0 & 0 & \frac{m^{2}}{2 f_{+}^{6}}+\frac{3 J^{2}}{2 r^{2} f_{+}^{10}} & 0 \\
\frac{J \sqrt{p^{2}+f_{+}^{4} m^{2}} f_{-}}{2 r^{2} f_{+}^{13}} & \frac{J p}{2 r^{2} f_{+}^{10}} \sqrt{1-\frac{J^{2}}{p^{2} r^{2}}} & 0 & \frac{m^{2}}{2 f_{+}^{6}}+\frac{J^{2}}{2 r^{2} f_{+}^{10}}
\end{array}\right), \tag{B.1}
\end{align*}
$$

and its eigenvalues are

$$
\begin{equation*}
\operatorname{eig}\left[\mathcal{E}_{\beta}^{\alpha}\right]=\left\{0, \frac{R}{2 r^{3} f_{+}^{6}}, \frac{R\left(3 J^{2}+f_{+}^{4} m^{2} r^{2}\right)}{2 m^{2} r^{5} f_{+}^{10}},-\frac{R\left(3 J^{2}+2 f_{+}^{4} m^{2} r^{2}\right)}{2 m^{2} r^{5} f_{+}^{10}}\right\} \tag{B.2}
\end{equation*}
$$

The magnetic Weyl tensor is

$$
\mathcal{B}^{\alpha}{ }_{\beta}=\frac{R}{m^{2} r^{3}} \times\left(\begin{array}{cccc}
0 & 0 & -\frac{3 J p}{2 f_{-} f_{+}^{7}} \sqrt{1-\frac{J^{2}}{p^{2} r^{2}}} & 0  \tag{B.3}\\
0 & 0 & \frac{3 J \sqrt{p^{2}+f_{+}^{4} m^{2}}}{2 f_{+}^{10}} & 0 \\
\frac{3 J p f_{-}}{2 r^{2} f_{+}^{13}} \sqrt{1-\frac{J^{2}}{p^{2} r^{2}}} & \frac{3 J \sqrt{p^{2}+f^{4} m^{2}}}{2 r^{2} f_{+}^{10}} & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right),
$$

and its eigenvalues are

$$
\begin{equation*}
\operatorname{eig}\left[\mathcal{B}_{\beta}^{\alpha}\right]=\left\{0,0,-\frac{3 J R \sqrt{J^{2}+f_{+}^{4} m^{2} r^{2}}}{2 m^{2} r^{5} f_{+}^{10}}, \frac{3 J R \sqrt{J^{2}+f_{+}^{4} m^{2} r^{2}}}{2 m^{2} r^{5} f_{+}^{10}}\right\} \tag{B.4}
\end{equation*}
$$

## FEYNMAN RULES

In this section we summarize the Feynman rules for the EFT defined in Eq. (3.10), which describes a light particle worldline coupled to fluctuating gravitons in a Schwarzschild background-with the addition of the recoil operator. Interpreted as a background-field action, Eq. (3.10) has a corresponding set of background-field Feynman diagrams that can be used to compute the 1SF radial action, e.g. as depicted in Fig. 3.1. To compute in the PM expansion, however, it is natural to further expand these background-field Feynman diagrams order by order in Newton's constant. In this picture the fundamental perturbation theory is in flat space, and the difference of the Schwarzschild metric and particle geodesics from flat space and straight lines, respectively, are considered PM corrections.

To begin, let us define the background-field effective action governing the light particle worldline and the fluctuation graviton in a curved background,

$$
\begin{align*}
& S_{\mathrm{B} F}\left[\bar{g}, \delta g, \bar{x}_{L}, \delta x_{L}\right]+S_{\mathrm{G} F}=S\left[\bar{g}, \bar{x}_{L}\right]  \tag{C.1}\\
& +\int_{x} \sqrt{-\bar{g}}\left[\delta g_{\mu \nu} \bar{T}_{L}^{\mu \nu}+\frac{1}{16 \pi G}\left(-\frac{1}{4} \delta g_{\mu \nu} \bar{\nabla}^{2} \delta g^{\mu \nu}+\frac{1}{8} \delta g \bar{\nabla}^{2} \delta g\right.\right. \\
& -\frac{1}{2} \delta g_{\mu \nu} \delta g_{\rho \sigma} \bar{R}^{\mu \rho v \sigma}-\frac{1}{2}\left(\delta g_{\mu \rho} \delta g_{\nu}{ }^{\rho}-\delta g_{\mu \nu} \delta g\right) \bar{R}^{\mu \nu} \\
& \left.\left.+\frac{1}{4}\left(\delta g_{\mu \nu} \delta g^{\mu \nu}-\frac{1}{2} \delta g^{2}\right) \bar{R}\right)\right]+\cdots,
\end{align*}
$$

where we have added a Lorenz gauge fixing term $S_{\mathrm{G} F}=\frac{1}{32 \pi G} \int_{x} \sqrt{-\bar{g}} F_{\mu} F^{\mu}$ with $F_{\mu}=\bar{\nabla}^{\nu} \delta g_{\mu \nu}-\frac{1}{2} \bar{\nabla}_{\mu} \delta g$. In the first line of Eq. (C.1), the quantity $S\left[\bar{g},, \bar{x}_{L}\right]$ is just the probe radial action, which as usual is computed by plugging in the background metric and light geodesic in Eq. (3.4). Starting at the second line of Eq. (C.1), we show the terms needed to compute 1SF corrections, where the ellipses denote the higher order corrections.

Here $\bar{T}_{L}^{\mu \nu}$ is the stress-energy tensor for the geodesic trajectory of the light particle, corresponding to a source term which implies the momentum-space Feynman rule,

$$
\begin{align*}
& \text { (L) } \approx \approx=\sqrt{-\bar{g}} \bar{T}_{L}^{\mu \nu}(p)=\lambda m_{H} \int d \tau e^{-i p \bar{x}_{L} \dot{\dot{x}}_{L}^{\mu} \dot{\bar{x}}_{L}^{v}}  \tag{C.2}\\
& =\lambda m_{H} e^{-i p b}\left(u_{L}^{\mu} u_{L}^{v} \hat{\delta}\left(u_{L} p\right)+2 i O_{\alpha}{ }^{\mu v}\left(u_{L}, p\right) \bar{x}_{1}^{\alpha}\left(u_{L} p\right)\right) \\
& \quad+\quad \cdots,
\end{align*}
$$

where the ellipsis denotes higher PM orders and where we have defined

$$
\begin{equation*}
O^{\alpha \mu \nu}\left(u_{j}, p\right)=\frac{1}{2}\left(\left(u_{j}^{\mu} \eta^{\nu \alpha}+u_{j}^{\nu} \eta^{\mu \alpha}\right)\left(u_{j} p\right)-u_{j}^{\mu} u_{j}^{v} p^{\alpha}\right) . \tag{C.3}
\end{equation*}
$$

together with the frequency-domain trajectory, $\bar{x}_{i}^{\mu}(\omega)=\int d \tau e^{-i \omega \tau} \bar{x}_{i}^{\mu}(\tau)$, and we have also explicitly expanded to subleading order. Case in point, we can trivially recast the trajectories in Eq. (3.9) into the form of perturbative Feynman diagrams. Concretely, using identities such as

$$
\begin{equation*}
\operatorname{arcsinh}\left(\frac{v \tau}{b}\right)=\frac{1}{\partial_{\tau}}\left(\frac{v}{\left(b^{2}+v^{2} \tau^{2}\right)^{1 / 2}}\right) \tag{C.4}
\end{equation*}
$$

we can write the 1PM time-domain trajectory as

$$
\begin{align*}
\bar{x}_{1}^{\mu} & =-\frac{r_{S}}{2 v^{2} b^{2}}\left(2 v^{2}+1\right) b^{\mu}\left(b^{2}+v^{2} \tau^{2}\right)^{1 / 2} \\
& +\frac{r_{S}}{2 v^{2}}\left(\sigma\left(2 v^{2}-1\right) u_{H}^{\mu}+u_{L}^{\mu}\right) \frac{1}{\partial_{\tau}} \frac{1}{\left(b^{2}+v^{2} \tau^{2}\right)^{1 / 2}} . \tag{C.5}
\end{align*}
$$

Powers of the spatial distance $\left(b^{2}+v^{2} \tau^{2}\right)^{1 / 2}$ can be rewritten as simple fourier integrals. In the frequency domain, the trajectory then has a simple form

$$
\begin{align*}
\bar{x}_{1}^{\mu}(\omega) & =\frac{i(2 \pi)^{3} r_{S}}{v^{2}} \int \frac{d^{4} k}{(2 \pi)^{4}} e^{-i k \bar{x}_{0}} \delta\left(\omega-u_{L} k\right) \delta\left(u_{H} k\right) \\
& \times\left(\frac{8\left(2 v^{2}+1\right) \Pi^{\mu v}}{b^{2}} \frac{k_{v}}{\left(k^{2}\right)^{3}}-\frac{\left(\sigma\left(2 v^{2}-1\right) u_{H}^{\mu}+u_{L}^{\mu}\right)}{k^{2}\left(u_{L} k\right)}\right) \tag{C.6}
\end{align*}
$$

where $\Pi^{\mu \nu}=\eta^{\mu \nu}-v^{-2}\left(\sigma u_{H}^{\mu}-u_{L}^{\mu}\right) u_{L}^{\nu}-v^{-2}\left(\sigma u_{L}^{\mu}-u_{H}^{\mu}\right) u_{H}^{v}$ projects onto directions orthogonal to the four-velocities. Note that factor of $\omega^{-2}$ which one would expect from perturbatively solving the geodesic equation has been reduced in power to $\omega^{-1}$ in one term, and entirely eliminated in the other.

The full background-field propagator can be expanded perturbatively around flat space as

where the circles denote background field insertions and the leading term is the flat-space graviton propagator,

$$
\begin{equation*}
\leadsto \sim m \sim=\frac{16 \pi G i}{p^{2}}\left(\eta_{\mu \rho} \eta_{v \sigma}+\eta_{\mu \sigma} \eta_{v \rho}-\eta_{\mu \nu} \eta_{\rho \sigma}\right) \tag{C.8}
\end{equation*}
$$

which is in de Donder gauge on account of our choosing Lorenz gauge the original background-field action defined in Eq. (C.1).

Of course, the true background is the Schwarzschild metric, but in the PM expansion we can treat these effects as order by order corrections to the flat space graviton two-point function. These contributions are obtained by taking the difference of the isotropic gauge Schwarzschild metric from the flat space metric and expanding in PM, which is simply the momentum-space version of Eq. (4.96),

$$
\begin{align*}
\bar{\gamma}_{\mu \nu}(p)= & -\frac{8 \pi G m_{H}}{p^{2}}\left(\eta_{\mu \nu}-2 u_{H \mu} u_{H \nu}\right) \hat{\delta}\left(u_{H} p\right)  \tag{C.9}\\
& -\frac{8 \pi^{2} G^{2} m_{H}^{2}}{\sqrt{-p^{2}}}\left(3 \eta_{\mu \nu}+u_{H \mu} u_{H \nu}\right) \hat{\delta}\left(u_{H} p\right)+\cdots .
\end{align*}
$$

The corresponding insertion is just the three-point vertex, from standard graviton perturbation theory in flat space, connecting two graviton lines to a linearized background metric. Note the appearance of non-zero curvatures in Eq. (C.1), which also appear as insertions. These arise because the metric is not a vacuum solution but is sourced by the heavy particle.

At low PM orders, we only need the background and geodesics to linear order and hence the background field method is not more efficient than performing a flat space perturbative calculation. However, at higher orders one sees considerable simplification, since in isotropic gauge the background metric insertions are simple powers in the radius $r$ whose Fourier transforms yield very simple dependencies on the momentum transfer $q$ induced by the insertion. In particular, the resulting Feynman rules are the same as for simple loop integrands with numerator structures that depend solely on $\eta_{\mu \nu}$ and $u_{H \mu} u_{H \nu}$ and are thus effectively scalar. Hence, the background field method effectively performs tensor reduction on subdiagrams within multiloop Feynman diagrams.

Finally, as explained in the main text, the background field action must be supplemented by the recoil operator in Eq. (3.2). It is trivial to compute the corresponding two-point vertex, which is

$$
\begin{align*}
& \approx \approx(H \approx \approx  \tag{C.10}\\
& =\frac{i_{H}}{2} \frac{\hat{\delta}\left(u_{H} p_{1}+u_{H} p_{2}\right)}{\left(u_{H} p_{1}\right)\left(u_{H} p_{2}\right)} O^{\alpha \mu_{1} v_{1}}\left(u_{H}, p_{1}\right) O_{\alpha}^{\mu_{2} v_{2}}\left(u_{H}, p_{2}\right) .
\end{align*}
$$

The above Feynman rules are sufficient to compute the 1 SF radial action for pointlike compact bodies order by order in the PM expansion.

## TIME-DOMAIN TRAJECTORIES

In this appendix, we provide details on the mechanical approach to efficiently solving the probe particle equations of motion in the time domain and then extracting from it a Feynman loop integral. We cover the cases of both electromagnetism and gravity. The general strategy involves: (i) using the integrability of the probe system to write simple first-order ordinary differential equations for the motion, (ii) integrating these equations in the time domain, (iii) expressing the solutions completely in terms of the zeroth order radial trajectory,

$$
\begin{equation*}
R(\tau)=\sqrt{b^{2}+\left(\sigma^{2}-1\right) \tau^{2}} \tag{D.1}
\end{equation*}
$$

and finally, (iv) using the following integral as the basic building block to unpack the time domain solutions into momentum space integrals,

$$
\begin{equation*}
R^{2 \alpha+1-D}=\frac{(-4)^{\alpha} \pi^{\frac{D-1}{2}} \Gamma(\alpha)}{\Gamma\left(\frac{D-1}{2}-\alpha\right)} \int \frac{d^{D} \ell}{(2 \pi)^{D}} e^{-i \ell\left(\left(b+u_{L} \tau\right)\right.} \frac{\hat{\delta}\left(u_{H} \ell\right)}{\left(\ell^{2}\right)^{\alpha}}, \tag{D.2}
\end{equation*}
$$

and

$$
\begin{equation*}
b^{\mu} R^{2 \alpha-1-D}=i \frac{(-4)^{\alpha} \pi^{\frac{D-1}{2}} \Gamma(\alpha)}{2 \Gamma\left(\frac{D-3}{2}-\alpha\right)} \int \frac{d^{D} \ell}{(2 \pi)^{D}} e^{-i \ell\left(b+u_{L} \tau\right)} \frac{\hat{\delta}\left(u_{H} \ell\right) \Pi^{\mu \nu} \ell_{v}}{\left(\ell^{2}\right)^{\alpha}}, \tag{D.3}
\end{equation*}
$$

when $\alpha$ is a positive integer, and where

$$
\begin{equation*}
\Pi^{\mu \nu}=\eta^{\mu \nu}-\left(\sigma^{2}-1\right)^{-1}\left(\sigma u_{H}^{\mu}-u_{L}^{\mu}\right) u_{L}^{\nu}-\left(\sigma^{2}-1\right)^{-1}\left(\sigma u_{L}^{\mu}-u_{H}^{\mu}\right) u_{H}^{v} \tag{D.4}
\end{equation*}
$$

is the projector orthogonal to both four-velocities. ${ }^{1}$

## D. 1 Electromagnetism

Let us review the solution for a relativistic charged probe trajectory in a Coulomb potential. In $D=4$ dimensions, this can be done exactly (see [268, 272]). However, to maintain a consistent dimensional regularization and renormalization scheme for applications within effective field theory, we present here the computation in general $D$ where we no longer have a closed form solution. We show how to

[^5]mechanically compute the solution to a desired order in the PL expansion in terms of iterated integrals involving ${ }_{2} F_{1}$ hypergeometric functions. While the latter may sound cumbersome, we then demonstrate how corresponding loop integrands in $D$ dimensions are readily extracted. The resulting expressions, especially in the later presented gravitational case, are considerably more compact than those generated by standard Feynman diagrammatics. Moreover, from the final expressions one can see that the detour through position space effectively performs integration-by-parts reduction automatically.

Consider the einbein action for the charged probed particle in a Coulomb potential,

$$
\begin{equation*}
S_{\mathrm{EM}}=-\int d \tau\left[\frac{1}{2} e^{-1} \dot{x}^{2}+\frac{1}{2} e m^{2}+q \dot{x}^{\mu} A_{\mu}(x)\right] \tag{D.5}
\end{equation*}
$$

where, to reduce notational clutter, we will drop subscripts denoting this to be the light particle action. The einbein equation of motion gives $e=\sqrt{\dot{x}^{2}} / m$. Let us define the components, $x^{\mu}=(t, r, \theta, \phi)$, where $\theta=\pi / 2$ for scattering in the equatorial plane. Next, we gauge fix, $e=1 / m$, which imposes the on-shell condition, $\dot{x}^{2}=\dot{t}^{2}-\dot{r}^{2}-r^{2} \dot{\phi}^{2}=1$, on the space of solutions. Assuming $A_{\mu}$ describes the timeindependent and spherically symmetric Coulomb potential, we have the conserved energy and angular momentum,

$$
\begin{equation*}
E=m \dot{t}+q A_{0} \quad \text { and } \quad J=m r^{2} \dot{\phi} \tag{D.6}
\end{equation*}
$$

More convenient variables for scattering processes are

$$
\begin{equation*}
\sigma=\frac{E}{m} \quad \text { and } \quad b=\frac{J}{m\left(\sigma^{2}-1\right)^{1 / 2}}, \tag{D.7}
\end{equation*}
$$

which are readily defined in a Lorentz invariant manner from the asymptotic inertial trajectories of the two interacting masses.

Eliminating $\dot{t}$ and $\dot{\phi}$ via Eq. (D.7), the on-shell condition becomes

$$
\begin{equation*}
1=\left(\sigma-\frac{q}{m} A_{0}(r)\right)^{2}-\dot{r}^{2}-\frac{b^{2}\left(\sigma^{2}-1\right)}{r^{2}} . \tag{D.8}
\end{equation*}
$$

In $D$ dimensions, in the rest frame of the heavy source, the Lorenz gauge solution for the gauge potential is

$$
\begin{equation*}
\frac{q}{m} A_{0}(r)=-\frac{k_{D}}{r^{D-3}}=-\frac{r_{c}}{r^{D-3}}\left(\frac{\Gamma\left(\frac{d-3}{2}\right)}{\pi^{\frac{D-3}{2}}}\right) \tag{D.9}
\end{equation*}
$$

with the charge radius ${ }^{2}, r_{c}$, defined in Eq. (4.53), and $k_{D}$ notation introduced to condense upcoming expressions. The quantity in parentheses is unity in $D=4$. On the outward branch of the scattering trajectory ( $\dot{r} \geq 0$ ), we then have

$$
\begin{align*}
& \dot{t}=\sigma+\frac{k_{D}}{r^{D-3}}, \\
& \dot{\phi}=\left(\sigma^{2}-1\right)^{1 / 2} \frac{b}{r^{2}},  \tag{D.10}\\
& \dot{r}=\sqrt{\left(\sigma+\frac{k_{D}}{r^{D-3}}\right)^{2}-\frac{b^{2}\left(\sigma^{2}-1\right)}{r^{2}}-1 .}
\end{align*}
$$

By the integrability of the probe motion, the equations of motion have reduced to three first-order differential equations. As mentioned above, we do not have a general solution valid for all $D$, however these equations are very simple to integrate perturbatively. We will find it more convenient to combine the equations of motion for $(r, \phi)$ into equations of motion for the Cartesian components $(x, y)$,

$$
\begin{align*}
& \dot{y}=\frac{y}{r} \dot{r}+\frac{x}{r^{2}}\left(\sigma^{2}-1\right)^{1 / 2} b, \\
& \dot{x}=\frac{x}{r} \dot{r}-\frac{y}{r^{2}}\left(\sigma^{2}-1\right)^{1 / 2} b, \tag{D.11}
\end{align*}
$$

where here and in the equation for $i$ we understand $r$ as a function of $(x, y)$.
We now expand the trajectory in PL,

$$
\begin{equation*}
(t(\tau), x(\tau), y(\tau))=\sum_{n=0}^{\infty}\left(t_{n}(\tau), x_{n}(\tau), y_{n}(\tau)\right) \tag{D.12}
\end{equation*}
$$

where the $n^{\text {th }}$ terms are $O\left(k_{D}^{n}\right)$, and solve Eq. (D.11) order by order in $k_{D}$. From this the Lorentz covariant solution is trivially obtained,

$$
\begin{equation*}
\bar{x}^{\mu}(\tau)=t(\tau) u_{H}^{\mu}+x(\tau) \frac{b^{\mu}}{b}+y(\tau) \frac{u_{L}^{\mu}-\sigma u_{H}^{\mu}}{\left(\sigma^{2}-1\right)^{1 / 2}} . \tag{D.13}
\end{equation*}
$$

The leading order solution is, of course,

$$
\begin{equation*}
t_{0}=\sigma \tau, \quad x(0)=b, \quad y(0)=\left(\sigma^{2}-1\right)^{1 / 2} \tau \tag{D.14}
\end{equation*}
$$

For all $n \geq 1$, the structure of the equations of motion is as follows,

$$
\begin{align*}
\frac{d}{d \tau} t_{n}(\tau) & =T_{n}(\tau) \\
\frac{d}{d \tau}\left(\frac{x_{n}(\tau)}{\tau}\right) & =\frac{X_{n}(\tau)}{\tau}  \tag{D.15}\\
\frac{d}{d \tau} y_{n}(\tau) & =Y_{n}(\tau)
\end{align*}
$$

[^6]where the functions, $\left(T_{n}, X_{n}, Y_{n}\right)$, depend on $\tau$ only through the lower order solutions, $\left(t_{m}, x_{m}, y_{m}\right)$ for $m<n$. As written, these equations are now exact differentials and the solutions can be immediately written down as integrals of the RHS. ${ }^{3}$ The functions, $\left(T_{n}, X_{n}, Y_{n}\right)$, can be straightforwardly computed by expanding Eq. (D.11) to the desired order, and the solutions, $\left(t_{m}, x_{m}, y_{m}\right)$, for $m<n$ on which they depend can be straightforwardly written as integrals of the lower order $\left(T_{m}, X_{m}, Y_{m}\right)$. The structure of the solutions at a given order is then just iterated integrals of various functions of proper time.

At 1PL order, which is all that is needed to compute the 1SF-3PM radial action, these expressions take the form,

$$
\begin{align*}
& T_{1}=R^{3-D} \\
& X_{1}=\frac{b \sigma}{\sigma^{2}-1} \frac{R^{3-D}}{\tau},  \tag{D.16}\\
& Y_{1}=\frac{\sigma}{\left(\sigma^{2}-1\right)^{1 / 2}} R^{3-D} .
\end{align*}
$$

We will not write the higher order equations here, just the solutions, however they are straightforwardly derived.

The first order solutions follow immediately,

$$
\begin{align*}
& t_{1}=k_{D} \frac{1}{\partial_{\tau}}\left(R^{3-D}\right) \\
& x_{1}=-k_{D} b(D-3) \sigma \frac{1}{\partial_{\tau}^{2}}\left(R^{1-D}\right),  \tag{D.17}\\
& y_{1}=k_{D} \frac{\sigma}{\left(\sigma^{2}-1\right)^{1 / 2}} \frac{1}{\partial_{\tau}}\left(R^{3-D}\right) .
\end{align*}
$$

The explicit expressions are

$$
\begin{align*}
\int d \tau R^{3-D} & =b^{3-D} \tau{ }_{2} F_{1}\left(\frac{1}{2}, \frac{D-3}{2}, \frac{3}{2},-\frac{v^{2} \tau^{2}}{b^{2}}\right), \\
\int d \tau \int^{\tau} d \tau^{\prime} R^{1-D} & =\frac{b^{3-D}-R^{3-D}}{(3-D) v^{2}} b^{1-D} \tau^{2}{ }_{2} F_{1}\left(\frac{1}{2}, \frac{D-1}{2}, \frac{3}{2},-\frac{v^{2} \tau^{2}}{b^{2}}\right) . \tag{D.18}
\end{align*}
$$

In $D=4$, these reduce to trigonometric and algebraic functions of $\tau$, and the iterated integrals required to build the higher order solutions are expressible in closed form. In general $D$, however, one is left with iterated integrals involving hypergeometric

[^7]functions and it is more notationally economical to leave the expressions terms of formal integrals over powers of $R$.

In $D=4$, there are simplifications which occur trivially when manipulating the time domain expressions which may have appeared nontrivial had the expressions been written in momentum space. One example of this is, of course, the relationship between products on one side, and convolutions on the other. Other examples include relationships between integrals of different loop orders. Given our interest in working in general $D$, and that we no longer have closed form expressions in the time domain, one may worry whether the same simplifications are still manifest. Fortunately the answer is yes. Using elementary relationships between $R$ and its time derivatives, there is a mechanical way to solve Eq. (D.15) in terms of iterated integrals of powers of $R$ and $\tau$, simplify the resulting expression, and unpack the result in momentum space in terms of Feynman loop integrals. The explicit $D$ dependence appearing in the resulting numerators is suggestive of the relationship between this method and integration-by-parts reduction.

The general strategy for solving the equations of motion and extracting loop integrals is the following. Have the solutions for $\left(t_{m}, x_{m}, y_{m}\right)$ for $m<n$ in terms of integrals of powers of $R$, use them to compute the RHS of Eq. (D.15) at order, $n$. The resulting expressions will have various powers of $\tau$ in both the numerator and denominator. We want to eliminate explicit appearance of $\tau$ in favor of $R$ and its derivatives so that we may readily map to momentum space. If $\tau$ appears in the combination, $b^{2}+\left(\sigma^{2}-1\right) \tau^{2}$, simply replace it with $R^{2}$. If $\tau$ appears alone in the denominator, that is, if there are terms with a common factor, $\tau^{-l}$, for $l>0$, just take the coefficient of $\tau^{-l}$ and write all of the factors of $R$ explicitly in terms of $\tau$ and then simplify the expression-there will be overall factors of $\tau$ in the numerator which cancel the the $\tau^{l}$ factor in the denominator. This leaves only positive powers of $\tau$ to be dealt with. For even-positive powers write $\tau^{2 l}=\left(\sigma^{2}-1\right)^{-l}\left(R^{2}-b^{2}\right)^{l}$, and for odd-positive powers write $\tau^{2 l+1}=\left(\sigma^{2}-1\right)^{-l}\left(R^{2}-b^{2}\right)^{l} \tau$. Finally, the only explicit $\tau$ dependence will be linear, and moreover, it will necessarily be in the form of a factor, $\tau R^{q}$, for some $q$. Simply rewrite this as

$$
\begin{equation*}
\tau R^{q}=\frac{\partial_{\tau}\left(R^{q+2}\right)}{(q+2)\left(\sigma^{2}-1\right)} \tag{D.19}
\end{equation*}
$$

The expression is now expressed as a string of iterated integrals and derivatives, with respect to proper time, of various power of $R$.

While the above prescription succeeds in expressing the solutions solely in term of $R(\tau)$, there may still be another manipulation to perform in order to extract a loop integral. For the $n \mathrm{PL}$ order solution, neglecting the various integrals and derivatives, the powers of $R$ that appear in each term will be in the form,

$$
\begin{equation*}
R^{2\left(\alpha_{1}+\ldots \alpha_{n}\right)+n(1-D)} \tag{D.20}
\end{equation*}
$$

However, some terms may have some $\alpha_{j}$ to be non-positive integers, precluding the use of Eq. (D.2), because of the singular $\Gamma(\alpha)$ factor. There is a simple fix for all such terms, simply replace the offending factors using the formula,

$$
\begin{equation*}
R^{j-D}=\frac{j+3-D}{b^{2}(j+2-D)} R^{j+2-D}-\frac{1}{b^{2} v^{2}(j+2-D)(j+4-D)} \partial_{\tau}^{2} R^{j+4-D}, \tag{D.21}
\end{equation*}
$$

which will raise the power of the offending $\alpha$ until it is a positive integer.
With this strategy, one can systematically compute solutions to a desired PL order. For example, to compute the radial action to 4PL order, one needs only 0SF and 1 SF contributions. To compute the 1 SF contribution one needs only the 1 PL and 2PL trajectories, with the former given above and the latter given by,

$$
\begin{align*}
& t_{2}=k_{D}^{2}\left(\frac{2(D-4) \sigma \frac{1}{\partial_{\tau}}\left(R^{6-2 D}\right)}{\sigma^{2}-1}-k_{D}^{2} \frac{(D-5) \sigma R^{3-D} \frac{1}{\partial_{\tau}}\left(R^{3-D}\right)}{\sigma^{2}-1}\right) \\
& x_{2}= k_{D}^{2}( \\
&=\frac{b(D-3) \sigma^{2} \frac{1}{\partial_{\tau}}\left(R^{3-D} \frac{1}{\partial_{\tau}}\left(R^{1-D}\right)\right)}{\sigma^{2}-1} \\
&+\frac{b(D-5)(D-3) \sigma^{2} \frac{1}{\partial_{\tau}}\left(R^{1-D} \frac{1}{\partial_{\tau}}\left(R^{3-D}\right)\right)}{\sigma^{2}-1} \\
&\left.-\frac{b(D-3)\left((2 D-7) \sigma^{2}-1\right) \frac{1}{\partial_{\tau}^{2}}\left(R^{4-2 D}\right)}{\sigma^{2}-1}\right), \\
& y_{2}= k_{D}^{2}\left(-\frac{(D-5) \sigma^{2} R^{3-D} \frac{1}{\partial_{\tau}}\left(R^{3-D}\right)}{\left(\sigma^{2}-1\right)^{3 / 2}}\right. \\
&+\frac{(13-3 D) \sigma^{2} \frac{1}{\partial_{\tau}}\left(R^{8-2 D}\right)}{2 b^{2}(D-5)\left(\sigma^{2}-1\right)^{3 / 2}+\frac{(D-4) \sigma^{2} R^{5-D} \frac{1}{\partial_{\tau}}\left(R^{3-D}\right)}{b^{2}(D-5)\left(\sigma^{2}-1\right)^{3 / 2}}}  \tag{D.22}\\
&\left.-\frac{(D-4)^{2} \sigma^{2} \frac{1}{\partial_{\tau}^{2}}\left(R^{3-D} \frac{1}{\partial_{\tau}}\left(R^{3-D}\right)\right)}{b^{2} \sqrt{\sigma^{2}-1}}+\frac{\left((4 D-15) \sigma^{2}-1\right) \frac{1}{\partial_{\tau}}\left(R^{6-2 D}\right)}{2\left(\sigma^{2}-1\right)^{3 / 2}}\right) .
\end{align*}
$$



Figure D.1: Diagram topology corresponding to Eq. (D.23)

This expression is readily covariantized using Eq. (D.13) and expressed as loop integrals using Eq. (D.3). The corresponding Feynman diagram topologies can be read off the time-domain expressions by noting that the $\partial_{\tau}^{-1}$ and $R$ have straightforward interpretations as background field insertions and matter propagators. For example,

$$
\begin{equation*}
k_{D}^{2} \frac{1}{\partial_{\tau}}\left(R^{8-2 D}\right)=-i 32(5-D) \pi^{2} r_{c}^{2} \int_{\ell_{1} \ell_{2}} \frac{e^{-i r\left(\ell_{1}+\ell_{2}\right)} \hat{\delta}\left(u_{H} \ell_{1}\right) \hat{\delta}\left(u_{H} \ell_{2}\right)}{\ell_{1}^{2}\left(\ell_{2}^{2}\right)^{2}\left(u_{L} \ell_{1}+u_{L} \ell_{2}\right)}, \tag{D.23}
\end{equation*}
$$

corresponds to the diagram topology shown in Fig. D.1. The explicit factors of $D$ in the expressions in Eq. (D.22), together with doubled propagators such as the factor of $\left(\ell_{2}^{2}\right)^{-2}$, are both structures which do not arise in a standard Feynman diagrammatic computation and suggest that integral reduction has, at least partially, been automatically performed by passing through the time domain.

Covariantizing these expressions, and Fourier transforming, we find for the 1PL trajectory,

$$
\begin{align*}
x_{1}^{\mu}=\frac{-i \pi r_{c}}{\left(\sigma^{2}-1\right)} & \int_{\ell} e^{-i r \ell} \hat{\delta}\left(u_{H} \ell\right) \\
& \times \frac{\left(4\left(u_{L} \ell\right)\left(u_{H}^{\mu}-\sigma u_{L}^{\mu}\right)-(D-5)(D-3) \sigma\left(\sigma^{2}-1\right) \Pi^{\mu v} \ell_{\nu}\right)}{\ell^{2}\left(u_{L} \ell\right)^{2}} . \tag{D.24}
\end{align*}
$$

To keep the expressions concise, we present only the leading in $D=4$ contribution to the 2PL trajectory integrand,

$$
\begin{align*}
x_{2}^{\mu}=-\frac{i 4 \pi^{2} r_{c}^{2}}{b^{2}\left(\sigma^{2}-1\right)^{2}} \int_{\ell_{1}, \ell_{2}} & \frac{e^{-i r\left(\ell_{1}+\ell_{2}\right)} \hat{\delta}\left(u_{H} \ell_{1}\right) \hat{\delta}\left(\ell_{2}^{2}\right)^{2}\left(u_{L} \ell_{2}\right)\left(u_{L} \ell_{1}+u_{L} \ell_{2}\right)^{2}}{} \\
& \times\left(4 b^{2}\left(u_{L} \ell_{1}+u_{L} \ell_{2}\right)^{2} \ell_{2}^{2} \sigma\left(u_{H}^{\mu}-\sigma u_{L}^{\mu}\right)\right. \\
& +\left(u_{L} \ell_{1}+u_{L} \ell_{2}\right)\left(b^{2} \ell_{2}^{2}\left(\sigma^{2}-1\right) \sigma^{2} \Pi^{\mu v}\left(\ell_{1 v}+\ell_{2 v}\right)\right.  \tag{D.25}\\
& \left.+2\left(u_{L} \ell_{2}\right)\left(b^{2} \ell_{2}^{2}\left(\sigma^{2}-1\right)-2 \sigma^{2}\right)\left(\sigma u_{H}^{\mu}-u_{L}^{\mu}\right)\right) \\
& \left.+b^{2} \ell_{2}^{2}\left(\sigma^{2}-1\right)^{2}\left(u_{L} \ell_{2}\right) \Pi^{\mu v} \ell_{2 v}+O(D-4)\right)
\end{align*}
$$

The procedure continues straightforwardly to higher PL orders.

## D. 2 Gravity

The strategy for solving probe equations of motion and mining them for loop integrands is nearly identical between gravity and electromagnetism. Indeed this highlights a nice feature of the approach, the gravitational results are very similar in form and complexity to the electromagnetic results despite gravity being a nonlinear field theory.

We start from the worldline action for the light particle, again dropping the $L$ subscript,

$$
\begin{equation*}
S=-\int d \tau\left[\frac{1}{2} e^{-1} g_{\mu \nu}(x) \dot{x}^{\mu} \dot{x}^{\nu}+\frac{1}{2} e m^{2}\right], \tag{D.26}
\end{equation*}
$$

where the background metric sourced by the heavy (spinless) particle is just the Schwarzschild-Tangherlini solution,

$$
\begin{equation*}
g_{00}=\frac{f_{-}(r)^{2}}{f_{+}(r)} \quad \text { and } \quad g_{i j}=-\delta_{i j} f_{+}(r)^{\frac{4}{D-3}} \tag{D.27}
\end{equation*}
$$

presented here in isotropic coordinates. We have defined the function,

$$
\begin{equation*}
f_{ \pm}(r)=1 \pm \frac{\mu}{4 r^{D-3}} \tag{D.28}
\end{equation*}
$$

in terms of a generalization of the mass parameter,

$$
\begin{equation*}
\mu=\frac{4 \pi \Gamma\left(\frac{D-1}{2}\right)}{(D-2) \pi^{(D-1) / 2}} \times 2 G m_{H} \tag{D.29}
\end{equation*}
$$

which is not to be confused with a renormalization scheme subtraction scale.
Again, we gauge fix the einbein to $e=1 / m$, which imposes the curved space on-shell condition, $g_{\mu \nu} \dot{x}^{\mu} \dot{x}^{\nu}=1$, on the space of solutions.

The background is static and isotropic so we can restrict to motion in the equatorial plane, with dynamics constrained by the conserved energy and angular momentum. We will, again, prefer to label trajectories by ( $\sigma, b$ ) using Eq. (D.7), in terms of which we have equations of motion,

$$
\begin{equation*}
\dot{i}=\sigma \frac{f_{+}(r)^{2}}{f_{-}(r)^{2}} \quad \text { and } \quad \dot{\phi}=\frac{b\left(\sigma^{2}-1\right)^{1 / 2}}{r^{2}} f_{+}(r)^{-\frac{4}{D-3}} \tag{D.30}
\end{equation*}
$$

with the radial equation of motion coming from the on-shell condition,

$$
\begin{equation*}
\dot{r}=\left[f_{+}(r)^{-\frac{4}{D-3}}\left(\frac{f_{+}(r)^{2}}{f_{-}(r)^{2}} \sigma^{2}-1\right)-\frac{b^{2}\left(\sigma^{2}-1\right)}{r^{2}} f_{+}(r)^{-\frac{8}{D-3}}\right]^{1 / 2} \tag{D.31}
\end{equation*}
$$

As before, we will prefer to write equation of motion for the Cartesian components, now of the form,

$$
\begin{align*}
& \dot{y}=\frac{y}{r} \dot{r}+\frac{x}{r^{2}} f_{+}(r)^{-\frac{4}{D-3}}\left(\sigma^{2}-1\right)^{1 / 2} b, \\
& \dot{x}=\frac{x}{r} \dot{r}-\frac{y}{r^{2}} f_{+}(r)^{-\frac{4}{D-3}}\left(\sigma^{2}-1\right)^{1 / 2} b . \tag{D.32}
\end{align*}
$$

Expanding the solutions in $P M$, where the $n^{\text {th }}$ order trajectory is $O(\mu)$, we again find the leading solution, Eq. (D.14),

$$
\begin{equation*}
t_{0}=\sigma \tau, \quad x(0)=b, \quad y(0)=\left(\sigma^{2}-1\right)^{1 / 2} \tau \tag{D.33}
\end{equation*}
$$

and all higher order equations of motion are of the form,

$$
\begin{align*}
\frac{d}{d \tau} t_{n}(\tau) & =T_{n}(\tau) \\
\frac{d}{d \tau}\left(\frac{x_{n}(\tau)}{\tau}\right) & =\frac{X_{n}(\tau)}{\tau}  \tag{D.34}\\
\frac{d}{d \tau} y_{n}(\tau) & =Y_{n}(\tau)
\end{align*}
$$

The strategy outlined in the previous section on electromagnetism is used identically to solve the equations in gravity and is completely mechanical. For example, the trajectories through 2PM order,

$$
\begin{align*}
& t_{1}=\mu \sigma \frac{1}{\partial_{\tau}}\left(R^{3-D}\right) \\
& x_{1}=-\mu \frac{1}{2} b\left((D-2) \sigma^{2}-1\right) \frac{1}{\partial_{\tau}^{2}}\left(R^{1-D}\right),  \tag{D.35}\\
& y_{1}=\frac{\mu\left((D-4) \sigma^{2}+1\right)}{2(D-3) \sqrt{\sigma^{2}-1}} \frac{1}{\partial_{\tau}}\left(R^{3-D}\right),
\end{align*}
$$

and

$$
\begin{align*}
t_{2}= & -\mu^{2} \frac{\sigma\left((D-4) \sigma^{2}-1\right)}{2\left(\sigma^{2}-1\right)} R^{3-D} \frac{1}{\partial_{\tau}}\left(R^{3-D}\right) \\
& +\mu^{2} \frac{\sigma\left((2 D-5) \sigma^{2}-3\right)}{2\left(\sigma^{2}-1\right)} \frac{1}{\partial_{\tau}}\left(R^{6-2 D}\right), \\
x_{2}= & -\mu^{2} \frac{b\left((D-4) \sigma^{2}+1\right)\left((D-2) \sigma^{2}-1\right)}{4(D-3)\left(\sigma^{2}-1\right)} \frac{1}{\partial_{\tau}}\left(R^{3-D} \frac{1}{\partial_{\tau}}\left(R^{1-D}\right)\right) \\
& +\mu^{2} \frac{b\left((D-4) \sigma^{2}-1\right)\left((D-2) \sigma^{2}-1\right)}{4\left(\sigma^{2}-1\right)} \frac{1}{\partial_{\tau}}\left(R^{1-D} \frac{1}{\partial_{\tau}}\left(R^{3-D}\right)\right) \\
& -\mu^{2} \frac{b\left((2 D-5) \sigma^{2}\left((2 D-3) \sigma^{2}-6\right)+3\right)}{8\left(\sigma^{2}-1\right)} \frac{1}{\partial_{\tau}^{2}}\left(R^{4-2 D}\right), \\
y_{2}= & -\mu^{2} \frac{(D-4)^{2}\left((D-2) \sigma^{2}-1\right)^{2}}{4 b^{2}(D-3)^{2} \sqrt{\sigma^{2}-1}} \frac{1}{\partial_{\tau}^{2}}\left(R^{3-D} \frac{1}{\partial_{\tau}}\left(R^{3-D}\right)\right)  \tag{D.36}\\
& -\mu^{2} \frac{(3 D-13)\left((D-2) \sigma^{2}-1\right)^{2}}{8 b^{2}(D-5)(D-3)^{2}\left(\sigma^{2}-1\right)^{3 / 2}} \frac{1}{\partial_{\tau}}\left(R^{8-2 D}\right) \\
& +\mu^{2} \frac{\left(1-(D-4)^{2} \sigma^{4}\right)}{4(D-3)\left(\sigma^{2}-1\right)^{3 / 2}} R^{3-D} \frac{1}{\partial_{\tau}}\left(R^{3-D}\right) \\
& +\mu^{2} \frac{(D-4)\left((D-2) \sigma^{2}-1\right)^{2}}{4 b^{2}(D-5)(D-3)^{2}\left(\sigma^{2}-1\right)^{3 / 2}} R^{5-D} \frac{1}{\partial_{\tau}}\left(R^{3-D}\right) \\
& +\mu^{2} \frac{\left(D\left(8 D^{2}-76 D+241\right)-251\right) \sigma^{4}}{16(D-3)^{2}\left(\sigma^{2}-1\right)^{3 / 2}} \frac{1}{\partial_{\tau}}\left(R^{6-2 D}\right) \\
& -\mu^{2} \frac{\left(2(D(2 D-15)+31) \sigma^{2}-7 D+25\right)}{16(D-3)^{2}\left(\sigma^{2}-1\right)^{3 / 2}} \frac{1}{\partial_{\tau}}\left(R^{6-2 D}\right),
\end{align*}
$$

are all that is needed to compute the radial action through 4PM order. Note that we obtain the same diagram topologies as in electromagnetism, without additional structures describing graviton self-interactions.

The mapping to Fourier space was already outlined in the previous section. Here,
we present the $D$-dimensional 1PM trajectory,

$$
\begin{aligned}
x_{1}^{\mu}=-\frac{2 i \pi G m_{H}}{(D-2)\left(\sigma^{2}-1\right)} & \int_{\ell} \frac{e^{-i r \ell} \hat{\delta}\left(u_{H} \ell\right)}{\ell^{2}\left(u_{L} \ell\right)^{2}} \\
& \times\left((D-5)(D-3)\left(\sigma^{2}-1\right)\left((D-2) \sigma^{2}-1\right) \Pi^{\mu \nu} \ell_{v}\right. \\
& +4 \sigma\left(u_{L} \ell\right)\left((D-2) \sigma^{2}-2 D+5\right) u_{H}^{\mu} \\
& \left.+4\left(u_{L} \ell\right)\left((D-4) \sigma^{2}+1\right) u_{L}^{\mu}\right) .
\end{aligned}
$$

(D.37)

Again, since the $D$-dependent coefficients in the numerator are lengthy, we will give just the 4-dimensional integrand for the 2PM trajectory,

$$
\begin{align*}
& x_{2}^{\mu}=-\frac{2 i \pi^{2} G^{2} m_{H}^{2}}{b^{2}\left(\sigma^{2}-1\right)^{2}} \int_{\ell_{1}, \ell_{2}} \frac{e^{-i r\left(\ell_{1}+\ell_{2}\right)} \hat{\delta}\left(u_{H} \ell_{1}\right) \hat{\delta}\left(u_{H}^{2}\right)^{2}\left(u_{L} \ell_{2}\right)\left(u_{L} \ell_{1}+u_{L} \ell_{2}\right)^{2}}{\times} \\
& \times\left(3 b^{2} \ell_{2}^{2}\left(\sigma^{2}-1\right)^{2}\left(5 \sigma^{2}-1\right)\left(u_{L} \ell_{2}\right) \Pi^{\mu v} \ell_{2 v}\right. \\
&-8 b^{2} \ell_{2}^{2}\left(u_{L} \ell_{1}+u_{L} \ell_{2}\right)^{2}\left(\sigma\left(2 \sigma^{2}-3\right) u_{H}^{\mu}+u_{L}^{\mu}\right) \\
&+2 b^{2} \ell_{2}^{2}\left(2 \sigma^{4}-3 \sigma^{2}+1\right)\left(u_{L} \ell_{1}+u_{L} \ell_{2}\right) \Pi^{\mu v}\left(\ell_{1 v}+\ell_{2 v}\right) \\
&-8\left(1-2 \sigma^{2}\right)^{2}\left(u_{L} \ell_{2}\right)\left(u_{L} \ell_{1}+u_{L} \ell_{2}\right)\left(\sigma u_{H}^{\mu}-u_{L}^{\mu}\right) \\
&-6 b^{2} \ell_{2}^{2}\left(\sigma^{2}-1\right)\left(u_{L} \ell_{2}\right)\left(u_{L} \ell_{1}+u_{L} \ell_{2}\right)\left(\sigma\left(\left(5 \sigma^{2}-9\right) u_{H}^{\mu}+3 \sigma u_{L}^{\mu}\right)+u_{L}^{\mu}\right) \\
&+O(D-4)) . \tag{D.38}
\end{align*}
$$

## Appendix $E$

## PROBE RADIAL ACTIONS

## E. 1 On-shell Action and Radial Action

Here, let us review some classical mechanics. Consider the generally covariant action for a massive charged particle,

$$
\begin{equation*}
S=-\int d \tau\left[\frac{e^{-1}}{2} \dot{x}^{\mu} \dot{x}^{\nu} g_{\mu \nu}(x)+\frac{e}{2} m^{2}+q \dot{x}^{\mu} A_{\mu}(x)\right] \tag{E.1}
\end{equation*}
$$

where we have included the worldline einbein, $e(\tau)$, for manifest reparameterization invariance. If we define the conjugate momentum,

$$
\begin{equation*}
p_{\mu}=-\frac{d L}{d \dot{x}^{\mu}}, \tag{E.2}
\end{equation*}
$$

we can write the action in a first-order form,

$$
\begin{equation*}
S=\int d \tau\left[-p_{\mu} \dot{x}_{L}^{\mu}-e \mathcal{H}\right] \tag{E.3}
\end{equation*}
$$

where the reparameterization generator for this problem is ${ }^{1}$

$$
\begin{equation*}
\mathcal{H}=\frac{1}{2}\left(m^{2}-\left(p_{\mu}-q A(x)_{\mu}\right)\left(p_{v}-q A(x)_{v}\right) g^{\mu \nu}\right) . \tag{E.4}
\end{equation*}
$$

As written, the action has a good variational principle if we would like to prescribe Dirichlet boundary conditions for the $x^{\mu}$, but not for the $p^{\mu}$. If we were to change basis and desire an action suitable for Dirichlet conditions on the momenta, we could simply add the boundary counter term,

$$
\begin{equation*}
S_{\partial}=-\int d \tau \frac{d}{d \tau}\left(p_{\mu} x^{\mu}\right) \tag{E.5}
\end{equation*}
$$

This does not change the equations of motion, but it allows for a well defined variational principle and will certainly change the value of the on-shell action. Since we are interested in scattering dynamics, we certainly want to fix the asymptotic momenta. The upshot of this is that the correct action for the problem of scattering from a static isotropic source is

$$
\begin{equation*}
S=\int d \tau\left[\dot{p}_{r} x_{L}^{r}+\dot{p}_{t} x_{L}^{t}+\dot{p}_{\phi} x_{L}^{\phi}+e \mathcal{H}\right] . \tag{E.6}
\end{equation*}
$$

${ }^{1}$ One could also consider problems with a more general $\mathcal{H}(p, x)$, and what follows will continue to hold.

On-shell this simplifies considerably because $i$ ) energy and angular momentum are conserved, and $i i$ ) the einbein is a Lagrange multiplier forcing the reparameterization generator (on-shell condition) to vanish on physical solutions. This leaves the onshell 0SF action,

$$
\begin{equation*}
\bar{S}=\int d \tau \dot{p}_{r}(r, E, J) r \tag{E.7}
\end{equation*}
$$

Integrating by parts, and using the time reflection symmetry of the problem, this may be written as

$$
\begin{equation*}
\bar{S}=\lim _{r_{\max } \rightarrow \infty}\left(2 r_{\max } p_{r}\left(r_{\max }\right)-2 \int_{r_{\min }}^{r_{\max }} d r p_{r}(r, E, J)\right), \tag{E.8}
\end{equation*}
$$

with

$$
\begin{equation*}
p_{r}=e^{-1} \dot{x}^{\mu} g_{r \mu}(x)+q A_{r}, \tag{E.9}
\end{equation*}
$$

which is nothing but the radial action (suitably subtracted to be finite as $r_{\text {max }} \rightarrow \infty$ ). This subtraction will affect only the "free-particle" contribution to the radial action, and leaves "scattering" contributions unaffected. We will omit it in what follows.

The total change in azimuthal angle follows straightforwardly by Hamilton's equation. Since $J=-p_{\phi}$ is a constant of motion, we have

$$
\begin{equation*}
-\frac{d \bar{S}}{d J}=\left.\left(\int d \tau e \frac{d}{d p_{\phi}} \mathcal{H}\right)\right|_{\text {on-shell }}=\int d \tau \dot{\phi}=\Delta \phi \tag{E.10}
\end{equation*}
$$

## E. 2 General Perturbative Radial Action Integral

For a general $D$-dimensional theory, the on-shell radial action for a scattering solution is

$$
\begin{equation*}
I=2 \int_{r_{\min }}^{\infty} d r\left|p_{r}(r)\right| \tag{E.11}
\end{equation*}
$$

where $p_{r}(r)$ is the radial momentum, and $r_{\text {min }}$ its largest real zero. In this work, we are only interested in scattering from static, spherically symmetric backgrounds. To solve for $p_{r}$, we may then first define the relativistic momentum,

$$
\begin{equation*}
P_{\mu}=\left(\sqrt{p^{2}+m^{2}}, \vec{P}(p, r)\right) \tag{E.12}
\end{equation*}
$$

with $p$ being the asymptotic spatial momentum, and then impose the on-shell condition.

We are primarily interested in perturbative expansions of the radial action, particularly for theories where the particle's on-shell condition implies the following
form for the spatial momentum (in suitable coordinates),

$$
\begin{equation*}
\vec{P}^{2}(p, r)=p^{2}+\sum_{k=1}^{\infty} \frac{\epsilon^{k} N_{k}(p)}{r^{k(D-3)}} . \tag{E.13}
\end{equation*}
$$

However, computing Eq. (E.11) perturbatively in $\epsilon$ requires a little care. Since the radial momentum is solved for from the quadratic equation, Eq. (E.13), it is singular at the turning point $r_{\text {min }}$, and a naive expansion in $\epsilon$ yields divergent integrals. A careful treatment of this is given in [338], and the upshot is that one should: (i) integrate to the unperturbed turning point, $r_{\min }(\epsilon=0)$, (ii) Taylor expand $p_{r}$ in $\epsilon$, and (iii) take the Hadamard partie finie (Pf) of the resulting divergent integrals ${ }^{2}$.

Following this prescription yields the well defined series expansion for the radial action,

$$
\begin{equation*}
I=\sum_{k=0}^{\infty} \sum_{q=0}^{k} \epsilon^{k} c_{k, q}(p) p^{1-2 q} \operatorname{Pf} \int_{b}^{\infty} d r \frac{\left(r^{2}-b^{2}\right)^{1 / 2-q}}{r^{1-2 q+k(D-3)}} \tag{E.14}
\end{equation*}
$$

where $b=J p^{-1}, J$ is the conserved angular momentum, and the $c_{k, q}(\sigma)$ are simple monomials in the $N_{k}(p)$. Through $O\left(\epsilon^{3}\right)$, the non-zero coefficients are

$$
\begin{aligned}
& c_{0,0}=2, \quad c_{1,1}=N_{1}, \quad c_{2,2}=-\frac{1}{4} N_{1}^{2}, \quad c_{2,1}=N_{2}, \\
& c_{3,3}=\frac{1}{8} N_{1}^{3}, \quad c_{3,2}=-\frac{1}{2} N_{1} N_{2}, \quad c_{3,1}=N_{3} .
\end{aligned}
$$

Evaluating the integral yields the general result,

$$
\begin{equation*}
I=\frac{1}{2} \sum_{k=0}^{\infty} \sum_{q=0}^{k} \epsilon^{k} c_{k, q}(p) \frac{p^{k(D-3)-2 q}}{J^{k(D-3)-1}} B\left(\frac{1}{2} k(D-3)-\frac{1}{2}, \frac{3}{2}-q\right), \tag{E.15}
\end{equation*}
$$

where $B$ is the Euler beta function.

## E. 3 Electromagnetism

For electromagnetism, the on-shell condition is

$$
\begin{equation*}
\left(P_{\mu}-q_{L} A_{\mu}\right)^{2}=m_{L}^{2} . \tag{E.16}
\end{equation*}
$$

The $D$-dimensional attractive Coulomb potential is

$$
\begin{equation*}
\frac{q_{L}}{m_{L}} A_{0}=-\frac{\Gamma\left(\frac{D-3}{2}\right)}{\pi^{\frac{D-3}{2}}} \frac{r_{c}}{r^{D-3}} \tag{E.17}
\end{equation*}
$$

${ }^{2}$ Equivalently, impose a hard cut-off scheme $r_{\text {min }}=b+\delta$, and simply discard power-law divergences in $1 / \delta$.
where $\alpha$ is the fine structure constant. Inserting Eq. (E.12) and Eq. (E.13) and solving for $\vec{P}^{2}(p, r)$, we obtain the $N_{i}(p)$. Plugging back into the general probe radial action, Eq. (E.15), under the identification, $\epsilon=r_{c}$, and writing $p=m_{L}\left(\sigma^{2}-1\right)^{1 / 2}$ to conform with our notation throughout the main text, we obtain

$$
\begin{aligned}
I_{\mathrm{EM}}^{(0)} & =-\pi b m_{L} \sqrt{\sigma^{2}-1}+m_{L} r_{c} b^{4-D} \frac{\pi^{2-\frac{D}{2}} \sigma \Gamma\left(\frac{D}{2}-2\right)}{\sqrt{\sigma^{2}-1}} \\
& +m_{L} r_{c}^{2} b^{7-2 D} \frac{(2 \pi)^{4-D}\left(2 D \sigma^{2}-7 \sigma^{2}-1\right) \Gamma\left(D-\frac{7}{2}\right) \Gamma\left(\frac{D-3}{2}\right)^{2}}{2\left(\sigma^{2}-1\right)^{3 / 2} \Gamma(D-3)} \\
& +m_{L} r_{c}^{3} b^{10-3 D} \frac{\pi^{5-\frac{3 D}{2}} \sigma\left((3 D-10) \sigma^{2}-3\right) \Gamma\left(\frac{D-3}{2}\right)^{3} \Gamma\left(\frac{3 D}{2}-5\right)}{3\left(\sigma^{2}-1\right)^{5 / 2} \Gamma\left(\frac{3 D}{2}-\frac{11}{2}\right)},
\end{aligned}
$$

expanded up to 3 PL order. Note that these expressions apply in general spacetime dimension, $D$.

## E. 4 Gravity

For gravity, the on-shell condition is

$$
\begin{equation*}
P_{\mu} P_{\nu} g^{\mu \nu}=m_{L}^{2}, \tag{E.18}
\end{equation*}
$$

where $g_{\mu \nu}$ is the background metric in isotropic coordinates. For example, the $D$-dimensional Schwarzschild metric in isotropic coordinates is

$$
\begin{equation*}
g_{00}=\left(\frac{1-\frac{\mu}{4 r^{D-3}}}{1+\frac{\mu}{4 r^{D-3}}}\right)^{2} \quad \text { and } \quad g_{i j}=-\delta_{i j}\left(1+\frac{\mu}{4 r^{D-3}}\right)^{\frac{4}{D-3}}, \tag{E.19}
\end{equation*}
$$

where we have defined the mass parameter,

$$
\begin{equation*}
\mu=\frac{4 \pi \Gamma\left(\frac{D-1}{2}\right)}{(D-2) \pi^{(D-1) / 2}} \times 2 G m_{H} \tag{E.20}
\end{equation*}
$$

Solving Eq. (E.18), we obtain the corresponding $N_{i}(p)$. Identifying $\epsilon=r_{S}$, we obtain the probe radial action,

$$
\begin{aligned}
I_{\mathrm{GR}}^{(0)} & =-\pi b m_{L} \sqrt{\sigma^{2}-1}+G m_{H} m_{L} b^{4-D} \frac{2 \pi^{2-\frac{D}{2}}\left((D-2) \sigma^{2}-1\right) \Gamma\left(\frac{D}{2}-2\right)}{(D-2) \sqrt{\sigma^{2}-1}} \\
& +\left(G m_{H}\right)^{2} m_{L} b^{7-2 D} \\
& \times \frac{(2 \pi)^{4-D}\left((2 D-5) \sigma^{2}\left((2 D-3) \sigma^{2}-6\right)+3\right) \Gamma\left(D-\frac{7}{2}\right) \Gamma\left(\frac{D-1}{2}\right)}{(D-2)\left(\sigma^{2}-1\right)^{3 / 2} \Gamma\left(\frac{D}{2}\right)} \\
& +\left(G m_{H}\right)^{3} m_{L} b^{10-3 D} \\
& \times \frac{16 \pi^{5-\frac{3 D}{2}}\left((3 D-8) \sigma^{2}\left((D-2) \sigma^{2}\left((3 D-4) \sigma^{2}-15\right)+15\right)-5\right)}{(D-2)^{3}\left(\sigma^{2}-1\right)^{5 / 2}} \\
& \times \frac{\Gamma\left(\frac{D-1}{2}\right)^{3} \Gamma\left(\frac{3 D}{2}-5\right)}{\Gamma\left(\frac{3 D}{2}-\frac{7}{2}\right)}
\end{aligned}
$$

expanded up to 3 PM order.
More generally, if a metric can be put in isotropic coordinates,

$$
\begin{equation*}
g_{00}=A\left(\epsilon / r^{D-3}\right) \quad \text { and } \quad g_{i j}=-\delta_{i j} B\left(\epsilon / r^{D-3}\right), \tag{E.21}
\end{equation*}
$$

with $A(0)=B(0)=1$, then one can express the spatial momentum in the form, Eq. (E.13), with the first few $N_{i}(p)$ given by

$$
\begin{align*}
N_{1}(p) & =\left(m^{2}+p^{2}\right)\left(B^{\prime}(0)-A^{\prime}(0)\right)-m^{2} B^{\prime}(0), \\
N_{2}(p) & =\frac{1}{2}\left(m^{2}+p^{2}\right)\left(-2 A^{\prime}(0) B^{\prime}(0)+2 A^{\prime}(0)^{2}-A^{\prime \prime}(0)+B^{\prime \prime}(0)\right) \\
& -\frac{1}{2} m^{2} B^{\prime \prime}(0),  \tag{E.22}\\
N_{3}(p) & =\frac{1}{6}\left(m^{2}+p^{2}\right)\left(A^{\prime}(0)\left(6 A^{\prime \prime}(0)-3 B^{\prime \prime}(0)\right)-3 A^{\prime \prime}(0) B^{\prime}(0)\right. \\
& \left.+6 A^{\prime}(0)^{2} B^{\prime}(0)-6 A^{\prime}(0)^{3}-A^{(3)}(0)+B^{(3)}(0)\right)-\frac{1}{6} m^{2} B^{(3)}(0) .
\end{align*}
$$
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[^0]:    ${ }^{1}$ This is the reason why an expansion in the mass ratio is also referred to as the self force expansion.

[^1]:    ${ }^{2}$ Since flavor acts as the analog to color, these terms are used interchangeably.

[^2]:    ${ }^{1}$ The constants of integration are fixed so that the coefficients $c_{a b}(r)$ do not blow up at large $r$.

[^3]:    ${ }^{3}$ Since we are focused on conservative dynamics one should understand a causal $i \epsilon$ prescription here, but only the the time reflection symmetric part of the result is to be retained.

[^4]:    ${ }^{1}$ Remarkably, three-dimensional Chern-Simons theory - which is topological - automatically manifests off-shell, Lagrangian-level color-kinematics duality [293].
    ${ }^{2}$ In relation to the prototypical double copy described above, ZM plays the role of the gauge theory and SG is analogous to gravity. BAS has the same role in both setups.
    ${ }^{3}$ The Moyal algebra has appeared before in maps from noncommutative gauge theory to ordinary gauge theory $[312,313]$. Gravity is notably missing from this picture so an immediate connection to the double copy is opaque but potentially promising nonetheless. We thank a referee for bringing this to our attention.

[^5]:    ${ }^{1}$ Since $u_{H} \ell=0$ in the integrand, $\Pi^{\mu \nu}$ as written has redundant terms.

[^6]:    ${ }^{2}$ The word radius is inaccurate here since the parameter generally has mass dimension $3-D$.

[^7]:    ${ }^{3}$ In practice, we found it convenient in intermediate steps to work with the equivalent equation, $\ddot{x}_{n}=\tau^{-1} X_{n}+\dot{X}_{n}$, from which the solution for $x_{n}$ still follows immediately from integration.

