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ABSTRACT

Optomechanical sensors provide our most sensitive measurements of spacetime,
including observations of gravitational waves by laser interferometric detectors.
However, even state of the art detectors like the Advanced Laser Interferometric
Gravitational-Wave Observatory (LIGO) are still tens of orders of magnitude away
from the measurement limits imposed by Heisenberg uncertainty. This thesis maps
out the contours of mechanical and optical losses limiting next generation gravi-
ational wave interferometers, and describes several experiments and analyses to
improve those limitations. We review the theory of optomechanical force sensing to
understand the influence of optical radiation pressure on the dynamics of mechanical
oscillators. We analyze several modified Mach-Zehnder interferometers and show
how radiation pressure can be a resource for quantum measurement, including by
establishing a surprising optical spring effect in a cavity held on-resonance. The
most developed proposal is for a phase-sensitive optomechanical amplifier to avoid
the photodetection losses that may limit next-generation gravitational wave inter-
ferometers utilizing cryogenic silicon mirrors and ≈ 2000 nm infrared lasers. The
amplifier calls for high quality mechanical oscillators made of single crystal silicon,
which we fabricate. We describe our efforts to develop a testbed for cryogenic
mechanical loss measurements of silicon oscillators and thin film coatings. And,
we show how Bayesian inference can be used to improve our understanding of the
physical mechanisms limiting a system’s mechanical loss. Finally, we describe the
optical, mechanical, and electronic design of a prototype phase sensitive optome-
chanical amplifier. The prototype is useful for testing the control system required
to implement the full amplifier, and we characterize the current control scheme and
the scheme for near-term upgrades. Our latest measurements show a clear path to
steadily improving the amplifier’s noise figure with well understood technology.

Updates to this work will be publicly available at LIGO document number P2300422
and at https://git.ligo.org/aaron.markowitz/writing along with source code and more.

https://dcc.ligo.org/P2300422
https://git.ligo.org/aaron.markowitz/writing
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C h a p t e r 1

INTRODUCTION

1.1 What We Measure
Measurement is the process by which physicists test the ability of a physical model
to predict the behavior of the universe, or at least the system or laboratory under
study. We typically want to reduce our uncertainty about a model parameter or
reject a hypothesis using as few resources (time, energy, money) as possible.

Optomechanical measurement uses photons to measure the distance between atoms,
and sometimes the rate of change of that distance. Optomechanics advances our
understanding of physics across disparate length scales.

At large scales, the direct detection of gravitational waves [1] confirmed one of
the major experimental predictions of Einstein’s General Theory of Relativity [2].
The next generation of gravitational wave (GW ) detectors [3] aims to deepen our
understanding of GW signals from compact binary systems, as well as expand our
access to the remaining GW spectrum at low and high frequency [4] [5].

At small scales, measurements to date imply that all physical systems behave quan-
tum mechanically [6] [7]. One burning question of modern physics is how the
apparently locally real behavior of gravitationally dominated systems arises in a
fundamentally quantum universe. Increasingly, increasingly macroscopic optome-
chanical experiments aim to probe the boundary between our quantum and classical
descriptions [8] [9].

1.2 Limits to Measurement
Q and Quantum
Braginsky et al. describe why linear oscillators with small dissipation make excellent
force sensors [10] [11]. They consider an oscillator with mass 𝑀 , frequency 𝜔, and
quality factor𝑄. Treated classically, the noise limiting the measurement of oscillator
amplitude due to a force acting at 𝜔 for duration 𝜏 is a thermally induced amplitude
change that decreases with oscillator quality factor 𝑄.

Δ𝑥𝑇 ≈

√︄
𝑘𝑇𝜏

𝑀𝜔𝑄
(1.1)
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With sufficiently high Q, the thermal noise of an oscillator in a coherent state may
be reduced below the size of the oscillator’s wavepacket [12].

Gravitational Wave Interferometers
The quantum limits of measurements made with oscillators in coherent states are
now being reached and exceeded by gravitational wave interferometers [13]. For
traditional interferometry, our null measurement is of a particular photon vacuum
state, and we devise our system such that classical information can be continuously
imparted on the null state. We can improve our measurements by choosing a more
optimal null state, and by protecting the null state from optical and mechanical losses
along the entire measurement chain. The possibility of reducing quantum noise by
an appropriate choice of observables or even with quantum error correction [14]
demonstrates that gravitational wave interferometers are still fundamentally limited
by Q rather than quantum mechanics.

To reduce the noise in gravitational wave detectors [15], it is beneficial to have
many photons all in the same state, as in a high power laser stabilized against
some conveniently chosen quantum state; and to measure the average position of
many atoms that are not moving much, as in heavy mirrors of high quality. The
inverse relationship between quantum noise spectral density 𝑆PP and measurement
sensitivity 𝑆FQL is capture in the so-called fundamental or energetic quantum limit,
also known as the quantum Cramer-Rao bound, which can be formulated for laser
interferometric GW detectors as [16]

𝑆ℎFQL(Ω) =
ℏ2𝑐2

𝑆𝑃𝑃 (Ω)𝐿2 =
4ℏ2

𝑆EE (Ω)
. (1.2)

Stated simply, precise measurements of spacetime require tight control of a sys-
tem in the face of large energy fluctuations 𝑆EE . A more thorough exploration
of measurement precision limits in the language of control theory is provided in
[17]. Braginsky, Mitrofanov, and Panov [10] formulated this limit as a maximum
observable quality factor due to the effect of the measurement process.

1.3 Contributions
This work is divided into three parts covering the theory of optomechanical interfer-
ometry in Part I; experimental and analytical techniques in silicon optomechanics
in Part II; and an early stage tabletop interferometry experiment, motivated and
enabled by the previous parts, in Part III. The appendices discuss some measure-
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ment techniques and topics of interest that were only briefly explored, but may be
of use to someone beginning a deeper study. I apologize for the many pedagogical
deficiencies, and encourage the reader attempting to apply or replicate this work to
request clarification if required.

Chapter 2, on ponderomotive interferometry, is largely a review. If I have a novel
contribution, it is the explicit expression for the input-output relation of a mechani-
cally responsive beamsplitter pumped by counterpropagating lasers incident on the
same side of the optic (which surely others have derived but not seen fit to publish,
to my knowledge).

The work in Chapter 3 is a summary of our group’s proposal for a new quantum
measurement widget, the phase-sensitive optomechanical amplifier (PSOMA ) [18].
I contributed to conceptual development and performed numerical simulations and
optimization in Optickle and Finesse to validate our analytic results.

I developed a strong interest in generalizing PSOMA, and describe the outcome
in Chapter 4. I propose and simulate signal- and power-recycled Mach-Zehnder
interferometers operated in transmission and/or reflection, as an internal quantum
filter-squeezer for Michelson-based gravitational wave interferometers, or as inde-
pendent resonant strain sensors. To my knowledge this is the first discussion in
the literature of dual recycled Mach-Zehnder interferometers and the utility of the
interferometer’s microscopic position within the otherwise fixed recycling cavities.
I have not exhaustively explored this device, but attempt to connect it to existing
work in quantum coherent interferometry and optomechanical trapping and cooling
such that natural extensions become apparent. I am grateful to many colleagues for
letting me distract them with this idea and helping me understand the system, in-
cluding Shruti Maliakal, Kevin Kuns, Xiang Li, James Gardner, Chris Wipf, Yanbei
Chen, and Rana Adhikari.

The central technologies enabling quantum coherent laser interferometry in the lab
are high stability light and high quality mechanics, and as much of it as desired. The
experimenter should clamp down their mechanics before turning on the laser, so
Chapter 5 describes my experimental work fabricating cm- and gram-scale Si me-
chanical oscillators for use as optomechanics. I implemented but did not invent the
fabrication techniques therein. I also carried out some small experiments, including
with Disha Kapasi on surface roughness following KOH etching, to advance our
group’s understanding and application.
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I used my Si mechanical oscillators in the cryogenic thin film mechanical loss testbed
described in Chapter 6. I was the primary student who, along with postdoc Brittany
Kamai, designed, operated, and analyzed the testbed and our results. We applied
the prior art of gentle nodal suspension to a liquid nitrogen cryostat, demonstrat-
ing experimental limitations of some cryogenic design choices for this mechanical
isolation technique. I also used Nic Smith’s clever method for constant-amplitude
quality factor measurement [19] to explore a new technique for non-contact temper-
ature sensing and control of a mechanical oscillator.

Our cryogenic mechanical loss testbed inspired Anna Roche, Rana Adhikari, and
me to develop a novel analysis for material parameter estimation we call loss tomog-
raphy, described in Chapter 7. Loss tomography contributes to the field of high Q
mechanical loss measurement and material development by eliminating systematic
errors associated with sequential mechanical Q measurement before and after test
film deposition. I made the FEA models used for the analysis, and developed the
loss budget with Brittany Kamai. I independently completed the quick-and-dirty
demonstration at the end of the chapter.

In the future, we anticipate utilizing Si mechanical oscillators in our tabletop
PSOMA demonstration. Chapter 8 covers the detailed design of the early stage
experiment, and our targeted late-stage performance. Shruti Maliakal, Rana Ad-
hikari, and Chris Wipf contributed to all aspects of the design. I commissioned
a new vacuum system, which I designed with Stephen Appert. I used Shruti’s
Finesse-based mode matching optimization code to choose an appropriate cavity
geometry for the optics on hand. I constructed and characterized the fiber and free-
space optical layout, with sanity-preserving assistance at various times from Shruti
Maliakal, Mayank Chaturvedi, Yuta Michimura, Francisco (Paco) Salces Carcoba,
Chris Whittle, Jeff Wack, and Jancarlo Sanchez.

Mayank Chaturvedi, Shruti Maliakal, Chris Wipf, Rana Adhikari, and I developed
the control system characterized in Chapter 9, which has some novelty even if mostly
due to the inherent specificity of control systems. Our signal injection strategy is
reminiscent though not identical to the coherent locking technique used in GW and
related interferometers to implement frequency-dependent optical squeezing. We
also develop a new application of multiple phase-locked loops to measure the full 2-
quadrature transfer function of a Pound-Drever-Hall locked cavity. I briefly discuss
my proposal for using a Mach-Zehnder interferometer to reduce pump phase noise
coupling in this scheme.
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Finally, Chapter 10 presents a characterization and noise budget of the PSOMA
demonstration in its current form. Shruti Maliakal and I developed the noise budget.
I contributed the most sensitive measurement to date of the low frequency phase
noise of TeraXion’s PureSpectrum laser module. Mayank Chaturvedi, Chris Whittle,
and Jeff Wack were invaluable collaborators on several of the transfer function
measurements presented in this chapter.



Part I

Ponderomotive Interferometry

Some new ways to use radiation pressure

6
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C h a p t e r 2

OPTOMECHANICAL SENSING

The purpose of this chapter is to define the mathematical framework employed
throughout the rest of the work. For the most part, we follow the approach of [20].
Other good reviews of cavity optomechanics include [21].

2.1 Optical Sensing
The basic componenents of optomechanical systems are lasers, beam blocks or
photodetectors, free space propagation, and beamsplitters. Nonlinear media with
complicated dispersion relations can be used to produce various types of correlators,
but we will mostly not consider those in this work.

Lasers, Vacuum, and Strain
The operator of the quantized electric field is [9]

�̂� = 𝑢(𝑥, 𝑦, 𝑧)
∫ +∞

0

𝑑𝜔

2𝜋

√︂
2𝜋ℏ𝜔
A𝑐 [�̂�𝜔𝑒𝑖𝑘𝑧−𝑖𝜔𝑡 + �̂�†𝜔𝑒𝑖𝜔𝑡−𝑖𝑘𝑧] . (2.1)

We typically work within the two-photon formalism of Caves and Schumaker [22]
[23], which in the frame rotating at 𝜔0 (typically some laser’s carrier frequency)
substitutes pairs of operators that create or annihilate photons at𝜔0±Ω for quadrature
operators that describe the amplitude and phase of the carrier field at frequency Ω.

�̂� ≡
(
�̂�𝑐

�̂�𝑠

)
(2.2)

Following the framework of Corbitt, Chen, and Mavalvala [20], an optomechanical
system consists of a set of elementary subsystems represented by 𝑁 × 𝑁 matrices
M𝑁,𝑁 relating 𝑁 incident quadrature fields to 𝑁 outgoing quadrature fields. Each
element of M𝑁,𝑁 is itself a 2 × 2 matrix describing how the two quadrature fields
transform between the corresponding nodes in the system. The input nodes 𝑢(𝑖)

generically consist of contributions from vacuum fluctuations 𝑣 (𝑖) , the laser 𝐼 (𝑖) , and
spacetime strain modulation 𝐻 (𝑖)ℎ.
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�̂�(𝑖) = �̂� (𝑖) + 𝐼 (𝑖) + �̂� (𝑖)ℎ (2.3)

A beam block or photodiode is an element whose input-output relation has only the
vacuum term, with no laser or strain coupled in. Classical (unsqueezed) vacuum
sources have uncorrelated white noise with unit amplitude spectral density and
zero mean in both directions, while squeezed or other nonclassical vacuum states
conserve total noise power but can otherwise distribute the noise arbitrarily between
the two quadratures.

A laser may couple in a bright field at Ω = 0 Hz, sideband fields at Ω ≠ 0, and
classical noises associated with the laser, in addition to a possibly squeezed vacuum
field. A carrier field with intensity 𝐼 𝑗 and phase 𝜃 𝑗 is represented by

�̂� 𝑗 ≡
√︁

2𝐼 𝑗

(
cos 𝜃 𝑗
sin 𝜃 𝑗

)
. (2.4)

The contribution of spacetime strain is typically small enough to ignore except
between nodes separated by a large propagation length containing a high power
carrier field. Classical gravitational radiation’s modification to a locally Minkovski
metric 𝜂𝜇𝜈, first described in a gauge-invariant form by Pirani [24], can be expressed
in the transverse-traceless gauge as

𝑔𝜇𝜈 = 𝜂𝜇𝜈 + ℎ𝜇𝜈

ℎ𝜇𝜈 = cos(Ω𝑡 − 𝑘𝑧)
©«
0 0 0 0
0 ℎ+ ℎ× 0
0 ℎ× ℎ+ 0
0 0 0 0

ª®®®®®¬
(2.5)

where ℎ+ and ℎ× are field amplitudes of the two radiation polarizations traveling at
frequency Ω along 𝑧. Eq 2.5 can be rotated to find the strain due to gravitational
radiation in an arbitrary direction with wavevector 𝑘 (𝑘𝑥𝑥 + 𝑘𝑦 �̂� + 𝑘𝑧𝑧), which fol-
lowing [25] modifies the total phase Φ(𝑡0) accumulated by light traveling length 𝐿
along 𝑥 to

Φ𝑥 (𝑡0) =
𝜔

𝑐

∫ 𝐿

0

√︁
1 + ℎ𝑥𝑥 cos(Ω𝑡0 + 𝑘 (1 − 𝑘𝑥)𝑥)𝑑𝑥. (2.6)
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We can see that both the strain amplitude and effective wave vector along the prop-
agation length depend on the orientation of the GW to the light. We can get an
intuitive expression relevant to the optomechanical sensor by assuming an infinites-
imal propagation length 𝑑𝐿 such that the strain is uniform across the propagation
length, and call ℎ the Fourier transform of the GW amplitude projected along ℎ𝑥𝑥 .
If the propagation length contains a carrier field �̂� at 𝜔, the strain contribution to
2.3 is given by [20]

�̂� ≡
√︂

𝜔

4𝑐2ℏ
�̂�∗𝑑𝐿. (2.7)

The character * refers to quadrature rotation by 𝜋/2, for example

(
𝑣1

𝑣2

)∗
=

(
𝑣2

−𝑣1

)
. (2.8)

In the expression for strain coupling, * indicates the pump laser acquires phase
fluctuations proportional to its field amplitude.

Free Space Propagation
Perhaps the most remarkable and useful behavior of photons is that their phase
evolution keeps track of their proper distance travelled. The matrix for the free
space propagator is [20]

𝑀prop ≡ 𝑒𝑖𝜙
(

0 𝑅Θ

𝑅Θ 0

)
(2.9)

where 𝑀prop relates

(
�̂�1

�̂�2

)
to

(
�̂�1

�̂�2

)
as described in 2.1 and

Θ ≡ 𝜔0𝐿

𝑐
, 𝜙 ≡ Ω𝐿

𝑐
, 𝑅Θ ≡

(
cosΘ − sinΘ
sinΘ cosΘ

)
. (2.10)

Beamsplitters
Beamsplitters are the basic units that perform linear operations on propagating
electric fields. Beamsplitters have four input and four output ports, which we label
in 2.1. Neglecting briefly the dynamics of the beamsplitter itself, a beamsplitter
with reflectivity 𝜌, transmissivity 𝜏, and optical loss 𝜂2 ≡ 1 − 𝜌2 − 𝜏2 transforms
input fields as Eq 2.11.
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Figure 2.1: Port labelling for basic optomechanical elements. Right: Beamsplitter labelled
with four input and four output ports. Left: Port labels for free space propagation.

©«
�̂�1

�̂�2

�̂�3

�̂�4

ª®®®®®¬
= 𝑀BS

©«
�̂�1

�̂�2

�̂�3

�̂�4

ª®®®®®¬
− 𝜂

©«
�̂� (1)

�̂� (2)

�̂� (3)

�̂� (4)

ª®®®®®¬
(2.11)

We can adapt the expression of [20] to write

𝑀BS ≡
©«
−𝜌 0 0 𝜏

0 −𝜌 𝜏 0
0 𝜏 𝜌 0
𝜏 0 0 𝜌

ª®®®®®¬
. (2.12)

“Mirrors” are simply beamsplitters operated at normal incidence, such that we can
identify �̂�1 ↔ �̂�2, �̂�1 ↔ �̂�2, �̂�3 ↔ �̂�4, �̂�3 ↔ �̂�4.

Cavities
Cavities are a collection of 𝑁 ≥ 2 beamsplitters (or other 4-port optical elements)
arranged such that for some choice of labels,

• on one side of beamsplitter 1, at least one of the incident beams arrives from
beamsplitter 𝑁 and is reflected to beamsplitter 2,

• for 𝑛 > 1, at least one beam incident on beamsplitter 𝑛 comes from beam-
splitter 𝑛 − 1.
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Optical cavities are used in many sensing problems, including gyroscopes [26] and
gravitational wave detection.

The cavity’s free spectral range (FSR) is the separation (in frequency units) of the
cavity resonances. For a cavity in free space, it is set by the round trip cavity length
alone:

Δ𝜈𝐹𝑆𝑅 =
𝑐

𝐿roundtrip
. (2.13)

Radiation Pressure
In the two-quadrature picture, the momentum flow carried by an optical field with
power 𝐼 𝑗 at node 𝑗 is

¤𝑃 𝑗 (Ω) =
√︂

ℏ𝜔

𝑐
�̂�𝑇𝑗 𝑗 (Ω) (2.14)

where 𝑗 (Ω) is the sideband component at Ω.

Here again we have relabelled expressions in [20], which can be used to derive the
input-output relation for the beamsplitter of mass 𝑀 with radiation pressure and
optical losses.

[I + Π

2

©«
𝐷∗
�̂�1

𝐷∗
�̂�2

𝐷∗
�̂�3

𝐷∗
�̂�4

ª®®®®®¬
(
𝐷𝑇
�̂�1

𝐷𝑇
�̂�2

−𝐷𝑇
�̂�3

−𝐷𝑇
�̂�4

)
]
©«
�̂�1

�̂�2

�̂�3

�̂�4

ª®®®®®¬
= [𝑀BS − Π

2

©«
𝐷∗
�̂�1

𝐷∗
�̂�2

𝐷∗
�̂�3

𝐷∗
�̂�4

ª®®®®®¬
(
𝐷𝑇
�̂�1

𝐷𝑇
�̂�2

−𝐷𝑇
�̂�3
− 𝐷𝑇

�̂�4

)
]
©«
�̂�1

�̂�2

�̂�3

�̂�4

ª®®®®®¬
− 𝜂

©«
�̂� (1)

�̂� (2)

�̂� (3)

�̂� (4)

ª®®®®®¬

(2.15)

Roughly, the new terms account for additional phase accumulated by the incident
fields due to the effect of radiation pressure of the incident and outgoing fields on
the mirror position.

A beamsplitter operated at angle of incidence 𝛼 with mechanical responsivity 𝜒(Ω)
has
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Π ≡ 2𝜌𝜔
𝑐2 cos2(𝛼)𝜒(Ω) (2.16)

which for a beamsplitter that can be treated as a free mass 𝑀 becomes

Π =
2𝜌𝜔
𝑀Ω2𝑐2 cos2(𝛼). (2.17)

2.2 Optomechanical Systems with Radiation Pressure
The ponderomotive (radiation pressure) force leads to parametric instability in op-
tomechanical systems [27], but also is a useful resource for sensing.

Optomechanical Cooling
Using optical fields to cool mechanical oscillators can significantly enhance the
sensitivity of mechanical sensors, since the effective Q of optomechanical systems
dominated by optical forces can be significantly enhanced relative to the Q of the
bare mechanical oscillator.

Recent advances in quantum optics have enabled quantum-enhanced cooling of me-
chanical systems [28] [29] or cooling to the mechanical oscillator’s ground state [30].
Even the remaining displacement noise of an optomechanically cooled oscillator can
be suppressed with appropriate sensing [31].

2.3 Gravitational Wave Interferometers
Gravitational wave interferometers are sensitive force and displacement senesors
used to detect gravitational waves and place limits on fundamental physics [32].
Interferometric gravitational wave observatories (GWIFO) like LIGO [33] are thor-
oughly discussed in the classic book by Saulson [34] and in [35] [36] [37] [38].
TGWIFO consist of freely falling test masses (TMs) of mass 𝑚, mechanically iso-
lated by pendula such that Earth’s (mostly dissipation-free) gravitational potential
provides their dominant restoring force. Two pairs of TMs in LIGO-like GWIFOs
form two orthogonally oriented Fabry-Perot (FP) cavities, which sense the phase
accumulated by light propagating in each FP cavity. The relative phase noise of
each FP is separated from common-mode laser noise by combining the FP out-
puts on a beamsplitter, forming a Fabry-Perot Michelson Interferometer (FPMI).
And, normal-incidence recycling mirrors on each input port of the FPMI set the
impedance matching condition of light entering or leaving the dual-recycled FPMI
(DRFPMI).
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Mechanics
When considering quantum measurement with a GWIFO, we must treat both the
free test masses and laser field quantum mechanically. The relative position 𝑥 and
momentum 𝑝 operators of the TMs obey equations of motion [9]:

¤̂𝑥(𝑡) = 𝑝

𝑚

¤̂𝑝 =
𝐼

𝑐
+ 𝑚𝐿 ¥ℎ(𝑡).

(2.18)

Some noises
The limiting noises of the current generation of GW interferometers are discussed in
[39]. The most fundamental limiting noises are quantum noise due to quantization
of the sensing light field (introduced as �̂� in Eq 2.3), and thermal noise due to
Brownian motion of various parts of the mechanical system (coatings, suspension,
test mass substrates) [40].

Thermal noise can be attributed to loss in the mechanical susceptibility of the test
mass to forces applied by the laser [41] [42].

The first complete treatment of quantum noise in second generation GW interferom-
eters are the classic works by Buonnano and Chen [43] [44]. An excellent review
on the topic is [45].
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C h a p t e r 3

PHASE-SENSITIVE OPTOMECHANICAL AMPLIFIER

Many figures and derivations in this chapter can be found in our proposal for a
phase-sensitive optomechanical amplifier (PSOMA) to realize single quadrature
optical preamplification in an entirely optomechanical system [18]. The proposed
PSOMA can achieve sufficiently low noise, high gain, and high isolation to benefit
next generation GW IFOs limited by optical readout losses.

3.1 Phase-Sensitive Amplification
The nonlinearity of optomechanical radiation pressure interactions can be utilized
in many photonic signal processing applications [46].

The fundamental noises for optomechanical sensors like gravitational wave inter-
ferometers can be thermal and quantization noises of the mechanical or optical
degrees of freedom [40]. One challenge for next generation gravitational wave in-
terferometers will be quantum noise due to the low quantum efficiency of existing
photodetection technologies at wavelengths beyond 1064 nm [Voyager]. Photode-
tection optical losses are generally important for optical sensors utilizing highly
squeezed optical states.

Caves [47] and more recently Knyazev et al. [48] [49] proposed overcoming pho-
todetection losses by pre-amplifying the signal-carrying optical quadrature, such
that unsqueezed vacuum fields introduced by downstream optical losses do not limit
the sensor’s input-referred noise performance. The general principles of quantum
noise in linear amplifiers are described in [50].

3.2 Traveling Wave Cavity
PSOMA (the “Amplifier” in Figure 3.1) uses a traveling wave cavity to enhance the
radiation pressure coupling between a pumping laser and a mechanical oscillator.
The circulating power (and optomechanical gain) in the cavity is enhanced by the
cavity finesse, with a tradeoff in the amplifier’s bandwidth due to a finite cavity pole.
Because the radiation pressure force falls off like 1/ 𝑓 2, ponderomotive amplification
is most effective at low frequencies and we can choose an appropriate cavity finesse
and length to optimize for high optomechanical gain over the measurement band.
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We choose a traveling wave cavity, rather than a Fabry-Perot cavity, to ensure that the
reverse propagating vacuum field from the photodetection port is not amplified on
its way to the low noise measurement device. Only the optical field copropagating
and in-phase with the pump drives the mechanical oscillator with nonnegligible
coupling.

3.3 Mach-Zehnder Interferometery
With only a single traveling wave cavity, PSOMA’s input referred noise can be
limited by relative intensity noise (RIN) of the pump laser. Even if pump RIN
is prestabilized to the quantum shot noise level, this noise would limit the utility
of PSOMA for sub-SQL measurement devices. To mitigate the contribution from
pump RIN, PSOMA uses an interferometric technique analogous to the long-tailed
pair in electronic differential amplifiers [51].

The pump and probe (signal-carrying) beams enter PSOMA at the input beamsplitter
of a Mach-Zehnder interferometer (MZI). Each arm of the MZI contains a nominally
identical traveling wave cavity, and the cavity reflections are recombined at the MZI’s
output beamsplitter. Due to the 𝜋 phase shift experienced on reflection from one
side of the input beamsplitter, one cavity is driven by the sum of pump and probe
fields, while the other is driven by the difference of pump and probe fields. With
an appropriate choice of MZI detuning, the output BS of the MZI can separate the
symmetric and antisymmetric contributions such that one MZI output port contains
only the pump and amplified pump noise, while the other MZI output port contains
only the probe and amplified probe signals.

In this way, the MZI is the 2-port version of the Michelson interferometer (MI).
The ideal MI operated on the dark fringe perfectly reflects all fields incident on
its antisymmetric (dark) port. The ideal MZI operated on the dark fringe perfectly
transmits all fields incident on its antisymmetric ports.

With identical traveling wave cavities in each arm of the MZI, pump RIN is rejected
out the common mode port of PSOMA. On the other hand, the optical field entering
the probe port is differentially amplified by the cavities and exits out the differential
(antisymmetric, probe, dark) port of PSOMA. This allows the SNR of signals much
smaller than pump RIN to be preserved, up to limits imposed by the contrast defect
of the MZI or gain imbalance of the arm cavities.

Mach-Zehnder interferometers are further described in [52] and elsewhere.
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Input-Output Relations
The derivation of the input-output relations of PSOMA is in [18].

Let 𝑅𝐴, 𝑇𝐴 denote the power reflectivity and transmissivity, respectively, of the M1L
and M1R mirrors, and 𝐿𝐴 denotes the round-trip length of each ring. In the limit
of a high finesse cavity with low frequency signals compared to the cavity length,
Ω𝐿𝐴/𝑐 << 1 and 𝑇𝐴 << 1, giving

(
𝑏𝑜𝑢𝑡,1

𝑏𝑜𝑢𝑡,2

)
= 𝑒2𝑖𝜂

(
1 0

−K𝐴 1

) (
𝑏𝑖𝑛,1

𝑏𝑖𝑛,2

)
+

√︂
32𝜔0𝑃circ

ℏ𝑐2
1
𝑇𝐴

(
0
1

)
𝜉 (3.1)

where

K𝐴 =
4

𝑇𝐴 [1 + (Ω/𝛾𝐴)2]
𝜅𝐴

𝜅𝐴 = −18𝜔0𝑃circ

𝑐2 𝜒𝐴

𝜂 = arctan(Ω/𝛾𝐴)

𝛾𝐴 =
𝑐𝑇𝐴

2𝐿𝐴

(3.2)

with 𝛾𝐴 the cavity pole frequency, 𝑃circ the power circulating in each ring, 𝜒𝐴 the
mechanical susceptibility of the movable mirrors, and 𝑐 the speed of light. Noise
may couple in to PSOMA through 𝜉, the motion of mirrors in the ring cavity not
due to quantum radiation-pressure noise (for example seismic or thermal noise).

3.4 For LIGO Voyager
Sensitivity Improvement
In [18], we proposed using PSOMA to preamplify optical signals exiting a next-
generation GW IFO before they encounter optically lossy elements like photodiodes.
The proposed configuration is in Fig. 3.1.

The amplifier has a modest benefit in the observatory’s most sensitive band between
40-300 Hz under assumptions consistent with current optics technology. However,
the improvement is more significant for configurations using higher levels of squeez-
ing. More than 15 dB of injected squeezing does not improve sensitivity under the
assumption of high photodetection losses without preamplification, and some kind
of low-loss preamplification like PSOMA becomes necessary to take advantage of
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Figure 3.1: Optical configuration of PSOMA as applied to a LIGO-like gravitational wave
interferometer.

higher levels of squeezing. We show the noise improvement for the most likely and
optimistic parameter choices in Figures 3.3 and 3.4. The expected noise budget for
the pragmatic configuration is in 3.2.
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Figure 3.2: Noise budget for PSOMA applied to LIGO Voyager under a pragmatic choice
of parameters and technical noises.
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Figure 3.3: Strain noise referred sensitivity improvement for PSOMA applied to LIGO
Voyager under a pragmatic choice of parameters and technical noises, including 15 dB of

frequency dependent squeezing and 30 g amplifier mirrors.
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Figure 3.4: Strain noise referred sensitivity improvement for PSOMA applied to LIGO
Voyager under an optimistic choice of parameters and technical noises, including 20 dB of

frequency dependent squeezing and 10 g amplifier mirrors.

Amplifier Gain
The ponderomotive force, and therefore also PSOMA’s gain, falls off like 1/ 𝑓 2.
However, because the optimal homodyne readout quadrature varies with frequency,
we do not always sense the maximally amplified quadrature. Therefore, the effective
signal amplification also varies with frequency, as shown in Fig. 3.5.
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Figure 3.5: Amplifier gain with and without output filter cavity implementing frequency-
dependent homodyne detection.
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C h a p t e r 4

QUANTUM COHERENT INTERFEROMETRY

Careful and fully phase-sensitive design can improve the performance of optome-
chanical sensors. This chapter explores how the additional interferometric degrees
of freedom afforded by Mach-Zehnder interferometers can be used to benefit grav-
itational wave detection. We apply some ideas from advanced GWIFO design to
generalize the device from Chapter 3, and explore some new ways the general-
ized traveling-wave optomechanical amplifiers can be used for quantum coherent
interferometric sensing.

Advanced interferometers and optomechanical configurations for optimal quantum
noise performance are discussed in [53] [54] [55] [56] [57]. PT symmetric interfer-
ometers are discussed in a series of papers including [58] [59].

Using quantum mechanical systems for measurement is intimitely related to the field
of quantum computing and quantum information processing [14] [60] [61] [62] [63]
[64] [65] [66] [67] [68] [69], where linear Gaussian optics are powerful tools for
Gaussian quantum information processing [70].

4.1 Power- and Arm-Recycled Mach-Zehnder Interferometers (PARMZI)
Power recycling is well understood for Michelson interferometers, where for example
GWIFOs introduce a normal-incidence mirror to the Michelson’s bright port to
enhance the buildup of optical power in the interferometer. In the Mach-Zehnder
interferometer (MZI), power recycling requires normal incidence mirrors on each of
the two “bright” ports of the MZI. As in Michelson interferometers, power recycling
leads to resonant gain of the pump laser field, since we have essentially placed the
MZI inside a resonant Fabry-Perot cavity (PRC). However, we have also introduced
an additional degree of freedom characterizing the microscopic position of the MZI
inside the PRC. From the perspective of the MZI input BS, the pump phase exiting
the MZI can be chosen independent of the pump phase entering the MZI while
holding the PRC on resonance.

The configuration for PARMZI is close to that in Figure 4.2, but without the normal-
incidence signal (differential) port mirrors.
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Input-Output Relations for the Light Mirror
The input-output relations of PARMZI are similar to PSOMA for the forward-
propagating signal field, but modifying 𝑃circ → 𝑔𝑃𝑃circ to account for optical gain
𝑔𝑃 in the PRC. However, the reverse propagating pump allows reverse propagating
probe fields to drive the cantilever, and all cantilever motion will generate sidebands
on the reverse propagating pump field.

First, consider the input-output relations of just the movable mirrors, which are
beamsplitters with near-zero transmissivity 𝜏 → 0 and mass 𝑚. Adapting Eq. 2.15
and Fig. 2.1, we can reduce to two pumping fields with power 𝐼1, 𝐼2 and phases
𝜃1, 𝜃2 incident at 𝑎1 and 𝑎2, respectively. It will turn out that even when solvable
there is no clean analytic expression for the general input-output relations, so for
clarity we will ignore optical loss and set 𝜌 = 0. In some of the numerical analysis
presented later, optical losses and finite mirror transmissivity will be included to
demonstrate their limited effect on the conceptual results.
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To solve for the output fields, we need to invert the matrix on the left-hand side
(LHS).

Ξ ≡ I − Π

2

(
𝐷∗
�̂�1

𝐷∗
�̂�2

) (
𝐷𝑇
�̂�1

𝐷𝑇
�̂�2

)
(4.2)

Ξ has four eigenvectors with eigenvalue 1. Note that unlike the case well studied
in interferometric speedmeters which pump the beamsplitter from both sides of the
HR surface [20], no additional optomechanical resonance arises in our case. One
set of eigenvectors is

{𝜉𝑖} = {
(
𝐷∗
�̂�1

0

)
,

(
0
𝐷∗
�̂�2

)
,

(
𝐷 â2

−𝐷 â1

) (
𝐷 �̂�1

−𝐷 �̂�2

)
}. (4.3)

One can find
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Ξ−1 = I + Π
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Conveniently, this leads to a simple expression for the input-output relations for the
cantilever mirror

(
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�̂�2

)
= −(Ξ−1)2

(
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�̂�2

)
= −(I + Π

(
𝑀11 𝑀21
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)
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(
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�̂�2

)
.

(4.5)

The matrices 𝑀𝑖 𝑗 indicate the ponderomotive part of the transfer matrix from �̂�𝑖 to
�̂� 𝑗 .

𝑀𝑖 𝑗 ≡ 2
√︁
𝐼𝑖 𝐼 𝑗

(
cos 𝜃𝑖 sin 𝜃 𝑗 sin 𝜃𝑖 sin 𝜃 𝑗
− cos 𝜃𝑖 cos 𝜃 𝑗 − sin 𝜃𝑖 cos 𝜃 𝑗

)
(4.6)

Input-Output Relations for the Full System

Figure 4.1: Triangular cavity labelled with input and output ports propagating in both
directions.

The input-output relations for lossless ring cavity assuming the additional two
mirrors are fixed (or very massive) can now be expressed based on 4.1 and 4.5
as
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(4.7)

We can directly invert the above adjacency matrix, or reduce it to
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Using the relations at the the input beamsplitter and simplifying, we can recast this
as

[I − 𝜌𝑒𝑖Ω𝐿/𝑐 (I +Π𝑀)]
(
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�̂�6
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(
�̂�5

�̂�6

)
.

(4.9)

In the lossless case, we can express the input-output relations explicitly as

(
�̂�5

�̂�6

)
= Υ

(
�̂�5

�̂�6

)
(4.10)
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Υ ≡ − 𝑒𝑖2𝜂
(
I + K11 K21

K12 I + K22

)
𝑒𝑖2𝜂 ≡ 𝑒𝑖Ω𝐿/𝑐 − 𝜌

1 − 𝜌𝑒𝑖Ω𝐿/𝑐

K𝑖 𝑗 ≡
𝜏2

1 − 2𝜌 cos(Ω𝐿
𝑐
) + 𝜌2

Π𝑀𝑖 𝑗 .

(4.11)

As usual, the Mach-Zehnder lets us treat the differential arm mode coupled to the
signal (“dark”) ports separately from the common arm mode coupled to the pumped
(“bright”) ports, and the expression in 4.11 holds for the differential and common
modes separately.

The expressions above will be modified slightly if we allow the other two cavity mir-
rors to be ponderomotively active (relaxing the assumption of large mass compared
to the third mirror). We will explore this to some extent in numerical simulations,
but will not derive the explicit expressions.

4.2 Signal-, Power-, and Arm-Recycled Mach-Zehnder Interferometers
To complete the analogy of a Mach-Zehnder interferometer to a dual-recycled Fabry-
Perot Michelson interferometer, we can add normal incidence mirrors to both signal
ports of PARMZI (as in Fig. 4.2). As was the case for power recycling, the signal
recycling cavity has an additional degree of freedom relative to DRFPMI. In addition
to overall signal cavity length detuning, which takes the interferometer from signal
recycling to resonant sideband extraction, the relative phase of forward- and reverse-
propagating signal fields is tunable.

One choice of Mach-Zehnder and recycling cavity tunings establishes a system
completely analogous to the Sagnac speedmeter with ring cavities considered by
Chen [71]. However, we will discover that the extra degrees of freedom can lead to
an optical spring in the resonant differential arm cavity.

Tuned to its dark fringe, the Mach-Zehnder interferometer lets us treat separately the
signal recycling cavity coupled to differential arm motion and the power recycling
cavity coupled to common arm motion. The simplified common and differential
mode systems are represented in Fig. 4.2.

In a procedure nearly identical to section 4.1, the input-output relations for SPARMZI
tuned to the MZI dark fringe can be written as
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Common ring cavity
(CRC)

Differential ring cavity 
(DRC)

Figure 4.2: Recycled Mach-Zehnder layout. Top to bottom: SPARMZI layout, showing
MZI tuning for distinct signal- and power- recycling (or extraction) cavities; decomposition
into differential and common mode recycled ring cavities of SPARMZI. SM1 is the “signal
extraction mirror” with amplitude reflectivity and transmissivity 𝜌1, 𝜏1; SM2 is the “signal
recycling mirror” with amplitude reflectivity and transmissivity 𝜌2, 𝜏2; ITM is the “inter-
mediate test mass” with amplitude refectivity and transmissivity 𝜌, 𝜏; ETM is the “end test

mass” with mass 𝑚.
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(4.12)

The LHS of Eq 4.12 has two unique eigenvalues, each with twofold degeneracy.
Using the expressions from Eq 4.11 and 4.6, these eigenvalues are
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𝜆± = 1 ± 𝑖Π
𝜏2

√︁
𝐼1𝐼2𝜌1𝜌2 sin 2𝜃1 sin 2𝜃2

(𝜌𝑒𝑖𝐿Ω/𝑐 − 1)2 𝑒𝑖Ω(𝐿+𝐿SRC)/𝑐 . (4.13)

Eq 4.13 points to the existence of several optomechanical resonances. One is
an optical spring associated with detuning the main arm cavities, represented by
𝐿. Even with the arm cavities on resonance, another optical spring arises from
detuning the signal recycling cavity with 𝐿SRC. Yet even when 𝐿SRC does not
produce a resonance (for example, 𝑒𝑖Ω(𝐿+𝐿SRC)/𝑐 = 𝑖), the phases 𝜃1, 𝜃2 can establish
an optomechanical resonance. The resonance set by 𝜃1, 𝜃2 is due to relative phase
accumulation of the pump and signal fields on multiple passes of the mechanically
susceptible optic (in this case, clockwise and counter-clockwise trips around the
ring cavities). While finalizing this manuscript, the author learned that Khalili has
independently derived and generalized the mechanism of the double-pass optical
spring, and studied a system equivalent to Eq. 4.12 with 𝑇SEM = 1 and 𝑅SRM = 0,
in [72].

Though it is straightforward to write down the adjacency matrix for SPARMZI
when the MZI is tuned to a dark fringe, the most general closed-form input-output
relations are complicated. We explore this configuration numerically below.

4.3 Quantum Coherent GW Interferometers
Nonlinearity can be used to exceed the standard quantum limit for linear measure-
ment of classical signals [73] [74].

Phase sensitive filtering and amplification, which treats both optical quadratures
equally, can be useful for compensating the phase delay of resonant sensors without
increasing sensitivity to intra-sensor optical losses [75] [76] [77]. A specific case of
interferometers with phase-insensitive filtering has received significant attention for
loss tolerant quantum noise cancellation by operating at an exceptional point or with
a PT-symmetric Hamiltonian [78] [79] [80] [81]. EPR entangled intererometers are
discussed in [82].

Non-reciprocal quantum sensing relies on an asymmetry between signal- and noise-
coupling or forward- and reverse- propagation through the device to escape the
typical tradeoff between signal gain and sensor isolation [83] [84] [85] [86] [87]
[88]. 𝑆𝑈 (1, 1) interferometry is discussed in [89] [90].
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Phase-Sensitive Quantum Filters
In Fig. 4.3, we adapt the control system schematic from [91] for the case of a phase
sensitive filter (PSF). We can optimize 𝑌 to maximize the signal to noise ratio of
�̂�out for sensing ℎ subject to noise �̂�𝑞 entering only at the detector port. As long as
the PSF obeys unitarity (as does PARMZI above), we do not need to add additional
quantum noise at the amplifier as in the case of generic linear amplifiers.

Figure 4.3: Control system diagram of homodyne phase sensitive linear amplifier, in our
example PARMZI, in the filter cavity typical of gravitational wave interferometers. Inspira-

tion drawn from the figure in [91].

To solve for the contribution at �̂�out due to fields entering at �̂�q and ℎ̂, one can write
down the adjacency matrix 𝐴 for the MIMO system and invert 1 − 𝐴 to find the
closed-loop transfer functions.

Unitarity imposes conditions on the matrices 𝑌 in Fig. 4.3, which collectively
have 4 degrees of freedom (two amplitudes and two phases) at each frequency.
These are sufficient to maximize signal coupling while minimizing noise coupling
to the output. The phase-sensitive amplifier behaves nonreciprocally to create the
following coupling (with some abritrary choice of quadratures for concreteness)

• Noise entering at 𝑞cos is resonantly transmitted and amplified to ℎ̂cos

• Noise entering at 𝑞sin is resonantly transmitted and de-amplified to ℎ̂sin

• Noise entering at ℎ̂cos is resonantly transmitted and de-amplified to �̂�out,sin

• Signal entering at ℎ̂sin is resonantly transmitted and amplified to �̂�out,sin.

One can already see that the effect of optical losses and amplifier noises will become
relevant due to the round-trip deamplification-amplification for noise entering at the
readout port. The quantity and distribution of optical losses and displacement noises
throughout the various subsystems will determine an optimal amplifier gain and level
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of squeezing injected at the dark port. However, as long as the system properties
determine an optimal amplifier gain |𝐺fwd(Ω) | |𝐺rev | > 1, the input-referred noise
due to dark port vacuum fields is roughly |𝐺fwd | |𝐺rev | lower than for the IFO with
phase-insensitive filtering described in [91].

Another way of viewing the behavior of the filter cavity is as a circulator-squeezer.
The phase-sensitive amplifier antisqueezes (amplifies) the signal-carrying quadra-
ture on the way from the sensing cavity to the device output. And it instead squeezes
(de-amplifies) the vacuum field quadrature that must inevitably reach the signal in-
put due to the photodetection process. The filter cavity around the phase-sensitive
amplifier acts to set the impedance matching condition such that any reflected field
must pass through the amplifier in both directions before reaching the photodetection
port.

In Figures 4.4 and 4.5, we compare the performance of one phase-sensitive filter
to the cases considered in [91]. “Resonant Sideband Extraction” (RSE) refers
to the cavity formed by IM and CM being 𝜋/2 off-resonance with no filtering
(𝑌𝑖 𝑗 = 1), such that signal sidebands are resonantly transmitted through the input-
filter cavity. “Signal Recycling” (SR) refers to the cavity formed by IM and CM
being on-resonance with no filtering (𝑌𝑖 𝑗 = 1), enhancing signal buildup at DC.
The Optimal Phase-Insensitive Filter is described in [91] as RSE with a unity gain
phase-insensitive filter defined by

𝑌PIF
11 = 𝑌PIF

22 =

√︄
𝑖Ω + 𝛾𝑠
𝑖Ω − 𝛾𝑠

𝑌PIF
12 = 𝑌PIF

21 = 0

𝛾𝑠 ≡
𝑐𝜏2
𝐶𝑀

4𝐿𝑠
.

(4.14)

The “Phase-Sensitive Filter+Amplifier” starts with the same overall phase as the
Phase-Insensitive Filter case, but allows𝑌𝑖 𝑗 to take a form inspired by 𝑀𝑖 𝑗 in Eq 4.6.
Eq 4.15 implements the same form of phase-sensitive filtering as PARMZI, but with
the optimal phase-insensitive phase replacing the phase (and frequency-dependence)
imposed by the PARMZI ring cavity and mechanical susceptibility.
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𝑀PSF
𝑖 𝑗 = 2𝐺𝑖𝐺 𝑗

(
cos 𝜃𝑖 sin 𝜃 𝑗 sin 𝜃𝑖 sin 𝜃 𝑗
− cos 𝜃𝑖 cos 𝜃 𝑗 − sin 𝜃𝑖 cos 𝜃 𝑗

)
𝑌𝑃𝑆𝐹𝑖 𝑗 = (𝛿𝑖 𝑗 I + 𝑀𝑖 𝑗 )

√︄
𝑖Ω + 𝛾𝑠
𝑖Ω − 𝛾𝑠

(4.15)
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Figure 4.4: Input-referred quantum noise for lossless resonant sensors as in Fig. 4.3 with
various filters inside signal cavity.

Figs. 4.4 and 4.5 show that the phase-sensitive filter suppresses input-referred
quantum noise, but at the expense of some signal gain. Furthermore, the noise
suppression is affected by the fine tuning of the input and filter cavities, as suggested
by the resonances visible in the input-referred quantum noise between 10 Hz and
1 kHz, and the noise is actually amplified at high frequency. This should not be
a fundamental limitation of internal phase sensitive filtering, but a more general
expression for 𝑌PSF

𝑖 𝑗
and further optimization is required to realize the full benefits

and identify the true limitations. In particular, one may expect that the optimal
overall phase for PSF is not the same as that for PIF.

There are some benefits to placing the PSA inside the filter cavity, rather than
using the combination of a directional amplifier like PSOMA, a circulator, and
frequency-dependent squeezed light injection. First, the benefits of phase-sensitive
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Figure 4.5: Signal gain for lossless resonant sensors as in Fig. 4.3 with various filters inside
signal cavity.

preamplification for downstream optical loss immunity are moved closer to the signal
port. Further, because signals encounter the amplifier from one direction only (ℎ),
but amplifier noises are coherently injected towards both the IM and CM, it would be
interesting to search for amplifier noise free configurations. For example, if the PSA
is a ponderomotive amplifier like PARMZI, one may want to choose for displacement
noises at PARMZI cavity mirrors to appear in the quadrature orthogonal to signals
injected with ℎ.

PARMZI in the Signal Recycling Cavity
If we replace the generic phase-sensitive filter in section 4.3 above with the input-
output relations of PARMZI, we can understand one specific instance of phase-
sensitive filtering applied to GWIFO. In Figs. 4.6 and 4.7, we considered a lossless
dual recycled Fabry-Perot Michelson Interferometer (DRFPMI) and numerically
minimized differential arm length strain (DARM)-referred quantum noise over SEC
detuning, forward- and reverse- PARMZI pump power and phase, and foward- and
reverse- PARMZI signal phase.

Fig. 4.6 shows the quantum noise ASDs for DRFPMI with Voyager-like parame-
ters tuned for resonant sideband extraction, along with the curves for infinite-mass
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Figure 4.6: Strain sensitivity for PARMZI inside the SEC. Top to bottom: Input-referred
strain sensitivity for Voyager-like GWIFO with addition of optimal PARMZI inside the

signal extraction cavity; many local optima for PARMZI inside SEC parameter choices.

Fabry-Perot test masses (TMs) and for PARMZI optimized for 200 kg TMs and no
displacement noises or optical loss. The quantum noise curve with PARMZI in
the SEC has a modest improvement from 1-6 kHz due to compensating the DARM
cavity pole over these frequencies. Below 300 Hz, PARMZI implements backaction
evasion essentially analogous to variational readout [55], but with some resonant
gain due to an optical spring formed by the ring cavity mirrors and the counterprop-
agating PARMZI pumps. With no displacement noise, the optimal spring resonance
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Figure 4.7: Differential strain signal gain for Voyager-like GWIFO with addition of PARMZI
inside the signal extraction cavity.

is at several 10s Hz, but considering Brownian noise in DARM and suspension
thermal noise of PARMZI would likely push the optimal resonance to higher fre-
quency as in the second plot of 4.6. We expect the quantum noise improvement to
be resilient against intracavity optical losses because the improvement is due to gain
enhancement rather than noise suppression, but this should be shown explicitly.

4.4 Dual Recycled Mach-Zehnder Interferometers for Gravitational Waves
As discussed above, SPARMZI is one type of phase-sensitive amplifier for optical
fields. SPARMZI has several unique features relative to similar, previously explored
filtering and amplification schemes.

The ponderomotive interaction is a third order nonlinearity, similar to materials
with 𝜒3 optical nonlinearities (Kerr media). [92] explores some of the tradeoffs
for 𝜒2 and 𝜒3 optical nonlinearities. However, purely optical nonlinearities build
up gain along a propagation length of many laser wavelengths, and therefore do
not amplify on both transmission and reflection as in PARMZI or SPARMZI. The
benefit of optomechanical over all-optical amplifiers is lower optical loss, with a
tradeoff in displacement noise at the ponderomotively active mirror and less gain at
high frequency.
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SPARMZI as Resonant Strain Sensor
This subsection uses a Finesse3 model to investigate SPARMZI with Voyager-like
parameters. We consider ring cavities with 4 km arm lengths (8 km cavity round
trip) and 200 kg test masses. To comply with the anticipated thermal budget of the
cryogenically cooled TMs, the laser power is 1.5 MW circulating in each direction
of each ring cavity such that the total laser power incident on each mirror is 3 MW.
The model includes optical loss, but no displacement noise. Note that one could
minimize optical loss per unit arm strain by using bowtie cavities in place of ring
cavities in each arm, but this does not affect the major features. For simplicity, one
power-recycling and one signal-extraction mirror are set to 0 transmissivity, such
that two of the four ports of the Mach-Zehnder are closed except for optical loss. Fig.
4.8 shows the DARM-referred quantum noise for SEC and PRC tunings analogous
to RSE, for numerically optimized tunings, and for the same numerically optimized
tuning but with infinitely massive mirrors.
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Figure 4.8: DARM-referred strain sensitivity for SPARMZI with Voyager-like parameters.

As shown in Fig. 4.9, the quantum noise improvement afforded by the extra degrees
of freedom in SPARMZI relative to RSE is due to signal enhancement, not noise
cancellation. The resonance around 8 Hz is due to an optical spring whereby
differential strain signals generate phase sidebands in the SEC, which then recombine
at input/output beamsplitters in-phase with the pump to ponderomotively drive test-
mass position. As in section 4.3, this is a novel mechanism for generating an optical
spring, since all pumped cavities are on-resonance.
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Figure 4.9: Differential strain signal gain for SPARMZI with Voyager-like parameters

Some Other Schemes
SPARMZI is an exciting new building block for optomechanical sensors, which
immediately suggests plethora reconfigurations, and a few are drawn in Fig. 4.10.

The obvious drawback of SPARMZI is that half of the strain signal enters the SEC
in the “wrong” direction, and must encounter the arm cavities before SEM in the
first cavity round trip. If the SRM were instead transmissive, one could consider
coherently sensing at both signal-coupled ports.

In analogy with [71], one could also detune the Mach-Zehnder such that the pump
encounters three of the four recycling mirrors. This still leaves one interferometric
degree of freedom more than the MZI speedmeter in [71].

Some have suggested placing a 𝜒3 material in the arm cavities of a FPMI, and one
could study the MZI in this context.

One could also consider coherently combining the two signal ports before introduc-
ing signal recycling mirrors. This leads to a configuration analogous to the L-shaped
resonator considered in [93] [94], which exhibits excellent and loss-tolerant high
frequency sensitivity due to its common and differential modes having different
resonant frequencies.

Those interested in tabletop tests of gravitationally coupled quantum systems may
consider configurations with bowtie traveling wave cavities in a folded MZI. This
permits the test masses to be brought close together.
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Finally, one may consider whether traveling wave cavities with mechanically coupled
test masses could be used for displacement noise free interferometry, as in [95] [96].

Figure 4.10: Some configurations involving SPARMZI-like interferometers for future study.
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C h a p t e r 5

SILICON FABRICATION

High quality mechanical oscillators are at the heart of the optomechanics experi-
ments described in this work. Silicon is a promising material for mirror substrates
due to its extremely low mechanical loss near 123 K and low optical absorption for
short infrared light. This chapter introduces the much larger body of literature on
silicon fabrication, and describes a few small experiments undertaken to improve
our group’s application of old techniques.

5.1 Surface Cleaning and Passivation
For the Q measurement apparatus described in Chapter 6, we require 2” or 3”
substrate wafers with extremely low mechanical loss. Imperfections in the Si crystal
structure due to surface defects can contribute mechanical loss, as can the presence of
contaminents on the Si surface. Surface contaminants can also affect the properties
of thin films deposited on the Si wafers, which may be relevant for the film’s optical
or mechanical properties.

RCA Clean
To prepare a silicon wafer for further processing, we first remove any surface con-
taminants with an “RCA clean,” a standard cleaning procedure first developed by
Radio Corporation of America [97]. Our procedure is as follows:

1. Bath in solvent to remove oils and organic materials. We use a room tempera-
ture bath of acetone for 3 minutes, followed by methanol for 3 minutes. After
soaking, rinse the wafer in running DI water for 3 minutes.

2. Bath in a 1:5:1 solution of ammonium hydroxide, water, and hydrogen per-
oxide at 70 ± 5◦ C for 15 minutes. The basic solution removes remaining
organic residues and oxidizes the silicon surface. After soaking, immerse
the solution under DI water for several water changes and remove the wafer
from the solution while running water to avoid depositing contaminants on
the wafer as it passes through the unbroken water surface. The wafer should
be hydrophilic, indicating the presence of a silicon dioxide layer.
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3. Bath in a 1:5:1 solution of hydrochloric acid, water, and hydrogen peroxide at
70 ± 5◦ C for 15 minutes. The acid solution removes metallic contaminants
and some ammonium-insoluble hydroxides. Rinse the wafer under running DI
water as in the previous step, and again verify that the surface is hydrophilic.

4. Dry the wafer with dry filtered nitrogen gas.

HF Etch
Bare silicon quickly develops a silicon dioxide surface layer by reacting with water
in the air or bath. The SiO2 layer introduces excess mechanical loss.

To remove the oxide passivation layer following RCA clean, we etch the wafer in a
dilute solution of buffered hydrofluoric acid (0.75%) for 2 minutes. The HF etch
removes the oxide and etches the Si crystal along highly specular surfaces.

Plasma-Enhanced Chemical Vapor Deposition
Immediately after HF etch and before a thermal oxide layer forms on the Si surface,
we deposit a passivating layer of silicon nitride using plasma-enhanced chemical
vapor deposition (PECVD). The SiNx layer prevents the silicon from reacting with
atmospheric water, and has much lower mechanical loss than SiO2.

5.2 Cantilever Fabrication
Rectangular Cantilevers
The simplest method of reducing Si wafers to pieces with the desired mechanical
resonances is by scribing and breaking the ⟨100⟩ wafer along its crystal lattice. We
use a Dynatek GST-150 Scriber-Breaker to produce rectanuglar wafers with several
mm to several cm lengths with good reproducability.

One drawback of simple rectangular wafers is their high mechanical loss due to
significant coupling to the clamp that holds one end of the cantilever. Also, bonding
the cantilever directly to an optic will introduce an additional uncoated Si surface
that scatters light from the beam transmitted through the optic and cantilever.

The cantilevers utilized in Part III were fabricated by Korth [98] using a process
developed by the Chao group at National Tsing Hua University [99]. The process
uses optical lithography followed by deep reactive ion etching to form a thick SiNx
mask on both sides of the cantilever. The mask selectively protects the silicon
during a KOH etch process such that the resulting cantilever is thick at either end
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(where the clamp or optic touch the cantilever) but thin in the middle. We also etch
a through-hole that sits behind the optic to allow beam clearance.

The resulting cantilevers have mechanical losses around 2.6 × 10−6 at 100 K, con-
sistent with clamping and surface quality-related losses [98]. The thinned central
region of the cantilever contains most of the strain-energy associated with low
frequency eigenmodes, thus diluting clamping losses.

5.3 Potassium Hydroxide Etch Characterization
Surface roughness can create slip-stick losses at clamping interfaces, as well as
increase the area available for relatively lossy in SiNx or thermal oxide surface
layers. A wet KOH etch process sets the surface roughness of our Si cantilevers.
The literature on Si wet etching suggests higher KOH molarity reduces both surface
roughness and etch rate, while elevated bath temperature increases etch rate but
reduces surface roughness [100].

We used atomic force microscopy (AFM) to characterize the evolution of surface
roughness of B-doped ⟨100⟩ Si samples during a wet etch with 50% w/v (13.4 M)
KOH held at 50 C and continually agitated. The duration of KOH etch varied by
sample.

Samples were prepared by breaking a 500 𝜇m thick Si wafer into 10 mm × 20 mm
rectangles with a Dynatek scriber-breaker. Each sample was RCA cleaned with the
recipe in Sec 5.1. Samples were etched for 2 min in 2.5% buffered HF, then rinsed
for 2 min in running DI water, immediately prior to KOH etching. Following KOH
etching, samples were washed in DI water for another 2 minutes.

We used a Bruker Dimension Icon AFM in PeakForce Tapping mode to measure
surface height on a 256× 256 nm square grid with 512 points in each direction. We
used ScanAsyst to automatically adjust probe feedback gain and setpoint, but we
manually set z-range to a relatively low 1.27 𝜇m to improve vertical resolution over
our featureless scan regions.

A control sample that was only RCA cleaned had mean roughness 𝑅𝑎 = 0.439 nm
and RMS roughness 𝑅𝑞 = 0.546 nm, indicating HF etch alone improved surface
roughness by 40-60%. Fig. 5.1 shows that mean surface roughness increased then
stabilized to 1.6nm for long duration etches. RMS roughness continued increasing
even for long duration etches, though this may have been due to pitting visible in
the photos of Fig. 5.2 and could be mitigated by increasing KOH bath temperature.
The etch rate for the first 60 minutes of etching was 0.42 𝜇m/min, while the average



39

rate between 60 and 382 minutes of etching was 0.32 𝜇m/min. The decrease in etch
rate over time is consistent with the observation of [100] that increasing roughness
exposes more slow-etching ⟨111⟩ planes of the Si crystal.
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Figure 5.1: Average and RMS surface roughness of Si wafers after KOH wet etch followed
by water rinse, measured with AFM. Roughness at 0 min was measured on samples that

were not KOH etched.

5.4 Process Refinement
We recommend that future Si cantilever fabrication based on [98] use 50% w/v KOH
but return to an 80 C bath temperature. It would be useful to repeat surface roughness
measurements following post-etch HF rinse, water wash, and SiNX deposition,
to identify to what extent these post-etching processes impact the final surface
roughness. Future measurements would also benefit from decreasing AFM scan
resolution and increasing scanned area to capture the 𝜇m-sized features visible in
Fig. 5.2 especially for long-duration etches.

Note that in this study, we decreased the bath temperature relative to that used by
[98] in order to slow the etch rate and more precisely control etch depth. The
rate implied by measurements in [98] underestimated the rate observed over short-
duration etches on thinner (< 300 𝜇m) wafers. To precisely tune the ultimate
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thickness (and resonant frequency) of our cantilevers, it would be useful to repeat
etch rate measurements over short intervals up to 2 hours.

Alternatively, one could try to avoid entirely the surface roughness associated with
KOH etching. Rather than thinning the cantilever midsection, one could instead
thicken the clamped region by optically contacting Si rectangles on either side of
the cantilever underneath the steel clamp. Further study is needed to determine
the clamping and interface losses of optically contacted Si, but we would expect
reduced surface losses along the length of the cantilever. Furthermore, alternative
anisotropic etching techniques like deep reactive ion etching could be explored for
creating vertical etches through the entire Si wafer for laser beam transmission.
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Figure 5.2: The stills captured from the AFM’s video microscope are ordered from top to
bottom by increasing KOH etch time, starting with RCA-cleaned samples with no HF or
KOH etching. The left-most column are taken near the location of the AFM scan quoted in
the roughness measurements. The other columns show pitting or contamination elsewhere

on the sample.
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C h a p t e r 6

CRYO Q EXPERIMENT

Due to the fluctuation dissipation theorem, mechanical loss is a reasonable way of
estimating the expected Brownian thermal noise contribution of a particular material
or optomechanical element. Brownian thermal noise is one of the limiting noises of
many cavity-stabilized frequency measurements [101].

For next generation gravitational wave interferometers, we expect to use cryogenic
silicon optomechanics cooled to 123 K to allow for longer carrier wavelength (2 um
interferometry) with low absorption, and lower thermal noise due to both reduced
thermal bath temperature and coupling of acoustic phonons to that bath [41]. We
also need to enhance the natural emissivity of Si [102] [Si_emissivity] to radiatively
cool the test masses.

This series of experiments aimed to develop a testbed for measuring the temperature-
dependent mechanical loss of thin films such as a-Si (which exhibits incredibly low
mechanical loss for reasons discussed in [103]) to explore the parameter space of
materials and deposition processes [104] [105] for optical coatings in cryogenic GW
observatories. We also want to characterize the thermal noise contribution of high
emissivity coatings that could be applied to the barrel of GWIFO test masses to
increase their radiative coupling for temperature control.

Many experiments have measured the quality factor of Si, typically by observing
ringdowns of mechanical eigenmodes of clamped [106] or nodally suspended [107]
[108] wafers or cantilevers. The ringdown measurements are then be used to extract
mechanical propertise of thin films deposited on the Si oscillators [109], [110],
[111], [112], [113], [114], [115] [Q_blackNanotube] [116].

Our considerations of mechanical and thermal design are similar to and informed by
experiments characterizing other properties of Si bonds such as breaking strength
and thermal conductivity [117] [118], [119], [120], [121].

6.1 Target Testbed Quality Factor
Optimal experimental design requires clearly defining the target measurement sen-
sitivity from the outset. As described above, we want to measure the mechanical
loss 𝜙coating of a thin film deposited on a wafer of single crystalline silicon. We first
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develop a detailed physical model of mechanical loss 𝜙Si( ®𝜇) of the silicon wafers
in our experiment by measuring the quality factor {𝑄𝑖} and eigenfrequencies { 𝑓𝑖}
of several mechanical eigenmodes of the wafer. The 𝑄𝑖 and 𝑓𝑖 are together deter-
mined by a set of material and experimental parameters ®𝜇 (in which the parameter 𝑖
indexing mode number could be included, if desired).

We then measure eigenfrequencies { 𝑓 𝑗 } and quality factors {𝑄 𝑗 } under some exper-
imental parameters ®𝜇′ after depositing a thin coating that modifies the mechanical
response of the oscillator. The contribution of the coating and environment to the𝑄 𝑗

is proportional to dilution factors {𝐷coating
𝑗

} and {𝐷env
𝑗

}, representing the fraction of
the eigenmode’s integrated strain-energy contained in the coating and environment
(anything other than the Si and coating), respectively. For any particular eigenmode,
the total mechanical loss of the system is due to the weighted sum of the diluted
losses in each subsystem:

1
𝑄 𝑗 ( ®𝜇′)

= (1− 𝐷coating
𝑗

− 𝐷env
𝑗 )𝜙Si( ®𝜇′) + 𝐷coating

𝑗
𝜙coating( ®𝜇′) + 𝐷env

𝑗 𝜙env( ®𝜇′). (6.1)

If we control the experimental parameters to remain nearly the same before and after
coating deposition, we can estimate that

𝜙Si( ®𝜇′) ≈ 𝜙Si( ®𝜇) +
𝜕𝜙Si

𝜕 ®𝜇 𝛿 ®𝜇

𝜙env( ®𝜇′) ≈ 𝜙env( ®𝜇) +
𝜕𝜙env

𝜕 ®𝜇 𝛿 ®𝜇.
(6.2)

We use a COMSOL finite element analysis to model the expected dilution factors
for a given ®𝜇, which lets us solve for the coating loss in Eq 6.1.

Statistical Analysis
Frequentist statistical analysis is useful for posing questions of the type, “What is
the probability 𝑃(®𝑥 | ®𝜇) of some experimental outcome ®𝑥0 given an assumption that
the true fiducial model parameters ®𝜇0 lie inside the confidence interval ( ®𝜇1, ®𝜇2)?”
Physics defines the map 𝑃, while the canonical application of Neyman’s method
[122] due to Feldman and Cousins ensures a formally optimal choice of bounds
( ®𝜇1, ®𝜇2) that neither under- nor over- covers the parameter space given the observed
measurement outcomes [123].
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The parameters ®𝜇 include physically interesting but unconstrained quantities, such as
𝜙coating. They may also contain a set of nuisance parameters that are less interesting,
but nonetheless affect the measurement outcome. Some nuisance parameters are
selectable or controllable experimental parameters, such as the system temperature
𝑇 and wafer geometry characterized by a radius 𝑟 and thickness 𝑡. Some nuisance
parameters may be constrained by other experiments but not perfectly known or
easily varied, like the Young’s modulus 𝑌 and coefficient of thermal expansion 𝛼 of
crystalline silicon and our thin film. Heuristically, we aim to design an experiment
such that 𝑃(®𝑥 | ®𝜇) is mostly influenced by the parameters we wish to measure (𝜙coating),
rather than by our uncertainty about the nuisance parameters. Formally, we can
construct ( ®𝜇1, ®𝜇2) for many simulated realizations of an experiment drawing from
𝑃(®𝑥 | ®𝜇) under a particular choice of nuisance parameters.

Achievable Constraints
It would be interesting to precisely measure the mechanical loss of the coatings, but
we will be satisfied if we can constrain the coating loss to be below a particular
value 𝜙threshold. Fig. 6.1 shows the minimum coating loss that can be distinguished
by the background of mechanical loss due to the silicon substrate and measurement
apparatus. We can see that for larger dilution factors, we are able to detect smaller
coating mechanical losses regardless of a fixed 25% uncertainty in dilution factor.
However, note that the shaded regions reflect our uncertainty in the minimum
detectable mechanical loss, not our projected uncertainty in our estimated coating
mechanical loss.

6.2 Experimental Design
Gentle Nodal Suspension
We updated the Gentle Nodal Suspension (GeNS) system developed by [107] for
cryogenic operation with an inverted cold plate. The primary benefit of this suspen-
sion system is excellent mechanical isolation from clamping losses that limit other
common designs; the downside is inability to control sample temperature with high
bandwidth due to weak thermal coupling.

The design used for measurements throughout this chapter is in Fig. 6.2. An updated
design compatible with inverted or normal-orientation cold plates is in 6.3.

For the suspension point, we wanted a hard material that ideally is thermally con-
ductive near 123 K. A sharper radius of curvature may slightly increase the surface
area in contact with the sample, but also increases the maximum acceptable radial
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Figure 6.1: A larger dilution factor corresponds to more strain-energy contained in the
coating, and improves the ability to distinguish the true coating mechanical loss from 0. The

shaded regions correspond to 25% uncertainty in the true dilution factor.

Figure 6.2: Solid model of Gentle Nodal Suspension system. The right view shows the
suspension system inside the cryostat as used for the measurements presented in this chapter.

error for placing the disk on the sphere. We chose an uncoated sapphire plano
convex lens with 200 mm focal length.

During pumpdown and cooldown, we rest the outer radius of the sample on an
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aluminum ring with ramped edges to maintain the sample’s position relative to the
suspension point. The ring also increases thermal contact of the sample with a cold
(≈ 85𝐾) surface. After cooldown, the vacuum pump can be turned off to reduce
vibrations. Then, we use a manual linear actuator mounted on the bottom of the
cryostat to lower the holding ring and place the sample on the suspension point.

Figure 6.3: Solid model of next generation Gentle Nodal Suspension. Rather than lowering
the disk onto a suspension point, the disk is clamped during pumpdown and cooldown then

the clamp is released for measurements.

Optical lever sensor
We used a HeNe laser and QPD to measure the motion of silicon wafers with an
optical lever. We want the beam spot position on the QPD to be maximally sensitive
to angular displacement of the Si wafer, without saturating the range defined by the
QPD radius.

We used an analytic ray tracing calculation (ABCD matrices) to optimize the position
of a pair of telescoping lenses subject to the constraints on our optics table.

Temperature Sensing and Control
We instrumented the cryostat with Pt RTDs and read them out with 4-lead resistive
measurements using a custom current driver and instrumentation amplifier. How-
ever, due to low thermal coupling of the sample to its environment, we need to
independently estimate the sample temperature.

Maintaining a high Q mechanical system is incompatible with traditional tempera-
ture sensing based on strong thermally conductive coupling between a sample and
a thermometer like an RTD. There are, however, a variety of remote or noncontact
temperature sensing techniques [124] [125] [126] [127].
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Silicon has a number of well-characterized temperature-dependent material prop-
erties, including dielectric function [128] and Young’s modulus [129] [130] [131].
Likewise, some of the thin films under study have temperature dependent properties
[132]. Following [133]’s work in crystalline Si, we took advantage of the temper-
ature dependent Young’s modulus of silicon to predict the temperature-dependent
eigenfrequency of the Si wafer’s acoustic modes.

During measurement, we continuously excite at least one eigenmode of the Si sample
and track its eigenfrequency. We implemented both a phase-locked loop and zero
crossing counter to track the eigenfrequency, but found the latter more robust and
less expensive for our realtime model.

The change in Young’s modulus causes a fractional change in the wafer’s eigenfre-
quency. The eigenmode and eigenfrequency are set by the wafer geometry, but the
change in eigenfrequency is only set by the change in material properties. We can
achieve a similar measurement bandwidth for measuring any mode frequency up to
the Nyquist frequency of our digital control system. Therefore, higher frequency
eigenmodes typically provide better temperature sensitivity. We estimate that the
sensitivity of a 30 kHz eigenmode near 123 K is 0.38 Hz/K.

We could reduce the systematic error of eigenfrequency-based temperature estimates
by using the temperature dependence of many eigenmodes, and include the effect of
the temperature dependence of additional material properties (especially Poisson’s
ratio). The analysis in Chapter 7 shows one way to implement this in post-processing.

However, even a single eigenfrequency is a sufficient sensor for realtime temperature
sensing and control. Our ability to control wafer temperature is limited by actuation,
not sensing. We apply heat by flowing current through a nichrome heating wire
located above the wafer. However, Si has a low emissivity, so this is not a strong
actuator. Modulating HeNe power can also change the ultimate disk temperature,
but also creates temperature gradients across the wafer.

Vacuum and Cryogenics
We operated several liquid nitrogen cryostats from IR Labs. For electronic and
mechanical design, we consulted the excellent reference by White [134].

Unfortunately, several features of the cryostat proved limiting for GeNS measure-
ments. First, the cryostat’s inverted cold plate complicated the process of loading
and suspending samples. Without access from above the GeNS apparatus inside
the cryostat, we needed to remove the entire apparatus each time we installed a Si
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wafer. Rather than fixing the GeNS apparatus relative to the cold plate then closing
the cryostat, our mechanical design fixed the sample relative to the cryostat’s bot-
tom lid and the entire experimental apparatus, sample, and lid were lifted to close
the cryostat. This complicated the process of sample installation and optical lever
alignment, and led to undue stress on the electromechanical connections requiring
frequent maintenance.

Furthermore, the aluminum thermal shield was not in thermal contact with the liquid
nitrogen reservoir by design. Instead, we needed to connect the cold plate to the
thermal shield with thermally conductive copper straps. Because they were not part
of the initial design, we had trouble fitting enough straps into the limited cryogenic
volume to achieve good thermal coupling.

Finally, due to the low emissivity of Si, weak thermal coupling provided by GeNS,
and absorptive heat load of the optical lever laser, the GeNS-suspended Si wafer tem-
perature stabilizes well above (Δ𝑇 ≈ 60𝐾) the temperature of the nodal suspension
point.

Figure 6.4: Pumpdown curve showing vacuum pressure inside cryostat containing GeNS
experiment.
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6.3 Measurements
Moderinger
We used a moderinger model ([19]) to make mechanical loss measurements. The
measurement consists of exciting a particular eigenmode at a fixed amplitude using
an amplitude locked loop. The loop unity gain frequency and excitation amplitude
provides an estimate of the instantaneous Q of the excited eigenmode.

In Fig. 6.5, we compare measured quality factors of three eigenmodes of a 2” Si
wafer held near 150 K over a couple hours.

Figure 6.5: Comparison of measurements made with moderinger and traditional ringdown.
From top to bottom, we show mode amplitude, mode excitation, and estimated quality
factor over time. Eigenmode shapes calculated from COMSOL are displayed next to their
respective traces. The quality factor for modes 0 and 1 are estimated with a rolling average of
the decay rate, with these modes repeatedly excited for short durations when their amplitudes
fell below a fixed value. The quality factor for mode 2 is estimated from the amplitude locked

loop drive.

We made several temperature dependent mechanical loss measurements of Si wafers,
shown in Fig. 6.6.

We also developed a loss budget analogous to [135], taking into account both
temperature [136] and frequency- or geometry- dependent effects. The loss budget
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and details on the physical interpretation of quality factor measurements are in
Chapter 7. The quality factors in 6.6 are consistent with thermoelastic losses, as
expected for measurements well above 123 K. Still, based on typical dilution factors
≈ 10−3 for thin films deposited on Si wafers, we expect to be able to constrain the
mechanical loss of test films to ≈ 3 × 10−6.
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Figure 6.6: Collection of quality factor measurements made on similar 2” Si wafers with
SiNx surface passivation.

6.4 Lessons for Future Work
Aside from cryogenic design, the more fundamental challenge in cryogenic me-
chanical loss measurements with gentle nodal suspension is maintaining a stable
temperature throughout a quality factor measurement. As described in Fig. 7.1, the
Si substrate experiences a sharp increase in thermoelastic loss away from Si’s zero
thermal expansion temperature. Measurements of time-varying mechanical loss are
systematically biased towards the highest loss experienced in any sub-volume of the
oscillator during the measurement time.

To achieve temperature control over the entire Si oscillator, we require tight thermal
coupling of the oscillator to an actuator. However, this coupling must reflect low
frequency acoustic waves that would spoil mechanical Q. The field of metamaterials
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for structural and nanomechanical design offers promising examples for achieving
this.

In brief, one could start by considering mechanical oscillators consisting of a can-
tilever clamped at one end or wafer clamped on the outer edge. Then, introduce
exclusions to the substrate material to increase the effective cantilever length or
wafer radius and decrease the fundamental eigenfrequency of the suspension. The
higher frequency acoustic eigenmodes of the remaining material farthest from the
clamp point are thus acoustically isolated from the clamp, but heat can still flow
along the suspension. Designing the exclusions that the dominant coupling between
exclusion layers is torsional (as in the double paddle oscillator) can provide further
isolation.

A more clever approach explored by Abe [137] is to design a cantilever (or wafer)
such that acoustic waves encounter several effectively independent mechanical os-
cillators before reaching an isolated oscillator. Each oscillator introduces a phase
shift for acoustic waves near its resonance, so together they can act as a mechanical
Bragg grating to enhance isolation in a particular frequency band.

One can also consider changing the geometry of the coating to enhance its coupling
(and contribution to mechanical loss) for specific eigenmodes of the substrate.
For example, if the coating is only deposited along lines of high stress for a 3rd
order butterfly mode of the substrate, it will preferentially introduce loss to the 3rd
order butterfly mode and less to other eigenmode. This can improve the ability to
distinguish coating from substrate or environmental mechanical loss.
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C h a p t e r 7

LOSS TOMOGRAPHY

7.1 Statistical Inference for Mechanical Q Measurements
Purpose
We describe a general procedure to use Q measurements at various eigenfrequencies
and temperatures (or arbitrary other experimentally controlled parameters), plus our
knowledge of the physics of our system, to estimate key material parameters. For
the testbed described in Chapter 6, the parameters of interest may be the mechanical
loss, Young’s modulus, and Poisson’s ratio of a thin film deposited on a Si wafer. One
may also be interested in distinguishing bulk and shear mechanical loss contributions
[138] [139]. The purpose of this technique is to avoid the assumptions underlying
the analysis in Chapter 6 and similar thin film loss measurements, which require the
mechanical loss of the substrate to remain unchanged before and after the deposition
process. A good review of Bayesian parameter estimation based on experimental
results and an approximately linear model can be found in [140], and a more extensive
reference including of MCMC methods is in [141].

Metropolis-Hastings Markov chain Monte Carlo
Our experiment measures a set of quality factors and eigenfrequencies for a mechan-
ical system, which for concreteness could be a silicon wafer with thin film coating.
As described in Chapter 6, our Q measurements are made at constant mode am-
plitude using a moderinger technique, and the eigenfrequency can be inferred from
zero crossing counting or a phase-locked loop. We can measure the𝑄s and frequen-
cies of 𝑁 eigenmodes at a fixed temperature, then vary the system temperature to
measure a new set of 𝑄s and frequencies for those eigenmodes. If we measure the
𝑄s at 𝑀 different temperatures, our measurements are a set of {𝑄𝑖 𝑗 , 𝑓𝑖 𝑗 } for 𝑖 ≤ 𝑁

and 𝑗 ≤ 𝑀 . One could easily extend this problem. For example, one could search
for amplitude-dependent effects by performing the measurements at various mode
amplitudes, and simply include mode amplitude in the list of measurements. In any
case, let us collect the experimental measurements in a vector ®𝑦0. The measurement
uncertainties are captured in a joint probability distribution 𝑃cov(®𝑦), which for the
common case of Gaussian distributed uncertainties can be well represented with the
measured covariance matrix C®𝑦.
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We believe that some set of unknown physical parameters determine our measure-
ments ®𝑦. These include the Young’s modulus and Poisson’s ratio of the coating.
Extrinsic sources of loss, for example from the surrounding air and clamping point,
may be relevant. And if the experiment is well designed, the Qs are largely deter-
mined by the (generally anisotropic) mechanical losses in the Si wafer and coating.
Collect all of the poorly constrained physical parameters in a vector ®𝑥, which has 𝑄
elements. Suppose we also have a probability distribution 𝑃prior(®𝑥) which describes
our prior knowledge of the possible parameter values.

Finally, we describe below how to develop a physical model to predict mechanical
Q measurement outcomes. The model may contain material properties tightly
constrained by other experiments, such as the Young’s modulus, Poisson’s ratio, and
coefficient of thermal expansion of crystalline Si. Let us collect the well constrained
parameters in a vector ®𝜇, and keep in mind that if we decide later that we would like
to constrain or account for uncertainty of some member of ®𝜇 we could move it to ®𝑥.
For now, we simply define our physical model as a map

A ®𝜇 : R𝑀𝑁 → R𝑄 . (7.1)

We want to solve for ®𝑥 (with some uncertainties) in the expression

®𝑦 = A ®𝜇 (®𝑥). (7.2)

Because A ®𝜇 is some complicated nonlinear function, we cannot easily invert to solve
for ®𝑥. However, Eq 7.2 and Bayes’ theorem lets us write a convenient expression
for the posterior probability distribution of the model parameters based on our
measurements:

𝑃post(®𝑥 | ®𝑦) =
𝑃(A ®𝜇 (®𝑥) |®𝑥)𝑃prior(®𝑥)

𝑃cov(A ®𝜇 (®𝑥))
. (7.3)

Since by construction all of our model uncertainty is captured in the uncertainty in
®𝑥, 𝑃(A ®𝜇 (®𝑥) |®𝑥) = 1. We can therefore use a MCMC algorithm such as Metropolis-
Hastings to efficiently sample 𝑃post simply by drawing sample values of ®𝑥 from ratio
of the known distributions 𝑃prior and 𝑃cov.
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7.2 Structural Mechanics Model
We developed a finite element analysis (FEA) model in COMSOL to analyze
parameter-dependent mechanical properties of the wafer and coating.

Meshing Analysis
FEA models struggle to accurately represent systems with vastly different length
scales along different dimensions, such as a large, wide wafer with several 10s cm
diameter and 100s um thick whose mechanical properties depend strongly on a
thin film only 10s or 100s nm thick. The model must balance the requirement to
capture physics with a mesh that is finer than the smallest dimension against the
computational cost of a mesh that spans the largest dimension. One effective strategy
is reducing the model to a smaller subdomain that is related to the full domain by
some symmetry (for example, meshing only 1/4 of a pie slice of a system with
azimuthal symmetry reduces the number of elements by 4). One can also employ
adaptive mesh refinement to start with a coarse mesh that is inexpensive to compute,
then successively adding elements to create a finer mesh until the simulation results
converge to a single value. Adaptive mesh refinement ensures the mesh is only as
fine as necessary to achieve reliable results.

Eigenfrequency Analysis
Given the dimensions and material properties of a mechanical system, COMSOL’s
structural mechanics module can perform an eigenfrequency analysis to compute
the mechanical eigenmodes and eigenfrequencies of the system.

Strain-energy density
According to Eq 6.1, the Q of a mechanical eigenmode depends on the sum of
mechanical losses in each subdomain of the system, weighted by the fractional
strain-energy density contained in that subdomain. COMSOL’s eigenfrequency
analysis provides a strain-energy density field defined at each mesh element, which
we can integrate to obtain the fractional strain energy for each subdomain.

7.3 Loss Budget for a Si Wafer
The parameter estimation problem relies on having an accurate model for the
frequency- and temperature-dependent mechanical losses present in the experiment.
This section describes the physical mechanisms behind various mechanical losses
that may limit Q measurements for the cryogenic Si Qs experiment described in 6.
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Thermoelastic
For materials with finite thermal expansion, the strain profile of mechanical eigen-
modes creates a spatially varying temperature distribution along which heat can
flow. Eigenmode energy lost to such heat flow is called thermoelastic loss.

One reason silicon is an important material for mechanical sensing applications,
including next generation gravitational wave interferometers, is that Si has zero
thermal expansion at 123 K due to phonon anharmonicity [142].
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Figure 7.1: Mechanical loss at 1 kHz for a 2” silicon wafer due to thermoelastic damping,
limited to the worst mechanical loss within Δ𝑇 K of the nominal system temperature. One
can see that near 123 K where thermoelastic loss sharply decreases, temperature stability
can limit the lowest achievable thermoelastic loss. However, ±1 K is not a terribly stringent

requirement.

Gas Damping
Stochastic collisions between the sample and the surrounding gas molecules can
damp mechanical motion. There have been extensive studies on accurately modeling
gas damping, but the static model developed in 1966 [143] has been widely applied
to experiments with macroscopic oscillators.

Gas damping is typically the negative tradeoff when considering buffer gas-based
cooling [144] [145] for sample or test mass thermal control.
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Figure 7.2: Frequency dependence of thermoelastic loss for a 2” silicon wafer with mean
temperature near 123 K, at Si’s coefficient of thermal expansion zero crossing. Thermoelastic
loss is conservatively assumed to equal the maximum mechanical loss within Δ𝑇 of the

nominal temperature.

𝜙gas =

(
2
𝜋

)2/3 1
𝜌ℎ𝜈𝑚

√︂
𝑀𝑔

𝑅𝑇
𝑃 ≈ 𝑃

𝑓
√
𝑇

(7.4)

Squeezed Film Damping
When two solid surfaces are separated by a thin layer of fluid, the fluid molecules
can interact multiple times with each surface before fully thermalizing with the
ambient fluid. This leads to a geometry-dependent enhancement of the ordinary gas
damping effect given by [146]

𝜙squeezed = 𝜙gas
𝐿

16𝜋𝑑
. (7.5)

Slide Film Damping
Another type of gas damping is slide film damping, which occurs between nearby
surfaces due to lateral motion (rather than motion that changes the distance between
the surfaces, as in squeezed film damping). We do not anticipate a significant
contribution from slide film damping in our mechanical Q measurements, but the
interested reader can learn more in [147].
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Figure 7.3: Mechanical loss for a 2” silicon resonator due to gas damping, shown at several
ambient pressures and temperatures.
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Figure 7.4: Mechanical loss for a 2” silicon resonator due to squeeze film damping, shown
at several ambient pressures, temperatures, and overlapping surface area geometries.
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Akhiezer Damping
Eigenmodes of a mechanical system are standing waves solutions of collections
of phonons that carry the solid’s stress energy. Due to the material’s stress-strain
relationship, the phonon density of states varies as the eigenmode evolves. When the
equilibrium density of states varies relative to the instantaneous phonon distribution,
phonons participating in the excited mode lose energy through phonon-phonon
interactions as they rethermalize. When the mode frequency is comparable to the
characteristic rate of thermal diffusion, phonon scatter leads to thermoelastic loss;
when the mode frequency is much smaller than the thermal phonon decay rate, the
dissipation is called Akhiezer damping; and the Landau-Rumer regime is relevant
when the mode frequency is much larger than the thermal phonon decay rate [148].

Until recently, the mode- and direction-dependent picture was approximated with an
average Gruneisen parameter 𝛾avg. Akhiezer damping on average leads to an upper
limit on Q given by

𝑄 · 𝑓 = 𝜌𝑐4

2𝜋𝛾2
avg𝜅𝑇𝜏

(7.6)

where 𝜌 is the material density, 𝑐 is the speed of sound in the material, 𝜏 is the
thermal relaxation time, and 𝜅 is the thermal conductivity.

Iyer and Candler [149] show how to compute the cross section for leading order
phonon-phonon interactions due to a mode- and direction- dependent Gruneisen
parameter 𝛾i,j. A more detailed derivation of Akhiezer and other loss mechanisms
relevant to nanomechanical systems are in [148] [150].

Cubic crystals like Si can have anharmonicity in 𝑖 of 39 phonon branches due to strain
in 𝑗 of 6 strain directions. In an orthonormal basis, there are only two independent
anharmonicities

®𝛾𝑖 ≡

©«

𝛾𝑖,1

𝛾𝑖,1

𝛾𝑖,1

𝛾𝑖,5

𝛾𝑖,5

𝛾𝑖,5

ª®®®®®®®®®®¬
. (7.7)
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The second order stress-strain relation for a cubic crystal can be written with just 3
elasticity coefficients as

®𝜎 =

©«

𝑐11 𝑐12 𝑐12 0 0 0
𝑐12 𝑐11 𝑐12 0 0 0
𝑐12 𝑐12 𝑐11 0 0 0
0 0 0 𝑐44 0 0
0 0 0 0 𝑐44 0
0 0 0 0 0 𝑐44

ª®®®®®®®®®®¬
®𝜖 ≡ 𝐶 ®𝜖 . (7.8)

For a unit volume of the crystal experiencing stress tensor ®𝜖 , the effective, cycle-
averaged elastic storage modulus is

𝐸eff ( ®𝜖) =
®𝜖⊤ ®𝜖

®𝜖⊤𝐶−1 ®𝜖
. (7.9)

The full mode- and direction- dependent mechanical loss is expressed in [149] as:

𝑄 =
𝐸eff

Γ2
𝑎𝐶𝑣𝑇

1 +Ω2𝜏2

Ω𝜏
. (7.10)

The strain-energy loss depends on the degree to which the applied strain perturbs
the eigenfrequency of each phonon branch [150]

𝛿𝜔𝑖 = −𝜔𝑖,0 ®𝛾𝑖 ®𝜖 . (7.11)

This leads to the anharmonic Gruneisen parameter Γ𝑎 depending on the variance of
the strain energy-weighted ®𝛾𝑖.

Mason shows how to calculate Gruneisen parameters 𝛾𝑖,1 and 𝛾𝑖,5 for Si using
measured third-order strain moduli in [151]. He shows that 𝛾𝑖,1 varies between
−0.83 and 1.43 with an average value of 0.501, while 𝛾𝑖,5 varies between −0.92 and
0.92 with an average value of 0 (shear modes are isovolumetric). There are only 21
unique values of 𝛾𝑖,1 and 𝛾𝑖,5.

Akhiezer damping has been observed in Si [152]. However, Akhiezer damping
has not yet been definitively demonstrated near acoustic frequencies (≈ kHz) in Si
resonators near 123 K.
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It does not appear that anything inherently prevents an appropriate choice of mode
shape from sending 𝑄phonon−phonon → ∞, such that mechanical loss would be set
by fourth order phonon interactions. Of course, the condition would need to hold
across the entire volume of the oscillator.

Total Loss Budget
The mechanical loss budget in Fig. 7.5 captures the total loss due to dissipation for
a 1 kHz eigenmode of a 2” Si wafer held at 123 K. To fully describe experimental
mechanical losses, we would also need to include clamping losses, which depend
on the curvature of the mechanical eigenmode near the suspension point [135].
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Figure 7.5: Mechanical loss budget for a bare Si wafer with 2” diameter, held at 123 ± 1 K
and mechanically isolated from the environment with a gentle nodal suspension.

7.4 Demonstration with Simulated Data
For technical experimental reasons, we do not have sufficient data to perform the
tomography analysis in a temperature-dependent Si system as envisioned. More-
over, our COMSOL model is computationally expensive and the limiting step of the
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MCMC analysis. Other groups have demonstrated with cryogenic Si Q measure-
ments and fast FEA that neither challenge is a fundamental barrier to performing
loss tomography on temperature dependent Si-and-film Q measurements. We hope
this demonstration encourages others to perform similar analyses, and proves useful
for characterizing material properties of Si and thin films.

Generating data
We will analyze a system with some assumed “true” properties, generate some noisy
data based on those nominal properties, and show that we can infer certain material
properties when the data follow the model.

We assume the system and material properties in Table 7.1. Uncertainties are for the
assumed prior distribution, and are the standard deviation of a Gaussian centered on
the nominal value and uncorrelated with the other parameters. Parameters included
in the parameter estimation problem were randomly assigned “true” values drawn
from a uniform distribution within 10% of one standard deviation of their nominal
values. Estimated measurement temperatures were constrained with a uniform
prior between 100𝐾 and 200𝐾 . The only parameter not explicitly assigned a prior
distribution was the coating loss angle 𝜙coat, which instead had an unbounded log-
uniform prior. Material properties were chosen to be similar to a (100) single crystal
Si wafer with an amorphous Si coating.

For the true parameter values and each set of values proposed by the MCMC, we
use an analytical model [153] and code [154] developed by Vajente to compute
to compute the eigenfrequencies of a coated and uncoated disk. We use change
in eigenfrequency and total mass with and without coating to estimate the coating
dilution factor, as proposed in [155] and proven with some conditions in [153].

𝐷𝑖 = 1 − (
𝑓
(uncoated)
𝑖

𝑓
(coated)
𝑖

)2𝑚
(uncoated)

𝑚 (coated) (7.12)

We then compute each eigenmode’s quality factor as the sum of thermoelastic
and Akhiezer contributions in the Si substrate, plus a frequency and temperature
independent contribution from 𝜙coat in the coating. For a given set of proposed
parameter values, we limit ourselves to the first 34 eigenfrequencies below 16 kHz
at each of the 7 measurement temperatures.

For the “true” parameter values in Table 7.1, we generate some experimental data by
adding noise to the fiducial eigenfrequencies and quality factors. We add a uniformly
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Symbol Description Nominal Value True Value Reference

𝑅s,0 Si Radius at 𝑇ref 75 mm – –
ℎs,0 Substrate Thickness at 𝑇ref 500 ± 50 𝜇m 502.5 um –
𝑌𝑠 (𝑇) Si Young’s modulus 𝑌𝑠 (𝑇ref) = 166 GPa – [129] [131]
𝜈𝑠 Si Poisson’s ratio 0.167 – –
𝜌𝑠 Si density at 𝑇ref 22220 kg/𝑚3 – [134]
𝑡coat Coating Thickness 300 ± 75 nm 299.0 nm –
𝑌coat Coating Young’s Modulus 80 ± 20 GPa 81.3 GPa –
𝜈coat Coating Poisson’s ratio 0.22 ± 0.055 0.228 –
𝜌coat Coating density 2175 kg/𝑚3 – –
𝛾0,𝑠 Si Gruneissen parameter 0.4 ± 0.2 0.395 –
𝜙coat Coating loss angle – 10−4 –
𝑇1, 𝑇2, 𝑇3,
𝑇4, 𝑇5, 𝑇6

Measurement temperatures – 110, 120,
123, 123.9,
125, 130,
150 K

–

Table 7.1: Parameters for loss tomography demonstration. For parameters inferred in
the analysis presented in Fig. 7.6, “Nominal Value” refers to the mean of the Gaussian-
distributed prior distributions, while “True Value” refers to the underlying parameter value

used to generate simulated experimental data.

random offset drawn from [−1, 1] Hz to each eigenfrequency, and multiply each
quality factor by a uniformly random factor drawn from [0.99, 1.01].

Finally, we define a likelihood function proportional to the joint probability density
for Gaussian uncorrelated errors centered on each of the experimental data points.
For eigenfrequencies, we assume a 1 Hz standard deviation, and for quality factors
we assume a 1% standard deviation. The objective function for the MCMC is the
sum of the log likelihood and log prior.

Results
We performed the MCMC sampling using the python emcee module.

With 10,000 iterations of an ensemble of 512 samplers, the autocorrelation time of
the ensemble was only about 10x less than the number of iterations, and not enough
to ensure unbiased sampling of the true probability distribution. Nonetheless, the
results in Fig. 7.6 suggest the MCMC would be able to constrain 𝜙coating given
enough iterations.

Several interesting features suggest modifications to improve the analysis. The
bimodal distribution of 𝑇4, the temperature closest to the zero crossing of Si’s
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thermal expansion coefficient, suggests thermoelastic loss and not eigenfrequency
is constraining the temperature estimates. It would be interesting to perform this
analysis to higher eigenfrequencies that would be more sensitive to temperature
changes. We could also include a measurement at a known temperature (like room
temperature) as a calibration point.

Due to the expensive computation of many eigenfrequencies, the likelihood took
seconds to compute. It would be preferable to first perform the expensive computa-
tion over a grid or sampling around the expected parameter values, then perform a
polynomial fit to create a fast, if approximate, objective function. To improve model
fidelity, one could instead compute eigenfrequencies and dilution factors with a
numerical finite element analysis and then fit a polynomial model. Unless a finite
element model could be developed to run in 10s or 100s ms, it is unlikely to be useful
for directly computing eigenfrequencies during the MCMC. One could also search
for a sampling algorithm better suited for our problem, which may more efficiently
sample the parameter space with shorter autocorrelation.
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Figure 7.6: Corner plots showing the joint posterior probability distributions of the model
parameters.
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A Phase-Sensitive Optomechanical
Amplifier

Prototyping a preamplifier for optical readout loss mitigation
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C h a p t e r 8

EXPERIMENTAL LAYOUT AND DESIGN

We designed and built an initial demonstration towards the phase-sensitive optome-
chanical amplifier described in Chapter 3 from the ground up. The purpose is
to work through the important challenges that would need to be resolved before
applying PSOMA to a Voyager-like interferometer, including controls, cryogenics,
optical design, and mechanical design.

8.1 Vacuum System
The core optics of the PSOMA experiment must be under vacuum to avoid acoustic
noise coupling from the environment and maintain clean optics of the high finesse
cavity. The radius of the chamber was chosen to accommodate a breadboard con-
taining all core optics, and two layers of radiative shielding for cryogenic operation.
The height was chosen to allow for potential future installation of seismic isola-
tion systems. The chamber has four DN125CF flanges for optical feedthrough and
thermal feedthrough from a cryogenic cooler. There are also four DN35CF flanges
for electrical feedthrough and vacuum pumping. A hinged lid allows a single user
easy access to the chamber interior without the use of a hoist. With no installed
equipment, the vacuum chamber was capable of reaching below 10−7 torr.

The vacuum system layout (8.2) is designed such that the chamber can be vented
with clean, dry compressed nitrogen gas. Venting with 𝑁2 reduces the amount
of water adsorbed onto metal surfaces while vented, which significantly reduces
pumpdown time.

8.2 Mechanics
Mirror Mounts
Most of the kinematic mirror mounts are U100 models from Newport optics. To
allow alignment and beam clearance of the Mach-Zehnder optics, the input and
output beamsplitter and MC1 are in Newport 9774 top-adjusting mounts. All
mounts are on 3/4” diameter posts to set a 4” beam height.
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Figure 8.1: PSOMA vacuum chamber showing breadboard and fit-check of optics for
DRPSOMA configuration.

To cryocooler?

To lN2?
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Mass flow 
controller

Particulate filter

CF40 to KF16

Figure 8.2: Vacuum layout as designed. Not all DB9 electrical feedthroughs are necessary
or installed at this stage of experiment. The 4-way cross providing cryocooler access is also

not yet installed.

Breadboard
The in-vacuum breadboard is 1/2” thick unadonized aluminum with 1” hole spac-
ing. The breadboard is rigidly clamped to 3/4” diameter posts, and the posts are
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fork clamped to the bottom of the vacuum chamber. Future iterations of the exper-
iment can avoid stress-induced misalignment during pumpdown by kinematically
mounting the breadboard to the chamber.

8.3 Optics
The latest version of the optical layout for our experiment is in Fig. 8.3

Figure 8.3: Optical layout for single-cavity optomechanical amplifier demonstration. For a
more conceptual diagram, see 9.6.
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Lasers
The amplifier is pumped by a single laser on-resonance with PSOMA’s ring cavities.
We also phase-lock an auxiliary probe laser to the pump to characterize the system’s
transfer functions and understand the challenges of adapting PSOMA to work with
an existing optomechanical sensor with its own frequency reference.

For the PSOMA pump, we use a PureSpectrum Narrow Linewidth Laser from
TeraXion. This 1550 nm, 80 mW semiconductor laser uses a laser driver module
to lock the laser frequency to an integrated fiber Bragg grating, achieving narrower
linewidth and single mode operation over its full temperature range. Fast analog
modulation is achieved by driving the error point of the module’s internal feedback
loop.

The probe laser is a planar external cavity laser from Rio Laser. The AR surface
of an InP gain chip is coupled to the AR surface of a planar Bragg grating on a
silica-on-silicon planar lightwave circuit [156].

Mirrors
Most of the mirrors are off-the-shelf high reflectors or beamsplitters from Thorlabs
or Newport. However, the cavity mirrors must be superpolished, wedged optics
with low optical loss high-reflecting and anti-reflecting coatings.

Because our amplified signal will be imprinted on the phase of light reflected from
the ring cavities and is proportional to circulating optical power, we want the cavity
to be overcoupled. To reduce astigmatism in the cavity, we should choose a low angle
of incidence for the cavity’s curved mirror. And, using a flat mirror as the cavity’s
input coupler simplifies mode matching in the Mach-Zehnder interferometer.

Based on these constraints, we want to choose MC1 to be the superpolished flat
mirror with the highest transmissivity at 45◦. For ease of alignment, MC2 should be
a curved mirror mounted on the Si cantilever. And MC3 should be the superpolished
mirror with the lowest transmissivity near 45◦.

We used the apparatus in Fig. 8.4 to measure the transmissivity of several super-
polished optics we had on hand. The test laser was passed through three polarizing
beamsplitters to reject all p-polarized light. A two-frequency chopping wheel was
used to perform separate lock-in measurements of the reference and test beams to
reduce photodiode electronics noise.

To reject laser intensity noise, each measurement on the “Transmission” photodiode
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Figure 8.4: Optical layout for mirror transmissivity measurement

was calibrated against a “Reference” photodiode that monitored a fixed fraction
of the total laser power and maintained a fixed gain throughout the measurement.
Due to the extremely low transmissivity of the optics, the difference in laser power
with and without the test optic in the beam path could exceed the dynamic range of
the “Transmission” photodiode. Therefore, an additional pickoff beam was aligned
onto the “Transmission” photodiode to calibrate the photodiode gain when it was
changed.

The test optic was mounted in a flip mount to easily add and remove it from the
beam path, as well as a rotating kinematic mount to change the test beam’s angle of
incidence on the optic. To ensure the beam was entirely on the photodiode with or
without any deflection due to the test optic, we placed a sharp lens just before the
transmission photodiode. And, to avoid interference at the transmission PD, either
the reference or test beam is blocked during each measurement (and we assume the
photodiode gain is constant for a giving gain setting).

Each transmissivity measurement requires, for each of three optical configurations,
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simultaneous lock-in measurements of the transmission and reference photodiode
signals:

1. Test optic out of path, test beam incident on transmission PD
(𝐾𝑃 ≡ 𝑃TRANS( 𝑓test)/𝑃REF( 𝑓ref))

2. Reference beam incident on transmission PD
(𝐾𝐺 ≡ 𝑃TRANS( 𝑓ref)/𝑃REF( 𝑓ref))

3. Test optic in path, test beam incident on transmission PD
(𝑋 ≡ 𝑃TRANS( 𝑓test)/𝑃REF( 𝑓ref)).

In practice, configuration (1) is used to calibrate the fraction of laser power incident
on the reference PD, and need only be performed once. Configuration (2) is used to
calibrate transmission PD gain, and need only be performed once per gain setting.
For example, with the test mirror in the beam path the test PD gain may be at
𝐺1, while with the test mirror out of the beam path the test PD gain may be at
𝐺2. Configuration (3) is the actual measurement of transmitted power, and can be
repeated at several angles of incidence for each optic.

The mirror transmissivity at a particular angle of incidence is then:

𝑇 (𝜃aoi) =
𝑋/𝐾𝐺1

𝐾𝑃/𝐾𝐺2

. (8.1)

Fig. 8.5 shows the results for the two mirrors used in our cavity. We also measured
168 ppm transmissivity near 0◦ on a 1/2” Si mirror with 0.5 m radius of curvature,
which we use as MC2.

Future iterations of PSOMA involving two ring cavities on either side of a Mach-
Zehnder interferometer will require new custom coating runs to achieve nearly
identical parameters for both cavities. The mirror transmissivities, curvatures, and
coating design should be optimized to minimize projected amplifier noise at that
time.

Fiber Components
The lasers used in PSOMA are fiber-coupled. We also chose to use a fiber-based
electro-optic modulators (EOM), which offer a wider modulation bandwidth and
lower required operating voltage for a given modulation depth relative to typical
free-space EOMs due to the small mode volume inside the nonlinear crystal. The
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Figure 8.5: Transmissivity of cavity mirrors (top is MC1, bottom MC2) as a function of
incident angle. Top is MC1, a mirror from Laseroptik. Bottom is MC2, a mirror from

Coastline.

MPX-LN-0.1 EOMs from iXBlue Photonics uses a LiNbO3 waveguide and has a
usable bandwidth of 300 MHz with typical 𝑉𝜋 at 50 kHz of 3.5 V [157]. We also
used fiber-coupled Faraday isolators (IO-G-1550-APC from Thorlabs) and several
fiber-coupled beamsplitters (PN1550R1A1, PN1550R2A1 and PN1550R5A2 from
Thorlabs).

The ease of alignment and compact size of fiber optic components come with
tradeoffs in polarization selectivity, acoustic noise coupling, and optical loss. To
mitigate these effects, we secure all optical fibers to the breadboard to stiffen each
length of optical fiber and prevent acoustic coupling. We also clean the fiber tips
with commercial fiber cleaning tissue and solution to minimize excess optical loss
or scatter at fiber interfaces. The measured loss in fiber components from our pump
diode to launch is ≈ −3.8dB, close to the sum of nominal losses for the components
in series. Using fibers with angled APC connectors reduces backreflection of light
at fiber interfaces.
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Still, fiber components introduce noise or undesired cross-coupling through several
routes:

• Environmental acoustic noise stresses optical fiber, which can directly change
the optical propagation length of the fiber and introduce phase noise in the
launched laser beam.

• The EOM’s waveguide is designed for TE mode propagation. Misalignment
of the laser entering the waveguide leads to excess loss for the laser’s TM
component.

• Acoustic noise-induced stress of the optical fiber also induces polarization
noise in the propagating light. This allows acoustic noise to generate po-
larization noise, which becomes laser amplitude noise when the laser passes
through components with polarization-dependent losses including most fiber
components and the free-space PBS.

• Due to the birefringence of the EOM’s crystal, the drive voltage applied
across the crystal generates not only phase modulation but also polarization
modulation of the laser. Since the laser typically passes through additional
fiber and free space components with polarization dependent losses after the
EOM, the laser acquires an amplitude modulation at the drive frequency.

The final effect is especially pernicious when RF control sidebands used for example
to stabilize the laser frequency to the optical cavity with Pound-Drever-Hall locking
are applied at the fiber EOM. Any AM component of the PDH sidebands generate
an offset on the PDH error signal and allows first order coupling of amplitude
noise (including due to temperature drift of the EOM itself) into the laser frequency
stability [158] [159]. PM-to-AM coupling due to EOM birefringence can be actively
nulled by applying a DC offset to the EOM control voltage [160] [161].

8.4 Cavity Geometry
We designed PSOMA with a triangular (three mirror) cavity geometry. Triangular
cavities have nondegenerate s- and p-polarized eigenmodes, which reduces reso-
nance of the undesired polarization mode. We also placed the single cavity curved
mirror at MC2 to reduce the effect of astigmatism at the 45°incidence optics and
simplify mode matching in the Mach-Zehnder interferometer. To determine the op-
timal cavity geometry under the constraint that MC1 have a 45°angle of incidence,
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we simulated the higher order transverse electromagnetic (TEM) mode spectrum
of the ring cavity in Finesse 2. We minimized coresonance of higher order TEM
modes and RF sidebands due to PDH modulation at 33.6 MHz. The simulated
transmission spectrum for the optimal cavity geometry is in Fig. 8.6.
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Figure 8.6: Transmissivity of low order Hermite-Gaussian cavity modes from Finesse 2
calculation.

8.5 Mode Matching
We measured the transverse beam profile of the pump and probe lasers from the
fiber-to-free space collimators using a Data Ray Beam’R2 profiler.

Then, we used the open source mode matching and beam profiling software “a la
mode” to select a pair of lenses to match the beam waist and position to the cavity’s
fundamental mode that minimizes mode mismatch error due to lens position error.

Experimental methods for optimizing mode matching are discussed in [162].

8.6 Electronics
Photodiodes
All photodiodes had InGaAs sensors with about 1 A/W responsivity at 1550 nm.

Where we only needed to measure signals at acoustic or lower frequencies, we used
the gain-adjustable PDA20CS from Thorlabs. For higher frequencies, we used a
Newport 1611 or 1811 receiver.

All photodiodes are mounted on electrically insulating Teflon bases to prevent
ground loops and coupling of noise between the optical table and low noise tran-
simpedance amplifiers of the photodiodes.
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Figure 8.7: Beam profile of probe laser showing good agreement (ellipticity close to 1)
along two transverse axes.

Figure 8.8: Mode matching lens placement solution for the pump laser generated by geo-
metrical optics calculation in a la mode.
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Note that fiber and free space photodiodes can have slight different responsivities,
as shown in Fig. 8.9.
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Figure 8.9: Relative responsivity of fiber coupled and free space NewFocus 1611 photodi-
odes. The time delay is due to an optical path length difference in the experimental setup,

so the magnitude is the main result of interest.

Moku
We used the FPGA-based Moku:Pro from Liquid Instruments in a variety of test ap-
plications, for example as a network analyzer, spectrum analyzer, digital synthesizer,
or RF phase sensor.

We also used Moku:Pro as the controller for our fast (up to 150 kHz bandwidth)
feedback loops, including for demodulation and filtering.

Laser Drivers
The temperature and current of the TeraXion laser are controlled by a proprietary
laser driver.

The Rio laser temperature is controlled by a commercial controller from Thorlabs,
such as ITC502. Rio laser current is controlled by a low noise current driver
described in [163].
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Figure 8.10: Photos of PSOMA cantilever. From top left clockwise: Cantilever in jig before
being clamped; cantilever mounted at MC2 viewed from side; cantilever mounted at MC2
viewed from front (HR surface); piezoelectric actuator clamped against cantilever mount.
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C h a p t e r 9

CONTROL SYSTEM

Figure 9.6 shows the conceptual optical layout of our amplifier demonstration, and
the control system discussed in the text. This chapter describes the critical sensors,
actuators, and controllers for operating the amplifier in its current configuration.
We also discuss a scheme for reducing input-referred pump frequency noise by
controlling Mach-Zehnder length.

9.1 Sensors
Photodiodes for Relative Intensity Sensing
The DC-coupled port of a photodiode monitors intensity fluctuations of the total
field incident on the diode. Though we can get a rough sense of pump and probe
laser powers with photodiodes, to reduce calibration error we typically compare
relative intensity fluctuations on these monitors.

For example, the cavity transmission photodiode (TRANS) is a good sensor for
relative intensity fluctuations of the cavity’s circulating field. The photodiode
monitoring pump pickoff (PMON) just before the vacuum chamber senses relative
intensity fluctuations of the pump laser. The cavity reflection photodiode (REFL)
monitors the sum of pump and probe fields reflected from the cavity.

Higher order transverse (spatial) modes can influence intensity measurements. For
example, both 00 and higher order Hermite-Gaussian modes can coresonate in the
cavity and transmit to TRANS PD. Any scatter or clipping on the transmission
beam path will cause these orthogonal modes to interfere on TRANS PD, leading to
intensity fluctuations that do not correspond to amplitude fluctuations of the cavity’s
resonating 00 mode. This effect is even more pronounced on REFL PD, which can
see significant power from higher order Laguierre-Gaussian modes due to mode
mismatch of either pump or probe beams relative to the cavity.

Pound-Drever-Hall Error Signal
Pound-Drever-Hall locking, the technique of dithering a laser frequency far outside
the cavity bandwidth to derive an error signal linear in the laser-cavity frequency
difference, is widely used in laser stabilization including LIGO’s arm length stabi-
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lization [164]. A good, pedagogical explanation of PDH is from Black [165], who
shows that the PDH frequency discriminant on-resonance is

𝐷 ≡ −8
√
𝑃𝑐𝑃𝑠

𝛿𝜈
(9.1)

where 𝑃𝑐 is the carrier field power, 𝑃𝑠 is the sideband field power, and 𝛿𝜈 ≡ Δ𝜈𝐹𝑆𝑅/F
is the cavity linewidth determined by the cavity’s free spectral range 𝜈𝐹𝑆𝑅 and finesse
F .

For a given pump laser power setting the shot noise level of the PDH measurement,
sensitivity of the PDH sensor is determined in part by the PDH sideband modulation
depth. By beating the modulated pump with a second probe laser, we can read off
the modulation depth from an RF spectrum analyzer as

𝑃carrier−probe

𝑃sideband−probe
=
𝐽0(𝑚)2

𝐽1(𝑚)2 . (9.2)

for 𝐽𝜈 (𝑚) the 𝜈 order Bessel function of the 1st kind at modulation index 𝑚 and
𝑃fieldA−fieldB the optical power in the beat note between field A and field B. The
optimal SNR for the PDH error signal occurs at 𝑚 = 1.08, but we choose a lower
modulation depth around 0.15 to avoid unwanted polarization rotation at the fiber
EOM.

We can directly measure the slope of the PDH error signal on-resonance (𝐷) by
sweeping the carrier laser frequency and both sidebands through resonance much
faster than the cavity linewidth or any dominant frequency noises. The sideband
fields are a known frequency away from the main carrier, so it is straightforward to
plot the swept error signal against cavity frequency. The form of the total error signal
can be found in [165], and is plotted in 9.1. Instead of fitting the full error signal,
we can also use the analytic form of the PDH error signal near resonance to read
off the PDH slope only from the peak-to-peak error signal voltage and frequency
separation of the main carrier field as

𝜕𝜖

𝜕 𝑓
= 2

Δ𝑉pkpk

Δ𝑡pkpk

Δ𝑡sideband
Δ 𝑓sideband

(9.3)
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Figure 9.1: PDH error signal fitted to find a frequency discriminant of 2.2 MHz/V.

Delay-line Frequency Discriminator
Though we ultimately need to phaselock the pump and probe lasers, the experiment
presents some challenges. With the pump laser PDH locked to the cavity, free-
running pump-probe beat note frequency noise can exceed 200 MHz-pp at the high
Q cantilever’s resonance (typically 20-70 Hz, depending on choice of cantilever).
Even with loop suppression, the resulting phase deviations can approach or exceed
the linear range of our PLL sensor. We therefore require a beat note frequency
sensor with a relatively wide dynamic range in order to linearize the phaselock
response for large frequency deviations. A wide band frequency sensor can also
prestabilize the beat note frequency in a low-bandwidth (100s Hz) loop to aid in
PLL lock acquisition.

We use an RF delay-line frequency discriminator (DFD) to sense beat note frequency
fluctuations. The DFD is based on an unbalanced Mach-Zehnder interferometer as
in Fig. 9.2. The beat note is split into two paths (using ZFRSC-42-S+) then
recombined at an RF mixer (ZFM-3-S+). To see how this works, consider the total
electric field due to pump and probe carriers mixing on a photodiode, ignoring an
overall phase:
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Figure 9.2: Electronics diagram for the delay line frequency discriminator. In our applica-
tion, the signal is the beat note between pump and probe lasers measured at REFL PD.

𝐸 (𝑡) = 𝐸pump𝑒
𝑖𝜔pump𝑡 + 𝐸pump𝑒

𝑖𝜔probe𝑡 . (9.4)

Typical commercial InGaAs photodiodes have a sensitivity ≈ 1 A/W at 1550 nm.
The current is transduced to a voltage by a low noise transimpedance amplifier such
that the overall responsivity is R(Ω) V/W. Let us assume for now the photodiode
has a flat frequency response at its DC and AC coupled outputs, R(Ω) ≡ RDC,AC.
The AC-coupled output voltage then highpasses R(Ω) |𝐸 (𝑡) |:

𝑉PD(𝑡) = 2RAC𝐸pump𝐸probe cos((𝜔pump − 𝜔probe)𝑡). (9.5)

We want to stabilize the beat note frequency 𝜔beat(𝑡) ≡ 𝜔pump(𝑡) − 𝜔probe(𝑡). After
the RF splitter, the beat note propagates at velocity 𝑐cable ≈ 2 × 108m/s in cables of
length 𝐿L,R such that the signals entering the mixer’s LO and RF ports are:

𝑉i(𝑡) =
1
2
RAC𝐸pump𝐸probe cos(𝜔beat(𝑡 −

𝐿𝑖

𝑐cable
)). (9.6)

The mixer output is then lowpassed, such that the DFD output varies sinusoidally
with Δ𝐿 ≡ 𝐿R − 𝐿L and 𝜔beat(𝑡).

𝑉IF ∝ 𝑉L(𝑡)𝑉R(𝑡)𝑉out = 𝑉0 cos(𝜔beat(𝑡)Δ𝐿
𝑐cable

) (9.7)

When the beat note frequency satisfies 𝜔beat (𝑡)Δ𝐿
𝑐cable

= (𝑁 + 1
2 )𝜋 for 𝑁 ∈ Z,

𝑉out ≈ 𝑉0
𝜔beat(𝑡)Δ𝐿
𝑐cable

. (9.8)
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To operate the double-balanced mixer as a phase detector, we use a combination
of RF amplifiers and attenuators to ensure the beat note saturates the mixer diodes.
This reduces the coupling of beat note amplitude variations to the mixer IF port. In
practice the proportionality factor in Eq. 9.8 for a level 7 mixer is 𝑉0 ≈ 0.25 V

rad . If
we read out the DFD output with an SR560 preamplifier with ≈ 4nV/

√
Hz voltage

noise, the input referred noise of the DFD is inversely proportional to the path length
difference along the two paths:

�̂�freq = �̂�V
d 𝑓beat
𝑉out

= �̂�V
𝑐cable

2𝜋𝑉0Δ𝐿
≈ 1.3(0.1m

Δ𝐿
) (0.25V

𝑉0
) Hz
√

Hz
. (9.9)

Phase Locked Loop Error Signals
We ultimately need a sensor for pump-probe phase error, not just frequency error.
We can measure the phase of the pump-probe beat note relative to a reference
oscillator (like a digital or analog voltage controlled oscillator (VCO)) by homodyne
demodulation. As we will see later, we would like to consider contributions to the
demodulated signal not just of the carrier fields and their frequency fluctuations, but
of sidebands of the carriers.

Consider the electric field incident on a photodiode due to the combination of a pump
laser at 𝜔pump and probe laser at 𝜔probe. The subscripted 0 or 1 indicates carrier
or first order sideband, respectively. 𝜙mod controls whether the probe’s modulation
sideband is AM (𝜙mod = 0) or PM (𝜙mod = 𝜋

2 ).

𝐸beat =𝐸pump𝑒
𝑖𝜔pump,0𝑡 [1 +

𝐸pump,1

𝐸pump,0

𝑒𝑖𝜔pump,1𝑡 − 𝑒−𝑖𝜔pump,1𝑡

2
]+

𝑒𝑖𝜙probe𝐸probe,0𝑒
𝑖𝜔probe,0𝑡 [1 +

𝐸probe,1

𝐸probe,0
(

cos 𝜙mod
𝑒𝑖𝜔probe,1𝑡 + 𝑒−𝑖𝜔probe,1𝑡

2
+

sin 𝜙mod
𝑒𝑖𝜔probe,1𝑡 − 𝑒−𝑖𝜔probe,1𝑡

2
)]

(9.10)

The voltage from the photodiode will then be proportional to optical power. We can
focus only on terms rotating at the beat frequency 𝜔beat ≡ 𝜔pump −𝜔probe, but let us
also allow 𝜔probe,1 ≈ 𝜔beat + 𝜙probe,1(𝑡) while 𝜔pump,1 is far from 0 Hz and far from
𝜔beat
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𝑃beat =𝑒
𝑖𝜙probe𝐸probe,0𝐸pump,0𝑒

−𝑖𝜔beat𝑡+

𝐸probe,0𝐸probe,1 cos 𝜙mod
𝑒−𝑖𝜔probe,1𝑡 + 𝑒𝑖𝜔probe,1𝑡

2
+

𝐸probe,0𝐸probe,1 sin 𝜙mod
𝑒−𝑖𝜔probe,1𝑡 − 𝑒𝑖𝜔probe,1𝑡

2
+

𝑐.𝑐.

=2𝐸probe,0𝐸pump,0 cos(𝜔beat𝑡 + 𝜙probe(𝑡))+
2𝐸probe,0𝐸probe,0 cos 𝜙mod cos(𝜔beat𝑡 + 𝜙probe,1(𝑡)).

(9.11)

Due to the complex conjugation, terms involving sin 𝜙mod ideally will be cancelled.
However, if there is some sideband asymmetry the cancellation will be imperfect.
Terms with cos 𝜙mod ≠ 0 (probe amplitude modulation at 𝜔beat) are not cancelled.

We then demodulate 𝑃beat by demodulating against a VCO at 𝜔VCO ≡ 𝜔beat, this
time keeping only low frequency terms. The demodulated and lowpassed voltage is
the PLL error signal, 𝑒PLL.

𝑒PLL = 𝐾PLL,0 sin(𝜙VCO(𝑡)−𝜙probe,0(𝑡))+𝐾PLL,1 cos(𝜙mod) sin(𝜙VCO(𝑡)−𝜙probe,1(𝑡))
(9.12)

We have introduced 𝐾 as overall gains combining the various field amplitudes
above, as well as losses associated with electronics and photodetection. For small
noises associated with the probe’s modulation sidebands, 𝑒PLL is an error signal
∝ 𝜙VCO(𝑡) − 𝜙probe,0(𝑡), the phase of the pump-probe beat note relative to the VCO
phase. A more detailed derivation and noise analysis of the PLL error signal without
probe modulation sidebands is in the technical note from Gupta [166].

9.2 Actuators
We want to actuate on optical field frequencies and amplitude, as well as mechanical
positions. We mostly use rigid optical mounts, so pitch and yaw alignment do not
change significantly during a single measurement.

Acoustic-Optic Modulator
We use an acoustic-optic modulator (AOM) to amplitude modulate our pump’s
carrier field and its PDH sidebands. With the AOM’s 0th order transmitted beam
aligned to the cavity and its 1st order transmitted beam dumped, we set the AOM’s
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drive amplitude to reduce intensity on PMON by about 10%. Amplitude mod-
ulating the AOM’s drive amplitude then imparts AM sidebands on the 0th order
transmitted beam. Because the AOM acts as a diffraction grating, any unwanted
phase modulation on the AOM drive does not significantly phase modulate the 0th
order transmitted beam.

Laser current
Actuating laser current directly modulates laser frequency. For AlGaAS diode
lasers, the frequency modulation is due to carrier modulation at high frequency and
temperature modulation at low frequencies [167]. Laser current modulation also
has a typically undesired coupling to laser amplitude.
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Figure 9.3: Frequency response of TeraXion and Rio (N and S) lasers to voltage modulations
at the input of their respective current drivers.
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Piezoelectric Actuator
We use a piezoelectric actuator, shown in Fig. 8.10, in vacuum to push on the base
of the cantilever mount. The piezo drives MC2 relative to MC1 and MC3, filtered
by the cantilever’s mechanical response.

9.3 Controllers
Pound-Drever-Hall Loop
We lock the pump laser to the cavity resonant frequency with a PDH loop. The
control filter has a zero at the cavity pole frequency to compensate phase delay
introduced by the cavity. At low frequency, the pump current controller saturates.
However, we feed back the integrated PDH control signal to pump diode temperature
to stabilize the PDH loop on long (<1 Hz) timescales.

As shown in Fig. 9.6, we also feed back the PDH error signal to cantilever mirror
position by piezoelectric actuator. We resonantly filter the piezo signal at the
cantilever’s fundamental resonance to damp the cantilever but minimally affect
signals away from this eigenfrequency.

Ponderomotive rigidity
An optical cavity held close to resonance should not have a very rigid optical spring,
because the cavity’s circulating power has a maximum near resonance (the derivative
of optical power with respect to frequency detuning is zero). However, by design
PSOMA’s light mirror has a low mechanical resonance, such that pump intensity
fluctuations dominate the cantilever’s motion. To understand the effect of the optical
spring on mirror motion in PSOMA, consider the optical rigidity 𝐾 (Ω) given by
[29]

𝐾 (Ω) = 𝐾0
1 + (𝛿/𝛾)2

(1 + 𝑖Ω𝛾)2 + (𝛿/𝛾)2𝐾0 =
128𝜋𝐼0(𝛿/𝛾)

𝑇2
𝐼
𝑐𝜆0

( 1
1 + (𝛿/𝛾)2 )

2 (9.13)

where 𝛿 is the cavity detuning, Ω is signal frequency, 𝛾 is cavity linewidth, 𝐼0
is the power incident on the cavity, 𝑇𝐼 is input mirror power transmissivity, 𝑐 is
the speed of light in the cavity, and 𝜆0 is the laser wavelength. The condition for
ponderomotive rigidity to dominate the mechanical restoring force is 𝐾 >> 𝜇Ω2

0,
where our mechanical mass is 𝜇 ≈ 1𝑔 and cantilever resonance is Ω0 ≈ 25Hz. For
𝐼0 ≈ 15 mW, 𝑇𝐼 ≈ 330 ppm, and 𝛾 ≈ 100 kHz, the optical spring starts to dominate
mechanical restoring force when 𝛿 > 23𝐻𝑧, or about 0.02% of the full range of the
PDH error signal for the unlocked cavity sweeping across resonance.
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Figure 9.4: Transfer functions of the Pound-Drever-Hall loop. The gray regions are where the
measurement had low coherence. The excitation was summed into the loop at the the PDH
error point, where the residual noise has a mostly flat spectral density. The yellow controller
transfer function derived from the measurement agrees well with the digital controller set
in Moku. We cannot see the cavity pole in the plant transfer function magnitude because
the cavity is pumped with p-polarized light (low cavity finesse) for this measurement. The

unity gain frequency of the open loop transfer function is about 10 kHz.

Marquardt et al have studied analytically the dynamical behavior of a resonant,
high-finesse optical cavity with one compliant mirror, which suggests an interesting
direction for future experimental work [168].

Pump-Probe Phaselock
We can feed back the DFD error signal to the probe laser to stabilize the pump-probe
beat frequency, as in Fig. 9.6. The frequency locked loop (FLL) alone (PLL gain
of 0) stabilizes the beat note with ≈ 356Hz unity gain frequency.

To further stabilize the beat note phase, we also lock the FLL-stabilized pump-probe
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beat note to a digital oscillator generated by a Moku:Pro via phase-locked loop
(PLL). We choose the digital LO frequency to be close to the DFD null frequency,
but higher than the PDH sideband frequency to avoid contaminating the cavity lock.
Because the PLL mixer is driven by an independent LO, its demodulated output
is proportional to beat note phase rather than frequency. The phase is related to
frequency by a single pole at 0 Hz in the Laplace domain, and the PLL sensor has
the transfer function

𝑃PLL(𝑠) =
𝑃PLL,0

𝑠
. (9.14)

We sum the pump-probe PLL and FLL control signals to simplify control filter
design. The overall loop has up to ≈ 200 kHz UGF, though with the cavity locked
we usually operate with closer to 75 kHz UGF. The loop’s response is dominated by
the PLL sensor throughout the control band. The FLL only prevents the loop from
losing lock during phase deviations that exceed the linear range of the PLL plant.
The open loop transfer function is

𝐺beat = 𝐴(𝐻FLL𝑃FLL + 𝐻PLL𝑃PLL
𝑠

). (9.15)

9.4 Quadrature Sensing
To fully characterize the cavity’s 2-quadrature transfer function, we need to inde-
pendently sense the pump’s AM and PM sidebands both before and after the cavity.
The pump-probe beat note provides an independent measure of pump frequency
modulations, so stabilizing the beat note by PLL lets us sense pump PM as long as
we record the beat note either immediately before or immediately after the cavity. In
particular, we cannot use the beat note on BEAT PD to sense pump PM entering the
cavity in conjunction with the probe laser-based signal injection scheme described
in Section 9.5, since BEAT PD mixes pump and probe with a different phase than
that set on BS1. On the other hand, for PM signals injected by directly modulating
pump laser current, BEAT PD is a good sensor of pump PM entering the cavity,
since the phase relation of the pump with the probe’s resonant sideband is irrelevant
to the injected signal.

9.5 Coherent Signal Injection
PSOMA is designed to amplify quantum noise limited signals on squeezed vacuum
fields by taking advantage of the Mach-Zehnder interferometer’s common mode
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Figure 9.5: Open loop transfer function (OLTF) of the pump-probe PLL, with cavity
unlocked and no FLL engaged (𝐻FLL = 0).

rejection of fields entering PSOMA’s pump port. We therefore need a strategy for
phaselocking the probe field entering PSOMA’s input port to the PSOMA pump, and
generating signal sidebands around that probe field. The basic problem is analogous
in many ways to the control of LIGO’s squeezed injection field [169] [170] [171]
[172] and filter cavity for frequency-depending squeezing [173]. We use a coherent
locking field (CLF) copropagating with the pump but outside PSOMA’s amplified
band as a surrogate for the amplified quadrature angle (the phase of signal sidebands
around the probe carrier relative to the pump). For design flexibility, we use an
auxiliary laser to generate a CLF. Future work should consider generating the CLF
with two AOMs, to eliminate noise associated with the PLL.
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Figure 9.6: Control System Diagram

9.6 Closed System Model
In order to understand our measurements of the multiple-input multiple-output
transfer functions, we made a Finesse3 model of our experiment as it exists on the
tabletop.

The model implements all core optics, including ring cavity, Mach-Zehnder input
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and output beamsplitters, pickoffs, fiber beat note monitor, and REFL/TRANS/PMON
photodiodes. The key parameters are realistic, including all transmissivities, cavity
and Mach-Zehnder arm lengths, and cavity losses. We implement realistic and
dimensionful control filters for the PDH and PLL control loops and manually “lock”
the model by maximizing signals that indicate lock (such as cavity transmission and
beat note demodulation Q-quadrature). We use the model the calculate the closed
loop transfer functions that are sufficient to estimate open loop transfer function of
the cavity (including both amplitude and phase quadratures).

The model does not contemplate several auxiliary control loops, including slow laser
temperature control and mechanical damping of the cantilever. Cantilever damping
should be considered in future versions of the numerical model. We also leave to
future work modeling of the coherent signal injection scheme described above.
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and pump monitor photodiodes while sweeping pump frequency relative to cavity resonance.
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Improving model fidelity
The model is currently sufficient to validate the amplitude- and phase- cavity transfer
functions to lowest order. However, it could be improved in several ways.

Finesse3 defaults to using single-sided mirrors, rather than mirrors with both HR
and AR surfaces. Implementing two-sided mirrors would be useful especially as
the model is used for studying scatter and the effects of higher order modes.

We should also implement realistic path lengths, mode matching optics, and optical
losses outside of the cavity. The numerical model should be useful for understanding
how higher order modes affect our measurements, for example by biasing the PDH
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C h a p t e r 10

OPTOMECHANICAL AMPLIFIER CHARACTERIZATION

We characterized the current status of the PSOMA demonstration by estimating the
frequency noise budget of the PDH sensor, and by making a first pass at measuring
the two-quadrature transfer functions of the cavity.

10.1 System Identification
The system parameters derived from measurements in this section are used to
construct the amplifier noise budget in Section 10.2, and summarized in 10.1. A
good reference on frequency domain system identification is [174].

Cavity Parameters
We measured the FSR of the PSOMA cavity to be Δ𝜈𝐹𝑆𝑅 ≈ 675𝑀𝐻𝑧 by observ-
ing peaks in the cavity transmission profile while sweeping a p-polarized pump
through resonance. We used p-polarized light to increase cavity transmission (the
cavity mirrors are coated for s-polarized light to reduce their sensitivity to angle of
incidence) during FSR measurements.

Most recent cavity transfer functions
The latest measurements towards the cavity transfer function are in Fig. 9.10. The
data are noise dominated except in a few cases. We also note that the observed
amplitude-to-frequency transfer function has good coherence but is not consistent
with ponderomotive amplification (which would have a 1/Ω2 response as in 9.9).
We have previously noted some at least 0.03%/𝑀𝐻𝑧 coupling of PDH control
frequency to relative intensity noise on PMON, but there could be electronic or
other crosstalk responsible.

We use the coherence 𝛾2 at each frequency Ω𝑘 of the swept sine to estimate the
variance of the transfer functions as [174]

𝜎2(Ω𝑘 ) = |𝐺 (𝑖Ω𝑘 ) |2
1 − 𝛾2(Ω𝑘 )
𝛾2(Ω𝑘 )

. (10.1)

Ultimately we would like to use our transfer function measurements to refine the
parameters of a physical model like that in Section 9.6. We leave this to a future
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Figure 10.1: Transmission profile (blue) while driving the laser current (red) with a triangle
wave to sweep laser frequency across cavity resonances. The PDH error signal (green) and
known sideband modulation frequency lets us convert the x-axis to MHz. The yellow trace

is the DC monitor on REFL PD.

with a quieter cavity and more accurate model.

10.2 Noise Budget
The noise budget compares various noises due to PSOMA and measured at its output
as if they could all be attributed to sources at input of a noiseless amplifier with gain
𝐺 (Ω). PSOMA’s input-output relation in Eq 3.1 can be reduced to a single gain
𝐺 (Ω) for signals ℎ(Ω) entering along �̂�𝑖𝑛,1 and transmitted along �̂�out,2, along with
total noises 𝑛𝑖 (Ω).

𝑏out,2(Ω) = 𝐺 (Ω) (ℎ(Ω) + 𝑛𝑖 (Ω)) (10.2)

Any noise appearing at the output �̂�out,2 with spectral density 𝑆out,i(Ω), even those
coupled in from �̂�in,2, can be input-referred and contribute to the total measured
input-referred noise 𝑆in.
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Symbol Description Measured Value Future Value

Δ𝜈𝐹𝑆𝑅 Ring Free Spectral Range 675 MHz 675 MHz
𝑃pump,launch Pump Power from Collimator 33 mW –

𝑃circ Cavity Circulating Power ≈ 1 W 560 W
F Cavity Finesse ≈ 9,000 19,000
𝐿cav Cavity Length 44.4 cm 37 cm
𝑟beam Beam waist radius ≈ 350 𝜇m 215 𝜇m
𝑓mech Cantilever Frequency 66 Hz 43 Hz
𝑄mech Cantilever Q ≈ 3𝑒5 1e6
𝑚mech Cantilever mirror mass ≈ 1 g 0.5 g
𝑆RIN,0 Pump RIN floor – 10−8/

√
Hz

𝑓corner RIN corner frequency – 100 Hz
𝑆f Pump frequency noise – 10−10Hz/

√
Hz

Table 10.1: Table of amplifier parameters. Measured values are characterized in 10.1 and
used to derive the noise budget in Sec. 10.2. Future values are those used to project the

performance of future upgrades in Fig. 10.7.

𝑆in =
∑︁
𝑖

𝑆out(Ω)
𝐺 (Ω) (10.3)

Quantum
An optical vacuum field �̂� with unit amplitude replaces the circulating field every-
where there is optical loss, as described in Eqs. 2.3 or 2.11. Quadrature detection of
�̂�, for example by balanced homodyne detection with a local oscillator field intensity
𝐼LO at 𝜔LO, would find a flat noise spectral density due to shot noise of

𝑆shot =
ℏ𝑐2

𝐼LO𝜔LO
. (10.4)

The mirrors of the optomechanical system also experience a force noise due to shot
noise from �̂�, and their dynamics are affected according to 2.15.

We include quantum noise in the projected future noise budget (10.7), but do
not expect it to limit amplifier performance. Instead, quantum noise excluding
vacuum fluctuations carried with the probe field is relevant as a figure of merit for
PSOMA’s utility to photodetection loss limited measurement devices. When we use
an unsqueezed probe to characterize PSOMA, we can write the input-referred noise
attributable to the amplifier as
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𝑆amp = 𝑆in − 𝑆shot. (10.5)

At frequencies where 𝑆in < 𝑆shot, we would expect sub-SQL signals to benefit from
PSOMA’s preamplification assuming sufficient amplifier gain.

Suspension Thermal
Suspension thermal noise is due to mechanical loss in the cantilever mirror sus-
pension. Note that increasing mirror mass decreases suspension thermal noise,
which can sometimes offer a favorable tradeoff with ponderomotive gain. For the
calculation in 10.7, the displacement noise spectral density on the 𝑖th cantilever
mirror 𝑥𝑆𝑇,𝑖 (Ω) can be derived from the fluctuation-dissipation theorem for a me-
chanical oscillator with loss 𝜙mech(Ω), resonant frequency 𝜔mech, and mass 𝑚 held
at temperature T [175].

𝑥𝑆𝑇,𝑖 (Ω) =

√√
4𝑘𝐵𝑇
𝑚Ω

(
𝜔2

mech𝜙mech(Ω)
𝜔4

mech𝜙
2
mech(Ω) + (𝜔2

mech −Ω2)2
) (10.6)

Coating Brownian
Coating Brownian noise is another force noise arising from the fluctuation-dissipation
theorem, this time applied to multiple stacked layers in a dielectric mirror coating.
We can treat each unit area of the stacked coating somewhat independently, such that
the phase imparted on a width 𝑤 Gaussian beam profile reflected from the mirror
surface falls off like 1/𝑤2. In Fig. 10.7, we use the expression from Eq. 21 in [176]
for the Brownian noise contribution just due to coatings. The 𝑖th mirror experiences
displacement noise 𝑥𝐶𝐵𝑁,𝑖 due to a mirror coating of thickness 𝑑, mechanical loss
angle 𝜙𝑐, Young’s modulus 𝑌𝑐, and Poisson ratio 𝜈𝑐 on a substrate with Young’s
modulus 𝑌𝑠 and Poisson ratio 𝜈𝑠.

𝑥2
𝐶𝐵𝑁,𝑖 =

2𝑘𝐵𝑇
𝜋2Ω

𝜙𝑐𝑑

𝑤2
𝐵
𝑌2
𝑠 𝑌𝑐 (1 − 𝜈𝑐)2

(𝑌2
𝑐 (1 + 𝜈𝑠)2(1 − 2𝜈𝑠)2 + 𝑌2

𝑠 (1 + 𝜈𝑐)2(1 − 2𝜈𝑐)2)

(10.7)

Laser Frequency Noise
It is possible to prestabilize PSOMA’s pump laser to reduce its amplitude and fre-
quency noise to at or near its shot noise level. However, in our tabletop demonstration
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we simply stabilize the pump’s frequency to the PSOMA cavity. For the single-
cavity experiment, the pump’s frequency noise sums with any amplified signal at
the output of the amplifier.

At low frequency, the laser’s shot noise is overcome by 1/f noise due to a combination
of effects including Brownian thermal noise inside the fiber cavity substrate [177]
and carrier density fluctuation at the diode interfaces [178].

For the projection in Fig. 10.7, we assume a flat pump frequency noise 𝑆 𝑓 = 10−10

Hz/
√

Hz.

Noise in semiconductor lasers is further discussed in [179], [180], [181], [182],
[183], [184], [185]. Some other frequency noise measurements are discussed in
[186], [187].

To estimate the pump laser’s frequency noise, we use a three corner hat measurement
as described in Section A.1. The inferred laser frequency noise is represented in
Fig. 10.2. It should be noted that because the TeraXion laser is much quieter than
the two Rio lasers used as reference clocks in the three corner hat, uncertainty on
the inferred TeraXion frequency is skewed to lower amplitude spectral density.
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Figure 10.2: Frequency noise of the TeraXion (pump) laser inferred from three corner hat
measurement. Scatter point opacity is inversely proportional to relative uncertainty in the

ASD estimate.

Laser Amplitude Noise
The current configuration uses only one ring cavity rather than a balanced Mach-
Zehnder with two ring cavities. We do not yet subtract amplified pump relative
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intensity noise (RIN), which means pump RIN contributes directly to the input
referred noise of the amplifier.

For the projection in Fig. 10.7, we assume pump RIN has the values in Table 10.7
and the form

𝑆RIN( 𝑓 ) =
𝑓 + 𝑓corner

𝑓
𝑆RIN,0. (10.8)

Current Noise
The frequency of light emitted by the laser depends on the drive current applied
across the diode, as described in Sec. 9.2. Therefore, current noise across the laser
diode directly sources frequency noise of the laser frequency.

Seismic Noise
We characterized the seismic noise with a Wilcoxon accelerometer. The accelerom-
eter contains a built-in current preamplifier, which we power using a low noise
DC supply driving a JFET operated as a constant current source. We estimate the
contribution of seismic noise to cavity frequency noise by using the nominal ac-
celerometer calibration to put the accelerometer signal into m/rtHz at the cantilever
mirror, which is then filtered by the cantilever mechanical response with two zeros
at 0 Hz.

We observe a seismic noise peak between 20-30 Hz, which creates significant noise
when the cantilever resonance falls in that range. For example, when operated with a
25 Hz cantilever, the cavity exhibits 100 nm/rtHz frequency noise at the cantilever
resonance. For cantilevers with 25 Hz resonances, we found that seismic noise
saturates our fast pump current actuation. We can still lock the cavity by damping
this seismic noise by feeding either the cavity error signal or an auxiliary sensor of
cantilever motion back to a piezo driving the cantilever base. We also switched to
a cantilever with higher resonant frequency ( 66 Hz) in part to reduce seismic noise
coupling.

Electronics
To diagnose the noise in Fig. 10.5, we observed the noise at the PDH error monitor
point with PDH modulation off, probe laser blocked, and cavity off-resonance. The
noise measured at PDH error is then referred to frequency noise at the cavity input
and shown in 10.5 as the “electronics noise” curve, which agrees well with the total
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observed noise. The demodulated voltage at the PDH error point is most directly
attributable to a combination of (1) voltage noise below kHz between the PDH mixer
output and the Moku ADC; (2) voltage noise around 𝑓PDH = 33.59 MHz between
REFL PD’s transimpedance amplifier and the PDH mixer; (3) current noise around
𝑓PDH = 33.59 MHz across the REFL photodiode; (4) pump intensity noise around
𝑓PDH = 33.59 MHz.

There is no reason for pump intensity noise to peak around 𝑓PDH when no PDH
modulation is applied to the pump laser. Moreover, we do not observe such intensity
noise using other photodiodes and a spectrum analyzer. But, we do observe that the
noise is linearly related to pump power as shown in Fig. 10.3. This suggests the
noise is sources before PDH demodulation.
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Figure 10.3: Noise at PDH error monitor point with no phase modulation applied to the
pump laser is shown to be linearly proportional to pump power below 200 Hz.

Since measuring Fig. 10.5, we have electrically isolated TRANS and REFL PDs
from the optics table to avoid potential ground loops affecting REFL PD. We also
note that Fig. 10.5 is measured using p-polarized pump light, resulting in a relatively
low cavity Finesse (under 1000). We expect measurements on the s-polarized cavity
would see less electronics noise due to increased plant gain.
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Pound-Drever-Hall Noise Budget
Though we ultimately anticipate using an independent sensor of frequency fluctua-
tions at PSOMA’s input, the PDH loop provides our most sensitive measurement of
frequency noise at the cavity input.

The total noise in Fig. 10.5 is dominated at low frequency by likely electronics
noise. We also observe total noise close to laser frequency noise at high frequency.

Figure 10.4: Frequency noise budget of the PSOMA cavity referred to frequency fluctuations
at the cavity input. Measured with p-polarized pump, so the cavity gain is unusually low.

Quadrature Sensor Noise Budget
We can also estimate the noise referred to each of our quadrature sensors (see Sec.
9.4), rather than to the cavity input.

10.3 Outlook for Future Upgrades
Asymmetric Ring Cavity Mach-Zehnder
We already have optics for a Mach-Zehnder interferometer in place in the PSOMA
vacuum chamber, but have not instrumented Mach-Zehnder length control or locked
the interferometric degrees of freedom. The MZI can sense pump frequency fluc-
tuations independent of cavity length fluctuations appearing in the PDH control
signal. We anticipate installing length actuation on the MZ steering mirror opposite
the existing ring cavity and locking the MZI would take 3 months.
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Figure 10.6: Outlook for the next several stages of the PSOMA experiment.

Symmetric Ring Cavity Mach-Zehnder
Because pump intensity noise is amplified in only one path of the asymmetric ring
cavity MZI, we have no way to distinguish cantilever motion driven by signals carried
with the probe field from motion driven by pump amplitude noise. Therefore, pump
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RIN puts a floor in input-referred amplifier noise for the asymmetric configuration.
By balancing the gain with identical ring cavities in each arm, amplified pump
intensity noise is rejected out the bright port of the MZI.

Cryogenic PSOMA
With two balanced ring cavities, we expect the limiting noise differentially driving
the two cavities to be thermal noise of the cavity mechanics. In particular, we expect
suspension thermal noise due to the finite Q of the light cantilever mirrors to limit
PSOMA’s noise performance. By cooling the cantilevers to 123 K, we can take
advantage of the low intrinsic mechanical loss of crystalline Si at this temperature,
as well as a lower overall thermal bath temperature, to significantly increase the
quality factor of PSOMA’s ponderomotively active mirror suspensions.

To achieve sub-SQL input-referred noise, we must increase the Q of PSOMA’s
mechanically compliant optics. We can achieve this by cooling its Si cantilevers
to 123 K, where we anticipate lower suspension thermal noise due to the reduced
thermoelastic loss in Si at this temperature.

Figure 10.7: Projected noise budget of tabletop demonstration given upgrades to cryogenic
PSOMA.

Future work
The successful cryogenic demonstration would allow PSOMA to directly benefit
future GWIFO with high levels of readout loss limited squeezing. Future work on
the tabletop could explore some of the modified optical configurations considered
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in Chapter 4, or applications like mechanical feedback cooling or laser intensity
stabilization.
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A p p e n d i x A

CROSS-VARIANCE PHASE NOISE MEASUREMENT

Frequency noise measurement involves comparing the time elapsed on different
clocks, be they lasers, cavities, atoms, or another kind of oscillator. With only
two clocks, one cannot attribute observed relative frequency noise to either clock
specifically. But, the pairwise comparisons among three or more clocks can be
used to estimate the frequency noise contributed to the measurement by each clock
independently.

A.1 Three Corner Hat
The “Three Corner Hat” (TCH) is a common approach to laser (or clock) frequency
noise estimation first proposed by Gray and Allan [188]. The TCH compares the
power spectral density of frequency noise on each of three beat notes between pairs
of three independent lasers. If the three lasers are labelled 𝑎, 𝑏, 𝑐, and the power
spectral density of frequency noise on each beat note between the 𝑖th and 𝑗 th laser
is 𝑋2

𝑖 𝑗
, then the power spectral densities of frequency noise on the individual lasers

(𝑌2
𝑘
) take the form:

𝑌2
𝑎 =

𝑋2
𝑎𝑏

+ 𝑋2
𝑐𝑎 − 𝑋2

𝑏𝑐

2
. (A.1)

A.2 Cross-Variance
There is a phase-coherent version of the TCH method called the cross-variance
(or Allan Covariance, or Groslambert Variance). By simultaneously measuring the
three beat note frequencies and computing their cross-variance, this method avoids
the bias of the TCH measurement due to phase detector noise [189][190] [191].

Consider 𝜙𝑖 (𝑡) the phase error (additional phase relative to the carrier frequency)
on laser 𝑖 of three. Then, the phase estimated for the beat note between lasers 𝑖 and
𝑗 is

𝜙𝑖 𝑗 = 𝜙𝑖 − 𝜙 𝑗 + 𝜃𝑖 𝑗 (A.2)

where 𝜃𝑖 𝑗 is the frequency noise on our estimate of 𝜙𝑖 𝑗 . Instead of comparing the
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auto-correlations of each beat note phase, compute the cross-correlation of each pair
of beat notes.

⟨𝜙𝑖 𝑗𝜙𝑘 𝑗 ⟩ = ⟨𝜙𝑖𝜙𝑚⟩+⟨𝜙2
𝑗 ⟩−⟨𝜙𝑖𝜙 𝑗 ⟩−⟨𝜙𝑘𝜙 𝑗 ⟩+⟨𝜙𝑖𝜃𝑘 𝑗 ⟩+⟨𝜙𝑘𝜃𝑖 𝑗 ⟩−⟨𝜙 𝑗𝜃𝑖 𝑗 ⟩−⟨𝜙 𝑗𝜃𝑘 𝑗⟩+⟨𝜃𝑖 𝑗𝜃𝑘 𝑗 ⟩

(A.3)

Assuming the phase noise of each laser is independent of the other lasers, and the
errors on each beat note estimate are independent of the laser noises and each other,
most of the terms above approach 0 for sufficiently long measurement times. Thus
after measurement time 𝜏, the auto-correlation of each laser’s phase approaches

⟨𝜙2
𝑗 ⟩𝜏 → ⟨𝜙𝑖 𝑗𝜙𝑘 𝑗 ⟩. (A.4)

We can use the phase errors to define a corresponding frequency error at each
timestep set by our sampling period.
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