Response of Earthquakes to Transient Stresses, in
Laboratory and Nature

Thesis by
Krittanon Sirorattanakul

In Partial Fulfillment of the Requirements for the
Degree of
Ph.D. in Geophysics

Caltech

CALIFORNIA INSTITUTE OF TECHNOLOGY

Pasadena, California

2024
Defended May 6, 2024



© 2024

Krittanon Sirorattanakul
ORCID: 0000-0003-2310-8447

All rights reserved

11



iii
All models are wrong, but some are useful.
— George E. P. Box, 1960

There is no such thing as a perfect result, only perfect intentions.

— Kulapant Pimsamarn, 2010
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ABSTRACT

Earthquake rates are known to fluctuate with time according to the changing state of
stress in the Earth’s crust. Studying the response of earthquakes to transient stresses
provides a unique insight into the mechanisms controlling the earthquake nucleation
process. Common sources of transient stresses include stress changes from fault
slip during large earthquakes, spontaneous slow fault slip, fluid pressure diffusion,
seasonal changes of water mass and snowpacks related to hydrological cycles, tidal
stresses from changes of gravitational forces of the Sun and the Moon, and an-
thropogenic fluid injection and extraction related to geoenergy production. In this
thesis, we first start in the laboratory-scale fault and conduct friction experiments to
enhance our understanding of the underlying friction laws used for modeling earth-
quakes. We find that the traditional view of Coulomb friction, which postulates that
there exists a threshold shear force called “static friction,” below which the frictional
interface remains stationary, is incorrect. Our measurements have shown that such
an interface is still sliding, albeit with extremely small decaying slip rates down to
10712 m/s. This is consistent with a more recently developed friction law, which
describes friction as dependent on slip rate and the state of the interface, e.g., time
since the last earthquake. Next, we move beyond the laboratory and study natural
faults. In one example, we study the response of earthquakes to transient stress
induced by a spontaneous slow fault slip event that preceded the earthquake swarm
sequence by approximately half a day. In another example, we study the response
of earthquakes to seasonal stress perturbations as a result of seasonal changes in
groundwater mass and snowpack between wet and dry seasons, using California as
a case study. In both examples, we find that earthquake nucleation is not an instanta-
neous process. Rather the earthquake rates lag after the stress rates. Such behavior
cannot be described by Coulomb friction but can be quantitatively explained by
the rate- and state-dependent friction. In the final example, we document bursts
of fast propagating swarms of induced earthquakes at the Groningen gas field in
the Netherlands. While transient stress must exist to drive the sequence, we cannot
explicitly quantify the sources. Overall, our work provides key insights into the
earthquake nucleation process, allowing us to better understand how to model the
response of earthquakes to transient stress, including earthquakes that are induced

by anthropogenic activities related to geoenergy production.
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Chapter 1

INTRODUCTION

Faults are pre-existing fractures that are prevalent in the Earth’s crust. When they
are pushed by tectonic forces, the rigid plates on the two sides of the faults can
abruptly slide past one another, resulting in an earthquake. Even though the first-
order physics controlling the earthquakes is conceptually simple, applications to
the real-world are not straightforward. The stress state, the frictional parameters,
and the geometry of the faults at depth are typically unknown, making earthquake
forecasting an extremely challenging task. The unresolved fundamental questions in

earthquake science can generally be divided into three main categories, as follows:

1. How do earthquakes start? What drives and sustains an earthquake sequence?

2. Once an earthquake has started, what determines the size of the largest earth-

quake?

3. What controls the ground shaking resulting from earthquakes?

In this thesis, I focus on the first question and study the process governing earthquake
nucleation. In regions where faults are subjected to constant stress rates, such as
the long-term tectonic loading, the earthquake rates are expected to be constant
in time, depending only on the stress rate. Upon interactions with transient stress
perturbations, the earthquake rates are expected to be modulated accordingly. While
these transient stresses make forecasting earthquake rates difficult, studying the
amount and timing of the responses of earthquakes to transient stresses provides a
unique opportunity to probe the earthquake nucleation process and provide insights

into the triggering mechanisms and the stress state of the faults.

In this introductory chapter, I first review the common sources of transient stresses
and discuss a workflow that can be used to model them. This review is meant to be
an introductory material for non-specialists and is not meant to be exhaustive. As |
point out throughout the review, readers are advised to consult more comprehensive
papers. This chapter is then concluded by outlining and summarizing the content of

the remaining chapters of the thesis.



1.1 Common sources of transient crustal stresses

1.1.1 Static stress changes from large earthquakes

The most common source of transient stresses in the Earth’s crust is the permanent
static stress changes due to rapid fault slip during a large earthquake (King et al.,
1994). Areas immediately surrounding the slipping regions experience stress drop
as faults release elastic strain energy. On the contrary, areas close to the terminus of
the slipping region experience increasing stress (Figure 1.1a). These stress changes
typically range from 0.1 — 10 MPa and are the main drivers of the aftershock
sequences following a large earthquake (Dieterich, 1994, Stein, 1999). According
to “Béth’s law”, the largest of these aftershocks are usually about 1.2 magnitude
unit lower than the mainshock (Richter, 1958). Furthermore, the aftershock rates
n(t) are known to follow a power law decay, referred to as the Omori-Utsu law of
aftershocks (Omori, 1894, Utsu, 1961), as follows:

n(t) = k (1.1)

(c+1)P

where k, ¢ and p are empirical constants of the law, and generally, p ~ 1.
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Figure 1.1: Static stress changes from large earthquakes drive aftershocks. (a)
Coulomb stress changes following the 1992 M7.4 Landers, California earthquake,
taken from King et al. (1994). (b) The rates of aftershocks following the 1891 M8
Nobi, Japan earthquake, modified from Utsu et al. (1995).
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The Omori-Utsu law is one of the most well-constrained statistical properties of
earthquakes. Following the 1891 M8 Nobi, Japan earthquake, the decay of after-
shock rates follow the Omori-Utsu law, even after 100 years (Utsu et al., 1995, Figure
1.1b). However, the underlying mechanisms that produce such behaviors are still
debated. Since aftershocks do not all occur immediately after the mainshock, there
must be some underlying mechanisms governing the delay in aftershocks triggering.
One potential explanation is that faults need finite time to accelerate toward failure,
and hence, earthquake nucleation is not instantaneous. To capture such effect, rate-
and state-dependent friction law (Section 1.3.2) can be used and the Omori-Utsu
law can be reproduced (Dieterich, 1994, 2007, Section 1.3.4). Alternatively, post-
seismic stress relaxation after the mainshock in the form of slow fault slip known
as "afterslip" (Helmstetter and Shaw, 2009, Perfettini and Avouac, 2004, Perfettini
etal., 2018, Section 1.1.3) or fluid diffusion following a sudden change of pore fluid
pressure due to static stress change from the mainshock (Miller, 2020) could also

lead to delayed triggering and could potentially explain the Omori-Utsu law.

For a more comprehensive review of static stress changes, Omori-Utsu law, and
modeling aftershocks, the readers can consult King (2007), Utsu et al. (1995), and
Hardebeck et al. (2024), respectively.

1.1.2 Dynamic stress changes from large earthquakes

In addition to the static stress changes, earthquakes also generate elastic waves that
propagate through the Earth’s crust, creating transient crustal stresses at a distant
location that can dynamically trigger earthquake events. It has been estimated that
between 15 - 60% of aftershocks may be dynamically triggered (Hardebeck and
Harris, 2022, van der Elst and Brodsky, 2021). The causal links between the events
are typically established using the travel time of the elastic waves. An example of
such dynamic triggering is shown in Figure 1.2. The broadband record is dominated
by the long-period waves that were emitted from a distant earthquake. The high-
pass filtered version, on the other hand, only keeps high-frequency energy, which
must originate near the seismometers as attenuations in the Earth’s crust will first
filter out the high-frequency energy. As a result, the individual events shown in the

high-frequency records are the dynamically triggered events.

In comparison to the static stress changes, these dynamic stress changes are typically
smaller on the order of 0.1 — 10 kPa. While these are much smaller than the ambient

stress acting on the faults, when considering a large population of faults, there
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Figure 1.2: Examples of dynamically triggered earthquakes following the 2002
M7.9 Denali, Alaska earthquake at Mammoth Mountain, California. The top panel
shows a seismogram recorded at station OMM following the Denali earthquake.
The middle panel shows the high-pass filtered waveform revealing locally triggered
earthquakes (with clear P- and S-wave arrivals if zoomed in) that are synchronized
with individual surface wave packets. The bottom panel shows the spectrogram of
the recorded data. Figure is taken from Hill and Prejean (2015).

must exist some fraction that is very close to failure and can be triggered with
small perturbations (Brodsky and Van Der Elst, 2014). On the other hand, direct
triggering cannot explain why some dynamically triggered events persist for weeks
after the passage of the seismic waves. Other mechanisms, such as permeability
enhancement following dynamic stress changes (Brodsky et al., 2003, Elkhoury
et al., 2006), can potentially contribute to delayed triggering.

For a more comprehensive review of dynamic triggering, the readers can consult
Brodsky and Van Der Elst (2014) and Hill and Prejean (2015).



1.1.3 Postseismic deformation

Large earthquakes instantly deform the Earth’s crust. Following the earthquakes,
the Earth’s crust continues to deform in the form of *“postseismic” deformation
and exhibit time-dependent stress changes. Postseismic deformation can occur in
various forms. The most common one is the slow fault slip or "afterslip" occurring
on the same or adjacent fault planes (Benioff, 1951, Marone et al., 1991, Perfettini
and Avouac, 2004, Perfettini et al., 2018). The accumulated slip typically increases
as a logarithmic of time and can be explained by the healing effect of the rate- and
state-dependent friction laws (Marone et al., 1991, Perfettini and Avouac, 2004).
Healing is later discussed in Section 1.3.3 and thoroughly studied in Chapters 2 and
3 of this thesis. Another common form of postseismic deformation is the ductile flow
of the mantle in the form of "viscoelastic relaxation." The characteristic timescale of
viscoelastic relaxation is related to mantle viscosity and is expected to be longer than
the timescale of afterslip (Khazaradze et al., 2002). In many cases, both afterslip
and viscoelastic relaxation can co-exist (Freed et al., 2006). Overall, postseismic
deformation can induce considerable transient crustal stresses in the order of 1 —
100 kPa.

For a more comprehensive review, the readers can consult Perfettini and Avouac
(2004) and Avouac (2015).
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Figure 1.3: Example of postseismic deformation following the 1994 M7.7 Sanriku-
Haruka-Oki, Japan earthquake. Figure is taken from Segall (2010).



1.1.4 Spontaneous slow-slip events and fluid flow

Faults do not need to slip rapidly. They can also slide slowly without producing
any elastic waves in the form of creep (Bilirgmann, 2018, Chen and Biirgmann,
2017, Harris, 2017, Li et al., 2023). Occasionally, creep can accelerate, resulting in
spontaneous ‘“‘slow-slip events” (Ide et al., 2007, Peng and Gomberg, 2010). Slow-
slip events are often associated with fluid flow, though laboratory experiments have

been able to reproduce slow-slip events without fluid flow (Leeman et al., 2016).

Slow-slip events produce stress changes in the order of 1 — 100 kPa and can result
in a “swarm” sequence (Lohman and McGuire, 2007, Sirorattanakul et al., 2022b).
In contrast to a typical mainshock-aftershock sequence, a swarm occurs as a burst
of small-magnitude earthquakes without a clearly identifiable mainshock (Mogi,
1963). One spectacular example of a slow-slip-driven swarm is the 2012 Brawley,
California earthquake swarm (Wei et al., 2015). Fluid injection related to geothermal
energy production first induced a slow-slip event on a normal fault, which produced

transient stress that drove the subsequent swarm sequence (Figure 1.4).
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Figure 1.4: Example of a slow-slip driven sequence. Injection activities associated
to the Brawley geothermal field induced a slow-slip event on a normal fault, which
subsequently triggerred M,, 4.7 earthquake on an adjacent strike-slip fault and drove
the 2012 Brawley, California earthquake swarm. Figure is taken from Wei et al.
(2015).
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In this thesis, we discuss two other examples of swarms. In Chapter 4, we discuss the
2020 Westmorland, California swarm, which we interpreted to be driven primarily
by a spontaneously slow-slip event and sustained by fluid flow. In Chapter 6, we
discuss swarms in the Groningen gas field, which are most likely driven by fast

propagating slow-slip events.

For a more comprehensive review of earthquake swarms, the readers can consult

references in the introduction of Chapter 4 of this thesis.

1.1.5 Hydrological loading and poroelastic effects

The levels of groundwater and snowpack can drastically change between the wet
and dry seasons. These changes cause seasonal transient stress in the Earth’s crust
through two major mechanisms (Figure 1.5). First, the changes in seasonal water
storage induce a direct change in surface loading due to its weights, modifying the
stress state of the faults at a deeper depth (Boussinesq, 1878, Chanard et al., 2014).
Second, changes in water storage alter the pore fluid pressure and consequently,
deform the surrounding bulk materials through poroelasticity (Wang, 2000). As an
analogy, a sponge inflates as it dries up and compacts as it is soaked in the water.
Surface loading typically occurs over a regional scale (Amos et al., 2014, Johnson
et al., 2017b), while the poroelastic responses are typically confined within aquifers
and sedimentary basins (Kang and Knight, 2023, Larochelle et al., 2022).

Hydrological elastic loading Poroelastic eigenstrain in an unconfined aquifer
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Figure 1.5: Transient stresses due to hydrology. (Left) Added water mass causes
subsidence and horizontal motion toward the added load. (Right) Added water mass
increases pore fluid pressure causing poroelastic expansion. Figure is taken from
Larochelle et al. (2022).

Hydrological surface load induces stress changes in the order of kPa. While this is
a small value in comparison to stress drop during an earthquake event, it has been
documented to significantly modulate the earthquake rates in several regions around
the world, including the Himalayas (Bettinelli et al., 2008, Bollinger et al., 2007),
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California (Dutilleul et al., 2015, Johnson et al., 2017b), New Madrid Seismic Zone
(Craig et al., 2017), East African rift (Xue et al., 2020), and Lake Biwa in Japan
(Xue et al., 2021). Poroelastic stress changes are typically smaller, but they can also
modulate earthquake rates in the induced seismicity context (Acosta et al., 2023).
In Chapter 5 of this thesis, we explore the response of earthquakes to hydrological

surface loading, focusing on California.

For a more comprehensive review of hydrological-driven seismicity, the readers can

consult Biirgmann et al. (2023).

1.1.6 Solid Earth tides

Changes in the gravitational pull between the Earth, the Sun, and the Moon cause
transient tidal stresses that are a superposition of harmonic perturbations with a
dominant period of 12.4 hr (Agnew, 2007). The tidal forces stretch and compress
the solid Earth itself but also change the water levels in the oceans. The amplitude
of tidal stress is approximately 1 — 10 kPa, which is the same order of magnitude as
hydrological surface loading and is generally well-constrained by existing models
(Figure 1.6). While there exist studies that document the response of earthquake
rates to tidal stress, the modulation amplitudes are often much smaller than the
response to the seasonal surface loading (Bucholc and Steacy, 2016, Cochran et al.,
2004, Vidale et al., 1998, Wang et al., 2022, Wilcock, 2001). These observations
suggest that the response of earthquakes to periodic loading is dependent on the
period (Ader et al., 2014).

For a more comprehensive review of Earth tides, the readers can consult Agnew

(2007).
= 1500 .
&
w 1000 - .
s
B 500 i
2
3 0f
I? |
E -500 -
© -1000 ~q
b
S -1500 ‘ ! !

Jan 01 Jan 08 Jan 15 Jan 22 Jan 29
Time 2015

Figure 1.6: Amplitudes of Coulomb stress changes induced by the solid Earth tides.
Figure is taken from Sirorattanakul et al. (2022b)



1.1.7 Anthropogenic fluid injection or extraction

Not all transient crustal stresses are natural. Due to the demands for energy, hu-
mans have exploited geoenergy resources and significantly modified the state of the
subsurface reservoir in the process through the injection and extraction of gas and
other fluids. These operations can result in pressure drops as large as tens of MPa
and produce up to 1 MPa of stress changes (Figure 1.7). Even though geoenergy
sites are generally located in a tectonically quiet area where faults are typically not
critically stressed, these stress changes are quite significant and can induce earth-
quakes (Moein et al., 2023). The stress perturbations can be in the form of direct
pressure changes (Cesca et al., 2021, Hennings et al., 2021, Hubbert and Rubey,
1959, Nur and Booker, 1972, Shapiro et al., 1997, Stokes et al., 2023) or through
poroelastic deformation (Acosta et al., 2023, Goebel et al., 2017, Li et al., 2021,
Segall, 1989, Segall and Lu, 2015, Zhai et al., 2019). Since the stress perturbations
due to anthropogenic activities are generally better constrained than natural tran-
sient stresses, the study of the response of earthquake rates to anthropogenic fluid
injection or extraction provides another unique opportunity to study the earthquake
nucleation process. In this thesis, we explore a case study of induced seismicity in
Chapter 6.
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Figure 1.7: Pressure and Coulomb stress change AS as a result of gas extraction in
the Groningen gas field in the Netherlands. Figure is taken from Acosta et al. (2023)

For a more comprehensive review of induced seismicity, the readers can consult the
following articles: Atkinson et al. (2020), Ellsworth (2013), Grigoli et al. (2017),
Keranen and Weingarten (2018), Moein et al. (2023), Wu et al. (2022).
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1.2 Determining transient stresses with geodetic methods

These transient crustal stresses cannot be directly measured, but rather have to be
inferred through modeling. Because the crust is elastic, these stresses produce
strains resulting in measurable surface deformations. Geodetic techniques are often
utilized to measure such deformations (Biirgmann and Thatcher, 2013), including

the following:

* GPS/GNSS (Global Position System / Global Navigation Satellite System)
stations are used to measure the relative displacement of a point on Earth’s
surface by trilateration its position with respect to a fleet of orbiting satellites.
Handheld GPS or those in the phone can have a precision of tens of meters.
These permanent GPS stations, however, can resolve displacement in order
of millimeters. While it can provide a continuous record of ground displace-
ments, each station can only measure displacement at one location. For a

more comprehensive review, the readers can consult Blewitt (2015).

* InSAR (Interferometric Synthetic Aperture Radar) is a technique used to
measure phase changes between successive radar images. The shift in the
ground would change the travel times between the ground and the satellite
resulting in phase changes. InSAR can resolve movements in order of cen-
timeters. In comparison to GPS, InSAR covers a much larger region, but its
temporal resolution is limited to when the satellite orbits over the same region,
which is typically 2 weeks. The displacements resolved are also limited to the
direction of the line-of-sight between the ground and the satellite. For a more

comprehensive review, the readers can consult Simons and Rosen (2015).

* Optical satellite images can also be used to measure displacements through
the usage of image correlation techniques to track movements of features
observed on the Earth’s surface (Leprince et al., 2007). This technique only
produces horizontal displacements and can resolve displacements in order
of only tens of centimeters. However, optical satellite images are routinely
acquired and are more widely available than InSAR. For a more comprehensive

review, the readers can consult Avouac and Leprince (2015).

* Gravity measurements from the GRACE (Gravity Recovery and Climate
Experiment) and its follow-on mission can be used to track the movement
of groundwater and ice mass which dominates seasonal changes in gravity.

The measurements are conducted through a pair of satellites, in which the
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distances between them change due to changes in the gravity field. For a more

comprehensive review, the readers can consult Wahr (2007).

* Creepmeter is an instrument that can be used to quantify fault slip. Typically,
two monuments are placed on the different sides of a fault, separating over
a distance, typically about 30 meters apart, with a wire connecting them.
The displacements of the wire are interpreted as fault slips. For a more

comprehensive review, the readers can consult Bilham et al. (2004).

 Strainmeter is an instrument that is typically placed in a borehole at a depth of
a few hundred meters, which can continuously measure strains with precision
of up to one part per billion through the changes of borehole diameter. For a

more comprehensive review, the readers can consult Agnew (1986).

* Tiltmeter is an instrument that can measure the changes in the ground tilt
with respect to the horizontal direction. They are typically used to monitor the
volcanoes. For a more comprehensive review, the readers can consult Agnew
(1986).

By modeling the surface deformations, one can infer the properties of the sources of
stress perturbations. With proper determination and quantification of the sources,
one can use physics-based forward models to determine transient stresses in the
Earth’s crust (Boussinesq, 1878, Chanard et al., 2014, Larochelle et al., 2022, Okada,
1985, 1992). However, these sources are often mixed, making source determination
anon-trivial task. One method that can be used to separate out the contributions from
the different sources to the measure deformations is to use a blind source separation
technique such as the Independent Component Analysis (ICA), which we used in
Chapter 4 of this thesis. These methods are first developed to tackle the “cocktail
party problem,” in which speakers are placed around the cocktail party to isolate a
sound of interest from a mixture of various speeches and noises in social settings.
By assuming that each person has a unique speech, which is independent of others,
we can separate out these sources by trying to maximize the statistical independence
between the signals’ probability density function (Choudrey and Roberts, 2003).
This technique has been successfully applied to GPS and InSAR data (Gualandi and
Liu, 2021, Gualandi et al., 2016, 2020, Larochelle et al., 2018, Michel et al., 2019,
Sirorattanakul et al., 2022b).
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1.3 Modeling the response of earthquakes to transient stresses

1.3.1 Coulomb instantaneous failure model

The simplest model of earthquakes is based on force balances. A fault will slide if
the shear stress 79 approaches the shear strength (or the shear resistance) of the fault

Tres, glven by:

Tres = fstatic(O-O - P) (1.2)

where fuaiic 1S the static friction coefficient, oy is the normal stress acting on the fault
(compression positive), and P is the pore fluid pressure. This failure criterion is
widely used in the mechanics of granular media and soils and is typically referred to
as the "Coulomb failure criterion." While Charles Augustin Coulomb has conducted
numerous experiments leading to his seminal work on friction (Coulomb, 1773,
1821), the idea that friction depends on compressive stress was developed much
earlier by Guillaume Amontons (Amontons, 1699). For a more comprehensive
review of the earlier work in friction theory, the readers can consult Dowson (1979)

and Popova and Popov (2015).

Based on the Coulomb failure criterion, to make a fault slide, one can either increase
the driving shear stress 7y or decrease the shear strength of the fault by either
decreasing normal stress oy or increasing pore fluid pressure P. To quantify whether
changes in the stress state push a fault toward failure, we can utilize a metric AS,

referred to as the "Coulomb stress change," defined as follows (King et al., 1994):

AS = Aty — fiaic(Aoo — AP) (1.3)

where At is shear stress change, Aoy is normal stress change, and AP is pore
fluid pressure change. For most rocks, fgaic ~ 0.6. To account for poroelastic
deformation, one can replace the fyuic by fitaic (1 — B) where B is the Skemptons
coefficient (King et al., 1994). For most faults, fyaic(1 — B) ~ 0.4.

The response of a fault to a constant stress rate S under the Coulomb failure criterion
isillustrated in Figure 1.8. As we push the fault, we continuously increase the friction
coeflicient f, defined as the ratio of shear to normal stress (7/0). As the friction
coeflicient f reaches its static threshold fs, the fault instantaneously slides, and the
friction coeflicient suddenly reduces to its dynamic value f; as the fault experiences

a release of strain energy. As we continue to push the fault, the friction coefficient
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slowly increases again until it reaches the static value and repeats the process. In
this model, the earthquake rate R(¢) is proportional to the stress rate S(z), and can

be written as follows:

R(©) = & (1.4)

r So
where r is the background seismicity rate occurring at the background stress rate
(So). The Coulomb instantaneous failure model cannot explain the different slip
rates on the fault as the model is bimodal (stationary vs. rapid sliding). It also
does not provide any mechanism for delayed triggering and, therefore, cannot ex-
plain the widely observed Omori-Utsu law of aftershocks without introducing other

complexities such as afterslip or fluid diffusion (Section 1.1.1).

Fault with constant stress rate (S‘ )

Friction coefficient (f = 7/0)

fs
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Time
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—
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Time

Figure 1.8: Failure of a fault subjected to constant stress rate according to the
Coulomb instantaneous failure model.

1.3.2 Rate- and state-dependent friction laws

The Coulomb failure criterion is simple and elegant, but it does not capture the
complex nature of friction such as the non-instantaneous nature of the earthquake
nucleation process. Since the time of Coulomb, he already noticed that the static
friction is not a material constant, but rather depends on the time elapsed since
the first moment of contact. In his work, he never gives the value of the static
friction but rather provides a few values with different elapsed time (Coulomb,

1821, Popova and Popov, 2015). Such time-dependent behaviors of friction have
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motivated detailed laboratory experiments sliding two surfaces of rocks or gouge
layers and led to a better understanding of the transition between static and dynamic
friction (Rabinowicz, 1951, 1956) and the development of empirical rate- and state-
dependent friction formulation (Dieterich, 1979, Marone, 1998a, Ruina, 1983).

In a traditional “velocity-jump” experiment, the interface is first sheared at a constant
slip rate V;. Then, the slip rate is suddenly changed to another value, V;, which
can be larger or smaller than V. The response of the interface to this sudden jump
is depicted in Figure 1.9. If V, > Vi, the friction coefficient will suddenly jump
from f} to f, = fi + aln(V,/V}), for some constant a which is a property of the
interface. This sudden jump is a direct effect and can be interpreted as locally
increased shear stress at contact junctions prior to the breaking of asperities to allow
for sliding at a higher slip rate. Afterwards, the larger slip rate allows less time
for asperities to make contact, resulting in a smaller contact area and generally a
smaller resistance leading to the weakening of the interface leading to a drop of
friction coefficient of amount b In(V,/V;) for some constant b which is a property
of the interface. The system then evolves into a new steady state after a slip distance
of approximately Dgg, typically in orders of a few microns for bare rock surfaces
used in the laboratory. In contrast, if V, < V/, the friction coefficient will suddenly
decrease from fj to f> = fi —aln(V,/V,). Afterward, as the system evolves to a new
steady state, the interface regains its strength, and friction increases by b In(V;/V5).

For a more general case with arbitrary slip evolution V(t), the friction evolution can
be formulated as follows (Dieterich, 1979, Marone, 1998a, Ruina, 1983):

f=f*+a1n($)+bln(v*9(t)) (15)

RS

where 6(t) is the state parameter with a unit of time and encodes the slip history
occurring on the interface and D gy is the critical slip distance typically interpreted to
be related to average size of contact asperities. The slip rate-dependent term (direct
effect) is universally positive (¢ > 0) and can be interpreted as the breaking of
asperities at stressed contact junctions from a thermally activated Arrhenius process
(Riceetal.,2001). The state-dependent term (evolutionary effect) can be interpreted
as the logarithmic growth of the real area of contact due to thermally activated creep
(Berthoud et al., 1999, Ikari et al., 2016, Perfettini and Molinari, 2017). Such growth
of contact areas has also been measured in the laboratory experiments (Dieterich
and Kilgore, 1994).
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Figure 1.9: A schematic of friction evolution during velocity-jump experiments.

The law used to evolve the state variable 6 is still a matter of debate. Two popular
choices are the “aging law” (Dieterich, 1979) and “slip law” (Ruina, 1983), which

is formulated as follows:

e _ . V(1)0(t)
i 1 “Drs (1.6)

(1.7)

g _ V(ne() In (V(t)H(t))

dt a Drgrs Drgs

In the steady state limit, i.e., df/dt = 0, both state evolution laws converge, and
6 = Dgs/V reflects the contact age, i.e., the amount of time since the two surfaces
become in contact. Moreover, the friction coefficient becomes purely slip rate-

dependent:

f=f+(@-b)n (Vl) (1.8)
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If a < b, the friction coefficient at steady state decreases with slip rate, and the
interface is said to be “velocity-weakening.” On the contrary, if a > b, friction
increases with slip rate, and the interface is “velocity-strengthening.” If a = b,
friction does not change with slip rate and the interface is ““velocity-neutral.” Stability
analysis shows that unstable slip can only occur for a velocity-weakening interface
(Scholz, 2019).

Unlike the traditional Coulomb friction, the rate-and-state formulation allows for
different slip rates and can be used to explain various behaviors of fault slips (Ide
et al., 2007, Peng and Gomberg, 2010, (Figure 1.10)). At dynamic slip rates, there
can be other additional weakening mechanisms to reduce dynamic friction further
than those expected from the rate-and-state formulation, such as flash heating of
contact asperities (Bowden and Thomas, 1878, Rice, 1999, Rubino et al., 2017)
and thermal pressurization of pore fluids in the fault zone (Segall and Rice, 1995,
Sibson, 1973, Viesca and Garagash, 2015).

<% Aseismic slip > < Seismic slip m——
10° m/s 10°m/s 10* m/s 102 m/s >1m/s
& e SHG — P : S e Wem
Plate rate / Slow-slip events / [ Tectonic Tremor Earthquakes
Steady creep Aseismic transients
Ly A ¥
il e Tsunamigenic
ARRLSIp i Very Low Earthquakes
Frequency
Earthquakes

Figure 1.10: Behaviors of fault slips at different slip rates.

1.3.3 Interpreting the state variable in the rate- and state-dependent friction
One of the predictions of the rate-and-state framework is that all interfaces under
non-zero shear stress are always sliding with non-zero slip rates in the form of creep,
1.e., the argument in the logarithm of Equation 1.5 cannot be zero. This contradicts
the Coulomb model and questions the existence of the notion of static friction
(Rabinowicz, 1956). Such non-stationary has been observed in the intact bulk
material (Lockner, 1998) and has been inferred from the reduction of shear stress
during holds in the slide-hold-slide experiments (Beeler et al., 1998, Bhattacharya
et al., 2022, Marone, 1998a).
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In Chapters 2 and 3 of this thesis, we further evaluate the non-stationary nature
of the interface by using a newly designed experiment mimicking a block on an
inclined plane with an inclination angle that is much smaller than its critical value.
We attempt to measure whether such a block is sliding. Contradicting the traditional
Coulomb model but consistent with the rate-and-state formulation, we find that the
interface is indeed sliding, though with decaying slip rates (Figure 1.11a). The
decaying slip rate reflects the “healing” nature of the shear interface in the sense
that it has become stronger with time due to the growth of the contact area, making
it harder to slide. Since in our experiments, we kept the shear and normal load
constant (and hence constant friction coefficient), the decaying slip rate V(z) is
directly related to the increasing state variable 6(¢). By rearranging Equation 1.5,

we can write an expression for the state variable as:

(&) -5

o = W (1.9)

Our measurements allow us to directly quantify the state variable evolution, which
can further be used to settle the debate on the form of the state evolution laws,
whether “aging law” (Equation 1.6), “slip law” (Equation 1.7), other new forms is
more appropriate.
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Figure 1.11: The effects of interface healing on dynamic friction evolution. (a) Slip
rate evolution for an interface that is subjected to constant shear and normal loads.
(b) Friction evolution upon rapidly “re-sliding” the interface in (a) after different
amounts of holding times.

The "state" of the interface is expected to have a profound impact on subsequent slip
events. To study such an effect, we (Attilio Lattanzi, myself, Vito Rubino, Nadia

Lapusta, and Ares Rosakis) have conducted experiments in which we subjected an
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interface to constant loads for different amounts of hold times (and hence different
“states””) and spontaneously nucleation a dynamic rupture using wire explosion
following the procedures described in Rubino et al. (2019). If we approximate the
slip rate increase during the arrival of dynamic rupture as an instantaneous jump
from Vj to Vigynamic, then the rate-and-state formulation (Equation 1.5) would predict
that the peak friction fyeax (analogous to the static friction coefficient) according to

the following expression:

denamic ) ( 11 0)

70
g0 0

With longer hold time, we expect lower Vj. If the spontaneous rupture has approxi-
mately the same Viynamic, then the longer the hold time, the higher the peak friction.
Our experimental measurements (Figure 1.11b) show that the peak friction indeed
increases with hold times, consistent with the prediction from the rate-and-state
formulation. Such an increase in peak friction highlights the fact that the interface
is healing and becomes “‘stronger”” with time. During the "slide-hold-reslide" exper-
iments, similar behavior has been observed in which the peak friction during reslide
phase increases with hold times (Beeler et al., 1998, Marone, 1998b), though such
"hold" is imposed as fixed displacement at loading point rather than fixed stress as
done in our experiments. These results suggest that the sliding history (i.e., the
“state” of the fault) matters and cannot be neglected when modeling phenomena

related to frictional sliding, including earthquakes.

1.3.4 Non-instantaneous failure model based on the rate-and-state friction

A rate-and-state fault under constant stress experiences healing and has a decaying
slip rate with time. If we subject this same fault to stress rate S, it will accelerate
toward failure (Figure 1.12a). With the following approximations, the earthquake
rates can be expressed analytically (Dieterich, 1994, Heimisson and Segall, 2018):
(1) faults are well-above-steady-state (critically stressed), i.e., V8/Dgs < 1, and (2)
aging law is used as the state evolution law. In this case, the state variable can be

written as:

5(1)

0(t) = fpe Drs (1.11)

where 6(t) is the cumulative slip.
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A fault with initial slip rate Vp, subjected to constant stress rate S, would then

accelerate according to the following expression:

VoK (t
V() = —= t() (1.12)
-2 [y K@) dr
where the kernel K () can be written as follows:
AS(1)
K(t) = e ac (1.13)
and H is given by:
k b
H=—-— (1.14)
oo Drgs

where k is the stiffness of the fault, defined as a ratio of the shear stress relaxed and
the amount of slip to release that relaxation. In the original derivation of Dieterich
(1994), the normal stress is assumed to be constant, and AS(¢) is shear stress change.
However, to approximately account also for normal stress change, AS(7) can be taken
as the Coulomb stress change (Ader et al., 2014, Dieterich et al., 2000, Perfettini
et al., 2003). Heimisson and Segall (2018) has shown that if the normal stress
change is smaller than 10% of the effective normal stress, such an approximation is

valid.
The slip rate V(#) would reach singularity and produce dynamic rupture when:
"KW dr = 2 1.15
r)yatr = ——-. .
/O HVq (1.15)

The time to failure, referred to as “the time to instability” (#j,) can be written as

follows:

aoy S
tinst = —— 1 +1]. 1.16
nst < n (HV()O'() ) ( )

If we subject this same fault with a stress step Sgep, there will be a sudden velocity

S step
ao

jump from V; to Vj exp ( ) and therefore, reducing the time to failure (Figure
1.12b). The amount of time advance depends non-linearly on the initial slip rate

and is larger for smaller V.
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Figure 1.12: Acceleration of a rate-and-state fault under constant stress rate toward
failure. (a) Time evolution of slip velocity. (b) Upon perturbation with a stress step,
the time to failure decreases by a certain amount, which depends non-linearly on the
initial velocity prior to experiencing the stress step.

Now, if we consider a population of fault with a range of initial velocities V. To get
a constant seismicity rate, we need a population of fault with Vj that is distributed
logarithmically (Figure 1.13a). This is consistent with uniformly distributed healing
time, which results in logarithmically distributed velocities because the slip rate
decays as a power law during healing as a result of logarithmic growth of contact area
(Chapter 2). Upon subjecting this population of faults to a stress step, we reproduce
the Omori-Utsu law of aftershocks because of the non-linear time advance (Figure
1.13b). The response of earthquake rates R(f) to an arbitrary stress perturbation
AS(t) can be formulated analytically as follows (Dieterich, 1994, Heimisson and
Segall, 2018):

AS(1)
R(t ac
@ _ ¢ (1.17)

r 1ot As)
L+ L [ eTar dr

where r is the earthquake rate occurring at background stress rate S, ao is the

frictional-stress parameter, and 7, is the characteristic time which equals to aols.
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Figure 1.13: Earthquake rates for a population of rate-and-state faults. (a) Constant
seismicity rate from constant stress rate. (b) Upon subjecting to a stress step, the
seismicity rate is no longer constant but follows the Omori-Utsu law of aftershocks.
(c) If the faults were healed below some slip rate, a stress step under a certain
threshold will not immediately start seismicity.
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In regions that are not tectonically active, the faults may heal down to below some
slip rate. As aresult, a certain amount of threshold stress AS, is required to suddenly
start an earthquake. If the stress is too small, there will be no seismicity initially
(Figure 1.13c). This effect of healing has led to a modification of the formulation in
Equation 1.17, resulting in the Coulomb threshold rate-and-state model, which can

be written as follows (Heimisson et al., 2022):

0 ift <t

R(t ¢
R _ (350 (1.18)

r ¢ ift > 1,

1+L : e(AS()fJ)(;ASC)

7 Jie dx

where 7. is the time when the threshold stress AS. is first exceeded.

The models presented in this section account for the non-instantaneous nature of
the earthquake nucleation and have been successfully used to describe various time-
dependent behaviors of earthquakes (Acosta et al., 2023, Ader et al., 2014, Barbot
et al., 2012, Dieterich, 1994, Dieterich et al., 2000, Sirorattanakul et al., 2022b),
even though it is still a spring-slider zero-dimensional model without accounting
for any finite fault effects. Among many others, Chapters 4 and 5 in this thesis
utilize this model to explain a swarm in the Salton trough, California, driven by a
spontaneous slow-slip event and the seasonal modulation of earthquake rates due to

seasonal changes in hydrological loading in California, respectively.

1.3.5 Response of seismicity to harmonic perturbations

The Coulomb instantaneous failure model (CFM, Equation 1.4) and the spring-
slider rate-and-state model (SRM, Equation 1.17) predict vastly different responses
of earthquake rates to harmonic stress perturbations. The response of earthquake
rates to harmonic stress perturbations is period-dependent. The amplitude of the
response as predicted by CFM and SRM is shown in Figure 1.14. The readers can
consult Ader et al. (2014) for a more thorough discussion of the topic, as it is relevant
to Chapter 5 in this thesis.

In the CFM, the earthquake rate R is proportional to the stress rate S. Since
R cannot take a negative value, there is no earthquake when stress is decreasing
(negative stress rate) until the stress grows back to its last maximum value. Given
a superposition of background stress rate Sy and harmonic stress perturbation of

amplitude Ar, the amplitude of the earthquake rate variation AR can be divided
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Figure 1.14: Response of seismicity to harmonic stress perturbations as predicted by
the Coulomb instantaneous failure model (CFM) and the spring-slider rate-and-state
model (SRM). Figure is taken from Ader et al. (2014).

into two regimes depending on the critical period T; = 27rA71/S, and is given by the
following (Ader et al., 2014):

AR T,
— = ?T whenT > T,
R r . (1.19)
— = 2\/;1/?7 whenT < Tr.
r

In the SRM, the earthquake nucleation is not instantaneous. For periods much
larger than the characteristic period of T, = 2mac /Sy, the earthquake response is
identical to CFM. On the other hand, for periods smaller than 7, the amplitude of
the response becomes independent of the period and is given by the following (Ader
et al., 2014):

AR _ avfar _ (1.20)
r

For the case of small perturbations, i.e., AT < aco, Equation 1.20 becomes AR /r =

At/ac.

For most faults, the characteristic time ¢, is approximately 1 year. Since the tidal

stress (Section 1.1.6) and seasonal stress due to changes in hydrological surface
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loading (Section 1.1.5) are about the same order of magnitude, the CFM predicts a
much larger response to tidal stress than seasonal stress. This contradicts the general
observations that seasonal modulation of earthquake rates is more prevalent than
tidal modulation (Bucholc and Steacy, 2016, Cochran et al., 2004, Vidale et al.,
1998). On the contrary, the SRM predicts a similar response to tidal and seasonal
stress, which is closer to the observations, though it still cannot completely explain
the observations. This contradiction is most likely due to the period-dependent
ability to detect periodic modulation or other finite fault effects not accounted for in
the SRM model. Furthermore, the CFM also cannot capture the time lag between the
peak seismicity rate and the peak stress rate typically observed. The SRM predicts

the time lag, which turns out to also be period-dependent.

1.4 Workflow for stress-based modeling of seismicity
Now that we have all the tools, I present a workflow that I use to model the response
of earthquakes to transient stresses (Figure 1.15). The workflow consists of two

independent parts.

The first part of the workflow is related to quantifying the rate of earthquakes.
Typically, we start by generating a seismicity catalog or taking an existing, previously
published catalog and analyzing it to determine the spatial and temporal evolution of

the earthquake rates. In cases where aftershocks are prevalent and the stress changes
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Figure 1.15: A workflow for stress-based modeling of seismicity. The illustrations
are taken from the following articles: Acosta et al. (2023), Candela et al. (2018),
Larochelle et al. (2022), Sirorattanakul et al. (2022b).



25

from the mainshocks are not the transient stresses of interest, the aftershocks will
need to be removed using a process typically referred to as “declustering.” For a
more comprehensive review of the seismicity declustering, the readers can consult
van der Elst et al. (2012). Here, we briefly describe a few popular declustering

methods used:

* Window method is first introduced by Gardner and Knopoft (1974). For
each earthquake, an interaction zone within a certain distance and time of that
earthquake is defined using a functional form that depends on the earthquake
magnitude (larger zone for larger magnitude). Other earthquakes that fall
within this interaction zone are identified as aftershocks. This method is one

of the simplest methods, but it ignores aftershocks of aftershocks.

* Cluster method goes beyond the window method and attempts to also identify
aftershocks of aftershocks and place them together in a common cluster. The
legacy method of this type was proposed by Reasenberg (1985), which also
extends the Gardner and Knopoff (1974) by using a temporal interaction zone
that is based on the Omori-Utsu law of aftershocks (Omori, 1894, Utsu, 1961).

* Stochastic method introduces a probabilistic treatment into practice. This
reduces the dependency of the declustering on the chosen parameters (interac-
tion zone sizes, etc.). A classical stochastic declustering method was proposed
by Zhuang et al. (2002). The choice of space-time distance is optimized to best
model the earthquakes, typically using a space-time branching process model
such as the Epidemic-Type Aftershock-Sequence (ETAS) model (Ogata, 1988)

or a more generalized kernel (Marsan and O., 2008).

* Nearest-neighbor distance approach utilizes a space-time distance metric
introduced by (Baiesi and Paczuski, 2004, Zaliapin et al., 2008). For each
event, we can find its nearest neighbor in space-time and calculate its distance.
By exploring a space-time graphical representation of this distance, the earth-
quakes are typically divided into two modes — one representing a background
Poissonian mode and a clustered (aftershocks) mode (Zaliapin and Ben-Zion,
2013a).
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The second part of the workflow involves the quantification of the transient stresses
of interest. The methods used here depend on the sources of those transient stresses.
If the source of stress is a spontaneous slow-slip event, such as those in Chapter
4, a geodetic slip inversion can be performed by inverting the measured surface
deformations for slip on fault planes. Then, the Coulomb stress changes can be
calculated using a forward model such as the semi-analytical functions for disloca-
tion in an elastic half-space (Okada, 1992). If the source of stress is the solid Earth
tides, since it is now well-known theoretically, there exist many available software
that can be used to directly compute tidal displacements or stresses, for example,
the Solid software (Milbert, 2018). If the source of the stress is the hydrological
surface loads, the seasonal water storage has to first be constrained, typically from
surface displacements and gravity data (Argus et al., 2022, Larochelle et al., 2022).
Then, the stresses due to surface loads or poroelastic effects can be computed using
various semi-analytical functions (Boussinesq, 1878, Larochelle et al., 2022, Smith
et al., 2019). If the source of stress is anthropogenic fluid injection or extraction,
the flow model must first be constrained to determine the pressure changes in the
subsurface reservoir (Meyer et al., 2023). The stress then can be computed using

also semi-analytical functions (Acosta et al., 2023, Smith et al., 2019).

Finally, we can connect the two parts using the models described in the previous
sections, such as the Coulomb instantaneous failure model (Section 1.3.1) or a stress-
driven model based on rate-and-state friction formulation (Section 1.3.4). Chapters

4 and 5 utilize this workflow.

1.5 Thesis outline
This thesis attempts to further our understanding of the response of earthquakes to
transient stresses and the friction laws governing the earthquake nucleation process

through a collection of independent articles.

In the first two chapters, we focus on laboratory experiments conducted to enhance
our understanding of the friction laws governing the shear interfaces. In Chapter
2, we investigate the state-of-the-art friction formulation used for modeling earth-
quakes. The traditional Coulomb friction postulates that there exists a threshold
shear force, called “static friction”, below which the frictional interface remains
stationary. More detailed friction measurements have revealed that friction is much
more complicated and led to the development of rate- and state-dependent friction

laws. Contradicting the Coulomb friction, the rate-and-state model predicts that
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frictional interfaces under non-zero shear stress are always sliding. Our laboratory
measurements, enabled by digital image correlation, reveal that these interfaces
are actually sliding with diminishing slip rates down to 10712 m/s, consistent with
the prediction from the rate-and-state models. Our results support the usage of

rate-and-state formulation to model earthquakes.

In Chapter 3, we discuss challenges associated with measurements performed in
Chapter 2 and quantify the measurement uncertainty. The procedures developed
allow us to treat displacement continuity across the interface and overcome the low
signal-to-noise ratio through image averaging technique to reduce noises and conduct
the measurements over a long period time enough for the interface to accumulate
sufficient slip. Analysis of bulk effect and viscoelastic creep, errors due to electronic
noises of the camera and micro-vibrations of the imaging apparatus, and the errors
of the correlation algorithms have revealed that measurement uncertainty to be no

more than 0.06 um. This translates to a slip rate of 5 x 10~'% m/s.

Starting from Chapter 4, we move beyond laboratory experiments and study natural
faults. In Chapter 4, we focus on a swarm sequence that occurred in 2020 near
the Salton Trough, California. Using surface deformations from GPS and InSAR,
we detect a shallow spontaneous slow-slip event that preceded the swarm sequence
sometime between 2 — 15 hours. The time lag suggests that earthquake nucleation
is not instantaneous. By using a model based on rate-and-state friction, we can
explain the evolution of the swarm sequence including the time lag between the
onset of slow-slip event and the swarm. We find that the early phase of the swarm
is driven primarily by the slow-slip event, while the later phase is sustained by fluid
diffusion as evident from the seismicity back front. We also determine that 45 —
65% of seismicity was driven by the slow-slip event, 10 — 35% by inter-earthquake
interactions, and 10 — 30% by fluids.

In Chapter 5, we study the response of earthquakes to seasonal hydrological surface
loading and tidal stress by using California as a case study. First, we develop a
workflow to identify and quantify local regions with significant periodic modulations
of earthquake rates. We find strong seasonal modulations of seismicity rate at an
annual period, but no significant modulation at the tidal periods. The seasonal
responses are dominated by regions that are associated with hydrothermal systems.
The amplitude of seismicity rate modulation correlates with the amplitude of the
seasonal stress perturbation induced by changes in surface loading. The peak

seismicity rate occurred approximately 0.5 — 2.5 months after the peak stress rate,
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reflecting the non-instantaneous nature of the earthquake nucleation process. The

model based on rate-and-state friction can quantitatively explain the observations.

In Chapter 6, we study swarms of induced earthquakes at the Groningen gas field,
Netherlands. Gas extraction from the Groningen reservoir has resulted in a pressure
drop, driving compaction and induced seismicity. We create an enhanced seismicity
catalog for the regions using a deep-learning-based workflow and find swarms that
were not previously identified. These swarm sequences are short-lived, lasting only
a few days, and often propagate at high velocities in the order of 3 — 50 km/day
along directions that do not follow previously mapped faults. We suggest that these

swarms are driven primarily by propagating aseismic deformation rather than fluids.

In the final chapter (Chapter 7) of the thesis, I summarize the findings from the dif-

ferent chapters and describe my perspectives on exciting future research directions.
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Chapter 2

SLIDING AND HEALING OF FRICTIONAL INTERFACES
THAT APPEAR STATIONARY

Submitted as:

K. Sirorattanakul, S. Larochelle, V. Rubino, N. Lapusta, and A. J. Rosakis. Sliding
and healing of frictional interfaces that appear stationary.

Abstract

Frictional interfaces are found in many systems ranging from joints to micro-electro-
mechanical devices to earthquake faults. When and how these interfaces slide is
a fundamental problem in geosciences and engineering. It is commonly assumed
that there exists a threshold shear force, called static friction, below which the
interface is stationary for a given compressive force. Rate-and-state friction (RSF)
formulations predict that interfaces are always sliding, but this feature is often
considered an artifact that calls for modifications. Here, we monitor sliding rates of
nominally stationary interfaces subjected to constant shear and normal loads, with
a driving force that is significantly below the classically defined static friction. Our
precise measurements directly at the interface enabled by Digital Image Correlation
reveal that such interfaces are indeed sliding, albeit with diminishingly small rates
down to 1072 m/s. Such behavior contradicts classical models of friction with
static friction coefficients but confirms the prediction of RSF. Our measurements
of diminishing slip rates on nominally stationary interfaces enable us to quantify
increasing interface healing, which would manifest itself in higher peak friction in
subsequent slip events, such as earthquakes and landslides, significantly modifying

their nucleation and propagation and hence their hazard.

2.1 Introduction

Sliding of frictional interfaces (Rice and Ruina, 1983, Rice et al., 2001) is a funda-
mental problem with numerous engineering and geosciences applications such as
earthquakes (Ampuero and Rubin, 2008, Dieterich, 2007, Scholz, 2019), landslides
(Handwerger et al., 2016, Helmstetter et al., 2004), glacier flow(Graff and Walter,
2021, Thegersen et al., 2019, Zoet and Iverson, 2018), and vibrations of automobile
breaks (Kinkaid et al., 2003). The key parameter governing sliding is the ratio of
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shear to normal force (or stress, defined as force per unit area) on the interface. A
common assumption, dating back to Coulomb (Dowson, 1979) and before, is that a
frictional interface in stationary contact remains in stationary contact until the ratio
of the shear to normal force reaches a threshold value called static friction coefficient
(fs). A conventional way to measure the static friction coefficient is by placing an
object on an inclined plane and slowly tilting the plane until the object starts to
(visibly) slide at some critical inclination angle aj (Figure 2.1A). Consequently,
fs = tan .. After sliding is initiated, the ratio of the shear to normal force is
governed by the kinetic friction coefficient f; which is often lower. In the sim-
plest Coulomb model (Dowson, 1979), the transition from f; to f is instantaneous,
which is non-physical. However, it is still widely used today to model landslides
(Lacroix et al., 2020) and earthquakes induced by gas extraction (Bourne et al., 2018,
Dempsey and Suckale, 2017) owing to its simplicity. Alternatively, slip-weakening
models (Ida, 1973, Palmer and Rice, 1973) allow the transition from f; to f; to occur
with slip (Figure 2.1B) providing a link to fracture mechanics (Freund, 1990) and
are widely used in modeling earthquake rupture (Bhattacharya and Viesca, 2019,
Ohnaka, 2003, Xia et al., 2004). Although slip-weakening models are more realistic
than the instantaneous Coulomb model, they still lack strengthening mechanisms
and therefore cannot be used to model how interface regain strengths before future

events, as occurs in earthquake sequences.

More detailed friction measurements have revealed that the friction coefficient de-
pends on the rate of slip V(¢) and has memory effects encoded in an evolving state
variable 6(¢), which has led to the development of rate-and-state friction formu-
lations (Dieterich, 1979, Marone, 1998a, Rice and Ruina, 1983, Rice et al., 2001,

Ruina, 1983); one example is:

f:f*+a1n($)+b1n(‘/;i(st)) @.1)
e _ . V(1)0(t)
Tl 2.2)

(2.3)

do V(t)9(t)1 V(1)0(r)
dt ~ Dgs n( Dgs )

where ¢ is time, f is the evolving friction coefficient, f* is a reference friction

coeflicient at reference slip rate V*, Dgg is the critical slip distance, and a and
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Figure 2.1: Testing the concept of static friction. (A) A block on an inclined
plane. The notion of static friction posits that the block should remain motionless
for inclination angles a below the critical value given by tan ait = fs. (B) Slip-
weakening friction law. According to this widely used classical model, the ratio of
shear to normal stresses (7o/07) needs to reach a critical value (fy) for sliding to
start. As sliding proceeds, friction coeflicient transitions from the static value f;
to a lower kinetic value f; over some slip. (C) Schematic slip-rate evolution for
a nominally stationary interface governed by experimentally derived rate-and-state
friction laws which predict that frictional interfaces under shear stress are always
slide. (D) Experimental setup designed to study frictional PMMA interfaces with
inclination angles below a.rj; and hence 1p/o < f;. A digital camera continuously
monitors the displacements of a portion of the interface. The load is maintained for
18 hours in most experiments and two weeks in one experiment. Optical images are
taken every 5 minutes. (E) The full-field distribution of displacements and hence
slip across the interface is measured by digital image correlation (DIC).

b are nondimensional parameters quantifying the direct and evolutionary effects,
respectively. Several state evolution laws have been proposed, including the aging
and slip ones given in Equation 2.2 and 2.3. To make the empirical formulation
(Equation 2.1) physical at zero slip rate, a widely used regularization is based on
an Arrhenius activated rate process describing creep at asperity contacts, which

replaces the logarithmic function of slip rate V with a function that makes the
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zero slip rate only possible for zero shear stress (Lapusta et al., 2000, Nakatani,
2001, Rice et al., 2001) (see also Section A.1.5). The rate-and-state formulation
has proven successful in explaining a number of time-dependent behaviors of the
earthquake source, such as the evolution of postseismic slip and aftershock rates
after the mainshock (Dieterich, 1994, 2007), presence of both locked and slowly
creeping segments on natural faults (Biirgmann et al., 2000, Perfettini et al., 2010),
nontrivial scaling of repeating earthquakes and detailed slip long-term behavior
of fault segments (Barbot et al., 2012, Chen and Lapusta, 2009, Lapusta et al.,
2000, Vidale et al., 1994), correlation of earthquakes with periodic loading such
as solid Earth tides and hydromechanical variations (Ader et al., 2014, Beeler and
Lockner, 2003), slow-slip driven earthquake swarms (Sirorattanakul et al., 2022b)

and induced seismicity resulting from gas extraction (Acosta et al., 2023).

One of the predictions of the rate-and-state framework is that all interfaces under
non-zero shear stress are sliding with non-zero slip rates, in contrast to the concept of
static friction (Gu et al., 1984). Another prediction is that the interface heals at low
enough slip rates, with the healing manifesting itself through higher peak friction
during subsequent paid sliding episodes, as observed in slide-hold-slide experiments
(Beeler et al., 1998, Marone, 1998a,b). The exact nature of sliding during the hold
times has profound implications for healing and how it should be incorporated into
the friction laws. However, sliding has never been directly measured at the interfaces
during hold portions in previous experiments, but rather inferred through modeling
that already assumed a rate-and-state formulation (Beeler et al., 1998, Bhattacharya
etal., 2022, Marone, 1998a). That leaves open the possibility that the physics during
holds is different from what is described by the rate-and-state framework (Equation
2.1, 2.2, 2.3), for example, that the slip rate vanishes at a threshold, as assumed by
some formulations (Daub and Carlson, 2008, Perrin et al., 1995, Zheng and Rice,
1998). Here, for the first time, we perform local optical measurements of sliding

during nominal hold that are accurate enough to address these issues.

2.2 Continuous sliding of seemingly stationary frictional interfaces

We test the concepts of static friction, continuous diminishing sliding during holds,
and healing by considering seemingly stationary frictional interfaces in the labora-
tory (Figure 2.1). Two plates are in contact over an interface with an inclination
angle lower than the critical angle needed to observe visible sliding, with the setup
analogous to a block on the inclined plane (Figure 2.1). This experimental setup has

been used to study key issues of frictional sliding and rupture dynamics, including
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the sub-Rayleigh to supershear rupture transition, pulse-like and crack-like rupture
modes, evolution of dynamic friction, and effects of fluid injection and rock gouge
(Gori et al., 2021, Rubino et al., 2017, 2022, Tal et al., 2020, Xia et al., 2004). To
initiate dynamic rupture in past experiments, an explosion of a thin wire was used
to locally lower normal stress, underscoring the nominally stationary nature of the
interfaces. In this work, we use Digital Image Correlation (DIC) (Sutton et al., 2009)
to provide a direct measurement of relative displacements at the interface and to
determine whether the interfaces are indeed sliding. We find that the interfaces are
in fact slowly sliding, in contradiction to the static friction concept but in a manner
fully consistent with predictions of rate-and-state friction formulations, as detailed

below.

To create a nominally stationary frictional interface, we use two equal-sized Poly
Methyl Meth Acrylate (PMMA) plates to form an interface inclined by angle «
(Figure 2.1D). The specimen is compressed by a vertical load P = 10 MPa, resulting
in resolved shear and normal stresses oy = P cos? @ and 7y = P sin @ cos @ with the
ratio 1o/o = tan . We study interfaces with values of @ such that the ratio of the
resolved shear to normal stresses is less than the classically defined static friction
coefficient fi, i.e., tana < f; = tan .. To determine a.ri;, we conduct a series
of experiments incrementally increasing the inclination angle « until the surface
starts to visibly slip during loading. We find this critical angle (a.j;) to be 30° and
therefore f; = tan (i) = 0.58. Hence, we select an angle a = 26° for our study,
with tan 26° = 0.49 being significantly smaller than the static friction coefficient
fs = 0.58. To put the difference in friction coefficient of about 0.1 in perspective,
its product with average compressive stress of 100-200 MPa over the seismogenic
depths would result in shear stress changes of about 10-20 MPa, while the average

shear stress change in earthquakes is 1-10 MPa (Shearer, 2019).

Once the target load P is reached, the specimen is left untouched for 18 hours in
one type of experiments and two weeks in another, with the load kept constant
using the automatic load-control. Six repeated 18-hour tests and one 2-week test are
conducted. We measure the amount of interfacial sliding from DIC measurements
(Sutton et al., 2009) using optical images taken at the center of the specimen every 5
minutes over a field of view of 30 x 22 mm? (Figure 2.1D and A.1). As aresult, we
can track the full-field distributions of displacements over the entire field of view
(Figure 2.1E; see SectionA.1.3 and Tables A.1 and A.2). We have successfully
used this approach to quantify the full-field behavior of dynamic ruptures (Rosakis
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et al., 2020, Rubino et al., 2019, 2020) and characterize the evolution of dynamic
friction (Rubino et al., 2017, 2022, Tal et al., 2020). The relative sliding (slip) at the
interface is obtained locally from the difference of the displacement component in the
interface-parallel direction, measured immediately above and below the interface.
The ability to perform such local measurements is a key advantage compared to most

frictional experiments that infer slip from far-field measurements of the load-point

displacement.
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Figure 2.2: Experimental measurements showing continuous sliding of nominally
stationary frictional interfaces. (A, B) Accumulating slip (x, #) along the PMMA
interfaces color-coded by time, from two distinct experiments, one over 18 hr (6.48 x
10*s) (left) and another over 2 weeks (1.21 x 10°s) (right). (C-D) The corresponding
evolution of the mean slip (triangle symbols). The mean slip is fitted using predicted
functions from rate-and-state friction, with logarithmic functions arising from the
velocity-neutral (a = b) assumption (red lines) and power-law functions arising from
the aging state evolution law when V6/Dgg < 1 (8 = t approximation) (dashed
black lines). (E-F) The same results with the time on log scale, emphasizing that
power laws provide a better fit.

Our measurements reveal that the PMMA interfaces exhibit continuous sliding over

the entire duration of the experiments (Figure 2.2), in contradiction to the notion
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of static friction and laws that incorporate it, such as slip-weakening friction (Ida,
1973, Palmer and Rice, 1973). Tracing slip distributions over the interface at
equally spaced time instants shows curves clustering with increasing time. This
indicates that slip rates are decreasing with time, consistent with rate-and-state
friction formulations which predict that such interfaces should be healing with time.
Mathematically, this is expressed through the increasing state variable, which results
in the decay of slip rates to add up to the same resolved shear stress in Equation
2.1. Falling slip rates with time are also displayed by the time histories of the mean
cumulated slip 5, with § = + [ 6(xy, ) dx; (Figure 2.2C-D).

After 18 hours of hold time, the mean accumulated slip ¢ ranges from 4 to 6
microns for bare PMMA surfaces. Only a minute part (< 0.05 microns) of the
slip budget can be accommodated by viscoelastic relaxation of the specimens, as
revealed by tests conducted on specimens without interface and in which no frictional
sliding is present (Figure A.2 and see also Section A.1.4). Moreover, the sharp
discontinuity in the displacement field across the interface indicates that shear-
induced deformation of the material near the interface contributes a negligible
portion of the slip budget (Figure A.3 and see also Section A.1.4). Moreover,
given that the average height of the microscale roughness is typically sim 0.5
microns for a similar material (Homalite-100) prepared with a similar procedure
(Mello, 2012), microscale inelastic deformation/bending of interfacial asperities
can probably account for only a small fraction of the measured slip. The averaged
slip evolution for different tests under the same conditions is also remarkably similar
(Figure A.4).

2.3 Continuous sliding of interfaces with granular materials

To examine friction in granular materials and provide an analog of natural earthquake
faults, we have also conducted 18-hour experiments with a rock gouge layer filling
most of the interface (Figure 2.3A; see also Section A.1.1). Gouge is the fine
granular material present in faults in the Earth’s crust (Chester and Chester, 1998,
Mitchell and Faulkner, 2009). The fault gouge layer exhibits the same qualitative
behavior as the bare PMMA interface, with continuously accumulating slip which
slows down with time (Figure 2.3B-C). Given the time dependence of the measured
relative displacement, it cannot be due to elastic deformation of the gouge layer,
which would occur at the beginning of the hold. One difference of the gouge
experiments in comparison with the PMMA-interface ones is that the former visibly

slip during loading as well, and then result in much larger net slip in the same
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amount of monitored time. Yet they do appear nominally stationary at the end of
the experiment, at 18 hours, when their slip rate reduces to nearly 10~'° m/s. Hence
their behavior also violates the notion of static friction coefficient since the interfaces

first appear to slide and then not at the same ratio of shear to normal stress.
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Figure 2.3: Interfaces with rock gouge sliding with decaying rates under the same
loading conditions. (A) Experimental setup featuring rock gouge layer embedded
within the PMMA interface. (B) Accumulating slip 6(x;,¢) along the interface
color-coded with time. (C) The corresponding evolution of the mean slip across
the gouge layer (triangle symbols). The fits are as in Figure 2.2C-F. (D) The same
results with the time on log scale, emphasizing that power laws provide a better fit.

2.4 Explaining slip rates with rate-and-state framework

While both the observed accumulating slip and decrease in slip rate are qualitatively
consistent with rate-and-state friction formulations, let us demonstrate this more
quantitatively. To match the measured slip rate evolution with the rate-and-state
formulation, we can change four rate-and-state parameters and one initial condition
(for the history-dependent state variable). To identify all possible parameter values

consistent with our observations, one could conduct a comprehensive grid search
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over this parameter space by numerically iterating between Equations 2.1 and 2.2 (or
Equations 2.1 and 2.3). However, here we consider two scenarios for which closed-
form analytical solutions do exist, allowing us to invert for the best-fit parameters

for these scenarios directly from the data.

The first scenario assumes that the frictional interface is velocity-neutral (a = b),
i.e., friction does not depend on slip rate in steady state. In such a case, the cumulated

slip is predicted to increase logarithmically with time as:

5(t) =CiInt+C (2.4)

where constant C; is a function of rate-and-state parameter a, critical slip distance
Dgs, and reference friction coefficient f* that depends on the state evolution law and
constant C, depends on initial conditions (see also Section A.1.6). The logarithmic
fit captures the qualitative features of the accumulating slip but significantly diverges
from the measurements during early times for the PMMA interfaces (Figures 2.2E-
F, A4 and A.5), and even more so for rock gouge, underpredicting the slip in the
middle part of the experiment and overpredicting it toward the end (Figures 2.3C-D,
A.6 and A.7). The misfit suggests that, under our experimental conditions, neither
interface is velocity-neutral, although this approximation fits PMMA interfaces

better than rock gouge ones.

The second scenario assumes that the value of the state variable 6 is equal to time ¢,
as would be approximately correct for the aging form of the state variable evolution
for small enough slip rates. If VO/Drs < 1, the aging form reduces to df/dt = 1
and the state variable grows with time. With this approximation, slip evolves as a

power law of time:

5(1) = C1(t —19) + Cy (2.5)

where C| is a function of a, Dgs, and f*, C3 = 1 — b/a, and C; and ¢y depend on
initial conditions (see also Section A.1.7). In particular, parameter C3 can be used
to constrain the ratio b/a and determine whether the interface is velocity-weakening,
velocity-neutral, or velocity-strengthening. We find a near-perfect fit for both bare
PMMA interfaces (Figures 2.2E-F, A.8 and A.9) and interfaces with rock gouge
(Figures 2.3C-D, A.10 and A.11). A better fit than the first scenario is expected

because this scenario contains more fitting parameters. The fit is nonunique, in
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that similar errors can be achieved for different combinations of the rate-and-state
parameters (Figure A.12). The best fit suggests that both types of interfaces are
velocity-weakening, but the PMMA interfaces are closer to velocity-neutral than
those with rock gouge (Figure 2.3C-D), consistent with the first approximate ap-
proach. We note that this fit assumes that interface healing - and the state variable
evolution - occurs mainly with time; recent experimental studies indicate that heal-
ing may occur predominantly with slip (Bhattacharya et al., 2022). While the fit
here is done mainly to illustrate that the results are consistent with the rate-and-state

framework, it would be important to develop more general fitting procedures.

Since the 8 = ¢ approximation better explains our observations, we compute the
temporal evolution of slip rates using time derivatives of the best-fitting power laws
(Figure 2.4A-B). We find that, after 18 hours of hold time, the interfaces are still
sliding, with the slip rates decaying by more than 3 orders of magnitude, starting
from 10~ m/s and reaching values of 10~!'! m/s and 10~!° m/s for bare PMMA and
for rock gouge interfaces, respectively (Figure 2.4A). Furthermore, the (separate)
two-week-long test with bare PMMA interfaces picks up right where the 18-hour test
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