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ABSTRACT

Modern computing and communication technologies such as supercomputers and
the internet are based on optically connected networks of microwave frequency
information processors. In recent years, an analogous architecture has emerged
for quantum networks with optically distributed entanglement between remote su-
perconducting quantum processors, a leading platform for quantum computing.
The high coherence, controllability and scalability of microwave frequency super-
conducting circuits are ideal test-beds for nodes of a quantum network, however,
microwave photons are not well suited for transmission of quantum information over
long distances due to the presence of a large thermal background at room temper-
ature. Optical photons are ideal for quantum communication applications due to
their low propagation loss and negligible thermal occupation at room temperature.
Coherent transduction of single photons from the microwave to the optical domain
has the potential to play a key role in quantum networking and distributed quan-
tum computing. In this thesis, we present the design of a piezo-optomechanical
quantum transducer where transduction is mediated by a strongly hybridized acous-
tic mode of a piezoacoustic cavity attached to an optomechanical crystal. Our
design involves on-chip integration of a light-robust superconducting circuit with
the piezo-optomechanical transducer. Absorption of stray photons from the optical
pump used in the transduction process is known to cause excess decoherence and
noise in the superconducting circuit. The recovery time of the superconducting
circuit after the optical pulse sets a limit on the transducer repetition rate. We
fabricate niobium nitride based superconducting circuits and test their response to
illumination by a 1550nm laser. We find a bandwidth-limited recovery time of ∼
1us, indicating that a repetition rate exceeding 10kHz should be possible. Combined
with the expected efficiency and noise metrics of our design, we expect that a trans-
ducer in this parameter regime would be suitable to realize probabilistic schemes
for remote entanglement of superconducting quantum processors. We show non-
classical microwave-optical photon correlations of the niobium nitride aluminum
nitride transducer operated as a spontaneous parametric down conversion source.
We go on to show the preparation and characterization of microwave-optical Bell
states prepared by the transducer. And finally, we conclude by discussing the chal-
lenges with fabricating niobium nitride superconducting circuits and lithium niobate
piezoacoustic devices on silicon-on-insulator substrates and provide steps towards
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realizing our enhanced transducer design.
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INTRODUCTION

Part I of this thesis is primarily concerned with the development of a light-robust
aluminum nitride-based quantum transducer device that can convert microwave
frequency photons from a superconducting qubit (f ∼ 5GHz) into optical photons
in the telecommunications band (f ∼ 200THz). These optical photons can then be
transmitted over long distances using low loss optical fibers at room temperature
opening up prospects for quantum communication between remote superconducting
qubit based quantum processors. There are many different schemes for quantum
transduction including schemes based on cold atoms [1–3], rare earth ions [4–
7], electro-optics [8–15], and electro/piezo-optomechanics [16–30]. In Part I, we
develop a light-robust piezo-optomechanical quantum transducer device.

Our transducer device can be split into three parts: 1. A light-robust supercon-
ducting circuit to interface with microwave frequency quantum devices. 2. A
piezo-acoustic component that converts microwave photons into microwave phonons
using the piezo-electric effect. 3. An optomechanical component that subsequently
converts the microwave phonons into optical photons using an optomechanical in-
teraction. Building on past work done in the Painter group, we utilize a modified one
dimensional silicon optomechanical crystal (1D-OMC) to mediate optomechanical
coupling. A brief summary of the theory of cavity optomechanics and the basic
concepts underlying 1D-OMC devices developed by past generations of students
in the Painter group is summarized in Chapter 1. The design of the aluminum
nitride (AlN) piezo-acoustic cavity and niobium nitride (NbN) circuit is presented
in Chapter 2 and 3, respectively. These three independently designed parts are then
connected together to form our full transducer device. Details of the design of the
full device and analysis of the expected efficiency and added noise of the transducer
are also presented in Chapter 3. In Chapter 4, we will discuss the fabrication and
initial characterization of the NbN circuit presented in Chapter 3. Quantum trans-
duction has several modes of operation which we will discuss the broad features
of in Chapter 6. Chapters 7 and 8 will discuss the integration and nanofabrication
challenges in realizing our light-robust NbN-AlN transducer device and subsequent
characterization efforts. In the final two chapters of Part I we will discuss the
measurement and operation of this transducer as a correlated photon pair genera-
tion source and measurements to prepare and characterize a microwave-optical Bell
state.
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C h a p t e r 1

BACKGROUND: CAVITY OPTOMECHANICS AND 1D
OPTOMECHANICAL CRYSTALS

In this chapter, we briefly introduce the theory of cavity optomechanics and the
design of optomechanical devices used in the subsequent chapters. This discussion
will be brief and focused mainly on one-dimensional optomechanical crystals (1D
OMC). For a more complete review of the theory of cavity optomechanics see [31,
32]. For detailed studies of 1D OMC devices carried out in the Painter group see
[33–37].

1.1 Cavity Optomechanics Hamiltonian

Optical cavity

Fixed mirror Movable mirror

Cavity length (L)

Figure 1.1: Canonical cavity optomechanical system. Consists of a Fabry-Perot optical cavity with
one movable mirror depicted in the figure as a coupled spring system.

The canonical cavity optomechanical system shown in Fig.1.1 consists of a Fabry-
Perot optical cavity where one mirror (of mass ‘m’) is attached to a spring and free
to move (in direction ’x’). Optical photons entering this cavity exert a radiation
pressure force which causes displacement of the mirror. This displacement changes
the effective length of the Fabry-Perot cavity and modulates the cavity frequency.
The Hamiltonian representing this system can be written as:

�̂� = ℏ𝜔𝑐 (𝑥)�̂�†�̂� + ℏ𝜔𝑚 �̂�
†�̂�. (1.1)
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Here the first term represents the optical cavity at frequency 𝜔𝑐 (𝑥) which depends
on the displacement ‘x’ of the movable mirror. The second term represents the
mechanical motion of the mirror at frequency 𝜔𝑚. The optical frequency can be
written as 𝜔𝑐 (𝑥) = 2𝜋 ∗ 𝑐/(2(𝐿 + 𝑥)), where c is the speed of light and L+x is the
effective length of the Fabry-Perot cavity. For small displacement, 𝑥 ≪ 𝐿, we can
approximate the frequency of the optical cavity as:

𝜔𝑐 (𝑥) = 2𝜋
( 𝑐

2𝐿
(1 − 𝑥)

)
= 𝜔𝑜 −

𝑥

𝐿
𝜔𝑜,

(1.2)

where 𝜔𝑜 = 2𝜋 ∗ (𝑐/2𝐿) is the bare cavity frequency corresponding to x = 0.
Identifying the position operator of the mechanical mode as 𝑥 = 𝑥zpf

(
�̂� + 𝑏†

)
,

where 𝑥zpf =
√︁
ℏ/(2𝑚𝜔𝑚) is the zero-point motion of the mechanical oscillator, we

arrive at the following Hamiltonian

�̂� = ℏ𝜔𝑜 �̂�
†�̂� + ℏ𝜔𝑚 �̂�

†�̂� − ℏ𝑔0�̂�
†�̂�

(
�̂� + 𝑏†

)
. (1.3)

We define the single photon optomechanical coupling rate as 𝑔0 = 𝜔𝑜𝑥zpf/𝐿. While
we derived the Hamiltonian in Eq.1.3 starting for a Fabry-Perot cavity with a mechan-
ically compliant mirror, it is applicable to a wide variety of cavity optomechanical
systems including the nanomechanical 1D optomechanical crystals we will use in
this thesis. In our experiments, we will typically drive the optical cavity with a laser
at frequency 𝜔𝐿 . We can rewrite the Hamiltonian in Eq.1.3 in a rotating frame at
the laser frequency 𝜔𝐿 as

�̂� = −ℏΔ�̂�†�̂� + ℏ𝜔𝑚 �̂�
†�̂� − ℏ𝑔0�̂�

†�̂�
(
�̂� + 𝑏†

)
, (1.4)

where Δ = 𝜔𝐿 − 𝜔𝑜. The optical field consists of a large coherent part (𝛼) with
small quantum fluctuations (𝛿�̂�), so we linearize the Hamiltonian by making the
substitution �̂� = 𝛼 + 𝛿�̂�. We can then rewrite the interaction part of the Hamiltonian
as

�̂�𝐼 = ℏ𝑔0�̂�
†�̂�

(
�̂� + 𝑏†

)
= ℏ𝑔0

(
𝛼 + 𝛿�̂�†

)
(𝛼 + 𝛿�̂�)

(
�̂� + �̂�†

)
= ℏ𝑔0

(
�̂� + �̂�†

) (
𝛼2 + 𝛼𝛿�̂�† + 𝛼𝛿�̂� + 𝛿�̂�†𝛿�̂�

)
.

(1.5)

The first term in the last line of Eq.1.5 is proportional to 𝛼2 and corresponds to a
static radiation pressure force exerted on the mechanical oscillator causing a constant
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displacement. By redefining the origin of displacement we can ignore this term.
The last term is smaller by a factor of 𝛼, so we will ignore this term too. As a result,
we are left with

�̂�𝐼 = ℏ𝑔0𝛼
(
𝛿�̂� + 𝛿�̂�†

) (
�̂� + �̂�†

)
. (1.6)

The full linearized Hamiltonian in the rotating frame is

�̂� = −ℏΔ�̂�†�̂� + ℏ𝜔𝑚 �̂�
†�̂� − ℏ𝑔0𝛼

(
𝛿�̂� + 𝛿�̂�†

) (
�̂� + �̂�†

)
. (1.7)

We identify 𝛼 =
√
𝑛cav as the square root of the number of photons in the optical

cavity and refer to 𝐺 = 𝑔0
√
𝑛cav as the ’light-enhanced’ optomechanical coupling

rate.

1.2 Equations of Motion

GOptical mode
(𝛿 #𝑎, −Δ)

Mech. mode
()𝑏, 𝜔!)

𝜅",$

𝜅%,$

𝜅!

𝛿 #𝑎"&

Figure 1.2: Schematic of a driven optical cavity coupled to a mechanical mode.

Using the linearized Hamiltonian of Eq.1.7 and applying input-output formalism to
the case of a driven optical mode coupled to a mechanical mode as shown in Fig.1.2,
we can express the equations of motion for the optical and mechanical fields as

𝛿 ¤̂𝑎 =

(
𝑖Δ − 𝜅𝑜

2

)
𝛿�̂� + 𝑖𝐺

(
𝑏 + 𝑏†

)
+ √

𝜅𝑒,𝑜𝛿�̂�𝑖𝑛 +
√
𝜅𝑖,𝑜𝛿�̂�𝑖𝑛,𝑖

¤̂
𝑏 =

(
−𝑖𝜔𝑚 − 𝜅𝑚

2

)
�̂� + 𝑖𝐺

(
𝛿�̂� + 𝛿�̂�†

)
+ √

𝜅𝑚 �̂�𝑖𝑛,𝑖 .
(1.8)

Here 𝜅𝑜 is the total optical loss rate which we have divided into intrinsic loss 𝜅𝑖,𝑜

and extrinsic loss 𝜅𝑒,𝑜 as shown in Fig.1.2. 𝜅𝑚 is the total mechanics loss rate, 𝛿�̂�𝑖𝑛
is the input optical field, and 𝛿�̂�𝑖𝑛,𝑖 and �̂�𝑖𝑛,𝑖 are quantum noise operators for the
optical and mechanical modes, respectively.
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We can solve these coupled equations by Fourier transforming to the frequency
domain which yields

𝛿�̂�[𝜔] =
−𝑖𝐺

(
�̂�[𝜔] + �̂�† [𝜔]

)
− √

𝜅𝑒,𝑜𝛿�̂�𝑖𝑛 [𝜔] −
√
𝜅𝑖,𝑜𝛿�̂�𝑖𝑛,𝑖 [𝜔]

𝑖 (Δ + 𝜔) − 𝜅𝑜
2

�̂�[𝜔] =
−𝑖𝐺

(
𝛿�̂�[𝜔] + 𝛿�̂�† [𝜔]

)
− √

𝜅𝑚 �̂�𝑖𝑛,𝑖 [𝜔]
𝑖 (𝜔 − 𝜔𝑚) − 𝜅𝑚

2
.

(1.9)

Substituting the expression for 𝛿�̂�[𝜔] in the expression for �̂�[𝜔] in Eq.1.9, it can
be shown that the optomechanical interaction modifies the mechanical frequency as
𝜔′
𝑚 = 𝜔𝑚 + 𝛿𝜔𝑚 and also modifies the mechanical loss rate as 𝜅′𝑚 = 𝜅𝑚 +𝛾𝑜𝑚, where

𝛿𝜔𝑚 =
𝐺2𝜔𝑚

𝜔
Re

[
1

(Δ + 𝜔) + 𝑖
𝜅𝑜
2
+ 1
(Δ − 𝜔) − 𝑖

𝜅𝑜
2

]
𝛾𝑜𝑚 = −2𝐺2𝜔𝑚

𝜔
Im

[
1

(Δ + 𝜔) + 𝑖
𝜅𝑜
2
+ 1
(Δ − 𝜔) − 𝑖

𝜅𝑜
2

]
.

(1.10)

For the purpose of quantum transduction, we are particularly interested in the
optomechanical damping rate 𝛾𝑜𝑚 at the mechanical frequency (𝜔 = 𝜔𝑚). Further,
we make the following assumptions:

1. We are in the sideband resolved regime, defined by 𝜔𝑚 ≫ 𝜅𝑜. For the
transducer device considered in this thesis, 𝜔𝑚 ∼ 2𝜋 × 5GHz while 𝜅𝑜 ∼
2𝜋 × 500MHz so this assumption is justified.

2. We will drive our transducer device with a laser at a frequency (𝜔𝐿) that
is detuned from the optical resonance by the mechanical frequency. 𝜔𝐿 =

𝜔𝑜 − 𝜔𝑚 =⇒ Δ = −𝜔𝑚.

With these assumptions we find

𝛾𝑜𝑚 =
4𝑔2

0𝑛cav

𝜅𝑜
, (1.11)

where we have explicitly written the optomechanical coupling 𝐺 in terms of the sin-
gle photon optomechanical coupling rate 𝑔0 and the intra-cavity photon number 𝑛cav.

Intuitively, with a red-detuned pump we are converting phonons from the me-
chanical mode into photons in the optical cavity. This is a parametric process where
the laser drive acts as a pump to compensate for the frequency difference between
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the phonons and the optical photons (𝜔𝐿 = 𝜔𝑚 −𝜔𝑜). The rate at which we can con-
vert phonons to photons is given by the optomechanical scattering rate 𝛾𝑜𝑚 which
is dependent on the laser pump power via the intra-cavity photon number 𝑛cav as
shown in 1.11 An important figure of merit is the optomechanical cooperativity
defined as

𝐶𝑜𝑚 =
𝛾𝑜𝑚

𝜅𝑚
. (1.12)

We can think of 𝛾𝑜𝑚 as the ’useful damping’ rate where phonons in the mechanical
mode are being converted into photons in the optical mode which we can then detect.
𝜅𝑚 on the other hand is the undesirable ‘bad damping’ rate where phonons in the
mechanical mode are leaking out into the environment and being irretrievably lost.
We can then understand the optomechanical cooperativity as the ratio of the ‘useful
damping’ into the optical mode (𝛾𝑜𝑚) divided by the ‘bad damping’ 𝜅𝑚. This will be
a very important figure of merit to keep in mind when we discuss the performance
of our quantum transducer device in Chapter 2.

1.3 1D Optomechanical Crystals
There are a wide variety of systems that have realized optomechanical coupling.
These range from microscopic systems such as cold atoms coupled to an optical
cavity [38, 39] to macroscopic, kilogram-scale suspended mirrors [40–42]. In our
transducer, we will utilize a nanoscale device called a one-dimensional optome-
chanical crystal (1D OMC). We are interested in coupling microwave-frequency
phonons (∼ 5GHz) to telecom band photons (∼ 200 THz). Due to the large differ-
ence in the velocity of light and sound, the wavelength of telecom band photons
and microwave phonons is roughly equal (∼ 𝜇𝑚 scale). This is convenient as it
allows us to co-localize microwave-frequency mechanical modes and telecom band
optical modes in the same wavelength scale device (∼ 𝜇𝑚). From our expression for
𝑔0 = 𝜔0𝑥zpf/𝐿, shrinking the length (L) of our optomechanical system down to the
wavelength scale allows us to achieve large single photon optomechanical coupling.
Here we describe the basic design of a 1D OMC. This topic has been covered in
great detail in previous work from the Painter group so our discussion here will be
brief.

A 1D optomechanical crystal is shown in Fig. 1.3 a. It consists of a nano-beam
patterned from a 220 nm thick silicon device layer of a silicon on insulator substrate.
By shrinking the thickness and width of the beam to be sub-wavelength, we get an
effective 1D structure. At either end of the nano-beam, we have the ‘mirror region’
which consists of an array of identical periodically patterned elliptical holes that act
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a.

b. c.

Defect RegionMirror Mirror 

d.

Figure 1.3: 1D optomechanical crystal. a. Scanning electron microscope (SEM) image of a 1D
optomechanical crystal cavity. b. mechanical and c. optical band structure for propagation along the
x-axis in the nominal mirror unit cell, with quasi-bandgaps (red regions) and cavity mode frequencies
(black dashed) indicated. In b., modes that are y- and z-symmetric (red bands), and modes of other
vector symmetries (blue bands) are indicated. In c., the light line (green curve) divides the diagram
into two regions: the gray shaded region above representing a continuum of radiation and leaky
modes, and the white region below containing guided modes with y-symmetric (red bands) and
y-antisymmetric (blue bands) vector symmetries. The bands from which the localized cavity modes
are formed are shown as thicker curves. d. The normalized optical 𝐸𝑦 field and the normalized
mechanical displacement field Q of the localized optical and mechanical modes, respectively. Figure
reproduced from [33]

as a photonic and phononic crystal and are designed to support a simultaneous opti-
cal bandgap centered around 194 THz and acoustic bandgap centered around 5GHz
(Fig. 1.3 b,c). In the middle of the nano-beam, we have the ‘defect region’ where
we break the translational symmetry of the mirror region by adiabatically tuning
the dimensions of the holes. This ‘defect region’ supports both an optical mode
at 194 THz inside the optical bandgap and an acoustic mode at 5 GHz inside the
acoustic bandgap. Conceptually, by periodically patterning holes in the nano-beam,
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we are modulating the effective refractive index thus creating a distributed Bragg
mirror where we get constructive interference of multiple reflections which tightly
confines the optical field to the defect region. Similarly, the array of holes is also
periodically modulating the mass of the nano-beam giving us an effective ‘acoustic
Bragg mirror’ which serves to tightly confine the acoustic field.

We can use finite element simulation methods to calculate the electric field profile
E and the displacement profile Q of the 1D OMC. This allows us to calculate the
single photon optomechanical coupling 𝑔0 which has two contributions:

1. A moving boundary contribution (𝑔0,MB) similar to the moving end mirror of
a Fabry-Perot cavity which can be calculated as

𝑔0,MB = −𝜔𝑜

2

∮
(Q · n̂) (Δ𝜖E2

∥ − Δ𝜖−1D2
⊥)𝑑𝑆∫

D · E
, (1.13)

where Q is the normalized displacement profile on the silicon surface, n̂ is
the surface normal, E∥ is the electric field parallel to the surface, D⊥ is the
electric displacement field perpendicular to the surface, Δ𝜖 = 𝜖Si − 𝜖Air, and
Δ𝜖−1 = 𝜖−1

Si − 𝜖−1
Air.

2. A photoelastic contribution (𝑔0,PE), where the strain induced by the mechanical
displacement causes a change in the refractive index. This contribution can
be calculated as

𝑔0,PE =
𝜔𝑜𝜖0𝑛

4

2

∫
Si E† · [pS] · E 𝑑𝑉∫

D · E 𝑑𝑉
, (1.14)

where 𝜔𝑜 is the optical frequency, 𝑛 is the refractive index, E is the electric
field, p is the photoelastic tensor, and S is the strain tensor.

The total single photon optomechanical coupling rate is 𝑔0 = 𝑔0,MB + 𝑔0,PE. The
optical and mechanical mode shapes of a 1D OMC are plotted in Fig. 1.3 d. It is
clear that both the optical and acoustic fields are co-localized and confined tightly
to the defect region leading to a large overlap between these fields giving rise to
a large single photon optomechanical coupling rate 𝑔0. State of the art 1D OMC
devices in silicon have been shown to achieve 𝑔0 ∼ 1.1MHz [33]. The carefully
engineered acoustic and optical bandgaps surrounding our modes of interest help
minimize radiation losses yielding high quality factors for the acoustic and optical
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modes. The ease of fabrication and low material loss of silicon further helps to
create modes with very low intrinsic loss. State of the art 1D OMC devices have
demonstrated intrinsic optical linewidths 𝜅𝑖,𝑜 ∼ 500MHz and mechanical linewidths
𝜅𝑚 ∼ 4kHz [43]. Large 𝑔0 and small 𝜅𝑜 and 𝜅𝑚 are essential for maximizing the
optomechanical cooperativity and hence the transduction efficiency as we will see
in Chapter 2.
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C h a p t e r 2

WAVELENGTH-SCALE PIEZO-OPTOMECHANICAL
TRANSDUCER

2.1 Introduction
A quantum transducer can be specified as a linear device with a certain conversion
efficiency, added noise level, and repetition rate. Current approaches for microwave
to optical quantum transduction rely on a strong optical pump to mediate the con-
version process between single-photon-level signals at both frequencies. Increasing
pump power allows for higher conversion efficiency, but due to parasitic effects
of optical absorption in various components of the transducer and the vast differ-
ence in energy scales between optical and microwave frequencies, this often adds
more noise to the conversion process. For applications in the quantum regime,
the number of added noise photons per transduced photons should be less than 1.
In several approaches, this trade-off between efficiency and noise has been a key
obstacle to transduction of quantum signals [13, 21, 24, 25, 29, 30]. Recently a
piezo-optomechanical approach has been used to demonstrate optical measurements
of the quantum state of a superconducting transmon qubit with added noise levels
below 1 photon [30]. In this thesis, we build on this piezo-optomechanical transduc-
tion approach with a design optimized for high efficiency and low noise. The goal
of this design is to achieve performance improvements essential to detect quantum
correlations in entabled microwave/optical photon pairs on reasonable timescales.

Fig. 2.1a illustrates the mode diagram of our transduction scheme. An intermediary
mode �̂� of a nanomechanical oscillator simultaneously couples to microwave photons
from mode 𝑐 of a microwave circuit, and to optical photons from mode �̂� of an opti-
cal cavity. Microwave photons are converted to phonons via a resonant piezoelectric
interaction, and these phonons are subsequently converted into optical photons via a
parametric optomechanical interaction. The microwave photon-phonon conversion
is realized by tuning the circuit frequency 𝜔𝑐 on resonance with the mechanical fre-
quency 𝜔𝑏. The phonon-optical photon conversion is realized by driving the optical
cavity at frequency 𝜔𝑑 that is red-detuned by exactly the mechanical frequency s.t
𝜔𝑑 − 𝜔𝑎 = −𝜔𝑏.

We realize the intermediary mechanical mode in the above schematic by connecting
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Figure 2.1: Schematic of piezo-optomechanical transducer. a. Mode schematic for piezo-
optomechanical transduction. b. Device schematic for the transducer in this work. The device can
be split into two regions, one which couples strongly to microwave electric fields and one which
couples strongly to optical fields. Both are part of the same hybridized mechanical ’supermode’ �̂�𝑚.

a wavelength-scale piezoacoustic cavity to an optomechanical crystal (OMC) cavity
(see Fig. 2.1b). The acoustic modes of these components are strongly hybridized to
form a mechanical ‘supermode’ whose mechanical displacement highly overlaps in
one region with the field of a microwave circuit, and in another region with the field
of an optical cavity. Using physically separate cavities allows us to independently
optimize the piezoacoustic and optomechanical components of the transducer. Our
design is formed from thin-film aluminum nitride (AlN) on the device layer of a
silicon-on-insulator (SOI) substrate. We define the piezo-acoustic cavity in AlN,
which has large piezoelectric coefficients. We define the OMC in silicon, since its
large photoelastic coefficients [44] and refractive index [45] allow high optomechan-
ical coupling. Well-established nanofabrication processes also allow high optical
and mechanical quality factors for silicon OMCs [33, 43]. For the microwave circuit
in this design, we develop a high impedance circuit with electrodes routed over the
AlN region to allow for capacitive coupling to the piezoacoustic cavity.



13

Our design procedure begins with independently optimizing the piezoacoustic and
OMC cavities for high 𝑔𝑝𝑒 and 𝑔𝑜𝑚, respectively. We design for closely matched
acoustic modes at 5 GHz in both resonators, and for an optical mode at telecom
wavelength (1550 nm). During the design process, it is crucial to maintain a low
acoustic mode density such that the transduction schematic in Fig. 2.1 using a single
acoustic mode remains valid. Further, since thin film AlN has higher microwave
dielectric and acoustic loss than silicon, we aim to minimize the piezo volume in our
device. The two independently optimized cavities are then physically connected,
and the parameters of the resulting hybrid acoustic modes are analyzed. Using this
approach, we design a transducer with expected conversion efficiency at the percent
level while maintaining added noise photons <0.5.

2.2 Piezo Cavity Design

a. b.

c. d. e.
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Piezo Box
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Figure 2.2: Design of phononic shield. a. Schematic illustrating the capacitive routing of the piezoa-
coustic cavity to a superconducting circuit. The circuit here can be replaced with any microwave
resonator without loss of generality. b. Piezoacoustic cavity geometry, with relevant dimensions
defined in blowout top view. c. Phononic shield unit cell, with relevant dimensions defined. d.
Mechanical bandstructure of phononic shield unit cell in c), with (𝑎, 𝑏𝑥 , 𝑏𝑦 , 𝑡𝑦) = (445, 225, 265,
70)nm. We observe a complete acoustic bandgap in excess of 1GHz around 5GHz. e. Log scale of
mechanical energy 𝑈𝑚 for piezoacoustic cavity mode at 5GHz, normalized to maximum value. We
find >4 orders of magnitude suppression for 5 phononic shield periods.

The piezoacoustic cavity consists of a slab of aluminum nitride on top of a suspended
silicon membrane patterned in the shape of a box. We work with 300nm thin-film
c-axis aluminum nitride on top of a 220nm thick suspended silicon device layer.
100nm-thick Al electrodes run over the top of the slab and are routed in the form of
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an interdigital transducer (IDT) which capacitively couples the cavity to a microwave
circuit, as seen in Fig. 2.2a.

The box is surrounded by a periodically patterned phononic shield to mitigate acous-
tic radiation losses and to clamp the membrane to the surrounding substrate. The
clamps are spaced periodically so that the IDT electrodes are routed over the top
of each clamp, providing a means for electrical routing which is not acoustically
lossy. The phononic shield uses an alternating block and tether pattern (see rel-
evant dimensions in Fig. 2.2c) consisting of metal electrodes on top of a silicon
base. By tuning the parameters 𝑎, 𝑏𝑥 , 𝑏𝑦, and 𝑡𝑦, we achieve a >1GHz acoustic
bandgap centered around 5GHz, the frequency of the mechanical mode of interest
(Fig. 2.2d). This strongly suppresses clamping losses from the piezo region for
sufficient number of shield periods, enabling high mechanical quality factors. By
simulating the mechanical energy density across the entire cavity, we find that 5
shield periods provide >4 orders of magnitude suppression of acoustic radiation into
the environment, as shown in Fig. 2.2e.

The dimensions of the piezo box (outlined in Fig. 2.2b) are designed to support
a periodic mechanical mode whose periodicity matches that of the IDT fingers.
This results in large overlap between the electric field from the IDT and the elec-
tric field induced by mechanical motion in the piezo box. This overlap gives a
microwave photon-phonon piezoelectric coupling rate which is derived using first
order perturbation theory:

𝑔𝑝𝑒 =
𝜔𝑚

4
√︁

2𝑈𝑚𝑈𝑞

∫
LN

D𝑚 · E𝑞 𝑑𝑉. (2.1)

Here the integral is taken over the entire AlN slab, D𝑚 is the electric displacement
field induced from mechanical motion in the piezo region, and E𝑞 is the single-
photon electric field generated by the microwave circuit across the IDT electrodes.
The fields are normalized to their respective zero-point energies ℏ𝜔𝑚/2, yielding
the pre-factor in front of the integral in (1). 𝑈𝑚 is the total cavity mechanical energy,
and 𝑈𝑐 = 1

2 (𝐶𝑐 + 𝐶IDT)𝑉2
0 is the total IDT electrostatic energy. We note that the

electrostatic energy is dependent on both the circuit capacitance 𝐶𝑐 and IDT finger
capacitance 𝐶IDT, and therefore the coupling rate scales as (𝐶𝑐 + 𝐶IDT)−1/2. For
our calculations in this work, we assume 𝐶𝑐 = 7fF which is a typical value for
a high impedance circuit [46]. 𝐶IDT is calculated with finite-element electrostatic
simulation and is typically on the order 0.1fF, a small contribution compared to
circuit 𝐶𝑐.
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The small value of 𝐶IDT also minimizes the energy participation of the circuit
electric field in the lossy piezo region, given by the ratio 𝜁𝑐 = 𝐶IDT/𝐶𝑐 ∼ 10−2. The
contribution of AlN to the circuit loss rate 𝜅𝑞,𝑖 is then estimated as 𝜁𝑞𝜅𝑞,AlN. Using
reported dielectric loss tangents in AlN tan 𝛿 = 7 × 10−3 [47] giving 𝜅𝑞,AlN/2𝜋 =

25MHz, we estimate the AlN contribution to circuit loss to be 𝜁𝑞𝜅𝑞,AlN/2𝜋 ∼
20kHz. This contribution is ∼5x smaller than typical loss rates 𝜅𝑞,SOI/2𝜋 ∼ 500kHz
measured in high impedance circuits fabricated on SOI. As a result, the contribution
of the piezo cavity to circuit loss is not a limiting factor, and justifies the on-chip
coupling scheme outlined in Fig. 2.2a.

M
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Figure 2.3: Design of piezoacoustic cavity. a. Mode structure for optimized piezoacoustic cavity
design with (𝑝, 𝑤𝑝 , 𝑒) = (783, 423, 118) nm. Mode of interest (red) achieves 𝑔𝑝𝑒/2𝜋 of 4MHz.
Shaded grey region indicates the mode isolation window with the nearest mode >40MHz away. b.
𝑔𝑝𝑒/2𝜋 and mode isolation for optimized designs with differing number of IDT fingers. We observe
𝑔𝑝𝑒 saturating beyond 𝑁 = 4 fingers, and mode isolation decreasing with increasing number of
fingers. c. Mechanical mode shape of red mode in (a). Right shows the in-plane (breathing) and
left shows the out-of-plane (Lamb-wave) components of the optimized mechanical mode. d. Mode
structure and piezoelectric coupling vs. IDT period, with data points colored according to 𝑔𝑝𝑒.

An important design consideration with this type of piezoacoustic cavity is the
number of IDT fingers used. For 𝑁 IDT fingers, the length 𝑙𝑝 of the piezo region
is given by 𝑙𝑝 = 𝑁𝑝/2, where 𝑝 is the IDT period. As the number of fingers
increases, the increased size of the piezo box results in a more crowded mode
structure (Fig. 2.3b), and it is more difficult to isolate a single mechanical mode
without coupling to parasitic modes in the vicinity of the mode of interest. This
is important as these parasitic modes may not possess optimal symmetry and will
not hybridize well with the OMC cavity, reducing overall transduction efficiency.
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Reducing the size of the piezo region is also important to reduce microwave photon
and phonon decoherence as AlN has high microwave dielectric and acoustic loss
tangents compared to silicon (further discussion in Sec. 2.4). For these reasons,
we choose a 2-finger design to minimize these effects. We emphasize the small
dimensions of the piezoacoustic cavity in this design in contrast with previous work
on piezo-optomechanical quantum transducers [48]. The benefits of this approach
come at the cost of higher sensitivity of the piezo modes to changes in cavity
dimensions. This can have large effects on hybridization with the OMC cavity and
the performance of the final transducer device, which relies on resonant matching
of acoustic modes in both regions. We show further in Sec. 2.4 that the achievable
hybridization between piezo and OMC modes with this small piezo volume approach
is large enough to protect the design against typical fabrication disorder.

The mechanical mode of interest is periodic with out-of-plane (Lamb-wave) and in-
plane breathing components. The Lamb-wave component of the mode induces an
electric field in the piezo region with high overlap with the IDT electric field, while
the breathing component of the mode enables hybridization with the breathing mode
of the optomechanical crystal to be attached in the full device (see Fig. 2.3c). The
piezo mode can be tuned with three parameters 𝑝, 𝑤𝑝, and 𝑒. 𝑝 is the periodicity of
the IDT fingers and is used to parameterize the piezo box length, given by 𝑙𝑝 = 𝑁𝑝/2
as described earlier. 𝑝 is used to tune the frequency of the mode of interest (Fig. 2.3d)
while maintaining appropriate phase-matching of the mode periodicity with the IDT
fingers. 𝑤𝑝 is the piezo box width, which can be increased to increase 𝑔𝑝𝑒 via larger
mode volumes or decreased to reduce the mode crowding that results from larger
box size. Finally, we define a silicon-piezo buffer parameter 𝑒, which extends the
supporting silicon box length/width by an amount 𝑒 compared to the piezo box. This
buffer is needed to protect against silicon/piezo box misalignment in the fabrication
process, and acts as an added degree of freedom for tuning frequency, 𝑔𝑝𝑒, and
mode isolation. We use numerical optimization to tune parameters (𝑝, 𝑤𝑝, 𝑒) to
arrive at a design with high piezoelectric coupling and mode isolation. We employ
a Nelder-Mead simplex optimization [49, 50] similar to that described in [33]. After
optimization, we obtain a single mechanical mode with 𝑔𝑝𝑒/2𝜋 = 4MHz, which is
isolated by >40MHz from other mechanical modes (Fig. 2.3a). We will use this
single mode to strongly couple to the modes of an optomechanical crystal cavity to
create the mechanical supermode of Fig. 2.1a.
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Figure 2.4: Design of the optomechanical cavity. a. Unit cell geometry, mechanical, and optical
bandstructure of phonon mirror region with (𝑎, 𝑤, ℎ𝑥 , ℎ𝑦) = (436, 529, 189, 320)nm. Mechanical
bands are color-coded by symmetry, with red (green) corresponding to breathing (Lamb-wave) mode
symmetry classes. Blue bands represent all other symmetries. Mechanical bandgap for breathing
modes and optical bandgap are both highlighted in red. b. Full OMC geometry, with phonon
mirror and phonon waveguide unit cells highlighted. c. Unit cell geometry, mechanical, and optical
bandstructure of phonon waveguide region with (𝑎, 𝑤, ℎ𝑥 , ℎ𝑦) = (436, 529, 295, 205)nm. Mechanical
bands color-coded as in (a). Breathing mode crosses 5.1GHz resulting in waveguide-like behavior
at the mechanical frequency. The optical bandgap is maintained.

2.3 Optomechanics Design
The optomechanical crystal cavity is designed in a similar fashion to previous work
[33], with the crucial change of a modified unit cell design on one side of the cavity
to enable strong mechanical hybridization with the piezo cavity. This separates
the OMC into three distinct regions: a phonon mirror, defect region, and phonon
waveguide (see Fig. 2.4 for details). The phonon mirror unit cell (Fig. 2.4a) is
designed to have a simultaneous mechanical and optical bandgap for modes of certain
symmetry classes. In the defect region, the phonon mirror unit cell transitions to
a defect cell designed to co-localize a 5.1GHz mechanical breathing mode and a
194THz (𝜆0 = 1550nm) optical mode. The phonon waveguide unit cell (Fig. 2.4c) is
mechanically transparent to breathing mode phonons at 5.1GHz, while maintaining
a large bandgap for optical modes. This is achieved by modifying the ellipticity of
the phonon mirror unit cell. We see in Fig. 2.4b that the resulting mechanical mode
is permitted to leak out into the phonon waveguide region, while the optical mode
remains highly localized within the defect region.
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Figure 2.5: Optomechanical cavity mode structure. a. Resultant mode structure of optimized
OMC design. Highest 𝑔𝑜𝑚 mode (highlighted in red) gives 750kHz optomechanical coupling.
b. OMC mechanical and optical mode shapes, along with unit cell length at each hole in the
defect region. Phonon mirror, phonon waveguide, and defect region are labeled and outlined. c.
Bandgap of different symmetries as a function of hole index along the defect region. Red shaded
region represents the bandgap for breathing mode symmetries, and blue shaded region represents the
bandgap for Lamb-wave mode symmetries.

The optomechanical coupling rate is calculated from the optical frequency shift
arising due to the photoelastic effect [51] and moving dielectric boundaries [52],
giving 𝑔𝑜𝑚 = 𝑔𝑜𝑚,PE + 𝑔𝑜𝑚,MB. For a detailed derivation of both contributions to
𝑔𝑜𝑚, see [53]. The photoelastic contribution is derived from 1st order perturbation
theory as

𝑔𝑜𝑚,PE =
𝜔𝑜𝜖0𝑛

4

2

∫
Si E† · [pS] · E 𝑑𝑉∫

D · E 𝑑𝑉
, (2.2)

where 𝜔𝑜 is the optical frequency, 𝑛 is the refractive index, E is the electric field, p
is the photoelastic tensor, and S is the strain tensor.

The moving boundaries component is derived similarly as

𝑔𝑜𝑚,MB = −𝜔𝑜

2

∮
(Q · n̂) (Δ𝜖E2

∥ − Δ𝜖−1D2
⊥)𝑑𝑆∫

D · E 𝑑𝑉
, (2.3)

where Q is the normalized mechanical displacement field, n̂ is the surface normal,
E∥ is the electric field parallel to the surface, D⊥ is the electric displacement field
perpendicular to the surface, Δ𝜖 = 𝜖Si − 𝜖Air, and Δ𝜖−1 = 𝜖−1

Si − 𝜖−1
Air.

One may expect the coupling rates in this design to suffer due to the delocalization
of the mechanical mode. However, we find that after a Nelder-Mead simplex
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optimization of various OMC dimensions similar to [33], the resulting design gives
multiple modes with high values of 𝑔𝑜𝑚/2𝜋, with the maximum coupling rate
exceeding 750kHz (Fig. 2.5a). This is comparable to state-of-the-art OMC designs
in silicon which achieve 𝑔𝑜𝑚/2𝜋 up to ∼1MHz [43].

The radiation-limited optical quality factor 𝑄𝑜 can be simulated and is found to be
in excess of 106, corresponding to an intrinsic optical loss rate 𝜅𝑜,𝑖/2𝜋 ∼ 200MHz.
However, 𝑄𝑜 is usually practically limited to ∼ 500,000 (𝜅𝑜,𝑖/2𝜋 ∼ 400MHz) [43]
due to optical scattering from surface defects introduced in the fabrication process.
To ensure this limit is reached, we configure the optimization such that 𝑔𝑜𝑚 is
maximized while maintaining 𝑄𝑜 above ∼ 106, well above the realistic 𝑄𝑜 limit.

The total optical loss rate is given by 𝜅𝑜 = 𝜅𝑜,𝑖 + 𝜅𝑜,𝑒, where 𝜅𝑜,𝑒 is the decay
rate associated with input coupling. 𝜅𝑜,𝑒 is controlled with a coupling waveguide
and is typically designed so that 𝜅𝑜,𝑒 = 𝜅𝑜,𝑖. The total optical loss rate is then
𝜅𝑜 ≈ 2𝜅𝑜,𝑖/2𝜋 = 800MHz.

When hybridizing the modes of the piezoacoustic and OMC cavities, we must
consider the relative motional symmetry of the two cavity modes. Our OMC
design contains only breathing motion, whereas the piezo cavity design contains
both breathing and Lamb-wave components. If the OMC bandstructure permits
propagation of 5GHz phonons with Lamb-wave symmetry, then the OMC breathing
mode will hybridize with leaky, delocalized modes of Lamb-wave symmetry. This
can reduce optomechanical coupling and contribute significantly to mechanical
losses in the device. For this reason, the phonon mirror and waveguide dimensions
are chosen such that their bandstructure exhibits a bandgap for modes of Lamb-
wave-like symmetries. This is seen in the mechanics band diagrams of Fig. 2.4,
where we see a bandgap for Lamb-wave-like modes (colored in green) in both the
phonon mirror and waveguide region.

Fig. 2.5c further illustrates this idea by showing the mechanical bandgap of unit
cells across the defect region for both breathing and Lamb-wave-like modes, shaded
in red and blue, respectively. At the phonon waveguide side, the breathing mode
bandgap falls below 5GHz, permitting the breathing motion of the piezo mode to
couple strongly to the defect region. However, 5GHz lies inside the Lamb-wave
bandgap, so that Lamb-wave motion from the piezo cavity decays in the phonon
waveguide and does not interact with the defect region.
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Figure 2.6: Full piezo-optomechnaical transducer design. a. Full transducer piezoelectric cou-
pling and mode structure vs. IDT period. Shown are all modes which have either high piezoelectric
or high optomechanical coupling. Data points are colored according to 𝑔𝑝𝑒 value. b. Full transducer
optomechanical coupling and mode structure vs. IDT period. Shown are the same modes as in (a),
only colored according to optomechanical coupling. c. Mode structure at various periods, showing
𝑔𝑝𝑒, 𝑔𝑜𝑚, and energy participation ratio in the piezoelectric region. d. Mechanical mode profile of
the 880nm mode.

2.4 Full Device Design
After independently designing the piezoacoustic and optomechanical cavities, we
connect the two as shown in Fig. 2.6d and simulate the resulting hybridized mode
structure. To observe the hybridization of the piezo and optomechanical modes, we
sweep the IDT period in the piezo region to tune the piezo mode through the multiple
optomechanical resonances. We find that over a frequency window >250MHz, there
is a large number of mechanical modes with simultaneous high piezoelectric and
optomechanical coupling rates. The phonon waveguide allows for strong enough
mode hybridization that the piezoelectric coupling is distributed across a large
number of modes. As shown in Fig. 2.6c, the mechanical energy participation
in the piezo region 𝜁𝑚 is in the range 1-10%. We find that across the entire
hybridization window, at least one mode can be identified with 𝑔𝑜𝑚/2𝜋 > 500kHz,
𝑔𝑝𝑒/2𝜋 > 1MHz, and 𝜁𝑚 < 5%. In Fig. 2.6c, this mode is highlighted in red
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with 𝑔𝑜𝑚/2𝜋 = 725kHz, 𝑔𝑝𝑒/2𝜋 = 2.5MHz, and 𝜁𝑚 < 2%. We will use the
values from this mode to quantify further calculations in this work. In practice, the
frequencies and couplings of these mechanical modes are subject to change due to
multiple sources of fabrication disorder. The multi-mode structure and relatively
large hybridization ensure that the full device is robust to these shifts. While the
exact frequencies and couplings may shift, Fig. 2.6a and 2.6b illustrate that the
qualitative nature of the mode structure remains unchanged for a large range of
frequency shifts. Additionally, the modes are separated far enough in frequency that
their parasitic effect on each other’s transduction efficiencies is minimal.

We may use the simulated piezo participation ratio and radiation loss to estimate the
mechanical decoherence rate 𝜅𝑚 of our device. There are two dominant contributions
to decoherence in our design. The first is acoustic radiation loss into the surrounding
substrate. This can be simulated and is found to be in the range 𝜅rad/2𝜋 ∼ 1−10kHz
for all modes in Fig. 2.6, with 𝜅rad/2𝜋 = 2.3kHz for the mode highlighted in Fig.
2.6c. The second is coupling to two-level systems (TLS), which in both lithium
niobate [54] and silicon [43] has been shown to be the dominant decoherence
mechanism for GHz-frequency acoustic cavities at single phonon level powers and
milliKelvin temperatures. For mechanical piezo participation ratio 𝜁𝑚, the TLS
induced decoherence rate can be estimated by 𝜅TLS = 𝜁𝑚𝜅LN + (1 − 𝜁𝑚)𝜅Si. Using
reported TLS-limited linewidths 𝜅LN/2𝜋 ∼ 100 − 300kHz in lithium niobate [26,
54] and 𝜅Si/2𝜋 ∼ 5kHz in silicon [43], and taking 𝜁𝑚 = 2%, we estimate a TLS
induced decoherence rate of 𝜅TLS/2𝜋 ∼ 10 kHz. The total mechanical decoherence
rate is then estimated to be in the range 𝜅𝑚/2𝜋 ∼ 10 − 20kHz.

2.5 Efficiency and Added Noise
To analyze the efficiency and noise of our design, we consider a pulsed scheme for
microwave to optical state transfer on a transmon qubit connected to the transducer
[30]. The qubit is first tuned on resonance with the mechanical mode for a time
𝑡 = 𝜋/𝑔𝑝𝑒 to complete a microwave photon-phonon swap operation, and subse-
quently detuned far off-resonance. A red-detuned (𝜔𝑑 − 𝜔𝑜 = −𝜔𝑚) laser pulse is
then used to upconvert this phonon into an optical photon. The intrinsic efficiency
of such a pulsed scheme is simply given by 𝜂𝑖 = 𝜂𝑝𝑒𝜂𝑜𝑚, where 𝜂𝑝𝑒 is the piezo-
electric photon-phonon swap efficiency, 𝜂𝑜𝑚 is the optomechanical phonon-photon
conversion efficiency.

𝜂𝑝𝑒 can be calculated from a master equation simulation of the qubit-mechanics
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system. Using 𝑔𝑝𝑒/2𝜋 = 2.5MHz, estimated 𝜅𝑞/2𝜋 = 60kHz from Section 2.2,
estimated mechanics decoherence rate 𝜅𝑚/2𝜋 = 20kHz from Section 2.4, we find
𝜂𝑝𝑒 = 0.95. The optomechanical readout step determines both 𝜂𝑜𝑚 and the dominant
noise contribution to the transducer, which arises from optical absorption heating
of the mechanical mode. For a laser pulse duration 𝜏, 𝜂𝑜𝑚 is given by [30]

𝜂om(𝜏) =
𝛾𝑜𝑚

𝛾𝑜𝑚 + 𝜅𝑚
(1 − 𝑒−(𝛾𝑜𝑚+𝜅𝑚)𝜏), (2.4)

where 𝛾𝑜𝑚 = 4𝑔2
𝑜𝑚𝑛𝑜/𝜅𝑜 is the optomechanical scattering rate, and 𝑛𝑜 is the number

of intracavity optical photons corresponding to peak power of the optical pulse.
In principle, this efficiency may be unity in the limit 𝜏 ≫ 1/(𝛾𝑜𝑚 + 𝜅𝑚) and
𝛾𝑜𝑚 ≫ 𝜅𝑚. However, optically-induced heating of the mechanical mode severely
limits 𝜏 in order to maintain <1 added noise photon. This leads to a fundamental
tradeoff between efficiency and added noise resulting from heating dynamics in
optomechanical systems. Maximizing efficiency for a given level of added noise
requires careful choice of pulse duration 𝜏 and optical power 𝑛𝑜.

The added noise phonons 𝑛𝑚 (𝜏) during optical readout are thought to originate from
optical excitation of material defect states which undergo phonon-assisted relaxation
via the mechanical mode of interest [35, 55, 56]. The timescale 𝜏ℎ for 𝑛𝑚 to exceed 1
noise phonon depends strongly on 𝑛𝑜 and is found to vary greatly in different devices.
Experiments in low-loss (𝜅𝑚 ≲ 10kHz) pure silicon OMC devices report 𝜏ℎ ∼ 1𝜇s
[37, 43], whereas silicon OMCs integrated in a piezo-optomechanical transducer
with 𝜅𝑚 = 1MHz report much shorter 𝜏ℎ ∼ 100ns [30]. This suggests the presence of
additional sources of optically induced heating and mechanical damping in piezo-
optomechanical transducers that are potentially correlated. Possible sources are
optical absorption by the IDT electrodes, TLS-limited loss in the piezo region, and
surface defects in the OMC region from additional steps in the transducer fabrication
process. While the dynamics of optically induced heating in piezo-optomechanical
devices is a subject of future studies, it is clear that a transducer design aimed at
improving optomechanical readout efficiency and noise should make the acoustic
mode involved in the transduction process as silicon-like as possible.

In the design presented above, we minimize the dimensions of the piezo cavity so that
most of the energy in the mechanical mode lives in the OMC region. The estimated
mechanical damping rates based on participation ratios of various regions and
calculated optomechanical coupling rates are comparable to those realized in pure
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silicon OMCs. Therefore, we may approximate the heating dynamics of our design
as similar to that reported in previous silicon OMC work [37]. Using this heating
model, we estimate∼0.5 added noise photons for a pulse with 𝑛𝑜 = 45 and 𝜏 = 500ns.
Using the previously estimated values 𝜅𝑚/2𝜋 = 10kHz, 𝜅𝑜/2𝜋 = 800MHz, and
𝑔𝑜𝑚/2𝜋 = 725kHz (s.t. 𝛾𝑜𝑚/2𝜋 = 120kHz), we estimate a pulse with 𝑛𝑜 = 45 and
𝜏 = 500ns can achieve 𝜂𝑜𝑚 ∼ 30%. Combined with 𝜂𝑝𝑒 = 0.95, we achieve an
estimated intrinsic efficiency 𝜂𝑖 ∼ 29%.

There are additional noise sources which we have not considered here such as pho-
todetector dark counts and residual photons from the optical pump pulse. However,
given the measured photon count rates for these noise sources in previous milliKelvin
optomechanics experiments in our group, these noise sources are negligible com-
pared to those from optical absorption heating discussed above.

The total efficiency of our device is given by 𝜂 = 𝜂𝑖𝜂𝑘𝜂𝑒𝑥𝑡 , where 𝜂𝑘 = (𝜅𝑜,𝑒/𝜅𝑜)
determines the fraction of optical photons emitted into the coupling waveguide, and
𝜂𝑒𝑥𝑡 is the external photon collection efficiency. For 𝜅𝑜,𝑒 ≈ 𝜅𝑜,𝑖 (critical coupling)
we have (𝜅𝑜,𝑒/𝜅𝑜) ≈ 0.5. In typical optomechanics experiments, 𝜂𝑒𝑥𝑡 is mainly
determined by the fiber-to-device coupling efficiency, insertion loss of the optical
pump filtering setup, and quantum efficiency of single photon detectors. In our
typical experimental setup we estimate these factors are 0.6, 0.2, and 0.9, respectively
and lead to 𝜂𝑒𝑥𝑡 ∼ 0.1. The product of all three efficiency estimates above yields a
total transducer efficiency 𝜂 ∼ 1.5 %.

Finally, we consider the expected repetition rate for the transduction sequence in the
pulsed scheme described above. In previous work, this was limited to 100Hz by
the ∼10-ms timescale for quasiparticle (QP) relaxation in the aluminum transmon
coupled to the transducer [30]. We expect that using niobium nitired with QP
relaxation timescale in the ∼ns range [57, 58] will allow for repetition rates in the
10 kHz range (more on this in Chapter 4). At this repetition rate and estimated total
efficiency 𝜂 ∼1.5%, we expect a single photon count rate of ∼ 150Hz and a photon
coincidence rate of order 1Hz. The latter, which is the key figure of merit for second
order intensity correlation measurements as well as heralded remote entanglement
generation, indicates reasonable measurement times in the range of an hour for these
experiments.
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2.6 Conclusion
We have presented an optimized design for a wavelength scale piezo-optomechanical
transducer suitable for off-chip coupling to a transmon qubit. We have independently
simulated and optimized the design of a piezoacoustic cavity and an optomechanical
crystal cavity then hybridized their acoustic mode structure in a way which is highly
robust to fabrication disorder. We emphasize that our choice of material platform and
minimized piezoacoustic cavity dimensions allows us to design for high piezoelectric
swap efficiency without significantly compromising on-chip superconducting circuit
Q-factor, and with optomechanical readout efficiencies comparable to state-of-the-
art 1D OMC devices. With the expected performance from this transducer design,
experiments measuring quantum correlations in photons generated by the transducer
as well as a demonstration of heralded remote entanglement between two transducer
devices should be feasible on reasonable measurement timescales. Finally, we
note that the efficiency, noise, and repetition rate of the above transducer design are
expected to be limited by optomechanical heating rates. Future design improvements
can be made by employing 2D optomechanical crystal cavities, which through
better thermal conductivity to the substrate, have achieved higher optomechanical
co-operativities with lower added noise [59].
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C h a p t e r 3

DESIGN OF LIGHT-ROBUST NBN CIRCUITS

In Chapter 2, we discussed the design of our piezo-optomechanical transducer and
the expected conversion efficiency and added noise of our device. Another important
figure of merit of the transducer is its repetition rate. Since our transducer operates
in pulsed mode (ultimately limited by OMC heating), the repetition rate is simply
the rate at which we can repeat the transduction pulse sequence. A representative
transduction pulse sequence is shown in Fig. 3.1a. It begins with a microwave pulse
to excite the on-chip superconducting circuit. Next the microwave excitation in the
circuit is exchanged for a phonon in the mechanical mode. Next a red-detuned optical
pump pulse converts the phonon into and optical photon which is subsequently
detected on a photodetector. This optical pulse consists of ∼ 200THz frequency
optical photons which have energy larger than the superconducting gap of typical
superconducting materials. Since our superconducting circuit is in close proximity
to our piezo-optomechaical transducer, absorption of these highly energetic optical
photons can break Cooper pairs in the superconductor creating excess quasiparticles
(QPs). Theses excess QPs creates loss in the circuit [60] leading to a transducer
dead time until the excess QPs relax. This quasiparticle relaxation time in general
is a material and substrate dependent property. For the all-aluminum (Al) qubits on
a silicon-on-insulator substrate used in the transducer device demonstrated in [30],
the circuit recovery time after the optical generation of quasiparticles was on the
order of ∼10ms (see Fig. 3.1)b. Other measurements of quasiparticle relaxation
in Al based superconducting circuits have also indicated relaxation times on the
order of ∼ ms [61, 62]. Niobium nitride (NbN) is a superconducting material with
much shorter measured quasiparticle relaxation times (∼ns) [63]. In this chapter,
we focus on the design of NbN-based superconducting circuits. Rapid recovery
following illumination, tunability and high impedance are the key aspects which
enable the measurements shown later in this thesis and will be discussed in detail
in this chapter. At the end of this chapter we will consider two possible designs for
achieving a light-robust tunable circuit.
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Figure 3.1: Pulse sequence and laser induced quasiparticle recovery for a quantum transducer
device. a. Pulse sequence and b. Laser induced quasiparticle recovery for a quantum transducer
device. Figure reprinted by permission from Springer Nature Customer Service Center GmbH:
Springer Nature, Nature, Ref. [30], ©2020

.

3.1 Quasiparticle Dynamics
When a superconductor is subjected to a ilumination by above-bandgap electromag-
netic radiation, excess quasiparticles (QPs) are created. Relaxation QPs is a process
where the excess population recombines to form Cooper pairs with the emission of
a phonons or via an electron-phonon scattering processes [64]. Depending on the
material properties of the chosen superconductor, characteristic timescale of relax-
ation varies from milliseconds to nanoseconds. In contrast to the illumination of a
superconducting aluminum, fast QP relaxation superconductors (like NbN) respond
to pair-breaking illumination less dramatically. Because of faster relaxation rate
the average QP density is also expected to be significantly lower with equivalent
illumination power. In addition to extra loss, excess QP population in superconduc-
tors is expected to modify the surface impedance of the superconductor according
to: 𝛿𝑍𝑠 = 𝛿𝑛𝑞𝑝𝜕𝑍𝑠/𝜕𝛿𝑛𝑞𝑝 where the derivative depends on 𝜔, 𝑇 , and material
parameters, and may be calculated using the Mattis–Bardeen theory [65]. In the
case of a resonator, this change in impedance will shift the resonance frequency
according to the excited QP population. Optical illumination is not the only method
of exciting QPs in a superconductor, we can also modify QP population thermally
and electrically. However, at temperatures below the superconducting transition
temperature QPs are exponentially suppressed.

3.2 Kinetic Inductance
In a normal conductor, the inductance arises primarily from the magnetic field
generated by the moving electrons. However, in a superconductor, the flow of
electric current is carried by the coherent motion of Cooper pairs, and the behavior
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of this current is quite different. When an electric current flows through it, the
Cooper pairs move without scattering or dissipating energy due to the absence of
electrical resistance. As a result, the Cooper pairs have a finite mass and momentum
associated with their motion. When an external magnetic field is applied to the
superconductor, it induces a change in the momentum of the Cooper pairs. This
change in momentum causes the Cooper pairs to experience an effective inertia,
which is similar to the concept of mass in classical mechanics. This effective inertia
gives rise to an inductance, known as the kinetic inductance, in addition to the
geometric inductance that all conductors possess.

The kinetic inductance is proportional to the square of the resistance-free current
flowing through the superconductor and inversely proportional to the critical current,
which is the maximum current a superconductor can carry before it transitions into
a normal conducting state. The kinetic inductance also depends on the dimensions
and shape of the superconductor. We can derive these properties from BCS theory
in the low frequency limit (ℏ𝜔 ≪ 2Δ), where 𝜎2/𝜎𝑛 = 𝜋Δ

ℏ𝜔 tanh( Δ
2𝑘𝑇 ) which in

the case of 𝑇 ≪ 𝑇𝑐 we can simplify to 𝐿𝑘 = 𝑙
𝑤

ℏ𝑅𝑠𝑞

𝜋Δ
, where 𝑙 and 𝑤 refer to the

geometry of the superconductor, 𝑅𝑠𝑞 is the normal sheet resistance and Δ ≈ 1.76𝑘𝑇𝑐
[66]. Kinetic inductance has a nonlinear response to current which can by 𝐿𝑘 (𝐼) ≈
𝐿𝑘 (0) [1 + 𝐼2/𝐼∗2], where 𝐼∗ is on the order of the critical current.

3.3 Galvanic DC Injection Design
Our transducer design relies on resonant piezo-electric interaction to achieve max-
imal coupling. The fabrication-induced frequency disorder of both the piezo and
electrical resonators makes frequency alignment practically challenging. This prob-
lem is addressed in our design by adding a frequency tunable component. The
nonlinearity of kinetic inductance allows for in situ tuning of the resonator via in-
jection of direct current (DC). The path of injection has two primary approaches:
galvanic and inductive. To achieve high Q-factor devices we would like to suffi-
ciently isolate our microwave circuits from the rest of the measurement apparatus.
When considering this design we would like to maintain high quality factor while
allowing for a galvanic path for DC injection. With this consideration in mind our
galvanic DC injection design utilizes RF chokes to feed DC to the kinetic induc-
tance circuit while maintaining RF isolation similar to the design shown in [67].
The Q-factor of the circuit is determined by the values of 𝐿𝑐, 𝐶𝑐 in Fig. 3.2. In our
experiments we found this design difficult to work with with large disrder causing a
wide spread of both frequency and Q-factor.



28

Figure 3.2: Optical image of galvanic tunable resonator. a. Optical image of a fabricated galvanic
tunable resonator on silicon consisting of𝐶𝑟 , 𝐿𝑟 referring to explicit resonator values primarily setting
the frequency whereas 𝐿𝑐, 𝐶𝑐 set the waveguide coupling rate. Purple areas are superconductor.
Grey areas are silicon.

3.4 Wireless DC Injection Design
As the name implies this design relies on wireless inductive paths to inject DC. In
this case our circuit design incorporates a closed loop similar to designs developed
in [68]. When a magnetic field is applied perpendicular to the loop a proportional
supercurrent will be induced in the closed loop demonstrate in Fig. 3.3. This design
simplifies the circuit layout and results in higher Q-factor, however the loop structure
will also result in a larger circuit footprint. An optical image of our niobium nitride
(NbN) circuit on a silicon substrate is depicted in Fig. 3.4.

3.5 Electromagnetic Simulations
Our circuit designs are fine tuned in finite element method software to refine with
frequency, waveguide coupling and approximate the design impedance. We use
Sonnet for our designs which easily handles high kinetic inductance materials with
an option to include a value for sheet inductance. In addition to the single-resonator
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a. b.

Figure 3.3: Schematic of wireless tunable resonator. a. Cartoon schematic of wireless tunable
resonator. Blue area indicates superconductor. A 50Ω waveguide to feed and readout the circuit is
shown on the left side of the image. b. An inset shows a unit cell which comprises the circuit and
allows for improved inductive coupling. The red lines indicate the RF path which represents the
microwave frequency mode. Applied magnetic field induces the circulating DC shown in blue

simulations we also run multi-resonator simulations to approximate cross-coupling
between adjacent resonators.

3.6 Integration with Piezo-optomechanics
One final note regarding the design of these circuits is the integration with piezo-
optomechanics which will impact our final design. There exist several approaches
to this challenge including on-chip integration [30], flip-chip bonding [13] and
more exotic techniques [69]. There are two main advantages of composite, multi-
chip designs: one, the physical separation between the piezo-optomechanical and
microwave chips substantially reduces the optical power scattered onto the supercon-
ductor, and two, separate chips allows for simplified fabrication process. However
the challenges of this approach is coupling the two systems efficiently. The physical
separation necessitates a cross-chip microwave interface between the piezomechan-
ics and the microwave circuit which will inevitably reduce the piezoelectric coupling
of the system. On the other hand, an integrated design with microwave circuit and
piezo-optomechanics on the same chip we swap the advantages and challenges of
the composite approach. As shown in [30] the scattered light from the piezo-
optomechanics will disrupt the operation of the superconductor. In our design
we plan to leverage the properties of NbN outlined in this chapter to develop a
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light-robust transducer integrated with on-chip NbN circuits such that we gain the
benefits of an integrated chip with superior optical power-handling capabilities. To
this end, we will modifiy the circuit deisng to improve the integrated performance.
To improve further improve the power-handling we will add long and wide termi-
nals to the circuit to physically distance the narrow, light-sensitive portion from the
piezo-optomechanics.

a. b.

Figure 3.4: Optical and SEM Image of NbN circuit. a. Optical image of a fabricated NbN
device on a suspended silicon membrane. b. Zoomed-in SEM image of the wireless tuning loops
comprising the circuit.
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C h a p t e r 4

DEVELOPMENT AND CHARACTERIZATION OF
LIGHT-ROBUST NBN CIRCUITS

In this chapter we will discuss in detail the development and characterization of
the NbN circuits discussed in Chapter 3. This chapter will begin with a discussion
of the nanofabrication and initial characterization of the circuits and finish with
early measurements demonstrating the optical power-handling characteristics of our
design.

4.1 Device Fabrication
This section lists the fabrication steps for realizing a NbN based circuits on a 1 ×
1cm silicon-on-insulator (SOI) chip. The process is split into 3 layers.

Layer 1: This layer defines the Nb markers for lithographic alignment. The steps
for this layer are detailed below:

1. Chip Cleaning

• Acetone 5min sonication

• IPA 5min sonication

• N2 blow dry

• O2 plasma clean at 150W, 12sccm O2 flow for 2min

• 15s dip in 10:1 Buffered HF followed by 2x 10s DI H20 rinse

2. Spin/Bake

• Pre-bake at 180◦C for 3min

• Spin ZEP 520a at 3000 rpm for 1 min

• Post-bake at 180◦C for 3min

3. E-Beam Lithography

• Beam current 50nA

• Fracturing resolution 20nm
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• Dose 230 𝜇𝐶/𝑐𝑚2

4. Development

• ZED N50 for 2.5min

• MIBK for 30s

• N2 blow dry

• O2 plasma ash at 150W, 12sccm O2 flow for 2min

5. E-beam Evaporation of Nb

• 15s BOE dip just before loading in evaporator to strip native oxide

• Evaporate 150nm thick Nb at 0.4nm/s

6. Lift-off

• NMP at 150◦C for 2hr

• Acetone 5min sonication

• IPA 5min sonication

• N2 blow dry

• O2 plasma ash at 150W, 12sccm O2 flow for 2min

At this stage, we have used e-beam lithography, e-beam evaporation, and metal
lift-off to define our Nb markers which forms layer 1.
Layer 2: In the second layer we will define our NbN circuits. The steps are:

1. Bias Sputtering of NbN

• 15s BOE dip just before loading in sputterer to strip native oxide

• 50W RF bias sputter Nb with 5 sccm N2

2. Spin/Bake

• Pre-bake at 180◦C for 3min

• Spin ZEP 520a at 8000 rpm for 1 min

• Post-bake at 180◦C for 3min

3. E-Beam Lithography
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• Beam current 1nA

• Fracturing resolution 2nm

• Base Dose 220 𝜇𝐶/𝑐𝑚2

4. Development

• ZED N50 for 2.5min

• MIBK for 30s

• N2 blow dry

5. NbN Etching

• SF6/Ar reactive ion etch (RIE) 300W ICP (inductively coupled plasma)
30W RF

• NMP at 150◦C for 2hr

• Acetone 5min sonication

• IPA 5min sonication

• N2 blow dry

• O2 plasma ash at 150W, 12sccm O2 flow for 2min

Layer 3: The final layer is layer 3 where we etch small holes through the silicon
membrane to allow for etching of the sacrificial oxide layer. The steps are:

1. Spin/Bake

• Pre-bake at 180◦C for 3min

• Spin ZEP 520a at 8000 rpm for 1 min

• Post-bake at 180◦C for 3min

2. E-Beam Lithography

• Beam current 150pA

• Fracturing resolution 1nm

• Dose 220 𝜇𝐶/𝑐𝑚2

3. Development

• ZED N50 for 2.5min
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• MIBK for 30s

• N2 blow dry

• O2 plasma ash at 150W, 12sccm O2 flow for 2min

4. Si Etching

• SF6/C4F8 RIE 600W ICP, 18W RF

• NMP at 150◦C for 2hr

• Acetone 5min sonication

• IPA 5min sonication

• N2 blow dry

• O2 plasma ash at 150W, 12sccm O2 flow for 2min

5. Membrane Release

• SPTS uEtch vapor HF for 2 hours

4.2 Resistance and 𝑇𝐶 Measurements
The first measurements to assess the properties of our NbN films are a room temper-
ature measurement of sheet resistance and a measurement of the superconducting
transition temperature (𝑇𝐶). These two values will provide an estimate of the kinetic
inductance of the film. The sheet resistance is measured with a 4-point probe and the
measurements of 𝑇𝐶 is performed in a 2K cryogen-free cryostat (Quantum Design
PPMS). We then calculate the kinetic inductance of these films with 𝐿𝑠𝑞 =

ℏ𝑅𝑠𝑞

1.76𝜋𝑘𝑏𝑇𝐶 .

4.3 Cryogenic Measurements of Frequency and Tuning
With the initial measurements of sheet resistance and 𝑇𝐶 we can use the calculated
𝐿𝑠𝑞 to design wireless-tunable circuits with resonance frequency 𝑓0 ≈ 5GHz. These
measurements are performed in a dilution refrigerator at a base temperature of T
= 10 mK. The chip is wirebonded to a printed circuit board (PCB) with multiple
50 Ω co-planar waveguides. Each co-planar waveguide on the PCB is wirebonded
to a corresponding co-planar waveguide on chip which is used to both excite and
readout the circuit. Microwave connectors soldered to one side of the PCB allow
for connection to cables leading out of the cryostat. Above the sample is a coil
composed of thousands of loops of superconducting NbTi wire. With this coil we
can apply several hundred mT magnetic field to the sample for in situ frequency
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Figure 4.1: Experimental setup for optical tests on NbN circuits. a. Top and side vide schematics
and b. Photograph of the experimental setup on the mixing plate of a dilution refrigerator

tuning. We begin by locating the resonators by performing a reflection measurement
using a vector network analyzer (VNA). Once we have located the resonators, we
tune the frequency by driving a current through the tuning coil.

4.4 Frequency Tuning Behavior
The frequency tuning is approximately quadratic with applied magnetic field. How-
ever when tuning slowly we see behavior deviating from this. In Fig. 4.2b we
can see deviation from the expected quadratic tuning. We can measure the period
of these oscillations and find they are exactly equal to the flux quantum for this
geometry. This behavior is a result of flux quantization in the superconducting
loops comprising our circuits. Another behavior measured on our devices is related
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Figure 4.2: Flux quantization through superconducting loops. Fundamental frequency tuning
via external magnetic field. a. Full tuning range where the magnetic field is ramped up as a function
of the square root of the scan index. b. Zoom of the first plot. Frequency deviation from expected
quadratic tuning background showing the period of the oscillations.
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to the cricial current of the superconductor. When the induced current approaches
critical current the resonator frequency no longer tunes quadratically. What we
found in our experiments is that the behavior of the resonators becomes hysteretic in
this regime. The signature of this is the ’turn-around current’ where above a given
current (approximately the critical current) the circuits become lossier and follows a
different tuning trajectory which no longer corresponds to the original. This regime
of operation is avoided if at all possible.
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C h a p t e r 5

NBN CIRCUIT RESPONSE TO OPTICAL ILLUMINATION

As discussed in the previous chapter, a key performance metric of the piezo-
optomechanical transducer is the repetition rate. In the previous transducer with an
integrated aluminum transmon qubit the repetition rate was limited by the quasiparti-
cle (QP) relaxation rate of aluminum [48]. With the introduction of niobium nitride
circuits we have circumvented the primary limitation of the previous transducer.
However, QP relaxation time does not tell the whole story. To fully characterize the
performance of the transducer under typical operating conditions the light-robust
circuits need rigorous testing under similar conditions. To this end this chapter will
be focused on characterizing these circuits under optical illumination to understand
how they will impact performance in a full transducer as well as influence iteration
on the design to further improve optical robustness. We will perform several exper-
iments through this chapter to extract the information we are looking for. Starting
with an experiment to determine the spatial character of the scattered light imping-
ing on the superconductor. And later in the chapter we will move on to characterize
the temporal performance of the circuits.

5.1 Geometry of Scattered Light
In this section we will focus on the spatial nature of light scattered during trans-
duction. This information is key to informing and improving the design of the light
robust circuits. To begin this section we can examine the geometry of the transducer
to understand the sources of scattered light.

This experiment is set up such that the opposite side of the PCB is cut right to the
edge of the chip to allow for a lensed optical fiber to be placed in close proximity
to the chip. A 3-axis positioner is used to precisely position the optical fiber at
various positions to qualify the various sources of scatter light (Fig. 4.1). The two
main sources of scattered light we suspect are: one, light scattered from the edge
of the chip, and two, light scattered from the OMC. Due to the limited coupling
efficiency of this scheme about 60% of the light sent to the chip is not coupled into
the waveguide. Most of this scattered light will not impinge on the superconductor,
but a small fraction will. The high Q-factor of silicon OMCs implies the light
scattering from this region is extremely small, however the close proximity to the
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superconductor (relative to other sources) could make this a non-negligible source.
The main goal of these experiments is to determine the relative magnitude of
these sources and test methods to mitigate the total optical power impinging on the
superconductor. In addition to these two modes of scattering we can also test the
far-field scattering.

In the first experiment we parked the lensed optical fiber 2mm away from the optical
coupler which leads to superconductor. This geometry is intended to test the far-
field scattering from the lensed fiber. A 1550nm laser is used to illuminate the
chip. We perform microwave spectroscopy on the NbN circuits as we apply 2𝜇W
of continuous wave (CW) optical power. At this distance we detected a 100 kHz
frequency shift from the 5 GHz microwave mode. Now we will couple to the
waveguide with maximal efficiency ( 30%). At this position we expect most of the
illumination to originate from OMC scattering near the superconductor. Next we
move the fiber 5 𝜇m away from the coupler. In this position the scattering from the
fiber should be identical to the maximally-coupled case, but now there is virtually
no power reaching the OMC. In the coupled case we see a shift of 20MHz, and
1MHz in the uncoupled case. This result indicates both sources substantially effect
the circuits, but the local scattering from the OMC represents a larger proportion of
the impinging power on the superconductor. However, both sources have an effect
on the circuits and should be mitigated as far as is possible.

Distance from coupler MW frequency shift
2 mm 0.1 MHz
5 𝜇m 1 MHz
0 𝜇m 20 MHz

Table 5.1: Optically induced MW frequency shift

a. b. c.
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Figure 5.1: Design changes for improved optical robustness. a. Previous device design with
dimensions indictating distance of fiber coupler to superconductor. b. Improved design showing
increased distance from fiber coupler to superconductorc. Zoom in showing the changes to the
superconducting circuit.
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In the next series of experiments we modified the design to reduce the scattered light
impinging on the circuits. The first change was to add long and wide superconducting
terminals to spatially separate the narrow wire segments from the OMC. The second
change is to increase the length of the on-chip waveguide to spatially separate the
lensed fiber from the circuit. With these design changes we measured the effects
of CW on the circuit and found we reduced the susceptibility by a 100X as seen in
Fig. 5.2. Further, we can calculate the added noise photons in the MW circuit and
find we add less than 0.5 noise quanta at 20 𝜇W which is an order of magnitude
higher power than typically used for OMC readout. With this data we can show our
implementation of NbN circuits is, from an added noise perspective, very promising
for quantum microwave to optical transduction.

a. b.

Figure 5.2: MW frequency shift of improved device. a. MW frequency shift under optical
illumination of two devices. p2 represents the previous design and p5 is the improved design. b.
Zoom in showing the improved performance.

5.2 Time Dynamics
Now we can move on to the time domain and start pulsed experiments to extract the
time dynamics of the NbN circuits. The time dynamics of the optical response of
NbN circuits is a key parameter in the performance of the transducer as it will set
the rate at which we can effectively operate. An acousto-optic modulator (AOM)
allows pulsing of the laser and is used to control both the duration and repetition rate
of the pulse. A digital delay generator is used to maintain synchronization between
the optical and microwave pulses used for readout. From these experiments we
are able to extract a MW recovery time of 1.5𝜇s. This observed recovery time is
likely limited by the bandwidth of the circuit which is set by the total designed MW
linewidth of 500MHz. This recovery time would allow for a transducer repetition
rate 10,000X faster than the transducer with an aluminum circuit. In Fig. 5.3 We
highlight two seperate effects with different timescales. First, we observe the fast
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recovery which occurs within several 𝜇s which is attributed to the relaxation of QP
in the superconductor. Second, is the slow-timescale heating of the circuit which
takes several hundered 𝜇s to recover.

a.

b.

c.

c.

Readout

Laser
RO time

Figure 5.3: Recovery of NbN circuit after laser illumination. a. MW readout voltage following
laser illumination with an inset showing the laser pulse sequence b. Zoom in showing fast recovery
of NbN circuit within 2 𝜇s. c. Zoom in showing slow recovery rate with timescale of 40 𝜇s. Pump
laser locked to 5GHz detuning from optical cavity. Pulse parameters: 100ns duration, 2mW peak
power

5.3 MW Tuning with Optical Illumination
A successful transduction experiment requires simultaneous magnetic field for fre-
quency tuning as well as optical illumination. To determine if these effects interact
we performed a series of tuning experiments with a range of laser illumination
powers. We found even very low optical powers similar to that used during previous
transduction experiments was enought to reduce our total tuning range from about
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10% to 3%. This is imporant to the device as fabrication-induced frequency disorder
is large with these circuits and a reduced tuning range will reduce the total number
of devices which land within the limited tuning range of the piezomechanics.

5.4 Conclusion
In conclusion, our measurements of the geometric and time dynamics response of
a NbN circuit with optical illumination indicate that these circuits have an initial
fast (∼ 10𝜇𝑠) recovery time when exposed to optical illumination. We also find
evidence of a slower heating process that creates excess population 100 𝜇s time
scale. Power-dependent measurements indicate this slower process is likely thermal
in origin. Given that the transducer device in [30] operates at 2 𝜇W power with
<100 ns pulse lengths, our measurements indicate that a repetition rate of 10 kHz
would be achievable by replacing the all Al qubits in the device in [30] with NbN
circuits. This would be a 1000x improvement over the repetition rate of 100 Hz
reported in [30].
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C h a p t e r 6

PIEZO-OPTOMECHANICAL TRANSDUCER MODES OF
OPERATION

In this chapter we will briefly discuss the different methods of operating a quantum
microwave to optical transducer. In a classical transducer there is only one option,
direct transduction and in the quantum device the method is very similar, albeit with
smaller signals. However operating in the quantum regime provides an additional
channel for communication based on quantum entanglement. In the next few sections
we will discuss the different methods and the rationale for selection.

6.1 Direct Transduction
Direct quantum transduction is analogous to the classical case. By engineering
a system with a beam-splitter type Hamiltonian we can directly convert between
photons with disparate frequencies. In this case the channel for communication is
clear, signals from microwave quantum devices are upconverted to optical photons
then travel along a length of fiber, and finally, are downconverted back to microwave
photons to interact with a distant microwave quantum device.

6.2 Entanglement Generation
Quantum entanglement is the unique feature of quantum physics that occurs when
a group of particles can not be described independently (even when spatially sep-
arated) following the act of generation or interaction. A device capable of simul-
taneously generating photons of disparate frequency can be thought of a resource
for entanglement. In other words, the photons generated by such a device would be
entangled and can be used as a channel of communication over long distances.

6.3 Considerations for Selecting Mode
The main disadvantages of direct transduction are the stringent requirements of effi-
ciency and added noise. A direct photon converter is capable of transferring quantum
states only if the conversion efficiency 𝜂 < 1/2 and small added noise [70]. With
state of the art devices these figures are not realistic. However, by adding a classical
two-way classical communication channel which heralds successful entanglement
generation then completes quantum state transfer via teleportation we can avoid



43

these requirements. With this method, useful measurements of transduction are
possible with state of the art devices.
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C h a p t e r 7

INTEGRATED LIGHT-ROBUST TRANSDUCER FABRICATION

In Chapter 4, we studied the optical response of niobium nitride (NbN) based circuits
fabricated on a silicon-on-insulator (SOI) substrate. Our results showed a favorable
quasiparticle recovery time for these NbN circuits compared to the all aluminum
transmon qubits used in [30]. However, as discussed in Chapter 2, our transducer
device is designed to be integrated on the same chip. To integrate our NbN circuits
with our piezo-optomechanical transducer device, we need to develop a fabrication
process for realizing this integrated platform. In this chapter we discuss some
of the challenges associated with fabricating these light-robust NbN/AlN piezo-
optomechanical transducers. A summary of the NbN/AlN transducer process is
show here:

Si
SiO2

AlN
Si

(i) (ii) (iii) (iv) (v) (vi)

...

(vii) (viii) (ix)

...

(x)

(xi) (xiv)(xii) (xiii)
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+ Si OMC

Al IDT
+ HF release
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Anhydrous HF
vapor release

Figure 7.1: Fabrication process for NbN/AlN transducer.
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7.1 Protection of Si Surface from NbN Etch
The first challenge we encountered in efforts to integrate our circuit fabrication with
piezo-optomechanics is the effect of the NbN dry etch on the silicon undertheath.
Optomechanical crystals (OMCs) are known to be sensitive to the surface roughness
and thickness of the silicon layer they are patterned in. The etch chemistry used
to etch the circuit geometry is not selective for NbN and in fact etches Si more
quickly. This is problematic because the quality factor and wavelength of the OMCs
varies dramatically based on the timing of the circuit etch. The primary issue is
that our efficiency is reliant on a high Q OMC with a mechanical frequency which
hybridizes well with the piezo-acoustic mode. Overetching of the silicon devices
layer presented a large yield issue for our fabrication process.

Two potential solutions to the overetching are to use a liftoff process instead of
etching the circuits or finding a more selective dry etch chemistry. Liftoff was not
feasible due to the sputtering process we use to deposit NbN. Experiments with
different etch chemistry did not find a better chemistry. Instead we took a middle
ground approach where instead of lift-off across the entire circuit we placed a small
patch of resist protecting the OMC region from the dry etch. The main downside
for this approach (the reason we cannot do liftoff across the whole circuit) is that the
sputtering process is conformal which makes liftoff difficult and can cause flagging
to occur at the edges of the resist pattern as seen in Fig. 7.2.

Parameter Value
ICP Power 300 W
RF Power 30 W
𝑆𝐹6 Flow 20 sccm
𝐴𝑟 Flow 10 sccm
Temperature 15 C
Process Pressure 8 mTorr
Helium Backing Pressure 4 torr

Table 7.1: NbN etching parameters

Material Etch Rate
NbN 10 nm/min
Silicon 60nm/min
AlN 2nm/min

Table 7.2: Etch rates of various materials in the NbN etch
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Figure 7.2: SEM image of NbN etch with OMC protection region. a. Image showing the device
following the NbN etch with resist protection region for the OMC b. Zoom in of a. showing the
hardened organics which form as a result of the protection region.

7.2 Large Suspended Membrane for NbN Circuit
To mitigate mechanical loss through the substrate the piezo-optomechanical trans-
ducer is fabricated on a silicon-on-insulator (SOI) substrate. This allows the selective
removal of sacrificial silicon dioxide layer releasing a portion of the silicon device
layer leaving a suspended membrane with an air gap between the patterned device
and the substrate. The challenge related to this is that the sacrificial oxide layer is
uniform across the entire substrate and is has large dielectric loss tangent compared
to silicon. To mitigate dielectric loss the oxide layer must be removed which re-
leases the entire area the circuit takes up. The relatively large footprint of the circuit
(25,000𝜇m2) introduces a few challenges into the fabrication process. The first
challenge is the stability of the membrane itself. Our SOI substrates have a silicon
device layer which is under compressive stress such that when the membranes are
released they tend to buckle down towards the substrate. The concern is that if the
circuit do not buckle the same way there will be some uncertainty in the frequency of
the circuits due to the changing dielectric environment as there is a large difference
in the dielectric constant between silicon and vacuum. To mitigate this issue we
sacrificed the Q-factor of the circuits to bring the edge of the released membrane
as close to the circuits as possible. This brings the lossy oxide close to the circuits
in exchange for a smaller, more stable released structure. Another challenge of this
large buckling is the effect on the piezo-optomechanics. The circuit and mechanics
are in close proximity to eachother and were originally released on the same me-
brane. We found this caused extra displacement in the piezo-optomechanics shifting
frequencies and Q-factors. To mitigate this issue we added an unreleased island of
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oxide as a support mechanism between the circuit and piezo-optomechanics.

a. b.

c. d.

80μm

80μm
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Figure 7.3: Optical images of stress reduction design. a. Image showing the device following
VHF release without stress reduction design. b. Zoom in of a. c. Image showing device with stress
reduction bridge between the NbN circuit and the piezomechanics. d. Zoom in of c.

7.3 NbN Fabrication-induced Frequency Disorder
A key component of our system to achieve maximal efficiency is resonant frequency
alignment. Given the variety of materials and small feature sizes of our device
precise and accurate alignment of the modes can be very challenging. One of the
more sensitive components to fabrication-induced frequency disorder is the NbN
circuit. Because our superconductor films are so thin to maintain a large fraction
of kinetic inductance they are susceptible to small changes in the thickness. The
kinetic inductance of these films is superlinear with film thickness because not only
does the geometry effect the kinetic inductance, but so do the material properties of
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the film. As films grow thicker the lattice constant mismatch between the substrate
and deposited film lessens and the film becomes more ordered. In the regime
where this effect plays an important role (<100nm for NbN) thinning the film will
linearly increase the current density in the film for a given current and this will be
compounded with the change in the material properties due to the more disorder in
thinner films. The order of this superlinear relation is not clear and is very sensitive
to the material properties and growth of the superconductor. This indicates that
a 10% change in the thickness of these films could induce a 3-5% change in
circuit frequency. For the 10nm thick films we have discussed in previous chapters
this would require a 1nm unintended change in thickness. With the complicated
fabrication procedure outlined at the beginning of this chapter it is possible to do
much worse than 1nm uncertainty and this is the primary concern of this section.

Most metal thin films are known to develop a native passivation layer on the surface
following deposition. This layer typically converts the top few nanometers of the
film to a more atmosphere-stable compound (Al2O3 for aluminum for example). For
most traditional superconducting films like aluminum or niobium the native oxide
layer is grown within seconds or hours following exposure to atmosphere. However,
NbN is known to have a long passivation period (up to a few weeks) and if not
accounted for carefully can cause apparent disorder in the circuit frequencies [71].
The fabrication processing time can vary greatly from 2 weeks to more than a month
so it is vital to control this variability. One approach to remove this uncertainty is
to wait a set time following film deposition for the passivation process to complete
before measuring the circuits. Another aspect to this disorder is the additional
processing which the NbN is exposed to during the steps required to complete the
transducer. The main culprit for modifying the film properties during the extra steps
is the substrate cleaning we perform in between lithography. This step involves
a gentle oxygen plasma cleaning, but it is possible this process is damaging our
superconductor film. These cleaning steps however are required so the best we can
do is ensure consistency such that the films are uniformly effected by the cleaning.
This can be challenging to changing chamber conditions in the plasma cleaner which
may effect the plasma density and intensity. The minimum benchmark to clear is
our frequency disorder must be less than our in situ frequency tuning range of about
10%.

In addition to disorder of the film thickness we also have disorder of the nanowire
width. The widths of the wires depend on the lateral etch rate of the dry etch as well
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as the resist erosion during the etch. Both of these factors can vary significantly
run-to-run, but also vary across the chip. For instance, we have found a ± 10nm
difference in lateral nanowire dimensions which will not impact the circuit frequency
as strongly as thickness, but will add more disorder.

7.4 Optical Waveguide Buckling
Similar to the mechanical stability issues we encountered with the large released
membranes supporting the NbN circuits we encounter similar challenges with the
optical waveguide used to feed and readout the optomechanics (OMC). As discussed
in Chapter 2 we have extended the length of the on-chip optical waveguide to reduce
the scattered light impinging on the superconductor. We found the increase in length
greatly improved the optical power handling capabilities of the device, but instability
and buckling were common issues with the first devices.

The primary failure mode was the suspended waveguide would buckle and collapse
into the underlying substrate following vapor HF (VHF) release. Once collapsed the
waveguide could not be recovered and the loss of the waveguide became too large
for productive measurements of the OMC. The coupling rate between the waveguide
and OMC is set by the distance separating the two features. Due to the large stress
and deflection from the buckling the distance between the coupler and OMC were
highly disordered causing some devices to be suboptimally undercoupled and some
overcoupled. Both situations result in an impracticle device. In the undercoupled
case it is challenging to measure due to low signal levels and in the overcoupled
case the OMC Q-factor becomes limited by the coupler and suffers a substantial
reduction in Q-factor, reducing the conversion efficiency of the devices.

As discussed in Chapter 2 the efficiency of a transducer is set not only by the
transducer itself, but the chain of readout as well. By adding loss channels to the
optical waveguide we would be effectively reducing the efficiency of the system. To
avoid this we suspend the optical waveguide with the fewest number of supporting
tether structures as possible, but the fewer the number, the lower the mechanical
stability. This issue is further emphasized with a waveguide which extends for more
than 1mm, typically having hundreds of tethers. The scattering of each tether points
and the waveguide becomes not only very lossy, but also develops a background
with large ripple, further reducing the readout efficiency of the device.

Our approach to mitigate this issue was to design tether with lower loss and better
mechanical stability. Typically the size of the tether is proportional to the magnitude
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of loss, but by designing a waveguide which varies adiabatically with the period of
tethers we plan to mitigate these losses. Simulations performed in lumerical show
a reduction of blank to the loss of the tethers. Additionally, the adiabatic variation
reduces the length of the individual tethers reducing the torsional flexibilty, adding
further resistance to buckling. With these adiabatic tethers we found our devices
more reliably released without collapsing and our waveguide background ripple
improved substantially. In addition to the design changes of the optical waveguide
the addition of the unreleased bridge demonstrated in Fig. 7.3. This unreleased
region mitigates the stress from the large MW membrane being transfered to the
fragile optical waveguide.

Parameter Value
ICP Power 1200 W
RF Power 23 W
SF6 Flow 16 sccm
C4F8 Flow 40 sccm
Temperature 15 C
Process Pressure 10 mTorr
Helium Backing Pressure 4 torr

Table 7.3: VHF release holes etching parameters

7.5 Dicing Saw for Endfire Coupler
The typical method for exposing the optical waveguide for lensed fiber endfire-
coupling is deep reactive ion etching (DRIE). In this proceedure we etch a deep
trench through the silicon substrate to expose the end of the chip and allow space
for the fiber to approach the on-chip waveguide without bumping into the substrate
underneath. This requires deep etching into the silicon substrate ( 300um) and the
process generates signifcant heating in the resist used to protect the device during
this process. This step occasionally burns the resist making it difficult to remove
following DRIE. To improve the cleanliness of this process we explored alternate
methods to expose the endfire coupler.

The primary method explored in our work utilizes a dicing saw to expose the coupler.
Dicing saws are typically used to separate a processed wafer into many individual
dies. In our case, we will use the saw to cut very close to the edge of the coupler.
The alignment of the saw with the coupler was challenging because cutting the
waveguide would ruin the coupler, but cutting too far from the coupler would make
it so the lensed fiber would bump into the substrate when attempting to couple.
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However, the optical microscope built into the saw worked well enough. We found
after several successful dicings that the coupling efficiency of endfire coupling with
this method was not comparable to DRIE. Our hypothesis is that the dicing saw may
add some residual stress to the waveguide as it travels close by. The added stress
may cause buckling in the coupler which rotates its axis out of plane. The rotational
alignment of the coupler with the lensed optical fiber has a large effect on coupling
efficiency and is not easily adjusted for. Following these initial experiments we
decided to return to the DRIE process.

7.6 Fabrication Procedure
Layer 1: Cr/Au Markers:

1. Chip Cleaning

• Acetone 5min sonication

• IPA 5min sonication

• N2 blow dry

• Plasma ash at 150W, 12 sccm O2 flow for 2min

2. Spin/Bake ZEP 520a

• Pre-bake at 180◦C for 3min

• Spin ZEP 520a at 3000 rpm for 1 min

• Post-bake at 180◦C for 3min

3. E-Beam Lithography

• Beam current 1nA

• Fracturing resolution 2nm

• Dose 250 𝜇𝐶/𝑐𝑚2

4. Development

• ZED N50 for 2.5min

• MIBK for 30s

• N2 blow dry

• Plasma ash at 150W, 12 sccm O2 flow for 2 min
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5. Cr/Au Deposition

• 15s dip in 10:1 Buffered HF followed by 2x 10s DI H20 rinse—this
step etches away the native silicon-oxide on the surface of the substrate
and is done right before loading the chip in the evaporator for a clean
oxide-free Cr-Si interface

• Evaportate 15 nm Cr at 0.05 nm/s and 100nm Au 0.1 nm/s

6. Cr/Au Liftoff

• NMP heated to 150◦C for 2 hours

• Acetone 5min sonication

• IPA 5min sonication

• Plasma ash at 150W, 12 sccm O2 flow for 5min

Layer 2: AlN Trench Etch:

1. Spin/Bake

• Pre-bake at 180◦C for 3min

• Spin ZEP 520a at 3000 rpm for 1min

• Post-bake at 180◦C for 3min

• Spin ZEP 520a at 3000 rpm for 1min

• Post-bake at 180◦C for 3min

2. E-Beam Lithography

• Beam current 1nA

• Fracturing resolution 2nm

• Dose 290 𝜇𝐶/𝑐𝑚2

3. Development

• ZED N50 for 2.5min

• MIBK for 30s

• N2 blow dry

• Plasma ash at 150W, 12 sccm O2 flow for 2 min
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4. ICP-RIE Etching of AlN

• 3min Ar:Cl2 10:20sccm, 300W ICP, 30W RF 10 mTorr

5. Resist strip

• NMP heated to 150◦C for 2 hours

• Acetone 5min sonication

• IPA 5min sonication

• Plasma ash at 150W, 12 sccm O2 flow for 5min

Layer 3: AlN Wet Etch

1. PECVD Oxide Growth

• 4min SiH4:N2O 42:838 sccm, 20W HF, 1000 mTorr, 350◦C

2. Spin/Bake

• Pre-bake at 180◦C for 3min

• Spin ZEP 520a at 3000 rpm for 1min

• Post-bake at 180◦C for 3min

3. E-Beam Lithography

• Beam current 1/100nA

• Fracturing resolution 2/25nm

• Dose 250 𝜇𝐶/𝑐𝑚2

4. Development

• ZED N50 for 2.5min

• MIBK for 30s

• N2 blow dry

• Plasma ash at 150W, 12 sccm O2 flow for 2 min

5. ICP-RIE Etching of Oxide Mask

• 6min C4F8:O2 40:3sccm, 1300W ICP, 33W RF 10 mTorr
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6. Resist strip

• NMP heated to 150◦C for 2 hours

• Acetone 5min sonication

• IPA 5min sonication

• Plasma ash at 150W, 12 sccm O2 flow for 5min

7. Wet Etch of AlN

• 12min 85% phosphoric acid heated to 80◦C

8. Oxide Mask Strip

• 3.5min 1:10 buffered HF

Layer 4: OMC Protection Mask

1. Spin/Bake

• Pre-bake at 180◦C for 3min

• Spin ZEP 520a at 3000 rpm for 1min

• Post-bake at 180◦C for 3min

2. E-Beam Lithography

• Beam current 100nA

• Fracturing resolution 25nm

• Dose 250 𝜇𝐶/𝑐𝑚2

Layer 5: NbN Resonators

1. NbN Sputtering

• 10nm 50W RF bias

2. Spin/Bake

• Pre-bake at 180◦C for 3min

• Spin ZEP 520a at 8000 rpm for 1min
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• Post-bake at 180◦C for 3min

3. E-Beam Lithography

• Beam current 1nA

• Fracturing resolution 2nm

• Dose 250 𝜇𝐶/𝑐𝑚2

4. ICP-RIE Etching of NbN

• 1min SF6:Ar 20:10sccm, 300W ICP, 30W RF, 10mTorr

5. Resist strip

• NMP heated to 150◦C for 2 hours

• Acetone 5min sonication

• IPA 5min sonication

• Plasma ash at 150W, 12 sccm O2 flow for 5min

Layer 5: NbN Resonators

1. NbN Sputtering

• 10nm 50W RF bias

2. Spin/Bake

• Pre-bake at 180◦C for 3min

• Spin ZEP 520a at 8000 rpm for 1min

• Post-bake at 180◦C for 3min

3. E-Beam Lithography

• Beam current 1nA

• Fracturing resolution 2nm

• Dose 250 𝜇𝐶/𝑐𝑚2

4. ICP-RIE Etching of NbN

• 1min SF6:Ar 20:10sccm, 300W ICP, 30W RF, 10mTorr
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5. Resist strip

• NMP heated to 150◦C for 2 hours

• Acetone 5min sonication

• IPA 5min sonication

• Plasma ash at 150W, 12 sccm O2 flow for 5min

Layer 6: OMCs

1. Spin/Bake

• Pre-bake at 180◦C for 3min

• Spin ZEP 520a at 8000 rpm for 1min

• Post-bake at 180◦C for 3min

2. E-Beam Lithography

• Beam current 150pA

• Fracturing resolution 2nm

• Dose 220 𝜇𝐶/𝑐𝑚2

3. ICP-RIE Etching of Si

• 4min SF6:C4F8 72:30sccm, 600W ICP, 18W RF, 10mTorr

4. Resist strip

• NMP heated to 150◦C for 2 hours

• Acetone 5min sonication

• IPA 5min sonication

• Plasma ash at 150W, 12 sccm O2 flow for 5min

Layer 7: Al Terminals

1. Spin/Bake

• Pre-bake at 180◦C for 3min

• Spin ZEP 520a at 3000 rpm for 1min
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• Post-bake at 180◦C for 3min

2. E-Beam Lithography

• Beam current 1nA

• Fracturing resolution 3nm

• Dose 250 𝜇𝐶/𝑐𝑚2

3. Aluminum Evaporation

• 100nm angled evaporation of Al, +-15◦

4. Lift-off

• NMP heated to 150◦C for 2 hours

• Acetone 5min sonication

• IPA 5min sonication

• Plasma ash at 150W, 12 sccm O2 flow for 5min

Layer 8: Bandaid 1

1. Spin/Bake

• Pre-bake at 180◦C for 3min

• Spin ZEP 520a at 3000 rpm for 1min

• Post-bake at 180◦C for 3min

2. E-Beam Lithography

• Beam current 1nA

• Fracturing resolution 3nm

• Dose 250 𝜇𝐶/𝑐𝑚2

3. Aluminum Evaporation

• 2min Ar mill 400V, 20mA

• 60nm evaporation of Al

4. Lift-off
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• NMP heated to 150◦C for 2 hours

• Acetone 5min sonication

• IPA 5min sonication

• Plasma ash at 150W, 12 sccm O2 flow for 5min

Layer 9: Bandaid 2

1. Spin/Bake

• Pre-bake at 180◦C for 3min

• Spin ZEP 520a at 3000 rpm for 1min

• Post-bake at 180◦C for 3min

2. E-Beam Lithography

• Beam current 1nA

• Fracturing resolution 3nm

• Dose 250 𝜇𝐶/𝑐𝑚2

3. Aluminum Evaporation

• 6min Ar mill 400V, 20mA

• 60nm evaporation of Al

4. Lift-off

• NMP heated to 150◦C for 2 hours

• Acetone 5min sonication

• IPA 5min sonication

• Plasma ash at 150W, 12 sccm O2 flow for 5min

Layer 9: Mechanical Release

1. VHF

• 2.5hrs of VHF
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C h a p t e r 8

INTEGRATED LIGHT-ROBUST TRANSDUCER
CHARACTERIZATION

In this chapter we will characterize the transducer devices we have developed during
my time at Caltech. We will start with preliminary optical and microwave spec-
troscopy to characterize the basic features of the device like microwave/optical Q-
factors, frequencies and mode-couplings. Following spectroscopy we will introduce
and perform our experiment for generating entangle photon pairs via spontaneous
parameteric down conversion (SPDC). We will then discuss the results and analysis
of the photon pairs. Finally we will discuss ongoing measurements to show our
device violates the CHSH inequality as as further proof of entanglement.

8.1 Transducer Device Summary
Fig. 8.1a shows a conceptual schematic highlighting the resonator modes involved
in our transduction experiment. Interaction between an optical mode, �̂� and a
microwave-frequency acoustic mode, �̂� is mediated by a pump laser driving an
optomechanical cavity in the resolved sideband regime. Simultaneously, the acoustic
mode is resonantly coupled to a microwave-frequency electrical mode, 𝑐 via the
piezoelectric effect. We can write the Hamiltonian for this system as

�̂�/ℏ = −Δ𝑎 �̂�
†�̂� + 𝜔𝑏 �̂�

†�̂� + 𝜔𝑐𝑐
†𝑐 + �̂�om/ℏ + �̂�pe/ℏ. (8.1)

Here𝜔𝑏, 𝜔𝑐 are the frequencies of the modes �̂�, 𝑐 , respectively, and �̂�om, �̂�pe are the
optomechanical and piezoelectric interaction Hamiltonians described in more detail
below. Δ𝑎 = 𝜔p−𝜔𝑎 is the difference between the frequency of the optical pump, 𝜔p

and that of the optical mode, 𝜔𝑎. Setting the frequency of the pump laser to be red
(Δ𝑎 < 0) or blue detuned (Δ𝑎 > 0) with respect to the optical cavity resonance allows
us to select either beam-splitter or two-mode squeezing interactions, respectively
[31]. The first setting can be used to transfer states between the acoustic mode and the
optical mode when the transducer is operated as a frequency converter [48, 72, 73].
In this work, we use the latter setting to generate non-classical pairs of optical pho-
tons and acoustic phonons in an SPDC process. This choice is motivated by recent
proposals for heralded remote entanglement generation which indicate that opera-
tion in SPDC mode relaxes the efficiency requirements for piezo-optomechanical
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transducers [74–76]. In this setting, we have �̂�om/ℏ = −𝐺om(𝑡) (�̂�†�̂�† + �̂��̂�). The
time-dependent optomechanical coupling rate 𝐺om(𝑡) =

√︁
𝑛𝑎 (𝑡)𝑔om is controlled

parametrically via the intra-cavity photon population 𝑛𝑎 (𝑡) due to the detuned pump
laser. Here 𝑔om denotes the optomechanical coupling rate at the single optical pho-
ton and acoustic phonon level. The piezoelectric interaction is described by the
beam-splitter Hamiltonian �̂�pe/ℏ = −𝑔pe(�̂�†𝑐 + �̂�𝑐†). Here 𝑔pe denotes the piezo-
electric coupling rate at the single microwave photon and acoustic phonon level.
This interaction can be used to map the acoustic component of the optomechanical
two-mode squeezed state onto the microwave electrical mode. In the absence of
any added noise, the joint state of the modes, �̂�, 𝑐 can be described in the photon
number basis by the wavefunction |𝜓⟩ = |00⟩ + √

𝑝 |11⟩ + 𝑝 |22⟩ + 𝑂 (𝑝3/2). For
a weak pump field, the higher order terms with more than one excitation may be
neglected. Detection of a single optical photon with probability, 𝑝 ≪ 1 can then be
used to discard the vacuum component of this state, and show that single optical and
microwave photons are produced strictly in pairs. Further, the optical measurement
heralds a single microwave photon, a non-Gaussian state with a vanishing 𝑔(2) .

Figure 8.1b shows the physical schematic of our chip-scale device, which consists
of a half-wavelength superconducting kinetic inductance resonator [77] coupled to a
piezo-optomechanical transducer. The transducer itself comprises a half-wavelength
aluminum nitride (AlN) piezo-acoustic cavity attached to a silicon optomechanical
crystal (OMC) resonator via an acoustic waveguide [48]. We achieve piezoelectric
coupling in our system by using the two end terminals of the microwave resonator
as electrical leads over the AlN section of the transducer. The microwave resonator
is patterned in a disordered, thin film of NbN in a meandering ladder geometry. The
inclusion of closed loops in the thin superconducting film, as shown in Fig. 8.1c,
allows for tuning of kinetic inductance, and hence tuning of the frequency of the
microwave resonator via an external magnetic field [78]. Using narrow supercon-
ducting wires in a meandering geometry results in high impedance, which helps
us achieve strong piezoelectric coupling, 𝑔pe with a small acoustic mode volume
[79]. This design strategy is followed to maximize the fraction of acoustic energy in
silicon, which has the lowest acoustic loss in our material stack. The NbN resonator
is capacitively coupled to a 50Ω transmission line (not shown in schematic) to fa-
cilitate microwave spectroscopy of the transducer. Likewise, the optical cavity is
coupled to a waveguide, which terminates in a tapered coupler at the edge of the chip
allowing for efficient coupling to a lensed optical fiber. The layout of our device is
chosen to reduce optical flux from stray pump light at the microwave resonator. We
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use an ∼1 mm long optical waveguide to physically separate the circuit section of
the transducer from the optical coupler, where there is significant scattering of pump
light. Adiabatically tapered tethers, designed for low scattering loss, are used to
anchor this suspended waveguide to the bulk of the device layer [79]. Additionally,
we use extended electrical terminals to physically separate the optically sensitive
current anti-node of the kinetic inductance resonator from the OMC, and reduce the
impact of local pump scattering.

8.2 Measurement Setup
The measurement setup used in this work is detailed in Fig. 8.2. For SPDC experi-
ments, trigger signals from a master digital delay generator are used to synchronize
optical pump pulses with the timing window used for optical and microwave read-
out. Optical pump pulses with > 120 dB extinction are generated using two analog
acousto-optic modulators (G&H Photonics) and are routed via a circulator into the
‘Optics in/out’ path towards the device in the dilution fridge as shown in Fig.8.2a.
The optical emission from the device passes through the same circulator and is
directed to a pump filtering setup prior to single photon detection (SPD) along the
‘SPD in’ path in Fig. 8.2a. The filtering setup comprises two tunable Fabry–Perot
filter cavities (Stable Laser Systems) in series and provides 104 dB extinction for a
pump detuning of 5 GHz along with a transmission bandwidth of 2.7 MHz. This
transmission bandwidth naturally excludes emission due to optomechanical scatter-
ing by other transducer modes besides the two hybridized electromechanical modes
of interest, 𝑐±. During the experiment, transmission through the filters is checked
every four minutes and a lock sequence is initiated if the transmission drops below
a set threshold. At the beginning of the transmission check, the optical path is set
to bypass the fridge via a MEMS switch. An electro-optic phase modulator (𝜙-m in
Fig. 8.2a) is used to generate a sideband on the pump tone at the target frequency to
which the filters are locked. In our SPDC experiments, this target frequency corre-
sponds to a pump detuning, Δa = (𝜔+ + 𝜔−)/2. If required, the locking algorithm
adjusts the filter cavities to maximize transmission at the target frequency by mon-
itoring the output of each cavity on a separate photodetector. Additionally, during
long measurements, we periodically monitor the polarization of the pump light sent
to the device and compensate for long term polarization drifts along the excitation
path. Active polarization control is preformed by using an electronic polarization
controller (Phoenix Photonics) and maximizing the optical pump power reflected
by the device.
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Figure 8.1: Quantum transducer summary. a. Transducer mode schematic indicating optical
(�̂�), acoustic (�̂�) and microwave (𝑐) modes along with interaction rates for optomechanical coupling
(𝐺om) and piezoelectric coupling (𝑔pe), respectively. The optical and microwave modes are coupled
to waveguides with external coupling rates, 𝜅𝑒,𝑎 and 𝜅𝑒,𝑐, respectively. The input and output
modes in the optical and microwave waveguides are denoted by �̂�in, �̂�out, 𝑐in, 𝑐out, respectively. b.
Micrograph of transducer device showing optical access via lensed fiber on the left and microwave
access via 50Ω transmission line on the right. c. Device schematic. From left to right, suspended
optical waveguide (orange) leading to the piezo-optomechanical transducer (purple) whose electrical
terminals (red) are connected to a microwave kinetic inductance resonator (blue). d. Micrographs of
various components of the transducer. From left to right: optical micrograph of the coupler section
at the end of the optical waveguide; scanning electron micrograph of the transducer indicating the
silicon optomechanical crystal (OMC) cavity in purple; close-up of the piezo-acoustic (p-a) cavity
highlighting the piezoelectric material in green and electrodes in red; scanning electron micrograph
of the superconducting (SC) loops in the meandering ladder trace of the kinetic inductance resonator.
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Figure 8.2: Experimental setup. a. Optical pulse synthesis and detection. An external cavity diode
laser is wavelength locked to a wavemeter, and a 50 MHz tunable narrowband filter is used to remove
spontaneous emission noise. 𝜙-m denotes an electro-optic phase modulator, which is used during the
locking sequence for the pump filter bank in the detection path. Optical pulse shaping is achieved by
modulating the laser with two acousto-optic modulators (AOMs) connected in series. The envelope
for the optical pulses is generated by an arbitrary waveform generator (AWG). A variable optical
attenuator (VOA) is used to adjust the optical power level sent to the device. Excitation of the
device is performed via an optical circulator through which the device reflection and emission can be
routed to two separate paths to perform either continuous wave (CW) spectroscopy or pulsed single
photon counting. For CW spectroscopy, the reflected optical pump along with the optomechanically
transduced signal is amplified with an erbium doped fiber amplifier (EDFA) and detected on a
high-speed photodetector. On the single photon counting path, pump light is filtered using two
tunable Fabry–Perot filter cavities (Stable Laser Systems, CW transmission loss of 3dB, bandwidth
of 2.7MHz for the cascaded system) before directing the optical signal to the single photon detector
(SPD) in the dilution fridge. b. Microwave pulse synthesis and detection. For measurements
that require electrical excitation of the transducer, pulsed input signals to the fridge are generated
at the intermediate frequency (IF) by an arbitrary waveform generator (AWG) and subsequently
upconverted to ∼5GHz on an IQ mixer. Likewise, for CW microwave spectroscopy, a vector network
analyzer (VNA) may be switched into the setup. The microwave output from the fridge passes
though a tunable bandstop filter to remove the TWPA pump tone, and is down-converted, amplified
and filtered before acquisition on an analog to digital converter (ADC). For unconditional microwave
readout, the master delay generator for the experiment generates the trigger signal for the ADC. For
microwave readout conditioned on an optical click generated from SPDC, the trigger signal for the
ADC is generated by performing a logical AND operation with a microwave switch between optical
click events from the SPD and a trigger bit from the master delay generator spanning the gating
window for collection of the optical signal. c. Dilution refrigerator configuration. The microwave
(MW) input line contains attenuators on the 4K, cold, and mixing chamber plates for thermalization
of the coaxial cables. The MW output line passes through an amplification chain consisting of a
Traveling-Wave Parametric Amplifier (TWPA) mounted on the mixing plate and a High Electron
Mobility Transistor (HEMT) amplifier mounted on the 4K plate. The TWPA is driven by a strong
pump tone sent along a separate line and inserted via a directional coupler placed before the amplifier
input (not shown). The superconducting nanowire single photon detector (SNSPD) is mounted to
the still plate and the electrical output signal is amplified on the 4K plate before being sent to room
temperature electronics.
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Optical photon counting is achieved using a tungsten silicide (WSi) superconducting
nanowire single photon detector (SNSPD) mounted on the still plate of the dilution
refrigerator (BlueFors LD-250) maintained at a temperature of 770 mK. As shown in
Fig. 8.2b, electrical pulses from the SNSPD generated by single optical photon de-
tection events are amplified and split into two separate paths to record the detection
time on a time correlated single photon counter (TCSPC) and to trigger microwave
readout conditioned on an optical click. For conditional microwave readout, we first
generate a logical bit for every optical click by performing a logic level translation
of the SNSPD electrical pulse to a TTL signal. Using a microwave switch (Minicir-
cuits ZASWA-2-50DRA+), we then perform a logical AND operation between this
‘optical click bit’ and a trigger bit provided by the master delay generator defining
the duration of the optical gating window. On the other hand, unconditional mi-
crowave readout is triggered directly by the master delay generator. An RF switch
(MiniCircuits ZASWA-2-50DRA+) is used to switch between unconditional and
conditional readout of the microwave output signal.

The microwave output chain shown along the ‘MW out’ path in Fig. 8.2c begins with
a Josephson traveling-wave parametric amplifier (TWPA, MIT Lincoln Labs) [80]
mounted on the mixing plate as the first amplification stage. For TWPA operation, we
use a CW pump tone at a frequency of ∼6.07 GHz added to the amplifier input using
a 20 dB directional coupler (not shown in the figure). A dual junction circulator with
40 dB isolation is placed between the directional coupler and the sample to shield
the transducer from back-reflected pump. The TWPA is followed by a high mobility
electron transistor (HEMT, Low Noise Factory LNF-LNC4_8C) amplifier mounted
on the 4K plate. In the setup outside the fridge as shown in Fig. 8.2b, we perform
additional amplification of the signal and filtering of the TWPA pump tone using
a tunable notch filter (Micro Lambda Wireless MLBFR-0212). The microwave
signal is then down-converted to an intermediate frequency (IF) of ∼100 MHz
after mixing with a local oscillator on an IQ mixer (Marki IQ-4509). The I and
Q outputs of the mixer are subsequently bandpass-filtered, amplified and recorded
independently on two channels of an analog to digital converter (ADC, Alazartech
ATS 9360). These two digitized voltage signals correspond to measurement of
the real and imaginary quadratures of the output mode of the amplification chain,
𝑠out. Based on the calibrated gain of our amplification chain, we measured that our
heterodyne detection setup has an added noise of ∼2.5 quanta referred to the output
of the transducer at a signal frequency of ∼5.0 GHz. This near-quantum-limited
heterodyne readout enabled by the TWPA is a key enabler for measurements of
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microwave-optical correlations from our transducer on a reasonable experimental
timescale. The setup shown in Fig. 8.2b additionally allows for pulsed microwave
excitation of the transducer as well as spectroscopy with a vector network analyzer
(VNA).

The transducer sample is wire-bonded to a printed circuit board (PCB) with coaxial
connectors and is housed in an oxygen-free high thermal conductivity (OFHC)
copper package. The microwave resonance frequency of the NbN resonators can
be tuned by an external magnetic field generated from an Nb-Ti coil mounted over
the sample package. Individual devices on the chip are optically addressed using
a lensed fiber (OZ Optics) affixed to the top of a three-axis piezo stepper stack
(Attocube Systems) placed in line with the on-chip tapered optical couplers. The
entire assembly is enclosed in a cylindrical magnetic shield and is mounted to the
mixing plate of the dilution refrigerator cooled to a base temperature 𝑇f ≈ 20 mK.

8.3 Optical and Microwave Spectroscopy
Our experiments are carried out by mounting the transducer chip on the mixing plate
of a dilution refrigerator. We initially perform optical and microwave spectroscopy
to identify the frequencies of the internal transducer modes as well as the optome-
chanical and piezoelectric coupling rates. For the device used in the experiments
that follow, we found an optical resonance at a wavelength 𝜆 = 1561.3 nm with
critical coupling to the external waveguide, 𝜅𝑒,𝑎/2𝜋 = 𝜅𝑖,𝑎/2𝜋 = 650 MHz. The
subscripts 𝑖, 𝑒 refer to linewidths due to coupling to internal and external baths,
respectively. We identify the hybridized microwave-frequency electrical and acous-
tic modes supported by the integrated transducer-resonator system in Fig. 8.3a. In
this measurement, we use a vector network analyzer (VNA) to electrically excite
the microwave resonator via the microwave input port while optically pumping
the optomechanical cavity of the transducer with a laser tuned to the blue side of
the optical resonance. The optical pump reflected from the OMC and an optical
sideband generated due to transduction of the input microwave signal are together
sent to a high-speed photodetector whose output is connected to the detection port
of the VNA. The magnitude of signal generated in this VNA spectrum by each
of the hybridized microwave-frequency modes of the transducer-resonator system
is proportional to the transduction efficiency of the corresponding mode. For the
mode at a frequency of 5.001 GHz with the highest transduction efficiency and nar-
rowest linewidth, we perform pump power dependent optomechanical spectroscopy
and measure an optomechanical coupling rate, 𝑔om/2𝜋 = 270 kHz. We then in-
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vestigate this mode and its closest neighboring resonance at 5.011 GHz with the
second highest transduction efficiency. Over the frequency range shown by the gray
shaded window in Fig. 8.3a, we perform microwave reflection spectroscopy of the
transducer-resonator system as we sweep a magnetic field applied perpendicular to
the sample. Fig. 8.3b shows the measurement result with an anti-crossing between
the high transduction efficiency mode and its closest neighboring resonance, which
we identify as the microwave electrical resonator mode through its characteristic
quadratic tuning response in a magnetic field. The minimum frequency splitting be-
tween these two modes allows us to estimate the piezoelectric coupling rate, 𝑔pe/2𝜋
= 800 kHz. The independent linewidths of the modes are measured far from the anti-
crossing and are found to be 𝜅𝑖,𝑏/2𝜋 = 150 kHz for the microwave acoustic mode and
𝜅𝑒,𝑐/2𝜋 = 1.2 MHz, 𝜅𝑖,𝑐/2𝜋 = 550 kHz for the microwave electrical resonator mode.
For the experiments that follow, we set the external magnetic field at the value corre-
sponding to the minimum mode splitting of 2𝑔pe/2𝜋 = 1.6 MHz where both modes
are maximally hybridized. This corresponds to the condition, 𝜔𝑏 = 𝜔𝑐 in Eq. (8.1).
In this setting, we define the hybridized electromechanical modes, 𝑐± = (�̂� ± 𝑐)/

√
2

with frequencies, 𝜔± = 𝜔𝑐 ± 𝑔pe, respectively. Even though the transducer sup-
ports other microwave-frequency acoustic modes as shown in Fig. 8.3a, these are
far detuned from the modes of interest, 𝑐±, relative to the coupling rates, 𝑔pe and
𝐺om. As a result, we expect the Hamiltonian in Eq. (8.1) to provide a sufficiently
accurate description of our system. Based on a master equation simulation of our
system with the coupling rates measured above, we expect a microwave conversion
efficiency, 𝜂mw = 0.56 into the microwave output port for a single phonon created
by an SPDC event.

8.4 Spontaneous Parametric Down Conversion
We operate the transducer in SPDC mode by exciting it with optical pump pulses
at the blue optomechanical sideband of the optical cavity (Δa = (𝜔+ + 𝜔−)/2).
Each pulse represents an experimental trial with a finite probability of generating
a microwave-optical photon pair. In order to determine pump conditions suitable
for non-classical pair generation, we performed a detailed investigation of pump-
induced noise in the transducer. Our system allows for efficient microwave detection
of transducer noise at levels well below a single quantum due to high microwave con-
version efficiency, and the use of a near-quantum-limited Josephson traveling wave
parametric amplifier (TWPA) in the readout chain. Fig. 8.5a shows a schematic of
this measurement wherein microwave emission from the transducer in the output
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Figure 8.3: Optical and microwave spectroscopy. a. Continuous wave transduction spectrum
measured using a vector network analyzer (VNA) at zero magnetic field. The microwave resonator
is excited via the input mode, 𝑐in, and the optical output mode, �̂�out is electrically detected via its
microwave frequency beat note with the optical pump on a high speed photodetector. Two modes of
interest in the hybridized transducer-resonator system are highlighted in the gray shaded window. b.
Microwave reflection spectrum of the highlighted modes in panel a probed as a function of external
magnetic field. The horizontal axis refers to detuning from the acoustic mode at zero magnetic field.
Inset shows a close-up of the anti-crossing between the tunable microwave-frequency electrical and
stationary acoustic modes revealing a minimum mode splitting, 2𝑔pe/2𝜋 = 1.6 MHz.

mode, 𝑐out is sent to a heterodyne detection setup. Using the input-output formal-
ism for a phase-insensitive amplifier [81, 82] in the limit 𝐺 ≫ 1, we write the
output of this setup as 𝑠out ≈

√
𝐺 (𝑐out + ℎ̂†), where ℎ̂† is the noise mode added by

the amplifier. Emission from the transducer modes 𝑐± is concentrated in a small
bandwidth about the frequencies 𝜔± within 𝑠out. We isolate this signal by inte-
grating the recorded heterodyne voltage signal with a matched emission envelope
function 𝑓 (𝑡) as detailed in Section 8.7. This corresponds to a measurement of the
quadratures of the temporal mode 𝑆(𝑡) :=

∫
𝑠out(𝑡 + 𝑡′) 𝑓 ∗(𝑡′)𝑑𝑡′ at the output of

the heterodyne detection setup. Similarly, we define �̂� (𝑡) :=
∫
𝑐out(𝑡 + 𝑡′) 𝑓 ∗(𝑡′)𝑑𝑡′

and �̂� (𝑡) :=
∫
ℎ̂(𝑡 + 𝑡′) 𝑓 ∗(𝑡′)𝑑𝑡′ to be temporal modes corresponding to emission

referred to the output port of the transducer device and amplifier noise. The enve-
lope function, 𝑓 (𝑡) is constructed to capture emission from both hybridized modes
𝑐±, and consequently the temporal mode, �̂� (𝑡) has large spectral overlap with both
of them. By measuring the heterodyne voltage signal in the presence (absence) of
optical pump pulses, we collect complex-valued voltage samples of 𝑆 (�̂�†). These
voltage samples are then used to calculate the moments of the microwave field,
�̄�𝑚𝑛 = ⟨�̂�†𝑚�̂�𝑛⟩ by taking an ensemble average over the experimental trials and
inverting the amplifier input-output relations (Section 8.6 and Ref. [83]).
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Figure 8.4: Microwave-optical cross-correlations. a. Time-binned histogram of optical detection
events shown in the form of a time trace of optical photon count rate (CR) registered on the SPD.
Shaded vertical window indicates the gating window used for heralding. Parameters for pulsed
optical pumping are also indicated on the plot. b. Microwave quanta in the temporal mode, �̂� at the
transducer output port as a function of delay, 𝜏 the from the center of the optical gating window. Red
trace corresponds to unconditional microwave readout and purple trace corresponds to microwave
readout conditioned on an optical click. Shaded region about the trace indicates a confidence interval
spanning two standard deviations about the mean. The conditional trace is an average over 9.1× 104

heralding events. The unconditional trace, acquired in an interleaved manner with the conditional
data, is an average over 1.4 × 107 optical pulse repetition periods. c. Normalized microwave-optical
intensity cross-correlation function, 𝑔 (2)

𝐴𝐶
at delays 𝜏0, 𝜏± indicated in panel b. Height of colored bars

on the plot indicates mean value and error bars on the data points indicate +/- one standard deviation
determined via a bootstrapping procedure (Section8.12). These values are obtained from 9.1 × 104

conditional microwave voltage samples and 1.4 × 107 unconditional microwave voltage samples.
Dashed line indicates expected classical upper bound for thermal states. d. Normalized second
order intensity correlation function of the unconditional microwave state (red) and the microwave
state conditioned an optical click (purple). Height of colored bars on the plot indicates mean value
and error bars on the data points indicate +/- one standard deviation determined via a bootstrapping
procedure (Section8.12). Dashed line indicates classical lower bound. These values are obtained
from 9.1×104 conditional microwave voltage samples and 3.2×107 unconditional microwave voltage
samples.
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For 𝑚 = 𝑛 = 1, this procedure amounts to subtraction of amplifier-added noise of
∼2.5 quanta, primarily determined by the TWPA, to obtain the transducer microwave
output intensity. Fig. 8.5b shows an experimentally measured time trace of �̄�11

versus delay, 𝜏 from the peak of the optical pump pulse. For this measurement,
we used Gaussian pump pulses of two sigma duration, 𝑇p = 160 ns, peak power
of 83 nW corresponding to peak intra-cavity optical photon occupation, 𝑛𝑎 = 0.8,
and a repetition rate of 50 kHz. Under these pump conditions, the SPDC scattering
probability, 𝑝 =

∫
4𝑔2

om𝑛𝑎 (𝑡)𝑑𝑡/𝜅𝑎 = 1.8 × 10−4, is far below unity. As a result, the
microwave output intensity recorded is nearly entirely due to pump-induced noise
in the transducer. We complement this microwave measurement of pump-induced
noise with an optomechanical sideband asymmetry measurement [84], which reveals
an average acoustic mode occupation of 0.097±0.012 over the duration of the pump
pulse. Both noise measurements are found to be consistent with a heating model
incorporating two pump-induced hot baths coupled to the acoustic mode, �̂� and the
electrical circuit mode, 𝑐, respectively (Section 8.12). Our model indicates that the
temporal shape of the noise in Fig. 8.5b is primarily determined by delayed heating
of the acoustic bath after the optical pump pulse [85, 86]. By varying pump power as
shown in Fig. 8.5c, we identify an operating regime where the maximum noise added
by the transducer is well below the signal expected from a single phonon created by
noiseless SPDC. This ideal signal level is set by the microwave conversion efficiency,
shown by the gray horizontal line. From a power law fit, we find that the scaling of
noise with pump power is sub-linear with an exponent of 0.58 ± 0.03. Further, from
Fig. 8.5b, we observe that while most of the noise decays on the timescale of a few
microseconds, a small component persists as steady state heating and contributes
to finite noise level prior to the arrival of the pump pulse. We characterize this
slow noise component by varying the repetition rate of the optical pulses. The data
in Fig. 8.5d confirms decay of this slow component with an exponential timescale,
𝑇slow = 33 ± 6 µs.

For the pump conditions in Fig. 8.5b chosen hereafter for low noise operation,
optical emission in the mode, �̂�out, of the transducer is directed to a superconducting
nanowire single photon detector (SNSPD) after passing through a Fabry-Perot filter
setup to suppress the pump pulses reflected by the transducer. In Fig. 8.4a, we
show the optical photon flux at the SNSPD obtained by histogramming detection
times of single photon ‘clicks’ over multiple trials of the experiment. Gating
optical clicks received in a time window of duration, 2𝑇p = 320 ns shown by the
gray shaded region, we obtain a heralding probability, 𝑝click = 2.7 × 10−6, which
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leads to an optical heralding rate, 𝑅click = 0.14 s−1. The heralding probability
is in reasonable agreement with the product of the SPDC scattering probability,
𝑝 = 1.8 × 10−4 and the independently calibrated collection efficiency of our optical
setup, 𝜂opt = 1.7 × 10−2. Contributions of various components in the optical
path to 𝜂opt are tabulated in SI Table S4, and of finite stray counts to 𝑝click are
tabulated in SI Table S5. To measure microwave-optical cross-correlations, we
perform conditional microwave readout by triggering the heterodyne measurement
based on the occurrence of an optical click in an experimental trial. Following
the same inversion process used for the unconditional microwave field in our noise
spectroscopy measurements, we can obtain the moments of the microwave field
conditioned on optical detection, �̄�𝑚𝑛 |click = ⟨�̂�†�̂�†𝑚�̂�𝑛 �̂�⟩/⟨�̂�† �̂�⟩. Here, �̂� refers
to the temporal mode defined by gating the optical waveguide mode, �̂�out in the time
window indicated by the gray shaded region in Fig. 8.4a. The result for 𝑚 = 𝑛 = 1
is shown by the purple time trace in Fig. 8.4b. We observe that detection of an
optical photon is correlated with substantially higher microwave intensity than that
of the unconditional state, shown by the red trace in the same plot. The conditional
signal is in good agreement with the result of a numerical simulation of our system
(Section8.12). Dividing the conditional and unconditional microwave intensity
traces recorded in Fig. 8.4a, we obtain the normalized microwave-optical intensity
cross-correlation function,

𝑔
(2)
𝐴𝐶

(𝜏) = ⟨�̂�†�̂�†(𝜏)�̂� (𝜏) �̂�⟩
⟨�̂�† �̂�⟩⟨�̂�†(𝜏)�̂� (𝜏)⟩

. (8.2)

In Fig. 8.4b, we plot this function sampled at three representative time delays as
indicated by vertical dashed lines in Fig. 8.4a. 𝜏o is the delay corresponding to
the maximum conditional microwave intensity, �̄�11 |click, and 𝜏± = 𝜏o ± 800 ns
are offset from 𝜏o in opposite directions by five times the FWHM duration of
the optical pump pulse. We measure 𝑔

(2)
𝐴𝐶

(𝜏𝑜) = 3.90+0.093
−0.093, indicating strongly

correlated microwave and optical emission at this time delay. The error bars for
this observation and subsequent correlation functions referred to in the text are
determined via a bootstrapping procedure over the dataset of heterodyne voltage
samples (Section 8.12), and represent a confidence interval spanning two standard
deviations about the mean. We observe that the microwave-optical correlations
disappear at times well before and after the optical pump pulse as evinced by the
near-unity values of 𝑔(2)

𝐴𝐶
(𝜏+) = 1.00+0.08

−0.08 and 𝑔
(2)
𝐴𝐶

(𝜏−) = 0.94+0.27
−0.27.

The optical heralding events in our SPDC experiments have a finite noise contri-
bution from pump-induced heating of the hybridized electromechanical modes as
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Figure 8.5: Transducer noise characterization. a. Mode schematic for measurements of pump-
induced transducer noise. Optical emission is directed to a single photon detector (SPD) and
microwave emission is directed to a heterodyne setup with gain, 𝐺 and added noise, ℎ̂†. b. Time
trace of transducer microwave output noise quanta, �̄�11 under pulsed optical pumping with pump
conditions indicated on the plot. Shaded region about the trace indicates a confidence interval
spanning two standard deviations about the mean. Triangle marker denotes peak noise quanta, and
circle marker denotes noise quanta prior to the optical pump pulse. c. Peak microwave output
noise quanta versus peak optical power (top axis), also shown in units of peak intra-cavity optical
photon occupation, 𝑛𝑎 (bottom axis). Solid line is a power law fit revealing an exponent, 0.58 ±
0.03. Gray horizontal line indicates 𝜂mw = 0.56, the microwave output quanta expected from a single
phonon created by noiseless SPDC. Dashed red box shows the power used for the data in panel b.
d. Microwave output noise quanta prior to the pump pulse versus repetition period, 𝑇𝑟 of the pulse
sequence. Error bars indicate +/- one standard deviation determined from 2 × 106 (2 × 105) voltage
samples of the modes 𝑆 (�̂�) as defined in the previous chapters. Solid line is an exponential fit
revealing a decay time, 𝑇slow = 33 ± 6 µs. Dashed red box shows the repetition period used for the
data in panel b.
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Source of a photon click Fraction of clicks
SPDC signal 0.727

Thermal 0.069
DCR 0.171

Pump leakage 0.033

Table 8.1: Contributions to the optical photon count rate.

well as technical sources in our experimental setup, namely detector dark counts
and pump laser leakage. In Fig. 8.4a, we plot the optical photon count rate due to
these noise sources as determined from independent measurements. The blue trace
corresponds to the total optical signal as shown in Fig. 8.4a. Dashed lines bound
the gating duration used to select photon clicks that trigger conditional microwave
readout. The dark count rate (DCR) of the SNSPD in our experiment is 1.5 Hz and
is limited by black-body radiation at wavelengths outside the telecom band guided
through the optical fiber. Stray photon flux from laser leakage through the pump
filtering setup as indicated by the purple trace in Fig. 8.4b is determined by detun-
ing the filter cavity by 100 MHz from the acoustic mode used in the transduction
experiment. To determine the noise contribution from the thermal occupation of the
acoustic mode, we perform a measurement of optomechanical sideband asymmetry
[84]. We excite the transducer with the same pump pulse sequence used in the SPDC
experiment but with the pump laser tuned to the red mechanical sideband of the op-
tical cavity (Δa = −(𝜔+ +𝜔−)/2). The resultant photon flux from this measurement
is shown by the red trace in Fig. 8.4a. Integrating the photon counts from these
independent measurements over the gating window, we obtain the contributions of
each noise source to the total probability of a heralding event, 𝑝click = 2.7× 10−6 as
shown in Fig. 8.4b. The corresponding fractional contributions are enumerated in
Tab. 8.1. Further, the difference between the count rate under red and blue detuned
laser excitation allows us to infer an average thermal occupation of 0.097 ± 0.019
for the acoustic mode over the duration of the optical gating window.

8.5 Microwave-optical Cross-correlations
Following the same inversion process used for the unconditional microwave field,
we can obtain the moments of the microwave field conditioned on optical detection,
�̄�𝑚𝑛 |click = ⟨�̂�†�̂�†𝑚�̂�𝑛 �̂�⟩/⟨�̂�† �̂�⟩. Here, �̂� refers to the temporal mode defined by
gating the optical waveguide mode, �̂�out in the time window indicated by the gray
shaded region in Fig. 8.4b. The result for 𝑚 = 𝑛 = 1 is shown by the purple time
trace in Fig. 8.4c. We observe that detection of an optical photon is correlated with
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substantially higher microwave intensity than that of the unconditional state. The
temporal shape of the conditional signal is in good agreement with the result of a
numerical simulation of our system [79].

Dividing the conditional and unconditional microwave intensity traces recorded in
Fig. 8.4c, we obtain the normalized microwave-optical intensity cross-correlation
function,

𝑔
(2)
𝐴𝐶

(𝜏) = ⟨�̂�†�̂�†(𝜏)�̂� (𝜏) �̂�⟩
⟨�̂�† �̂�⟩⟨�̂�†(𝜏)�̂� (𝜏)⟩

. (8.3)

In Fig. 8.4d, we plot this function sampled at three representative time delays as
indicated by vertical dashed lines in Fig. 8.4c. 𝜏o is the delay corresponding to
the maximum conditional microwave intensity, �̄�11 |click, and 𝜏± = 𝜏o ± 800 ns
are offset from 𝜏o in opposite directions by five times the FWHM duration of
the optical pump pulse. We measure 𝑔

(2)
𝐴𝐶

(𝜏𝑜) = 3.90+0.093
−0.093, indicating strongly

correlated microwave and optical emission at this time delay. The error bars for
this observation and subsequent correlation functions referred to in the text are
determined via a bootstrapping procedure over the dataset of heterodyne voltage
samples [79], and represent a confidence interval spanning two standard deviations
about the mean. We observe that the microwave-optical correlations disappear at
times well before and after the optical pump pulse as evinced by the near-unity
values of 𝑔(2)

𝐴𝐶
(𝜏+) = 1.00+0.08

−0.08 and 𝑔
(2)
𝐴𝐶

(𝜏−) = 0.94+0.27
−0.27.

For classical microwave-optical states, 𝑔(2)
𝐴𝐶

is bounded by a Cauchy-Schwarz in-

equality, 𝑔(2)
𝐴𝐶

≤
√︃
𝑔
(2)
𝐴𝐴

𝑔
(2)
𝐶𝐶

[85, 87, 88]. Here, 𝑔(2)
𝐴𝐴

and 𝑔
(2)
𝐶𝐶

are the normalized
intensity autocorrelation functions of the unconditional optical and microwave tem-
poral modes, �̂� and �̂�, respectively, and are defined in a manner similar to Eq. (8.3).
Using the moment inversion procedure with the unconditional microwave voltage
samples, we have measured 𝑔

(2)
𝐶𝐶

= �̄�22/(�̄�11)2 = 1.91+0.14
−0.14 at 𝜏 = 𝜏o. This is

consistent with the theoretically expected value of 2 for a thermal state. An explicit
measurement of 𝑔(2)

𝐴𝐴
with our current device is impractical given the low coinci-

dence rate expected in a Hanbury-Brown-Twiss measurement. In principle, since
optomechanical scattering from an acoustic mode in a thermal state is expected
to produce 𝑔

(2)
𝐴𝐴

= 2, we expect the classical upper bound, 𝑔(2)
𝐴𝐶

≤ 2. Our obser-
vation that 𝑔(2)

𝐴𝐶
(𝜏𝑜) exceeds this classical bound for thermal states by over twenty

standard deviations serves as a promising signature of non-classical statistics of the
microwave-optical states. In our experiment, the extent of violation of the Cauchy-
Schwarz bound is primarily limited by pump-induced noise. By performing the
cross-correlation experiment with increasing pump power, which is accompanied
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by increasing noise, we observe that 𝑔(2)
𝐴𝐶

(𝜏o) monotonically decreases towards the
classical bound seen in Fig. 8.12.

As further evidence for the non-classical nature of the microwave-optical photon
pairs, we measure the conditional microwave 𝑔(2) in trials with an optical click,
𝑔
(2)
𝐶𝐶

|click = �̄�22 |click/(�̄�11 |click)2. For noiseless SPDC, at low scattering probability,
we expect 𝑔(2)

𝐶𝐶
|click = 0 with the detection of an optical photon heralding a pure

single photon in the microwave mode. In our experiment, while the value of
𝑔
(2)
𝐶𝐶

|click will be higher due to pump-induced noise, a violation of the inequality,
𝑔
(2)
𝐶𝐶

|click ≥ 1, marks a clear threshold for a non-Gaussian conditional microwave
state. This violation can also be seen as a consequence of a non-classical phase
space distribution for microwave and optical fields. With the conditional heterodyne
voltage samples collected in our experiment, we observe 𝑔

(2)
𝐶𝐶

(𝜏o) |click = 0.42+0.27
−0.28.

As shown in Fig. 8.4c, this observation is below the classical bound of unity by
2.1 standard deviations. This corresponds to a probability of 1.7% for the null
hypothesis of conditional preparation of a classical microwave state. The p-value
is primarily limited by the sample size of our dataset with 9.1 × 104 heralding
events acquired over one month. Further details of the dataset and the posterior
probability distribution of 𝑔(2)

𝐶𝐶
(𝜏o) |click are provided in Section 8.12. With feasible

improvements to transducer performance, which we discuss further below, more
precise measurements of the conditional 𝑔(2) are within reach. In summary, the
violation of the Cauchy-Schwarz bound by the cross-correlation function together
with the observation of a non-Gaussian conditional microwave state constitute strong
evidence for non-classical microwave-optical photon pairs.

8.6 Microwave Moment Inversion
To measure the statistical moments of the microwave emission from the transducer,
we adopt the method originally demonstrated in Ref. [83], which has been widely
applied to perform tomography of non-classical microwave radiation emitted by
superconducting qubits [89–91]. The microwave signal emitted from the device
undergoes a series of amplification steps before a record is captured as a digitized,
complex-valued voltage signal on the heterodyne setup. This phase-insensitive
amplification chain inevitably adds noise and is modelled as [82, 92],

𝑠out =
√
𝐺𝑐out +

√
𝐺 − 1ℎ̂†, (8.4)

where 𝑐out, 𝑠out and ℎ̂† are the bosonic mode operators corresponding to the trans-
ducer output, the heterodyne setup output and added noise, respectively, with di-
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mensions of 𝑇−1/2. In the limit of large amplifier gain (𝐺 ≫ 1), this relation may
be approximated as

𝑠out ≈
√
𝐺

(
𝑐out + ℎ̂†

)
. (8.5)

Once recorded, we take the inner product of the heterodyne traces with an emission
envelope function, 𝑓 in software. A particular choice of the envelope function
corresponds to a measurement of the quadratures of the temporal mode 𝑆(𝑡) :=∫
𝑠out(𝑡 + 𝑡′) 𝑓 ∗(𝑡′)𝑑𝑡′. With this choice Eq. (8.5) becomes,

𝑆 ≈
√
𝐺

(
�̂� + �̂�†

)
, (8.6)

where �̂� (𝑡) :=
∫
𝑐out(𝑡 + 𝑡′) 𝑓 ∗(𝑡′)𝑑𝑡′ and �̂� (𝑡) :=

∫
ℎ̂(𝑡 + 𝑡′) 𝑓 ∗(𝑡′)𝑑𝑡′. Note that

�̂� is a temporal mode in the output waveguide, not the internal microwave mode, 𝑐
of the transducer. Thus from a sequence of 𝑁 heterodyne measurements, a dataset
of complex voltage samples {𝑆1, 𝑆2, ...𝑆𝑁 } is generated and the statistical moments
are numerically calculated as [83, 92],

𝑆𝑚𝑛 := ⟨𝑆†𝑚𝑆𝑛⟩ = 1
𝑁

𝑁∑︁
𝑖=1

(𝑆∗𝑖 )𝑚 (𝑆𝑖)𝑛. (8.7)

The results in the previous chapters require us to determine the statistical moments
of �̂�, which we organize into a moments matrix with elements �̄�𝑚𝑛 = ⟨�̂�†𝑚�̂�𝑛⟩. This
is accomplished using additional reference measurements in which the transducer
is not optically pumped so that the input to the amplifier is a vacuum state. This
reference measurement directly gives the anti-normally ordered moments of the
added noise as �̄�𝑚𝑛 := ⟨�̂�𝑚�̂�†𝑛⟩ = 𝑆𝑚𝑛/𝐺

𝑛+𝑚
2 .

We experimentally verified that �̄�𝑚𝑛 is consistent with a thermal state for 𝑚, 𝑛 ≤ 2.
Knowledge of the mean occupancy (𝑛th,𝐻) of the state constitutes full knowledge of
the statistics for a thermal state. Accordingly, we extract 𝑛th,𝐻 from the reference
measurements and calculate �̄�𝑚𝑛 as [93],

�̄�𝑚𝑛 =


𝑚!(𝑛th,𝐻 + 1)𝑚 𝑚 = 𝑛,

0 otherwise.
(8.8)

Finally, under the assumption that there are no correlations between �̂� and �̂�,
Eq. (8.6) can be used to derive the following relation between the moment matrix
elements [83],

𝑆𝑖 𝑗 = 𝑇𝑖 𝑗𝑚𝑛�̄�𝑚𝑛, (8.9)
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where

𝑇𝑖 𝑗𝑚𝑛 =


𝐺

𝑖+ 𝑗
2
( 𝑖
𝑚

) ( 𝑗
𝑛

)
�̄�𝑖−𝑚, 𝑗−𝑛 𝑚 ≤ 𝑖, 𝑛 ≤ 𝑗 ,

0 otherwise.
(8.10)

By inverting Eq. (8.9), we recover �̄�𝑚𝑛.

8.7 Microwave Emission Envelope Function
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Figure 8.6: Microwave emission envelope function. a. Simulated temporal profile of microwave
emission intensity from the transducer heralded by an optical detection event. b. Comparison of
normalized power spectral density (PSD) of the emission envelope function, 𝑓 (orange trace) and of
the experimentally measured transducer microwave output conditioned on an optical click (blue data
points). Detuning is defined with respect to the mean frequency of the hybridized electromechanical
modes.

We define the two hybridized electro-mechanical modes in our experiment as

𝑐± =
1
√

2

(
�̂� ± 𝑐

)
, (8.11)
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with center frequencies 𝜔± = 𝜔𝑏 ± 𝑔pe.

The ideal two-mode squeezed state generated under constant optical pumping on
the blue optomechanical sideband (Δ = 𝜔𝑎 − 𝜔𝑝 = 𝜔𝑐) can be written in the form
[75],

|𝜓⟩ =
[
1 + √

𝑝

(
�̂�
†
+𝑐

†
+ + �̂�†−𝑐

†
−

)
+ O(𝑝)

]
|vac⟩ , (8.12)

up to a normalization factor. Here 𝑝 is the probability of an optomechanical
scattering event, �̂�± are the optical modes which match the frequencies of the
hybridized modes 𝑐± as required by energy conservation. Performing single photon
detection on the optical state coupled out of the cavity naturally allows us to discard
the vacuum component of |𝜓⟩. Further, we can neglect higher order terms, O(𝑝) in
the expansion since 𝑝 ≪ 1 for the optical pump power level used in our experiments.
In our experiment, the SNSPD has nanosecond timing jitter, which is much smaller
than the period of the beat note between the modes �̂�± given by 2𝜋/2𝑔pe = 625 ns.
As a result, detection of an SNSPD click in an experimental trial erases frequency
information of the optical state. This measurement can be described as a projective
measurement onto the state,

(
𝑒𝑖𝜙(𝑡)/2�̂�+ + 𝑒−𝑖𝜙(𝑡)/2�̂�−

)
|vac⟩, where the relative phase

𝜙(𝑡) = 𝜙𝑜 + 2𝑔pe𝑡 for an optical click received at time 𝑡. Here 𝜙𝑜 is the constant
relative phase acquired between the two frequency bins along the optical path and 𝑡

is the emission time of the photon pair defined relative to the beginning of the pump
pulse. An optical click at time 𝑡 can therefore be used to herald the microwave state
|𝜓⟩click =

(
𝑒−𝑖𝜙(𝑡)/2𝑐†+ + 𝑒𝑖𝜙(𝑡)/2𝑐†−

)
|vac⟩.

This picture becomes slightly more complicated when considering the pulsed op-
tical drive used in this work as well as the parameters of the device. The large
bandwidth of the pump pulse of 2.75 MHz in comparison to the mode splitting of
1.6 MHz means that the frequency bins cannot be individually well resolved in the
optical emission. Further, given the splitting between the frequency bins versus
their individual linewidths of 1.0 MHz, our device is not deep in the strong piezo-
electric coupling regime. This is evinced by the two peaks with finite overlap in
the experimentally measured power spectrum of the conditional microwave emis-
sion, ⟨𝑐†out(𝜔)𝑐out(𝜔)⟩|click shown with the blue trace in Fig. 8.6b. However, the
theoretical picture discussed above can guide the parametrization of the envelope
function used for microwave readout. Accordingly, we define the microwave emis-
sion envelope function as a coherent superposition of two frequency bins centered
at 𝜔±,

𝑓 (𝑡) = 𝑔(𝑡)
√

2

(
𝑒−𝑖(𝜔+𝑡+𝜙𝑜/2) + 𝑒−𝑖(𝜔−𝑡−𝜙𝑜/2)

)
. (8.13)
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The relative phase, 𝜙𝑜 is assumed to be fixed since the optical pulse duration used
in our experiment is short compared to the beat period between the frequency bins.
The function, 𝑔(𝑡) accounts for the finite linewidth of the frequency bins and is
obtained by numerically solving the master equation for our system using the QuTiP
software package [94]. For this calculation, we use the Hamiltonian in 8.1 along
with experimentally determined coupling and decay rates for the transducer modes.
The resulting MW emission intensity is shown in Fig. 8.6a. 𝑔(𝑡) is parameterized
as a skewed Gaussian to capture the faster timescale of the rising edge relative to the
decay. The corresponding voltage envelope is given by the square root of a skewed
Gaussian and is written as

𝑔(𝑡) = 1
4
√︃

2𝜋𝑇2
g

exp

(
− 𝑡2

4𝑇2
g

) [
1 + erf

(
𝛼𝑡

√
2𝑇g

)]1/2

, (8.14)

up to a normalization factor involving the gain of the microwave amplification
chain. Here the Gaussian standard deviation, 𝑇g = 230 ns and skew factor, 𝛼 = 2.0
are obtained from fitting to the simulated result. We note that for a microwave photon
instantaneously loaded into the resonator, 𝑔(𝑡) is expected to follow an exponential
decay. However, in our transducer, due to the finite conversion rate of the phonon
from SPDC into a microwave photon, 𝑔(𝑡) has a finite rise time. As a result, we
find that choosing the skewed Gaussian parametrization instead of an exponential
decay provides∼ 4% higher overlap between the emission envelope function and the
simulated wavepacket as quantified by their normalized inner product. The power
spectrum of the resultant envelope function, | 𝑓 (𝜔) |2 is shown as the orange trace
in Fig. 8.6b. This is observed to be well-matched to the power spectrum of the
conditional microwave emission from the transducer obtained from experimentally
recorded heterodyne voltage traces.

8.8 Microwave Gain Calibration
We calibrate the gain of our microwave heterodyne detection setup by operating
the transducer as a frequency converter with the optical pump laser on the red
mechanical sideband. The calibration procedure is performed at zero magnetic
field, when the acoustic and microwave modes, �̂�, 𝑐 are detuned by a frequency
separation, 𝜔𝑏 − 𝜔𝑐 = 2𝜋 × 12 MHz ≫ 2𝑔pe and are weakly hybridized. An
independent measurement of optomechanical sideband asymmetry provides a meter
for phonon occupation in the acoustic mode, �̂� via the single phonon count rate,
𝑅𝑜 [84]. We then resonantly excite the acoustic mode via the microwave port and
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measure the transduced optical photon count rate, 𝑅. Simultaneously, we record the
reflected microwave signal from the transducer, which produces an output power,
𝑃det at the output of the heterodyne setup. The gain, 𝐺 of the amplification chain
can be determined using the series of equations below.

𝑅 = 𝑛𝑏,sig𝑅𝑜, (8.15)

𝑛𝑏,sigℏ𝜔𝑏 = 𝑃in
4𝜅𝑒,𝑏
𝜅2
𝑖,𝑏

, (8.16)

𝑃det = 𝐺

(
𝜅𝑒,𝑏 − 𝜅𝑖,𝑏

𝜅𝑒,𝑏 + 𝜅𝑖,𝑏

)2
𝑃in. (8.17)

Here, 𝑛𝑏,sig is the occupation of the acoustic mode due to the microwave drive
obtained after subtracting the thermal component of the transduced signal. 𝑃in

is the input microwave power to the transducer. 𝜅𝑏,e is the coupling rate of the
acoustic mode to the microwave waveguide due to weak hybridization with the
microwave resonator and 𝜅𝑏,i is the intrinsic linewidth of the acoustic mode. Both
rates are determined via a VNA measurement of the acoustic mode in the presence
of the optical pump pulses. Following this procedure, we estimate gain, 𝐺 = 103 dB
between the microwave output port of the transducer and the output of the heterodyne
setup. While knowledge of the gain allows us to estimate the microwave intensity
at the transducer output, we note that the values of the normalized correlation
functions measured in our experiment are independent of the absolute accuracy of
this calibration.

8.9 TWPA Optimization
The operating point of the TWPA was optimized prior to data acquisition. In order
to ensure fast acquisition and unbiased statistics, our operational criterion were
(1) maximize the gain and (2) ensure linearity in the response. In our optimization
procedure, the frequency and power of the pump tone driving the TWPA were swept,
and coherent pulses with amplitude matched to the conditional microwave signal in
our experiment were sent to the transducer input port. The result of the heterodyne
measurement of the reflected signal from the transducer was used to compute 𝑔

(2)
𝐶𝐶

.
To ensure linearity, we chose a region in the TWPA pump frequency and power
space where 𝑔

(2)
𝐶𝐶

= 1 to within one standard deviation. The final operating point
was then chosen as the one with maximum gain from this cohort. Over the course of
the experiment, linearity of the TWPA was periodically verified by measuring 𝑔

(2)
𝐶𝐶
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for a weak coherent input. In case of a deviation of 𝑔(2)
𝐶𝐶

from unity by one standard
deviation, the experiment was halted and the pump optimization routine was re-run.

8.10 Transducer Heating Dynamics
To investigate the heating dynamics of the transducer, we performed a series of
microwave measurements under pulsed optical excitation. In Fig. 8.7a, we show
the time-resolved power spectrum of the unconditional microwave emission at the
transducer output port. For this measurement, we use the optical pulse sequence
(𝑇p = 160 ns, 50 kHz repetition rate) used in the SPDC experiments in the previous
chapters albeit at a higher pump power, 𝑛𝑎 = 12, which generates higher thermal
noise. We observe that majority of the heating occurs in the emission bandwidth
of the hybridized electro-mechanical modes. The peak of this thermal emission
is noticeably delayed from the optical pump pulse. Additionally, we observe a
small but non-zero noise contribution far from the transducer resonances, which we
attribute to heating of the microwave waveguide. These resonator and waveguide
contributions to the added noise are separated by fitting the power spectrum at
each delay to a double Lorentzian function with a constant floor. The fit result
is shown in Fig. 8.7b, and indicates that resonator heating significantly dominates
waveguide heating and has a stronger time dependence. This points to parasitic
optical absorption in the intrinsic baths of the acoustic and microwave modes as the
dominant source of transducer heating. Additionally, we measured the scaling of the
intensity of this thermal emission with optical pump power and observed it to be sub-
linear as shown by the results plotted in Fig. 8.7c. Finally, from the time dynamics
of heating in Fig. 8.7a, we observe that while most of the thermal emission decays
on the timescale of a few microseconds, a small component persists as steady state
heating and is observed prior to the arrival of the optical pump pulse. We attribute
this to a slower component of the hot bath generated by optical absorption and
characterize it by varying the repetition rate of the optical pulses. The result shown
in Fig. 8.7d confirms slow decay of this component of heating with an exponential
decay time of 33±6𝜇s. The measurements described in this section were performed
on the same device used for the SPDC experiments in the previous chapters, but
after a partial warm up and cooldown to base temperature. After this thermal cycle,
we observed frequency shifts of the microwave and acoustic modes by a few MHz
and an increase in the normal mode splitting. However, the thermal noise quanta
generated by the optical pulse sequence used for the experiments in the previous
chapters remained nearly the same.
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Figure 8.7: Transducer heating dynamics. a. Power spectral density of the unconditional mi-
crowave signal as a function of delay, 𝜏 from the center of the optical pump pulse. Detuning is
defined with respect to the mean frequency of the hybridized electromechanical modes. Legend
indicates microwave quanta emitted at the output port in a 100 kHz bandwidth. Measurement is
performed with optical pump pulses of peak power, 𝑛𝑎 = 12, pulse duration of 160 ns, and 50 kHz
repetition rate. b. Time dependence of waveguide and resonator components of heating extracted by
fitting the data in panel a.. c. Thermal emission in the transducer microwave output as a function of
optical pump power. Pump power is plotted in terms of peak intra-cavity occupation of the optical
mode, 𝑛𝑎 and microwave intensity is plotted in terms of occupation of the temporal mode, �̄�11
measured at the delay, 𝜏 at which it is maximized. All measurements were performed with the 160 ns
pulse duration and 50 kHz repetition rate used for data in the previous chapters. Dashed red box
denotes the power used for the experiment in the previous chapters (𝑛𝑎 = 0.8) while the dashed black
box denotes the power used for measurements in panels a,b. Solid line is a power law fit revealing an
exponent, 0.58 ± 0.03. d. Decay of the slow component of the thermal emission probed by varying
the repetition period, 𝑇𝑟 of the pump pulse sequence. Microwave quanta in the unconditional state,
�̄�11 are measured versus prior to the pump pulse at the delay 𝜏− as defined in the previous chapters.
Dashed line is an exponential fit revealing a decay time of 33 ± 6 𝜇s. Dashed red box denotes the
repetition rate used for the experiment in the previous chapters.
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8.11 Simulation of the Conditional Microwave State
As detailed in 8.1, the dynamics of the transducer are governed by the Hamiltonian,

�̂�𝑎𝑏𝑐 (𝑡) = �̂�𝑜 + �̂�om(𝑡) + �̂�pe, (8.18)

where �̂�𝑜, �̂�om(𝑡), and �̂�pe contain the mode frequencies, optomechanical interac-
tion, and piezoelectric interaction terms, respectively. These are defined as

�̂�𝑜 = −ℏΔ𝑎 �̂�
†�̂� + ℏ𝜔𝑏 �̂�

†�̂� + ℏ𝜔𝑐𝑐
†𝑐, (8.19a)

�̂�om(𝑡) = ℏ𝐺om(𝑡) (�̂�†�̂�† + �̂��̂�), (8.19b)

�̂�pe = ℏ𝑔pe(�̂�†𝑐 + �̂�𝑐†). (8.19c)

We have explicitly included the time dependence of the optomechanical coupling
𝐺om(𝑡) =

√︁
𝑛𝑎 (𝑡)𝑔om due to the temporal shape of the intra-cavity pump photon

number, 𝑛𝑎 (𝑡) = 𝜅e,𝑎/(Δ2
𝑎 + 𝜅2

𝑎/4)𝑃in(𝑡). 𝑃in(𝑡), the optical pump power at the
device follows a Gaussian shape with parameters described in the previous chapters.
In our experiment, we use a blue detuned pump with Δ𝑎 = 𝜔𝑏. Further, our device
is in the sideband resolved regime with 𝜔𝑏 ≫ 𝜅𝑎.

In addition to unitary evolution due to couplings among the internal modes of the
transducer, the system is also subject to dissipation and heating due to coupling to
the environment. This is captured by the master equation,

¤̂𝜌(𝑡) = L(𝑡) �̂�(𝑡). (8.20)

Defining the Lindblad superoperator as D(𝑜) �̂� = 𝑜�̂�𝑜† − 1
2
{
𝑜†𝑜, �̂�

}
the action of

L(𝑡) on the density matrix is written as

L(𝑡) �̂�(𝑡) = − 𝑖

ℏ
[
�̂�𝑎𝑏𝑐, �̂�(𝑡)

]
+ (L𝑎 + L𝑏 (𝑡) + L𝑐 (𝑡)) �̂�(𝑡), (8.21)

where the superoperators, L𝑎,L𝑏,L𝑐 describe the coupling of the respective trans-
ducer modes to the environment according to the relations below.

L𝑎 �̂�(𝑡) = 𝜅𝑎D(�̂�) �̂�(𝑡), (8.22a)

L𝑏 (𝑡) �̂�(𝑡) = 𝑛th,𝑏 (𝑡)𝜅i,𝑏D(�̂�†) �̂�(𝑡)
+

[
𝑛th,b(𝑡) + 1

]
𝜅𝑖,𝑏D(�̂�) �̂�(𝑡), (8.22b)

L𝑐 (𝑡) �̂�(𝑡) = 𝑛th,𝑐 (𝑡)𝜅i,𝑐D(𝑐†) �̂�(𝑡)
+

[
𝑛th,𝑐 (𝑡) + 1

]
𝜅𝑖,𝑐D(𝑐) �̂�(𝑡)

+ 𝑛th,𝑤𝜅e,𝑐D(𝑐†) �̂�(𝑡)
+

[
𝑛th,𝑤 + 1

]
𝜅𝑒,𝑐D(𝑐) �̂�(𝑡). (8.22c)
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Here the total dissipation rate of the optical mode, 𝜅𝑎 = 𝜅𝑒,𝑎+𝜅𝑖,𝑎. To capture heating
of the transducer modes due to parasitic absorption of the optical pump, we assume
that the acoustic and microwave modes are coupled to intrinsic baths with time
dependent thermal occupation, 𝑛th,𝑏 (𝑡) and 𝑛th,𝑐 (𝑡), respectively. 𝑛th,𝑤, the thermal
occupation of the microwave waveguide is set to a constant value much smaller
than 𝑛th,𝑏 (𝑡) and 𝑛th,𝑐 (𝑡) based on the measurements detailed in Section 11. We
note that while these baths may be significantly more complex and involve several
components possessing different, time-dependent coupling strengths, our model is
aimed at capturing the total influx of thermal excitations into the transducer modes
generated by the optical pulse. With this endeavor in mind, we assume that the
acoustic (microwave) mode couples to a single intrinsic bath at a fixed dissipation
rate, 𝜅𝑖,𝑏 (𝜅𝑖,𝑐) and ascribe the time-dependence of the heating dynamics entirely
to the thermal occupation of the bath. This phenomenological approach to heating
induced by optical absorption has previously been used to model photon correlations
in optomechanics experiments [95].

While Eq. (8.20) can be numerically solved in principle, this is computationally
intensive owing to the large state space involving the three modes of the transducer.
Instead, we take advantage of the fact that 𝜅𝑎 ≫ 𝐺om to adiabatically eliminate the
optical mode [96]. Moving into a frame rotating with the mechanical and microwave
modes and defining the optomechanical scattering rate, Γom(𝑡) = 4|𝐺om(𝑡) |2/𝜅𝑎,
we arrive at the simplified master equation,

¤̂𝜌𝑟 (𝑡) = L𝑟 (𝑡) �̂�𝑟 (𝑡), (8.23)

where �̂�𝑟 = Tr𝑎{ �̂�} denotes the reduced density matrix spanning only the acoustic
and microwave modes. L𝑟 is defined by its action on the reduced density matrix,

L𝑟 (𝑡) �̂�𝑟 (𝑡) = − 𝑖

ℏ
[
�̂�pe, 𝜌𝑟 (𝑡)

]
+ (Lom(𝑡) + L𝑏 (𝑡) + L𝑐 (𝑡)) �̂�𝑟 (𝑡), (8.24)

where we have introduced optomechanical scattering as a coupling of the reduced
system to an effective bath according to the relation,

Lom(𝑡) �̂�𝑟 (𝑡) = Γom(𝑡)D(�̂�†) �̂�𝑟 (𝑡). (8.25)

The Lindblad superoperator, D(�̂�†) contains a non-number preserving quantum
jump operator which adds a phonon to the system due to optomechanical SPDC.
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This process is naturally correlated with the creation of an optical photon, which
is routed with finite collection efficiency to a single photon detector. Given that
optical decay (𝜅𝑎/2𝜋 = 1.3 GHz) occurs on a much faster timescale than the
dynamics of the rest of the system (𝜅𝑎 ≫ 𝜅𝑏, 𝑔pe, 𝜅𝑐), optical detection is assumed
to be instantaneous. Under this approximation, in the event of a click on the optical
detector caused by a quantum jump at time 𝑡J, the resultant conditional state of the
reduced system is,

�̂�J(𝑡J) =
�̂�† �̂�𝑟 (𝑡J)�̂�

Tr
{
�̂�† �̂�𝑟 (𝑡J)�̂�

} . (8.26)

This state then evolves according to Eq. (8.23). Since we operate in the weak
pump regime where the integrated jump probability over the optical pulse duration,∫
Γom(𝑡)𝑑𝑡 ≪ 1, we neglect two-fold SPDC events.

While the treatment above describes the evolution of the internal modes of the
transducer, we experimentally measure the emission in the temporal mode, �̂� in
the transducer microwave output port. This temporal mode is linearly related to
the internal microwave mode of the transducer as �̂� (𝑡) :=

∫
𝑐out(𝑡 + 𝑡′) 𝑓 ∗(𝑡′)𝑑𝑡′ =

√
𝜅𝑒,𝑐

∫
𝑐(𝑡 + 𝑡′) 𝑓 ∗(𝑡′)𝑑𝑡′. We can thus compute the occupation of the temporal

mode as

⟨�̂�†(𝑡)�̂� (𝑡)⟩

= 𝜅𝑒,𝑐⟨
∫

𝑐†(𝑡 + 𝑡′′) 𝑓 (𝑡′′)𝑑𝑡′′
∫

𝑐(𝑡 + 𝑡′) 𝑓 ∗(𝑡′)𝑑𝑡′⟩

= 𝜅𝑒,𝑐

∫
⟨𝑐†(𝑡 + 𝑡′′)𝑐(𝑡 + 𝑡′)⟩ 𝑓 (𝑡′′) 𝑓 ∗(𝑡′)𝑑𝑡′′𝑑𝑡′

= 𝜅𝑒,𝑐

∫
⟨𝑐†(𝑡′ + 𝜏′)𝑐(𝑡′)⟩ 𝑓 (𝑡′ + 𝜏′ − 𝑡) 𝑓 ∗(𝑡′ − 𝑡)𝑑𝑡′𝑑𝜏′,

(8.27)

where the correlator, ⟨𝑐†(𝑡′ + 𝜏′)𝑐(𝑡′)⟩ inside the integral on the final line can be
numerically computed using the quantum regression theorem [97]. Further, to
model the conditional state due to a quantum jump at time 𝑡J, this correlator is
computed using �̂�J(𝑡J) in Eq. (8.26) for times, 𝑡 > 𝑡J. For times 𝑡 < 𝑡J, we use
the value for the unconditional state. Performing this calculation for a sequence of
jump times, {𝑡J} associated with detector clicks received within the optical gating
window, we obtain a sequence of conditional time traces for the occupation of the
temporal mode, {⟨�̂�†�̂�⟩|𝑡J}. The final conditional trace, ⟨�̂�†�̂�⟩|click is given by a
weighted average over this sequence with weights determined by the infinitesimal
jump probability, 𝛿𝑝J ∝ Γom(𝑡J)𝑑𝑡 in an interval 𝑑𝑡 at time 𝑡J. The effects of detector
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dark counts as well as the optical pump filter in our experiment are incorporated via
appropriate modifications to these weights.

We perform a numerical simulation of our system by implementing the above model
using the QuTiP software package [94]. Solutions to the master equation as well as
the required correlators are evaluated in a 10 × 10 Fock space of the acoustic and
microwave modes. To incorporate effects of heating of the microwave and acoustic
baths separately in our model, we measured the unconditional microwave emission
from the transducer in response to optical pump pulses under two conditions (i)
mechanics far detuned from the microwave mode, 𝜔𝑐 − 𝜔𝑏 ≫ 2𝑔pe, (ii) mechanics
on resonance with the microwave mode, 𝜔𝑏 = 𝜔𝑐. The results of the measurement
are shown with the dotted traces in Fig. 8.8d. Under condition (i), which is achieved
at zero magnetic field, the microwave emission is approximately entirely due to
heating of the microwave bath alone. On the other hand, condition (ii) corresponds to
maximal electro-mechanical hybridization and is relevant to the SPDC experiments
described in the previous chapters. In this setting, heating of both microwave
and acoustic baths is expected to contribute to the measured microwave output
signal. Using measurements of the microwave emission under both conditions,
we invert the master equation to determine 𝑛th,b(𝑡) and 𝑛th,c(𝑡) approximated as a
piece-wise linear function over coarse samples as shown in Fig. 8.8b. The inversion
is performed by choosing an ansatz for 𝑛th,b(𝑡) and 𝑛th,c(𝑡), iteratively solving the
master equation and performing least mean square optimization with respect to the
experimentally measured thermal microwave emission. The resulting occupations
of the acoustic mode, �̂� and of the unconditional temporal microwave mode, �̂�
obtained by solving the master equation are shown in Fig. 8.8c and with the solid
traces in Fig. 8.8d, respectively. While the model for the hot baths is determined
entirely using microwave measurements, we observe that the simulated occupation
of the acoustic mode is in reasonable agreement with an experimental measurement
shown by the gray data point in Fig. 8.8c. This data point corresponds to the
optomechanical sideband asymmetry measurement described in Section 6, and
represents the thermal occupation of the acoustic mode averaged over the duration
of the optical pump pulse. Finally, the conditional microwave emission determined
using our model shown with the solid purple trace in Fig. 8.9 is in good agreement
with the corresponding experimental result shown via the dotted purple trace. The
simulated conditional and unconditional intensity traces plotted in this figure predict
a value of 𝑔

(2)
𝐴𝐶

(𝜏𝑜) = 3.97, which is in good agreement with the experimentally
observed value of 3.90.
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Figure 8.8: Simulation of transducer heating dynamics. a. Time trace of the optical pump pulse
plotted in terms of the intra-cavity occupation of the optical mode, 𝑛𝑎. b. Model used for time
dependent thermal occupation of the intrinsic baths of the acoustic and microwave modes, 𝑛th,𝑏 (𝑡),
𝑛th,𝑐 (𝑡). c. Time dependent occupation of the acoustic mode, ⟨�̂�†�̂�⟩ obtained from the master
equation simulation. Gray data point corresponds to experimentally recorded thermal occupation
of the acoustic mode as inferred from an optomechanical sideband asymmetry measurement. The
vertical bar on the point represents a confidence interval spanning two standard deviations while the
horizontal bar indicates the FWHM duration of the optical pulse. c. Time dependent occupation of
the temporal mode, ⟨�̂�†�̂�⟩ in the microwave output port of the transducer from the master equation
simulation (solid traces) and from experimental heterodyne data (dotted traces). The condition where
the acoustic mode is far detuned (on resonance) with respect to the microwave mode is shown with
pink (red) traces.
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Figure 8.9: Simulation of the conditional microwave state. Occupation of the temporal mode, �̂�
in the microwave output port of the transducer from simulation (solid traces) and from experimental
heterodyne data (dotted traces). The occupation of the microwave state conditioned on an optical
click, ⟨�̂�†�̂�⟩|click is shown with purple traces. The occupation of the unconditional microwave state,
⟨�̂�†�̂�⟩ is shown with red traces for comparison.

Simulation of 𝑔(2)
𝐶𝐶

|click requires evaluation of ⟨�̂�†2�̂�2⟩|click. Extending the approach
of Eq. (8.27) to the second order moment is a nontrivial computational endeavor as it
requires calculation of the four-time correlator, ⟨𝑐†(𝑡+𝑡′′′′)𝑐†(𝑡+𝑡′′′)𝑐(𝑡+𝑡′′)𝑐(𝑡+𝑡′)⟩.
For the purpose of this work, we pursue the more tractable task of placing bounds on
𝑔
(2)
𝐶𝐶

|click. First, we consider the conditional state of the acoustic mode immediately
after the addition of a phonon as triggered by an SPDC event. Since the extraction
of this acoustic state into the microwave output port is accompanied by loss and
addition of noise, we expect the function, 𝑔(2)

𝑏𝑏
|click = ⟨�̂�†2𝑏2⟩|click/(⟨�̂�†𝑏⟩|click)2

to provide a lower bound for 𝑔(2)
𝐶𝐶

|click. Our model estimates 𝑔
(2)
𝑏𝑏

|click(0) = 0.24.
Next, we consider a choice of the emission envelope function, 𝑓 (𝑡) = 𝛿(𝑡 − 𝑇𝑜 −
𝜏𝑜), where 𝑇𝑜 is the time corresponding to the peak intensity of the pump pulse.
Physically, employing this function results in collecting the microwave emission
at all frequencies from the transducer at a fixed time. This is strictly less optimal
than the choice in our measurements, namely a function coherently matched to
the theoretically expected single photon wavepacket as discussed in Sec. 8.7.
In the event of this sub-optimal choice, moments of the temporal mode, �̂� are
proportional to the corresponding moments of the internal microwave mode, 𝑐

and the function, 𝑔(2)𝑐𝑐 |click = ⟨𝑐†2𝑐2⟩|click/(⟨𝑐†𝑐⟩|click)2, serves as an upper bound
for 𝑔

(2)
𝐶𝐶

|click. Our model estimates 𝑔
(2)
𝑐𝑐 |click(𝜏𝑜) = 0.77. In summary, the above

arguments allow us to use numerical simulations to bound 𝑔
(2)
𝐶𝐶

|click(𝜏𝑜) to the
interval (0.24, 0.77), which has substantial overlap with the experimental observation
of 𝑔(2)

𝐶𝐶
|click(𝜏𝑜) = 0.42+0.27

−0.28.
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8.12 Data Analysis for Correlation Functions
For measurements of 𝑔(2)

𝐴𝐶
and 𝑔(2)

𝐶𝐶
|click presented in 8.4, 9.1×104 heterodyne voltage

traces were acquired over a one month period. For every ∼16 minutes of acquisition
of conditional microwave data, we interleaved the acquisition of voltage samples
of amplifier noise and the unconditional microwave signal. The unconditional
microwave intensity signal, �̄�11(𝜏) used to evaluate the normalized cross-correlation
function, 𝑔(2)

𝐴𝐶
was obtained from 1.4× 107 heterodyne voltage traces. Likewise, the

measurement of the normalized second order intensity correlation function, 𝑔(2)
𝐶𝐶

(𝜏o)
used 3.2 × 107 heterodyne voltage samples.
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Figure 8.10: Microwave moments. a. Moments matrix for the unconditional microwave output of
the transducer, �̄�𝑚𝑛. b. Moments matrix for the microwave output of the transducer conditioned on
receipt of an optical click, �̄�𝑚𝑛 |click. Error bars calculated via bootstrapping with replacement are
indicated by the black pins.

To minimize the effect of long term fluctuations in the added noise and gain of the
TWPA, we divide the dataset into chunks corresponding to acquisition over one day,
and invert each separately to extract the moments �̄� (𝑘)

𝑚𝑛 , �̄�
(𝑘)
𝑚𝑛 |click, where the index 𝑘

runs over the daily chunks. This inversion process follows the methods detailed in
Sec. 8.6 and assumes that no correlations exist between �̂� and �̂� as well as �̂� and
�̂�. We then take a weighted average to compute the entries of the moments matrix,
�̄�𝑚𝑛 =

∑
𝑘 𝑤

(𝑘)�̄� (𝑘)
𝑚𝑛 and �̄�𝑚𝑛 |click =

∑
𝑘 𝑤

(𝑘)
click�̄�

(𝑘)
𝑚𝑛 |click, where 𝑤 (𝑘) , 𝑤 (𝑘)

click denote the
fraction of records in the 𝑘 th chunk of the unconditional and conditional datasets,
respectively. The moments matrices constructed from this process are shown in
Fig. 8.10b.

The acquisition rate for the moments of the conditional heterodyne output, 𝑆mn |click
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is determined by the optical heralding rate, 𝑅click = 0.14 Hz. This is much slower
compared to that for the amplifier noise moments, �̄�mn, which can be acquired at
the 50 kHz repetition rate of the experiment and determined with high accuracy. As
a result, the error in 𝑔

(2)
𝐶𝐶

|click is dominated by uncertainty in 𝑆mn |click. To calculate
error in 𝑔

(2)
𝐶𝐶

and 𝑔
(2)
𝐶𝐶

|click, we employ bootstrapping with replacement using 105

bootstraps to construct the probability density functions shown in Fig. 8.11a. Finally,
error estimates were calculated by numerical integration of the distributions such
that they they cover a 34.1% confidence interval above and below the mean. The
error estimates calculated using this process vs. number of bootstraps is shown in
Fig. 8.11b-c for the conditional and unconditional datasets. We find that the use of
105 bootstraps yields acceptable convergence in the error estimate.

To mitigate the effects of long term drifts in frequencies of the microwave modes, we
periodically measured the unconditional microwave power spectrum and monitored
the resonance frequencies, 𝜔±. This additionally allowed us to characterize the
spectral diffusion of the microwave modes. In our data analysis, we excluded
intervals of the measurement where the mode frequencies drifted by more than
twice the standard deviation associated with spectral diffusion, which represented
3% of all recorded traces.

8.13 Classical Bound on the Conditional Second Order Intensity Correlation
In the previous chapters, we claim that the conditional microwave autocorrelation
function is expected to satisfy the inequality, 𝑔(2)

𝐶𝐶
|click ≥ 1 for classical microwave-

optical states. This can be proved by rewriting the conditional quantities defined in
the previous chapters in terms of correlators of the joint microwave-optical state,

𝑔
(2)
𝐶𝐶

(𝜏) |click =

〈
�̂�†2(𝜏)�̂�2(𝜏)

���̂�†2(𝜏)�̂�2(𝜏)
〉
|click(〈

�̂�†(𝜏)�̂� (𝜏)
���̂�†(𝜏)�̂� (𝜏)

〉
|click

)2

=

〈
�̂�†�̂�†2(𝜏)�̂�2(𝜏) �̂�

���̂�†�̂�†2(𝜏)�̂�2(𝜏) �̂�
〉 〈

�̂�† �̂�
���̂�† �̂�

〉(〈
�̂�† �̂�

���̂�† �̂�
〉 〈

�̂�†(𝜏)�̂� (𝜏)
���̂�†(𝜏)�̂� (𝜏)

〉)2 , (8.28)

where the above correlators are explicitly written in normal order. Using the the
optical equivalence theorem, we can recast the expectation values of the above
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Figure 8.11: 𝑔 (2)
𝐶𝐶

probability distribution.a. Probability distribution for 𝑔 (2)
𝐶𝐶

and 𝑔
(2)
𝐶𝐶

|click calcu-
lated from bootstrapping. Vertical blue and red lines correspond to one standard deviation above
and below the distribution mean, respectively. b,c. Convergence of the error estimate vs. number of
bootstraps for all traces, and optically heralded traces, respectively. Blue lines correspond to positive
error, red lines to negative error, and black lines indicate the error estimate used in the previous
chapters.

correlators in phase space using the Sudarshan-Glauber P representation [88, 98] as〈
�̂�†𝑚�̂�†𝑛 (𝜏) �̂�𝑚�̂�𝑛 (𝜏)

���̂�†𝑚�̂�†𝑛 (𝜏) �̂�𝑚�̂�𝑛 (𝜏)
〉
=

∫
|𝛼 |2𝑚 |𝛾 |2𝑛𝑃𝜏 (𝛼, 𝛾)𝑑2𝛼𝑑2𝛾

:=
〈
|𝛼 |2𝑚 |𝛾 |2𝑛

��|𝛼 |2𝑚 |𝛾 |2𝑛〉
𝑃𝜏

,

(8.29)

where 𝑃𝜏 (𝛼, 𝛾) is the joint phase space density cprresponding to modes �̂� and �̂�

with relative delay 𝜏. Applying this directly to Eq. (8.28) gives,

𝑔
(2)
𝐶𝐶

(𝜏) |click =

〈
|𝛼 |2

𝑃
|𝛾 |4

��|𝛼 |2
𝑃
|𝛾 |4

〉
𝑃𝜏

〈
|𝛼 |2

��|𝛼 |2〉
𝑃𝜏〈

|𝛼 |2 |𝛾 |2
��|𝛼 |2 |𝛾 |2〉2

𝑃𝜏

≥ 1, (8.30)

which follows directly from the Cauchy-Schwarz inequality.

8.14 Convergence of 𝑔(2)
𝐴𝐶

to the Classical Bound
The results of pump power dependent measurements of the normalized intensity
cross-correlation function, 𝑔(2)

𝐴𝐶
are shown in Fig. 8.12.
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Figure 8.12: 𝑔 (2)
𝐴𝐶

power dependence.Maximum value of 𝑔 (2)
𝐴𝐶

versus increasing pump power plotted
on the horizontal axis as the peak intra-cavity occupation of the optical mode, 𝑛𝑎. Dashed line
denotes the classical upper bound of 2.

All measurements were performed with the same pump pulse duration and repetition
rate used to acquire data in the previous chapters. We observe that at higher pump
powers, the value of 𝑔(2)

𝐴𝐶
approaches the classical upper bound of 2 as expected from

the increased thermal noise added to the photon pair generated in SPDC. The data
in this figure was collected from the same device used for the experiments in the
previous chapters albeit after a partial warm up and cooldown to base temperature.
This thermal cycle led to modified device parameters, which produced an increase
in 𝑔

(2)
𝐴𝐶

at the lowest pump power of 𝑛𝑎 = 0.8 compared to the result presented in the
previous chapters.

8.15 Outlook
Towards entanglement of remote quantum processors, the microwave emission from
such a transducer can be efficiently absorbed in a superconducting qubit [99] in a
separate processor module [100]. Following the DLCZ protocol [101], interference
of optical emission from two transducers and single photon detection can herald
entanglement between remote superconducting qubits [102]. In this work, we
demonstrate both a capable transducer and key experimental techniques for such a
remote entanglement scheme. In the near term, for two nodes separated by tens of
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meters in a single facility, propagation delays for optical photons will be much shorter
than decoherence times of state-of-the-art transmon qubits [103]. Thus the fidelity
of the Bell state heralded between remote qubits will be primarily determined by the
fidelity of a single microwave photon heralded with an individual transducer. With
our current pair source, a simulation of the conditional microwave state estimates
this fidelity at ∼ 40% (Section 8.12). With a modest increase in piezoelectric
coupling, 𝑔pe by a factor of few, the main source of infidelity, microwave loss during
piezoelectric conversion, can be significantly reduced to increase the fidelity to
∼ 80%. The heralding rate of 0.14s−1 in the present work can be increased by nearly
an order of magnitude if the optomechanical coupling, 𝑔om and fiber to waveguide
coupling efficiency can each be improved by a factor of two. These improvements
to fidelity and heralding rate are well within reach of our current design with better
fabrication yield. In addition to these transducer performance improvements, dual
rail encoding of microwave and optical photons in time bin [74] or frequency bin
[75] degrees of freedom allows for detection of photon loss errors via a parity
check. Since this approach involves generation of microwave-optical Bell pairs in a
single node, it also provides a natural setting to explicitly verify microwave-optical
entanglement. The sub-linear scaling of noise with pump power indicates that long-
term improvements to fidelity and heralding rate will need to be driven by mitigation
of pump-induced noise. In agreement with our previous work [48], we find that
the noise for a given scattering probability in piezo-optomechanical transducers is
significantly higher than that in pure silicon OMCs [84, 85]. Understanding this
large gap will require more detailed studies of pump-induced heating, which could
be performed via efficient microwave readout as shown in this work. From the
standpoint of engineering improved chip-scale optomechanical transducers, higher
acoustic energy participation in silicon [104] with a stronger piezoelectric material
[72, 105], electrostatic approaches [106], and OMCs with better thermalization of
the acoustic mode [107] are promising avenues towards low noise at higher heralding
rates.
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C h a p t e r 9

MICROWAVE-OPTICAL BELL STATE

9.1 Introduction
Entanglement is an extraordinary feature of quantum mechanics. Sources of en-
tangled optical photons were essential to test the foundations of quantum physics
through violations of Bell’s inequalities. More recently, entangled many-body
states have been realized via strong non-linear interactions in microwave circuits
with superconducting qubits. Here we demonstrate a chip-scale source of entangled
optical and microwave photonic qubits. Our device platform integrates a piezo-
optomechanical transducer with a superconducting resonator which is robust under
optical illumination. We drive a photon-pair generation process and employ a
dual-rail encoding intrinsic to our system to prepare entangled states of microwave
and optical photons. We place a lower bound on the fidelity of the entangled
state by measuring microwave and optical photons in two orthogonal bases. This
entanglement source can directly interface telecom wavelength time-bin qubits and
GHz frequency superconducting qubits, two well-established platforms for quantum
communication and computation, respectively.

Our work arises from the need for scalable techniques to connect superconduct-
ing quantum processors of increasing size and complexity [103]. In analogy with
classical information processing networks, quantum networks have recently been
envisioned with optical channels as low loss, room temperature links between su-
perconducting processors cooled in separate dilution refrigerator nodes. Over the
past two decades, optical distribution of remote entanglement has been achieved
with atoms, ions, color centers, quantum dots and mechanical oscillators [108–
112]. The majority of such demonstrations towards optical quantum networks rely
on the DLCZ protocol [101] and its variants, which are based on a quantum light-
matter interface in each node of the network. In these experiments, entanglement is
heralded between distant matter qubits through interference of emitted optical pho-
tons followed by single photon detection measurements. Remarkably, the fidelity
of the entangled pair is insensitive to optical losses since the heralding operation
naturally selects events within the computational subspace. Popular variants of this
scheme also provide insensitivity to differences in optical path length, and rely on
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preparation of entangled states between the matter qubit and an optical photonic
qubit as a key ingredient [113–116]. Recently, there have been proposals to develop
this fundamental capability for superconducting qubits by using quantum transduc-
ers to prepare microwave-optical Bell states [74, 75]. In this work, we bring this first
enabling step of a well-established optical entanglement distribution toolkit into the
realm of superconducting microwave circuits.

Microwave-optical entanglement generation with transducers has been elusive due
to relatively weak nonlinearities, noise from parasitic optical absorption and losses
from device integration challenges. In recent progress, a bulk electro-optic trans-
ducer was used to infer continuous variable entanglement between microwave and
optical fields at the output ports of the device [117]. In contrast, the entanglement
fidelity in our approach is insensitive to losses in collection and detection of opti-
cal and microwave photons which are inevitable in a realistic experimental setting.
Moreover, our discrete variable approach offers the advantage that a microwave
photonic qubit can be directly mapped onto a matter qubit such as a transmon with
high fidelity [118]. Our demonstration builds on recent technical advances with
piezo-optomechanical transducers, where integration with light-robust supercon-
ducting circuits has allowed the generation of microwave-optical photon pairs via
spontaneous parametric down-conversion (SPDC) [119]. We drive emission from
such a transducer into dual-rail optical and microwave photonic qubits, each contain-
ing exactly one photon in the microwave and optical output ports, respectively. To
define the optical photonic qubit, we use a time-bin encoding, the preferred choice
in long-distance optical quantum communication [120]. To define the microwave
photonic qubit, we use two orthogonal modes which naturally arise from strongly
hybridized acoustic and electrical resonances in our device. We verify entangle-
ment by correlating microwave quantum state tomography results with detection of
a single optical photon in a chosen time-bin, or coherent superposition of time-bins
achieved with a time-delay interferometer.

Fig. 9.1a shows a simplified schematic of our microwave-optical entanglement
source, which we operate in a dilution refrigerator setup at a temperature of
∼20mK. Details of the device geometry and fabrication process have been pro-
vided in previous work [119]. Pump laser pulses are used to excite a piezo-
optomechanical transducer containing a silicon optomechanical crystal resonator
which supports optical and acoustic resonances at frequencies, 𝜔o ≈ 2𝜋 × 200THz
and 𝜔m ≈ 2𝜋 × 5GHz, respectively. Co-localized telecom photons and microwave
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Figure 9.1: Microwave-optical entanglement source. a. Simplified schematic of various compo-
nents of the chip-scale microwave-optical entanglement source, not shown to scale to aid presentation.
The terminals of the superconducting kinetic inductance resonator are galvanically connected to the
electrical terminals of the piezo-optomechanical transducer, shown in detail in panel b. The optical
cavity in the transducer is coupled to an optical waveguide, which terminates on the left edge of
the chip, where a lensed optical fiber is used to launch pump pulses into the device, and to collect
emitted optical photons in the reverse direction. Microwave (MW) photons emitted by the device
are capacitively coupled from the superconducting resonator to an on-chip transmission line and
eventually collected in a 50ohm coax cable. b. Illustration of the SPDC process in the transducer
where a pump photon at frequency, 𝜔p decays into optical and microwave excitations at frequencies,
𝜔o and 𝜔m, respectively, due to the parametric optomechanical interaction at a rate, 𝐺om. The
microwave excitation is shared between the transducer acoustic mode and the electrical mode of a
superconducting kinetic inductance (KI) resonator, which are strongly hybridized with the piezo-
electric interaction strength, 𝑔pe. Simulated profiles of the optical electric field (left) and microwave
acoustic displacement field (right) in the transducer are shown. c. Schematic for generation of
Bell states between dual-rail optical and MW photonic qubits. Two consecutive Gaussian pump
pulses induce emission of single optical and MW photons into early and late modes centered at their
respective frequencies. Theoretically calculated intensity envelopes of these modes are shown when
the device is excited with two Gaussian pump pulses separated by a time delay, 𝑇d = 279ns, which
ensures orthogonality of early and late modes used for the dual-rail encoding.

phonons in this wavelength-scale resonator can interact via radiation pressure and
the photoelastic effect [84]. By tuning the pump laser frequency to 𝜔p = 𝜔o + 𝜔m

we induce spontaneous parametric down-conversion into a photon-phonon pair at
frequencies 𝜔o and 𝜔m, as illustrated in Fig. 9.1b. The optomechanical interaction
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occurs with a parametrically enhanced strength, 𝐺om =
√
𝑛p𝑔om, where 𝑛p is the

number of intra-cavity pump photons and 𝑔om/2𝜋 = 270kHz is the optomechanical
coupling rate at the single photon and phonon level in the device under study. Single
phonons from the SPDC process are converted into single microwave photons in a
niobium nitride superconducting kinetic inductance resonator tuned into resonance
with the transducer acoustic mode. This conversion process is mediated by a com-
pact aluminum nitride piezoelectric component in the transducer, and occurs at a
rate, 𝑔pe/2𝜋 = 1.2MHz, which exceeds damping rates of the acoustic and electrical
modes in the device under study [79]. Finally, as shown in Fig. 9.1a, both optical and
microwave photons emitted from the device decay into on-chip waveguides and are
routed into a lensed optical fiber and a 50ohm microwave coaxial cable, respectively.

9.2 Preparing Entangled States
To prepare entangled microwave-optical states, we excite the device with two consec-
utive pump pulses. Each pump pulse can produce a microwave-optical photon-pair
in well-defined temporal modes, separated in time and centered at frequencies, 𝜔m

and 𝜔o in the microwave and optical outputs, respectively. Fig. 9.1c shows theoreti-
cally expected intensity envelopes of these ‘early’ and ‘late’ modes in the optical and
microwave output ports of the device. The optical early and late mode envelopes
adiabatically follow the pump pulses since the optomechanical interaction strength,
𝐺om is much smaller than the decay rate of the optical cavity. In our experiments,
we use Gaussian pump pulses with two sigma width, 𝑇p = 96ns, and define time-bin
modes for dual-rail encoding of the optical photonic qubit. The corresponding mi-
crowave early and late modes exhibit damped oscillatory behavior due to strongly
coupled electrical and acoustic resonators in the device. By matching the duration
between the pump pulses, 𝑇d = 279ns to the electro-acoustic oscillation period
expected from microwave spectroscopy [79], we can achieve orthogonal early and
late modes for dual-rail encoding of the microwave photonic qubit. Physically, a
single phonon scattered by the SPDC process into the electro-acoustic coupled mode
system oscillates between the acoustic and electrical resonators as it preferentially
decays into the microwave output waveguide. With our specific choice of the pump
pulse delay, 𝑇d, we excite the transducer with the late pump pulse precisely at the
moment when the phonon from the early pump pulse has been maximally swapped
into the electrical mode. In this setting, the joint wavefunction of early and late
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modes in the optical and microwave output ports of the device can be written as

|Ψ⟩ ≈ |00⟩o |00⟩m

+ √
𝑝

(
|10⟩o |10⟩m + 𝑒𝑖𝜙p |01⟩o |01⟩m

)
+ O(𝑝), (9.1)

where |𝑘𝑙⟩o (|𝑘𝑙⟩m) denotes the direct product of a 𝑘-photon state in the early mode
and an 𝑙-photon state in the late mode on the optical (microwave) output port. The
phase 𝜙p, is set by the relative phase between early and late pump pulses. When the
scattering probability, 𝑝 ≪ 1, the O(𝑝) terms may be neglected and detection of a
single optical photon can be used to post-select an entangled state between an optical
photonic qubit in the {|10⟩o , |01⟩o} manifold and a microwave photonic qubit in the
{|10⟩m , |01⟩m} manifold. The state vectors within curly brackets define the native
measurement basis of the photonic qubits, which we call the Z-basis in reference to
the north and south poles of the Bloch sphere. We refer to a rotated measurement
basis on the equator of this Bloch sphere as the X-basis. To verify entanglement, we
characterize correlations between the photonic qubits in these two orthogonal bases.
In our experiments, we operate with optical pulses with a peak power of 83nW
corresponding to an intra-cavity optical photon number, 𝑛p = 0.8, which leads to
𝑝 = 1.0×10−4. The power level is chosen to limit noise added due to pump-induced
heating of the transducer, and thereby, preserve microwave-optical entanglement.
With external optical collection efficiency, 𝜂opt = 5.5 × 10−2 and a pulse repetition
rate, 𝑅 = 50kHz, we detect heralding events at a rate, 𝑅click = 0.26s−1. Microwave
phonon to photon conversion is expected to occur with efficiency, 𝜂mw = 0.59 based
on the piezoelectric coupling rate and microwave damping rates in our device.

9.3 Characterization of Entangled States
We first measure the time-resolved microwave output intensity from the device
conditioned on the detection time of single optical photons. This allows us to
characterize microwave-optical intensity correlations in the Z-basis. In this mea-
surement, depicted schematically in Fig. 9.2a, optical emission from the device is
detected on a superconducting nanowire single photon detector (SNSPD) after trans-
mission through a filter setup to reject pump photons. Fig.9.2b shows a histogram
of single optical photon detection times revealing two nearly Gaussian envelopes
associated with the SPDC signal. We use gating windows of width, 2𝑇p = 192ns
centered around each pulse to define the early and late optical modes, �̂�e and �̂�l,
respectively. Simultaneously, as shown in Fig. 9.2a, microwave emission from the
device is directed to an amplification chain with a near-quantum-limited Josephson
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Figure 9.2: Z-basis intensity correlations. a. Simplified schematic of experimental setup used to
detect correlations between microwave (MW) and optical emission in the Z-basis of the dual-rail
qubits. Shaded green box on the MW detection path indicates post-processing on voltage traces
from the heterodyne setup after analog-to-digital conversion (ADC). b. Histogram of single optical
photon detection times plotted as a time trace of optical count rate. Shaded vertical regions indicate
gating windows used to define early and late optical time-bin modes, �̂�e and �̂�l. c. Quanta in the
transducer microwave output mode defined by a filter function matched to the theoretically expected
emission envelope, 𝑓 (𝑡− 𝜏) centered at the MW resonance frequency, 𝜔m [79]. The variable readout
delay, 𝜏 is shown on the x-axis and the occupation of the mode for a given 𝜏 is shown on the
y-axis. Blue and yellow traces show MW output quanta conditioned on early and late optical clicks,
respectively, and the dashed gray trace shows unconditional MW output quanta, which correspond
to transducer-added noise. Dotted vertical lines indicate readout delays, 𝑇e and 𝑇l used to define
early and late MW modes, �̂�e and �̂�l. The conditional traces are an average over ≈ 3× 105 heralding
events. Shaded regions around traces span a confidence interval of two standard deviations about
the mean. d. Output quanta, 𝑛𝑖 𝑗 in MW mode 𝑗 conditioned on an optical click in mode 𝑖, where
𝑖, 𝑗 run over the early and late modes denoted by e,l. Data in this panel corresponds to ≈ 3 × 105

heralding events. Error bars indicate +/− one standard deviation.

traveling wave parametric amplifier (TWPA) as the first stage. The amplified mi-
crowave signal is down-converted in a room-temperature heterodyne receiver and
the resulting voltage quadratures are sent to an analog-to-digital conversion (ADC)
card, allowing us to record a digitized, complex-valued voltage trace for each exper-
imental trial. We capture emission at the microwave resonance frequency, 𝜔m using
a digital filter matched to the theoretically expected microwave emission envelope,
𝑓 (𝑡 − 𝜏), where 𝜏 is a variable readout delay [79]. We then subtract indepen-
dently calibrated amplifier-added thermal noise of approximately 2.6 quanta via a
moment inversion procedure [83]. Upon post-selecting measurement records from
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trials which produced optical clicks, we observe that the microwave intensity con-
ditioned on a late click is delayed with respect to that conditioned on an early click
as shown by the solid traces in Fig. 9.2c. These conditional signals contain a finite
amount of pump-induced thermal noise from the transducer. Since 𝑝 ≪ 1, such
noise is simply given by the unconditional microwave output intensity, shown with
the dashed time trace in Fig. 9.2c. The ratio of the conditional and unconditional
microwave intensities yields the normalized microwave-optical cross-correlation
function, 𝑔(2)

𝐴𝐶
which reaches a maximum value of 6.8 for early optical clicks, and

5.0 for late optical clicks. Both values exceed the Cauchy-Schwarz bound of 2 for
thermal states, and signify non-classical microwave-optical correlations [119]. By
performing the matched filter operation at optimal microwave readout delays, 𝑇e and
𝑇l = 𝑇e + 𝑇d, shown by the dotted vertical lines in Fig. 9.2c, which maximize the
cross-correlation, we define microwave early and late modes, �̂�e and �̂�l. Fig. 9.2d
shows conditional occupations of these modes with the symbol 𝑛𝑖 𝑗 for the occu-
pation of microwave mode 𝑗 conditioned on an optical click detected in mode 𝑖.
Using these four conditional microwave mode occupations, we define the Z-basis
visibility, 𝑉z = (𝑛ee − 𝑛el − 𝑛le + 𝑛ll)/(𝑛ee + 𝑛el + 𝑛le + 𝑛ll). For a Bell state without
additional noise or microwave loss, we expect 𝑛ee = 𝑛ll = 1 and 𝑛el = 𝑛le = 0,
resulting in 𝑉z = 1. On the contrary, when the microwave and optical intensities
are fully uncorrelated, we expect 𝑉z = 0. From the data in Fig. 9.2d, we find
𝑉z = 0.633 ± 0.014, indicating significant intensity correlations between early and
late modes in the microwave and optical outputs.

This observation of Z-basis correlations is also compatible with a statistical mixture
of early and late microwave-optical photon pairs. To rule out this scenario, we
characterize intensity correlations in the X-basis, which are indicative of the phase
coherence of the entangled microwave-optical state. On the optics side, the mea-
surement basis rotation is performed with a time-delay interferometer inserted into
the detection path as shown in Fig.9.3 a. The interferometer is built with a fiber delay
line in one arm to achieve the time delay, 𝑇d = 279ns required to interfere early and
late optical time-bins. Additionally, the setup imprints a relative phase between the
time-bins, 𝜙o, which is actively stabilized through feedback on a piezoelectric fiber
stretcher in one of the arms. The relative phase between the pump pulses used to
excite the transducer, 𝜙p, is controlled using an electro-optic phase modulator [121].
With one output port of the interferometer connected to the single photon detection
path, clicks registered on the SNSPD correspond to measurement of a single photon
in the mode, ( �̂�e+𝑒𝑖(𝜙p+𝜙o) �̂�l)/

√
2. The measurement phase, 𝜙p+𝜙o can be indepen-
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Figure 9.3: X-basis intensity correlations. a. Simplified schematic of experimental setup used to
detect correlations between microwave (MW) and optical emission in the X-basis of the dual-rail
qubits. A time-delay interferometer in the optical path is used to interfere early and late optical
time-bins with a relative phase, 𝜙o. The interference operation in MW detection with a relative
phase, 𝜙m is performed in digital post-processing as shown in the shaded green box. b. Output
quanta in the MW mode, (�̂�𝑒 +𝑒𝑖𝜙m�̂�𝑙)/

√
2, for two phase settings, 𝜙m = 0 (open circles) and 𝜙m = 𝜋

(filled squares), conditioned on an optical click in the mode, ( �̂�𝑒 + 𝑒𝑖 (𝜙p+𝜙o ) �̂�𝑙)/
√

2 at the output of
the time-delay interferometer. The relative phase between the pump pulses, 𝜙p is varied along the
horizontal axis while 𝜙o is kept constant at 0.31𝜋. The uncertainty in the calibrated optical phase
over the duration of the measurement is ±0.03𝜋. Solid and dashed lines are cosine fits. Data in this
plot is acquired at three times the pump power used for the main dataset, and represents an average
over ≈ 1 × 104 heralding events per optical phase setting. All error bars indicate +/− one standard
deviation. c. Output quanta, 𝑛𝑖 𝑗 in MW mode 𝑗 conditioned on an optical click in mode 𝑖, where
𝑖, 𝑗 run over the X-basis MW and optical measurement modes denoted by +,− and corresponding to
phase settings, 𝜙m = 0.56𝜋, 1.56𝜋 and 𝜙p+𝜙o = 0.56𝜋, 1.56𝜋, respectively, where 𝜙o is kept constant
at 0.28𝜋. The uncertainty in the calibrated optical phase over the duration of the measurement is
±0.04𝜋. Data in this panel corresponds to an average over ≈ 7 × 104 heralding events for + and −
optical outcomes. All error bars indicate +/− one standard deviation.

dently calibrated by transmitting coherent optical pulses through the interferometer
[79]. To perform a basis rotation on the microwave side, we add the early and late
complex voltage quadratures with a relative phase, 𝜙m in post-processing as shown in
Fig.9.3 a. After subtracting amplifier-added noise in a manner similar to the Z-basis
measurement, we measure the moments of the microwave mode, (�̂�e + 𝑒𝑖𝜙m�̂�l)/

√
2,
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Figure 9.4: Quantum state tomography of conditional microwave states. a. Conditional density
matrices, 𝜌(e), 𝜌(l), 𝜌 (+) , 𝜌 (−) of the microwave output state corresponding to early, late, + and −
optical clicks, respectively, plotted in the joint Fock basis of early and late microwave modes. The
matrices are obtained from a maximum likelihood reconstruction procedure performed over a joint
Fock space of up to six photons in each mode, but are plotted in a truncated space of up to two
photons in each mode for better visualization. Entries which are expected to be non-zero for a pure
microwave-optical Bell state are highlighted in color. b. Conditional probability, 𝑝𝑖 𝑗 of a single
photon in microwave mode 𝑗 conditioned on receipt of an optical click in mode 𝑖, calculated from
the density matrices in panel a after post-selecting the single photon subspace. Error bars denote
uncertainties of +/- one standard deviation.

averaged over experimental trials. In Fig.9.3 b, we show conditional microwave
output quanta measured in the X-basis by fixing 𝜙m = 0, 𝜋. As the optical phase
is swept by tuning 𝜙p between the pump pulses, we observe correlation fringes in
the conditional microwave intensity, a clear signature of coherence of the entangled
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microwave-optical state. Due to the need for data at multiple optical phase settings
for this measurement, we used three times higher pump power (𝑛p = 2.4) compared
to the main dataset to speed up acquisition. We then lower the pump power back
to 𝑛p = 0.8, the setting used in the Z-basis measurements, and repeat the X-basis
measurement for two optical phase settings, 𝜙p + 𝜙o = 0.56𝜋, 1.56𝜋 at which we de-
fine the optical modes, �̂�±, respectively. We measure conditional microwave output
quanta in the modes, �̂�± for 𝜙m = 0.56𝜋, 1.56𝜋, respectively and obtain the results
shown in Fig. 9.3c for the four combinations of the X-basis modes. In a manner
similar to the Z-basis correlation measurement, we define the X-basis visibility, 𝑉x,
expected to equal 1 for Bell states, and 0 for an equal statistical mixture of early
and late microwave-optical photon pairs. With the data in Fig. 9.3c, we observe
𝑉x = 0.611 ± 0.034. As an additional consistency check, we swept the microwave
readout phase, 𝜙m in post-processing, and found that the maximum in 𝑉x occurs
for the phase settings, 𝜙m = 0.62𝜋, 1.62𝜋, offset by 0.06𝜋 from the theoretically
expected modes, �̂�±. This can be attributed to a systematic offset in the calibrated
optical phase arising from small differences in optical frequency and polarization
between calibration and data acquisition [79]. The microwave and optical emission
from the device exhibit intensity correlations in both Z- and X-bases which are
characteristic of a Bell pair prepared from the pure state in Eq. 9.1 via optical detec-
tion. However, since the experimentally prepared states have finite transducer-added
noise and microwave loss, the conditional microwave intensities have contributions
from outside the computational subspace where the dual-rail photonic qubits are
defined. In order to characterize entanglement more precisely, we must measure
both optical and microwave outputs in the single-photon subspace. Since we operate
in an experimental regime where the scattering probability, 𝑝 ≪ 1, we fulfill the
condition that nearly all optical detection events arise from within the single optical
photon subspace [79]. On the microwave side, we use statistical moments of con-
ditional heterodyne voltages to perform maximum likelihood state tomography in
the joint Fock basis of the early and late modes [83, 91], and project onto the single
photon subspace. This post-selection operation is strictly local and cannot generate
microwave-optical entanglement. It can be implemented in practice by performing a
parity check [74], a well-established capability in circuit quantum electrodynamics.
Fig. 9.4a shows conditional density matrices, 𝜌(e), 𝜌(l), 𝜌(+) , 𝜌(−) of the microwave
output state corresponding to an optical click in the early, late, + and − modes,
respectively. For a pure Bell state, the entries highlighted with colored bars in
𝜌(e), 𝜌(l) are expected to have the values 𝜌

(e)
10,10 = 𝜌

(l)
01,01 = 1, 𝜌(e)

01,01 = 𝜌
(l)
10,10 = 0;
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likewise, the the entries highlighted with colored bars in 𝜌(+), 𝜌(-) are expected to
have a magnitude of 0.5. The main deviation in the measured conditional microwave
states is due to the non-zero vacuum component, primarily from finite conversion
efficiency, 𝜂mw = 0.59 of a single phonon into the microwave waveguide. Using the
entries highlighted with colored bars in Fig. 9.4a, which denote the computational
subspace of the dual-rail photonic qubit, we obtain the conditional probability, 𝑝𝑖 𝑗
of a single microwave photon in mode 𝑗 conditioned on receipt of an optical click
in mode 𝑖 [79]. Here 𝑖, 𝑗 run over early and late (+ and −) modes for Z- (X-) basis
measurements, and the results are shown in Fig. 9.4b. Error bars on the probabil-
ities account for statistical error obtained by bootstrapping with replacement over
the microwave dataset. These conditional probabilities allow us to establish a lower
bound on the Bell state fidelity given by [74, 114]

𝐹lb =
1
2
(𝑝ee + 𝑝ll − 𝑝el − 𝑝le

+ 𝑝++ + 𝑝−− − 2
√
𝑝+−𝑝−+). (9.2)

We find that 𝐹lb = 0.794+0.048
−0.071, which exceeds the classical limit of 0.5 by over

four standard deviations, indicating the preparation of entangled microwave-optical
states. A simple model accounting for pump-induced thermal noise in the transducer
[79] predicts Bell state fidelity exceeding 0.83, which agrees with the measured lower
bound. In addition to the primary reduction in the fidelity due to pump-induced
noise, we expect smaller contributions due to dark counts and imperfections in
optical time-bin interference and microwave mode matching.

9.4 Outlook
We envision that the microwave photonic qubit emitted by our entanglement source
can be absorbed in a dual-rail superconducting qubit [74] or a superconducting qutrit
[118], both of which can be realized with standard transmons and can enable detec-
tion of microwave photon loss errors. Such a transmon module can be connected to
the transducer with minimal impact of optical pump light on qubit coherence [100,
122–124].

In the near term, piezo-optomechanical transducers with greater acoustic participa-
tion in silicon [104, 106] and improved thermalization with the substrate [107] can
improve transducer noise performance, enabling microwave-optical entanglement
generation rates in the kHz range. Transducer operation in this performance regime
can facilitate the integration of superconducting qubit nodes into optical quantum
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networks for applications in secure communication [125–127] and distributed sens-
ing [128–130].
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C h a p t e r 10

INTRODUCTION

In this chapter we will discuss the advancement of our piezo-optomechanical trans-
ducers with the introduction of lithium niobate (LN). LN has an effective piezo
coupling rate an order of magnitude larger than aluminum nitride. Large coupling
per piezo volume means we can design a smaller cavity while maintaining the same
coupling as a larger AlN cavity. The hybridized mechanical supermode as described
in Chapter 2 requires energy participation in the piezo region as well as the OMC.
The inherently lower mechanical quality factor of piezo materials compared to sili-
con typically means a hybridized piezo-OMC cavity will have more loss than a pure
OMC cavity. This lower Q factor translates to more loss during the transduction
process and a lower efficiency. The fundamental solution to this problem is to reduce
the energy participation of the LN cavity as much as possible while maintaining
large enough piezo coupling. There is also an upper bound for the piezo coupling to
avoid cross coupling between adjacent mechanical modes. For our design the sweet
spot is about 5-10 MHz of coupling. This rate is possible with AlN, but requires
a much large piezo cavity than LN, which can achieve similar coupling with a 5X
lower volume. With that said the advantage of LN is clear, however the fabrication
of small LN features in non-trivial compared to AlN and in this chapter we will
focus on the fabrication and intial characterization of the next-generation transducer
devices.
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C h a p t e r 11

FABRICATION CHALLENGES

11.1 Lithium Niobate Etch Development
Lithium niobate is a very chemically stable material, so it is challenging to etch. In
the past, a few different processes have been used to etch lithium niobate mainly for
application in nanophotonics. These range from mechanical processes like dicing
[131, 132] and chemical-mechanical polishing (CMP) [133–135] to wet etching
[136–142] and dry etching [143–153]. We are interested in etching lithium niobate
piezo-acoustic cavities with sub 1𝜇m dimensions. In the literature, mechanical
processes for micro-machining LN tend to be limited to feature sizes on the order
of ∼ few 𝜇m which is too large for our purposes. For wet etching lithium niobate,
the most common etchant used is a mix of hydrofluoric acid (HF) and nitric acid
(HNO3) [136–139]. Unfortunately, this mixture is also a silicon etchant [154], so
it is also not suitable for our purposes. Undercutting below the mask is another
common issue with wet-etching and makes it difficult to achieve tight dimension
control for sub 𝜇m size features.

To prevent damage to the silicon (Si) device layer of our SOI substrate, it is important
to develop an etch that is selective between LN and Si. To this end, we started
investigating etchants that could etch LN without attacking Si. As mentioned
earlier, the most commonly used wet etchant for LN is a mix of HF and HNO3,
but this etchant readily attacks Si. However [140, 141] showed that concentrated
HF at elevated temperatures is able to etch -Z cut LN. HF does not etch Si and
is commonly used to etch away native silicon oxide from the surface of Si wafers.
However, there are significant safety concerns associated with heating HF to elevated
temperatures. We decided to investigate if room temperature 48% concentrated HF
could selectively etch -Z cut LN without attacking Si. The challenge with using
concentrated HF as an etchant is to find a suitable etch mask since most materials are
etched by HF. Gold (Au) is one of the few materials that is inert in HF. Since gold
can be readily deposited using e-beam evaporation, we decided to use a gold mask
for our HF etch. We again used e-beam lithography, e-beam evaporation, and metal
liftoff to pattern our gold mask similar to the process used to pattern the chrome
mask for dry etching. To improve the adhesion of gold to our LN thin film, we first
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evaporate a thin ‘adhesion layer’ (∼5-10nm) of chrome (Cr) followed by 110nm of
gold. Such a Cr/Au mask is commonly used in etching of glass using HF.

Since our etchant (concentrated HF) selectively etches the -Z crystal face of LN
much faster than any other crystal face, it is possible to achieve a highly anisotropic
etch. To test our Cr/Au mask and the anistropy of the etch, we try to etch simple
LN ‘boxes’ as shown in Fig. 11.2a. It is clear from the figure that this etch is fairly
anisotropic giving sidewall angles as high as ∼50 °. Further, the sidewall roughness
is much reduced compared to the dry etch. However, in Fig. 11.2a, we have not
yet etched all the way through the LN to the Si device layer. We find that while the
HF etches the -Z surface of LN quite well and does not attack Si, when the etch
reaches the interface between the LN and the underlying Si, it causes ‘delamination’
of our LN boxes as shown in Fig. 11.2c. We suspect that there is some native oxide
present at the interface between the LN and the Si which is rapidly attacked by the
HF causing the LN box to peel off.

In the previous sections, we have seen the advantages and disadvantages of the dry
and wet etch processes for etching LN. The dry etch has the advantage of being
anisotropic and not attacking the interface between LN and Si. However it is not
selective between LN and Si, and hence causes significant damage to the Si surface.
The wet etch using 48% HF on the other hand can be anisotropic and selective
between LN and Si however it rapidly attacks the LN-Si interface. Here we propose
a two step wet etch. In the first step we etch most of the way through the LN with
concentrated HF. To avoid delamination of the LN box via etching of the interface
layer by HF, in the second step we etch the last 3̃0nm with a heated Standard Clean 1
(SC1) which is a mixture of amonium hydroxide and hydrogen peroxide. While this
etches LN very slowly (2̃nm/min) it is selective to LN and does not etch the silicon
substrate or the LN/Si interface layer. This two step process allows us to maintain
an undamaged Si device layer without delaminating the LN boxes. Suggested steps
for our proposed hybrid etch process are detailed below. We assume that we are
starting with 150 nm of -Z cut LN on SOI.

Layer 1: Markers. Markers are used for alignment for subsequent e-beam lithog-
raphy steps. In our group, we typically use 20𝜇m × 20𝜇m squares of ∼150 nm
thick e-beam evaporated niobium (Nb) as our markers. However in this process we
simplify this step by using the same gold layer used for the wet etch mask to define
markers.
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100 nm

100 nm

LN – Si interface

LN – Si interface

Figure 11.1: LN piezo box etched using a combination of wet and dry etches. Smooth sidewalls
of a LN piezo box etched using a wet etch most of the way followed by a dry etch to clear the last
∼40 nm of LN and expose the LN-Si interface. The damage to the silicon substrate as a result of the
dry etch can be seen as roughness in these images.

1. Chip Cleaning

• Acetone 5min sonication

• IPA 5min sonication

• N2 blow dry

• O2 plasma ash at 150W, 12sccm O2 flow for 2min

• 15s dip in 10:1 Buffered HF (BHF) followed by 2x 10s DI H20 rinse

2. Spin on Conductive Layer for E-beam Lithography
Since LN is an insulating substrate, we need to deposit a conducting layer to
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1μm

Figure 11.2: Wet etched LN boxes. LN box etched using 48% HF + SC1. Note that the etch has
not progressed all the way to Si. There is a thin adhesion layer which is not etched by SC1.

prevent charging effects during electron-beam lithography. There are com-
mercially available conductive polymers (such as AquaSave) which can be
spun on top of e-beam resist and help disperse charge.

• Spin on AquaSave at 2200 rpm for 1 min

3. Spin/Bake ZEP 520a

• Pre-bake at 180◦C for 3min

• Spin ZEP 520a at 3000 rpm for 1 min

• Post-bake at 180◦C for 3min

4. E-Beam Lithography

• Beam current 50nA

• Fracturing resolution 20nm

• Dose 230 𝜇𝐶/𝑐𝑚2

5. Development

• ZED N50 for 2.5min

• MIBK for 30s
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• N2 blow dry

• O2 plasma ash at 150W, 12sccm O2 flow for 2min

6. E-beam Evaporation of Au with Cr Adhesion layer

• Evaporate 10nm thick Cr at 0.2nm/s

• Evaporate 110nm thick Au at 0.2nm/s

7. Liftoff

• NMP at 150◦C for 2hr

• Acetone 5min sonication

• IPA 5min sonication

• N2 blow dry

• O2 plasma ash at 150W, 12sccm O2 flow for 2min

8. LN Etch

• Concentrated (49%) HF for 3min

• Water

• 70◦C SC1 for 15min

• Water

• N2 blow dry

11.2 Protection of LN Adhesion Layer
Growth of thin film LN is not possible without severe damage to the substrate. The
method of depositing thin film LN on silicon is to bond a bulk LN crystal to the
substrate followed by dicing of the remaining bulk crystal. This technique requires
robust adhesion between LN and silicon. LN and silicon do not naturally adhere
to each other so to promote adhesion we infer the proprietary process developed
by the manufacturer utilizes a thin oxide layer between the LN and silicon. Our
silicon on insulator (SOI) substrate requires hydrofluoric (HF) acid processing to
mechanically suspend our mechanical structures. This HF processing reacts with
the LN-Si adhesion layer resulting in liftoff of our LN features. To avoid this
we have added a thin capping layer over the LN to prevent this. There are two
challenges with this approach. One, the capping layer will add distance between
the electric (electrodes) and mechanical fields (piezo cavity) reducing the integrated
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1μm

Figure 11.3: Delaminated LN box.
Any HF processing following the etching of the LN box will result in the box

delaminating from the substrate. In the case seen in this image the box is lifting up
on the right side, but remains partially anchored.

field overlap resulting in a diminished piezoelectric coupling. A thin capping layer
is required to maintain large coupling, but must also be robust enough to protect the
interface layer during HF processing. And second, the dielectric and mechanical
loss properties of capping material are integral to maintaining high Q cavities as it
will be subject to large electric and mechanical fields. Atomic layer deposited (ALD)
Al2O3 (alumina) was selected to satisfy these requirements. We have demonstrated
experimentally films thinner than 4nm do not sufficiently protect the boxes while
capping films thicker than a few nanometers substantially impact the Q factor and
piezoelectric coupling of the cavity. In our experiments we have settled on a 4nm
thick thermal ALD alumina process following the definition of the LN box. To
adequately protect the box from this problem we need to add one more step. The
primary benefit of the HF + SC1 wet etch is that it does not etch this adhesion layer,
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leaving the box in place following the etch. However, if we place the capping layer
immediately on top of the box following the SC1 etch the box will not be protected
as the capping layer will be on top of the adhesion layer. This will make the boxes
vulnerable to the same undercutting problem we saw in the past. To prevent this
we will need to remove the adhesion layer around the box. This step needs to be
thought through carefully if we want to maintain the adhesion layer underneath
the box while removing it around the box. A wet etch is not likely to allow for
precise control of lateral etching while a dry etch will allow for better control, but
will damage the silicon underneath. To mitigate these issues we have experimented
with a small trench etched around the box to expose the silicon without damaging
the key regions where the optomechanical crystal will be. Several etch chemistries

Figure 11.4: Proposed hybrid etch process for LN.

were experimented for finding the best trench etch. Ideally we can find a chemistry
which selectively etches the adhesion layer while leaving the LN box undamaged.
We tried three chemistries: C4F8/O2, SF6, and Ar. We found C4F8/O2 chemistry
did not etch the adhesion layer at all. SF6 did etch the adhesion layer, but also began
to undercut the boxes as seen in 11.5. The result of the Ar etch was difficult to
determine because of hardened organics which were not removable. At this point
the fluorine chemistries did not seem promising so we proceeded with the Ar etch.
We tested the etch again, but this time using a bi-layer resist which should be more
resilient to resist hardening.

With this bi-layer Ar tench etch we found the walls of the boxes were slightly
roughened, but otherwise the integrity of the LN was maintained. Next we moved
on to the alumina capping layer. We did not have any trouble with the atomic
layer deposition (ALD) process, but found the etching of the capping layer to
be non-trivial. We began by etching the alumina with phosphouric acid which
will selectively etch the capping layer, but not attack the underlying silicon. We
found resist masks would not adequately hold up to this wet etch which resulted
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LN

Adhesion layer

Hardened organics

a.

b.

Figure 11.5: Trench etch. a. SF6 chemistry reactive ion etch shown. At the bottom of the LN
box small cavities appear. These cavities indicate the SF6 chemistry is undercutting the box. b. Ar
chemistry etch shown. This etch left behind segments of the organic resist used to pattern the trench.
The hardened organics are not able to be removed without damaging the box or substrate. Scale bar
for both images is 1𝜇m.

in inconsistent dimensions of the capping layer. Typically to resolve sub-micron
features with a wet etch a hard mask is required. To overcome this issue we moved
this process to a silicon dioxide hard mask. The hard mask is etched with C4F8/O2

dry etch and can be readily removed with vapor HF following processing.
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500 nm

Figure 11.6: Argon trench with bi-layer resist. In this Ar trench etch the bi-layer resist yielded
much better results with no resist hardening effects.

Figure 11.7: Oxide mask process. In this process we will use a phosphoric acid wet etch with a
silicon dioxide hard mask then remove the mask with VHF following the alumina etch.
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C h a p t e r 12

LN TRANSDUCER MEASUREMENTS

12.1 Direct Coupled Device Fabrication
The first stage of measurement to ensure the efficient operation of our LN piezoa-
coustic cavities is to measure the electrical response at room temperature. LN boxes
were fabricated using the following procedure: Layer 1: Markers and LN Mask.

1. Chip Cleaning

• Acetone 5min sonication

• IPA 5min sonication

• N2 blow dry

• O2 plasma ash at 150W, 12sccm O2 flow for 2min

• 15s dip in 10:1 Buffered HF (BHF) followed by 2x 10s DI H20 rinse

2. Spin on Conductive Layer for E-beam Lithography

• Spin on AquaSave at 2200 rpm for 1 min

3. Spin/Bake ZEP 520a

• Pre-bake at 180◦C for 3min

• Spin ZEP 520a at 3000 rpm for 1 min

• Post-bake at 180◦C for 3min

4. E-Beam Lithography

• Beam current 50nA

• Fracturing resolution 20nm

• Dose 230 𝜇𝐶/𝑐𝑚2

5. Development

• ZED N50 for 2.5min
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• MIBK for 30s

• N2 blow dry

• O2 plasma ash at 150W, 12sccm O2 flow for 2min

6. E-beam Evaporation of Au with Cr Adhesion layer

• Evaporate 10nm thick Cr at 0.2nm/s

• Evaporate 110nm thick Au at 0.2nm/s

7. Liftoff

• NMP at 150◦C for 2hr

• Acetone 5min sonication

• IPA 5min sonication

• N2 blow dry

• O2 plasma ash at 150W, 12sccm O2 flow for 2min

8. LN Etch

• Concentrated (49%) HF for 3min

• H2O for 1min

• 70◦C SC1 for 15min

• H2O for 1min

• N2 blow dry

Layer 2: LN Mask Removal and Trench Etch. Now that we have defined our
LN boxes the gold mask can be removed, but we will continue to use the gold
markers for layer alignment. We will use this layer to selectively remove the LN
mask while leaving behind the gold markers. We will also use this layer to define
the small trench surrounding the LN box to allow for adequate capping to prevent
delamination during subsequent steps. We found reactive ion etching (RIE) with
argon to etch through the adhesion layer to be the most controllable method. RIE
with Ar is known to make exposed organic resist films difficult to strip, to avoid
this issue we have implemented a bi-layer resist process which allows for easier
stripping.

1. Chip Cleaning
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• O2 plasma ash at 150W, 12sccm O2 flow for 2min

2. Spin on Resist Adhesion Layer

• Pre-bake at 170◦C for 3min

• Spin on SurPass 3000 at 3000 rpm for 1 min

3. Spin/Bake MAA EL 11

• Spin MAA EL 11 at 2200 rpm for 1 min

• Post-bake at 170◦C for 3min

4. Spin/Bake 950 PMMA A4

• Spin 950 PMMA A4 at 2200 rpm for 1 min

• Post-bake at 170◦C for 3min

5. E-Beam Lithography

• Beam current 1nA

• Fracturing resolution 2nm

• Dose 450 𝜇𝐶/𝑐𝑚2

6. Cold Development

• 1:3 H2O:IPA at 1°C for 10min

• IPA at 1°C for 10s

• N2 blow dry

7. Argon Etch

• 30 sccm Ar 30W RF, 300W ICP power

• O2 plasma ash at 150W, 12sccm O2 flow for 2min

8. Chrome + Gold Etch

• Transene gold etch TFA for 3min

• H2O for 30s

• Transene chrome etch 1020AC for 45s

• H2O for 30s
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• N2 blow dry

9. Resist Strip

• NMP at 150◦C for 2hr

• Acetone 5min sonication

• IPA 5min sonication

• N2 blow dry

• O2 plasma ash at 150W, 12sccm O2 flow for 2min

Layer 3: Alumina Capping. In this layer we use atomic layer deposition (ALD) to
grow a low-loss thin alumina (Al2O3) capping layer. To etch the capping layer we
use a wet etch with a silicon dioxide (SiO2) mask.

1. ALD Alumina

• Thermal ALD at 150°C with TMA and H2O precursors for 100 cycles

2. SiO2 Mask

• Plasma enhanced chemical vapor deposition (PECVD) at 350°C of SiO2

for 2min

• O2 plasma ash at 150W, 12sccm O2 flow for 2min

3. Spin/Bake ZEP 520a

• Pre-bake at 180◦C for 3min

• Spin ZEP 520a at 3000 rpm for 1 min

• Post-bake at 180◦C for 3min

4. E-Beam Lithography

• Beam current 50nA

• Fracturing resolution 20nm

• Dose 230 𝜇𝐶/𝑐𝑚2

5. Development

• ZED N50 for 2.5min
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• MIBK for 30s

• N2 blow dry

6. SiO2 Etch

• C4F8:O2 40:3 sccm 33W RF, 1300W ICP power

7. Resist Strip

• NMP at 150◦C for 2hr

• Acetone 5min sonication

• IPA 5min sonication

• N2 blow dry

• O2 plasma ash at 150W, 12sccm O2 flow for 2min

8. Alumina Etch

• Transene Alumina Etchant Type A at 45°C for 4min

• H2O for 30s

• N2 blow dry

9. SiO2 Strip

• Vapor HF 1 cycle

• O2 plasma ash at 150W, 12sccm O2 flow for 2min

Layer 4: Silicon Etch

1. Spin/Bake ZEP 520a

• Pre-bake at 180◦C for 3min

• Spin ZEP 520a at 8000 rpm for 1 min

• Post-bake at 180◦C for 3min

2. E-Beam Lithography

• Beam current 150pA

• Fracturing resolution 1nm
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• Dose 220 𝜇𝐶/𝑐𝑚2

3. Development

• ZED N50 for 2.5min

• MIBK for 30s

• N2 blow dry

4. Si Etch

• C4F8:SF6 72:30 sccm 18W RF, 600W ICP power

5. Resist Strip

• NMP at 150◦C for 2hr

• Acetone 5min sonication

• IPA 5min sonication

• N2 blow dry

• O2 plasma ash at 150W, 12sccm O2 flow for 2min

Layer 5: Aluminum Liftoff. The evaporation is separated into three steps with two
angled steps to coat the steep sidewalls of the LN box.

1. Spin/Bake ZEP 520a

• Pre-bake at 180◦C for 3min

• Spin ZEP 520a at 3000 rpm for 1 min

• Post-bake at 180◦C for 3min

2. E-Beam Lithography

• Beam current 1nA

• Fracturing resolution 2nm

• Dose 250 𝜇𝐶/𝑐𝑚2

3. Development

• ZED N50 for 2.5min

• MIBK for 30s
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• N2 blow dry

• O2 plasma ash at 150W, 12sccm O2 flow for 2min

4. Aluminum Evaporation

• 20nm 60° angled aluminum evaporation at 0.3nm/s

• 20nm -60° angled aluminum evaporation at 0.3nm/s

• 60nm aluminum evaporation at 0.3nm/s

5. Liftoff

• NMP at 150◦C for 2hr

• Acetone 5min sonication

• IPA 5min sonication

• N2 blow dry

• O2 plasma ash at 150W, 12sccm O2 flow for 2min

Vapor HF Release

12.2 Direct Coupled Microwave Measurement
Following the development of a successful process we fabricate direct coupled
LN mechanical transducers. These devices are used as a model to determine the
piezoelectric coupling rate and yield of our process without the added complex-
ity of optomechanical crystals which are needed for the full microwave to optical
transducer. Instead of electrical coupling to the piezo-cavity via a superconducting
microwave resonator we implement direct coupling to microwave feedline waveg-
uides. This design change allows for spectroscopy of the mechanical modes at room
temperature, but will reduce our effective piezoelectric coupling as a function of
the electrical impedance which the piezo-caivty is situated in. In the case of our
microwave-to-optical transducer, we have designed a microwave circuit with high
electrical impedance to increase our piezo coupling, but in the case of a direct
coupled device we are limited to 50Ω. Practically, this means our piezo-cavities
which we would expect 10s of MHz coupling to a superconducting resonator will
have kHz coupling in the direct coupled device. By knowing the impedance of both
the direct coupled environment as well as our supercondicting circuits we can use a
Butterworth-Van Dyke (BVD) circuit model we fit our data to extract the expected
piezoelectric coupling rate. We couple our vector network analyzer (VNA) to the
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transducer via large aluminum pads which are directly connected to the transducer.
We found this process to be a significant improvement in terms of device yield, but

100μm 10μm 1μm

a. b. c.

Figure 12.1: Direct coupled transducer. a. Optical microscope image of direct coupled LN
transducer where the device is measured in microwave transmission spectroscopy to determine
piezoelectric coupling. b. Optical microscope image at higher magnification showing piezoelectric
transducer with phononic shield surrounding to reduce mechanical clamping loss. c. Scanning
electron microscope image of piezo-acoustic cavity. Rectangle in the center of the image is LN with
aluminum electrodes climbing over the piezo-cavity forming an interdigitated transducer.

the piezoelectric coupling rate measured was lower than expected according to our
previous measurements of LN transducers. In past devices the fabrication procedure
use resulted in a device yield of about 30% whereas with this new process we have
a yield of 70%. However we also found the coupling numbers extracted using the
BVD fit were about a factor of two lower than previous measurements with similar
LN transducers with different fabrication procedures. To determine this we decided
to continue fabrication, but this time with transducers with optical devices and more
on a single chip such that statistics of the coupling could be extracted.

12.3 DC Room Temperature Transduction
Following the direct coupled microwave measurements we fabricate a new device
with an optomechanical crystal (OMC) coupled to the piezo cavity. In addition to
measuring more yield and coupling statistics, we are also experimentally verifying
the mechanical hybridization between the piezoacoustic cavity and the OMC. As
discussed in Chapter 2 the hybridization impacts the noise and efficiency and must
be experimentally verified. Additionally, the hybridization is sensitive to fabrication
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disorder. To explore the appropriate hybridization window we will sweep the
dimensions of both the piezo cavity and the OMC cavity. With a two dimensional
parameter sweep we will be able to identify the design for optimal OMC-piezo
hybridization. Plotting the microwave spectroscopy data from these devices we

1mm 100μm 5μm

a. b. c.piezo frequency
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Figure 12.2: Direct coupled transducer with OMC. a. Optical microscope image of array of
direct coupled LN transducer where the device is measured in microwave reflection spectroscopy
and optical reflection spectoscopy. b. Optical microscope image at higher magnification showing
piezoelectric transducer. c. Scanning electron microscope image of piezo-acoustic cavity with
attached OMC. The photonic crystal structure to the left of the OMC is a mirror which allows us to
effectively couple light in and out of the optical cavity.

can notice several trends related to the piezoelectric coupling. First we can see a
large peak around zero 𝑔𝑝𝑒 indicating there are many devices with coupling much
lower than expected and another peak at 5 MHz which is closer to the expected
value. We can also look at the trend of frequency with respect to 𝑔𝑝𝑒 and 𝑔𝑂𝑀

and we can see there is not a strong correlation between mechanical frequency
and optimal hybridization. In other words, modes which share large 𝑔𝑝𝑒 and 𝑔𝑂𝑀

do not bunch around a specific frequency. This indicates our design has a broad
hybridization window. What we also found from this experiment is that our average
piezoelectric coupling was much lower than expected from previous measurements.
Compared to the previous measurements the PECVD oxide mask was the main
different. We fabricated and measured surface acoustic wave (SAW) transducers
to determine the effect of the various added processing steps. SAW devices do
not require patterning of LN which makes them much easier to fabricate, but will
still allow us to measure relative changes to the piezoelectricity due to processing
steps. We tested several steps in isolation on the SAW devices to determine the
relative effect on the transducer devices. We tested O2 plasma cleaning, thermal
cycling to the temperature required for PECVD (350°C), vapor HF and PECVD
+ vapor HF. We found the O2 plasma and vapor HF has negligible effect on the
piezoelectric properties of the film. However, thermal cycling and PECVD + vapor
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Figure 12.3: Piezoelectric coupling statistics. a. Histogram plotting the frequency of devices with
a rang of piezoelectric coupling. There is a large peak around zero and another peak around 5 MHz.
b. Scatter plot of piezoelectric coupling vs mode frequency used to determine optimal mechanical
hybridization point. Red points are highlighted as modes which also have large optomechanical
coupling relative to other modes.
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100μm 10μm

Figure 12.4: LN surface acoustic wave (SAW) transducer. a. Optical microscope image of SAW
device connected to a landing pad to interface with a microwave probe. b. Higher magnification
optical microscope image of the device seen in a. The individual finges comprising the SAW are
seen. The pitch of the fingers sets the frequency and the length determines the piezoelectric coupling
rate.

HF led to a substantial reduction in measured piezoelectric coupling by 20% and
40%, respectively. This result is discouraging for use of PECVD oxide during our
process. The alternative of using an organic resist mask which does not require
extra processing steps is also not an option.
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C h a p t e r 13

OUTLOOK

While LN transducers are very promising in terms of efficiency and added noise,
there are many other factors to consider. The remaining challenges that face the
development of LN transducers, yield for example, are great and will require sig-
nificant effort to overcome. In the near-term our transducer efforts have focused on
the development of AlN devices, but the next generation LN transducers will bring
large leaps in device performance.
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