
A METHOD FOR WAVEFORM INVERSION 

OF BODY-WAVE SEISMOGRAMS 

Thesis by 

George Robert Mellman 

In Partial Fulfillment of the Requirements 

for the Degree of 

Doctor of Philosophy 

California Institute of Technology 

Pasadena , California 

1979 

(Submitted October 13, 1978) 



ii 

ACKNOWLEDGMENTS 

I have a confession to make. I am a compulsive acknowledgment 

reader . Many are the times I've picked up a thesis in which I've 

had absolutely no interest just to read the acknowledgments. And 

you , gentle reader, did you just sort of stop at this page on your 

way through the thesis? Or is this page really your only interest? 

("I just want to see what that turkey said about me.") 

In either case, I would like to take this opportunity to thank 

those of you who, t h rough long hours of discussion, helped make 

this wo r k possible. My thanks also to those of you whose patience 

and encouragement have finally led to its completion. And, finally, 

my deepest thanks to those of you who have helped make life as a 

graduate student a bit more bearable. 

This work was supported, in part, by National Science Foundation 

Grant EAR76-O6619, by the Advanced Research Projects Agency of the 

Department of Defense under Contract F4462O-72-C-OO78, and by 

the Office of Naval Research under Contract NRO83-399. 



iii 

ABSTRACT 

An iterative inversion method has been developed for the 

determination of velocity-depth structure and the estimation of 

seismic source parameters using the waveforms of far-field body-wave 

seismograms. The inversion is accomplished by minimizing an error 

function that expresses the difference between data and synthetic 

seismogram, This error function is constructed to be insensitive to 

absolute amplitudes and travel-times, and is thus a measure of wave­

form errors only. 

In the case where the source is known and the velocity-depth 

function is to be determined, the Modified First Motion method is 

used to express changes in the error function in terms of changes in 

the model parameters relative to some starting model. An approximate 

inverse is derived for this expression , which determines the model 

perturbation that minimizes the error function, Stability is provided 

through the inclusion of specific non-linear terms in the inverse. 

As an example of the application of the inversion technique, the fine 

structure of the crust -mantle transition is examined, using data from 

a Bering Sea refraction profile. 

In the case where earth structure is assumed known and the source 

parameters are to be determined, the source is represented as a small 

number of point shear dislocations. Using an inversion method quite 

similar to the one used for the earth structure problem, estimates are 

obtained of relative seismic moment, depth, fault orientation, source 

time function, and relative location for each point dislocation. The 

inversion method developed is applied to the study of the Borrego 

Mountain earthquake. 
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Chapter 1 

INTRODUCTlON 

Body-wave seismograms have proved quite useful throughout the 

history of seismology in the study of both earth structure and 

earthquake sources. The approach most often adopted in such studies 

has been to extract a small number of parameters from each seismogram 

and to then use these parameters, gathered from a large number of 

seismograms, to estimate earth structure or source parameters. Examples 

of this approach include travel time and M inversions and absolute 

amplitude studies applied to the case of earth structure problems, and 

first mot i on fault plane determinations, magnitude determinations 

and corner frequency-moment estimates applied to source problems. 

Reducing a body-wave seismogram to a small number of parameters 

certainly makes the data easier to deal with. Unfortunately, much 

of the information content of the seismic waveform is lost in this 

manner. One method of retaining much of the information contained in 

the seismograms is to find models which give rise to synthetic 

seismograms that match the observed data waveforms . While some notable 

successes have been achieved through such studies, the trial and error 

modeling procedure used generally proves to be both time consuming and 

expensive. Due largely to the complexity and non-linearity of the 

forward problems, the inversion methods that have been so successful 

in other areas of geophys i cs have not to date been applied to the 

problems of matching waveforms for body-wave seismograms. In this 

thesis, we present an iterative method of inverting far-field body­

waveform data t o obtain model parameters. The me thod is applicable 
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to both the estimation of velocity-depth structure and to the estimation 

of source parameters. 

In order for an iterative inversion method to be of practical 

value, it is usually necessary to have a fast and accurate method for 

the solution of the forward problem. For the problem of estimating 

velocity-depth structure, this means that an efficient means of solving 

the wave propagation problem in vertically inhomogeneous media is 

needed. One such method, the Modified First Motion approximation 

(MFM) is presented in Chapter 2. The MFM method is a series of 

approximations to the Cagniard-de Hoop method (de Hoop, 1960). As 

such, it is a generalized ray method which requires a plane layered 

velocity-depth model. Several comparisons between MFM and the full 

Cagniard-de Hoop method are presented which demonstrate the accuracy 

and speed of MFM. 

In Chapter 3 we develop an iterative method of estimating velocity­

depth· structure using waveform data. The first step in this process 

is to determine an error function that is sensitive only to errors in 

wave.form. Using the methods developed in Chapter 2, changes in this 

error function are related to changes in a starting velocity-depth 

function. An approximate expression is then derived which determines 

the model changes that minimize the error function. This expression 

makes explicit use of non-linear terms in the forward relationship 

between error function perturbations and model perturbations in order 

to stabilize the inversion procedure. 

Applications of this inversion method to both synthetic and real 

data are presented in Chapter 4. In the synthetic case, it is 
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shown that for a starting model that produces seismograms that are 

markedly different from the "data" seismograms, the inversion procedure 

is capable of returning to the "data" model. The inversion method is 

then applied to real data taken from a refraction profile conducted 

in the Bering Sea. Using several different starting models, the fine 

structure of the crust-mantle transition in this region is investigated. 

In Chapter 5, we modify the inversion method of Chapter 3 to solve 

the problem of estimating source parameters using teleseisrnic body­

waves. This method, together with auxillary data, is then used in 

Chapter 6 to study the Borrego Mountain earthquake. 

It should be noted that several chapters of this thesis have been 

previously published. Chapter 2 was published as Mellman and 

Helmberger (1978). Chapter 6 was published as Burdick and Mellman (1976). 
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Chapter 2 

A MODIFIED FIRST MOTION APPROXIMATION 

FOR THE SYNTHESIS OF BODY-WAVE SEISMOGRAMS 

INTRODUCTION 

Body wave synthetic seisrnograrns have been extensively used in 

recent years to study a wide variety of earthquake source and earth 

structure problems. Two methods have primarily been used for the 

calculation of synthetic seismograms, the reflectivity method of Fuchs 

and Muller (Fuchs and Muller, 1971) and the Cagniard-de Hoop method 

(de Hoop, 1960). The principal drawback of both of these 

methods is that they require relatively long, expensive computer 

programs. Recently Wiggins (1976) and Chapman (1976) have independently 

developed a first motion method which greatly reduces the computer 

time needed for the generation of synthetic seismograms, but 

appears to be somewhat restrictive in application to geophysical problems. 

First motion approximations have been known in geophysics for 

a number of years (Gilbert and Knopoff, 1961). While they provide 

a great deal of insight, they have until recently proved to be of 

little use in the calculation of synthetic seismograms. This paper 

presents a modification of the standard Cagniard-De Hoop first 

motion approximation that allows for rapid calculation of synthetic 

seisrnograms for a wide variety of problems. This Modified First 

Motion method (MFM) retains the advantages of physical insight 

provided by the Cagniard-de Hoop method, while requiring significantly 

less computation and hence computer time, In addition, the method 
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is compatible with the standard Cagniard-de Hoop method, so that 

significant savings may be realized even in cases where MFM is not 

entirely applicable. 

CLASSICAL FIRST MOTION APPROXIMATION 

We take as our starting point the Cagniard-de Hoop high frequency 

approximation for displacement potential of a generalized ray reflected 

from the nth interface in a layered elastic stack (Helmberger, 1968). 

~ (t) m $(t) * 1/lt. * S'(t) 
(2 .1) 

where ~(p) is the complex generalized plane wave reflection 

coefficient for the n-1, n layer interface; T(p) = Ili Ti(p) is the 

product of plane wave transmission coefficients, S'(t) is the 

derivative of the source time function, r is the range, and pis the 

ray parameter. The relationship between p and t for a given 

generalized ray is: 

n-1 ( ) 
t =pr+ I. 2h1 ni, Im t(p) = 0 

i=l 
(2.2) 

where hi is the thickness of the 1th layer, ci is the elastic 

velocity in the 1th layer and ni • (l/c~ _ p2)1/2 . 

The contour defined by equation (2.2) l eaves the real p axis 

at p
0 

such that dt (p0) = 0, corresponding to the ray parameter and 
dp 

arrival time t 0 of the geometric ray. If Po > 1/ en = Pc, then the 
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reflection coefficient Rn(p) becomes complex for p > pc and a 

head wave is present. In this case the head wave is the first 

arrival, at a time tc < t 0 . 

It is convenient, at this point, to restrict our discussion to 

fluid models, since the expression for Rn(p) is simple in this case. 

It should be noted, however, that the approximations that are 

developed may be readily applied to solid elastic models as well. 

In the classical first motion approximation, we attempt to 

approximate$ by approximating the most rapidly varying quantities 

in$ near pm Pc and Pot while considering all other quantities to 

be constant. In the neighborhood of Pc, the most rapidly varying 

quantity is nn• Since , by definition nn • (p + l/cn) 112 (1/cn - p) 112 , 

and in the neighborhood of Pc, p - Pc~ (t - t c ) -£r (pc) we have 

(2. 3) 

For a fluid, we have 

(2 .4) 

and 

(2. 5) 

where 

Since ln
0

I << lnn_1 1 in the neighborhood of tc we have 
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and (2.6) 

(2.7) 

If we now assume a step function source, and, re~ognizing that 

(
dt 

(pc~ = L is the distance traveled in the refractor, we find 
dp 

~(t) 
4c 1 

(t-tc) (2.8) = 
c~ 

tc < t 
11i (pc) n 

Thus, the time dependence of the headwave is the integral of the 

source time function. 

In the neighborhood of t
0

, the most rapidly varying quantity is 

dp/dt. Using a Taylor series fort and keeping only the first nonzero 

term, we have 

(2.9) 

and solving for p - p
0 

and differentiating 

.£E."' 1 1 
dt"' (t - to>l/2 (2 d2t/dp2 )112= -(t_o ___ t_)_1--,-/2_(_2_la_2_t/_d_p_2_l>-1 .... /2<2.10) 

2 2 since d t/dp (p0) < 0. 

This gives us 

(2.lla) 

(2.llb) 
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Convolution with 1/rt assuming a step function source, gives, for 

(lla) 
2 -112 I I 

~{t) = -./p::Tr l Im(Rn<Po>> T(P) Id tl tn to - t (2.12a) 0 ~n1<Po> 0 ap7 2t
0 

and for (llb) 

(2.12b) 

where H(t) is the Heaviside function . 

The expression (2.12a) contains the log singularity that character­

izes a critical reflection and (2.12b) is the step response obtained 

from geometric optics. For p
0 

> 1/cn, the total response is given 

by 2.12b. Thus, the first motion approximation always gives the source 

time function for pre-critical reflections. Rather abruptly, at 

ranges where Po< 1/cn, there develops an additional critical reflection 

term, given by (2.12a), which, due to the singularity at t 0 , 

dominates the response. For ranges where Po>> 1/cn, the integral 

of the time function given by (2.8) becomes the dominant feature. 

Some of the problems associated with the standard first motion 

approximations may be seen from the profile of generalized rays in 

figure 2.1. As may be seen from 2.la, even precritical generalized 

r ays exhibit appreciable differences in shape from the step function 

predicted by the first motion approximations. Further problems are 

present for critical reflections where Po is near Pc, since there is 

no mechanism in the first motion approximations for joining the two 

approximations used fort< t 0 . To do this, we must modify the 

approximations used to obtain a single expression that agrees with 



(a) 

( b) 

(c) 

0 5 

9 

10 

Time, sec 

15 

Figure 2.1. Profile of step function responses for a fluid interface 
illustrating typical waveforms fo r (a) near vertical reflection, 
(b) near critical reflection, (c) well developed refraction. 
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the standard expressions for$ near t 0 and tc, but is valid for all 

THE MODIFIED FIRST MOTION APPROXIMATIONS 

We wish to find an approximation which will preserve first motion 

behavior of win the neighborhood of t 0 and t c and vary continuously 

in between . In addition, we wish to do this in such a way that little 

or no information other than that used for the standard first motion 

approximation is needed . 

It will again be convenient to consider the head wave and reflected 

wave portions of w separately. For the head wave portion, where 

t < t 0 , we will modify the standard first motion approximations for 

nn and dp/dt by the addition of higher order terms that leave the 

standard approximations unchanged in the neighborhood of the original 

expansion point, but also give the correct values of nn(t0) and 

dp/dt (tc). In addition, it will be necessary to develop approximate 

expressions for nn-l and T(p). All other quantities will be 

considered to be constant. 

We start with the approximate expression for dp/dt given by (2.10) 

dp/dt % (21::~1)-1/2 (to - t)-1/2, (2.10) 

We note that addition of terms of the form a (to - t)m where m > 0 
a -

have no effect on the behavior of dp/dt in the neighborhood of t 0 . Thus, 

we may generate the desired approximation by addition of such terms to 

(2.10) and appropriate choice of constants. The simplest such 

approximation is 
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dp/dt e (2 ::i {pol J-llo - tf1l 2 + •j 
•a=* {pc) (2 ::; <Po>l)l/2 - (to - tc)-1/2 

which also preserves the monotone increasing behavior of dp/dt. 

Similarly, we may modify equation (2.3), 

by the addition of terms of the form an (t - tc)m, m ~ 1, without 

changing the behavior of nn in the neighborhood of Pc• Thus we 

have 

nn ~-1. (21cn dp/dt(pc) )
112 

(t - tc)
112 

[1 + (t - tc)a~ 

an= (lnn<Po> I ( 2/cn dp/dt(pc))-
112 

(to - tc)-
112 

- ~ /(to 

which preserves the behavior of nn<Pc), as well as the value of 

(2 .13) 

(2. 3) 

(2.14) 

- t ) 
C 

In order to accurately approximate Im (l\i) over the entire range 

tc < t < t 0 , it is necessary to have an approximation for nn-l' as 

well as nn· One method of obtaining such an approximation is to 

integrate the approximation for dp/dt given in (2.13) to obtain an 

explicit expression fo r pin terms oft. We may then substitute 

this exp ression into the expression for n 1 to obtain an explicit n-

expression for nn-l in terms oft. As this expression is somewhat 

cumbersome, however, we use a further approximation of this expression, 

namely 

nn-1 % ap(tp - t)l/2 (2 . 15) 
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where ap and tp are chosen such that the values of nn_1(tc) and 

nn-1<t0) are preserved. 

For tc < t < t 0 we have from (2.1) and (2.5) 

(2.16) 

Replacing dp/dt, nn and nn-1 with their approximate time domain 

expressions and replacing all other terms by their values at Po, we 

obtain an explicit time domain expression for 1j,. 

If Po~ 1/cn-l' then the assumption that T(p) is constant is 

violated. In this case, using T(p0) gives much too small a value 

for the head wave. Instead, we used a value of p where Im (Ro(p)) 

has a maximum, since this is the region from which the greatest 

contribution to the head wave will arise. Thus we evaluate T(p) at 

pa min (p0 , l(l/c2n-l + o2/c2n)/(l + o2) ) and then make the 

assumption that T(p) is constant. 

If (t0 - tc) is not large compared to the time point spacing, 

then the expressions that we have developed will fail to give a good 

approximation off. In this case, the area under$, rather than the 
to 

actual shape of 1j,, is important. We may thus determine ! 1j,dt, and 
C 

replace 1j, with a convenient functional form having the appropriate 

area. For simplicity a triangle may be used, starting at tc and 

having its maximum at t 0 . To determine the area, we note that 

!Po 1 ililr . 2onn-i1Im nnl 
= -- 2p/r T(p) -r::- 12 I 12 dp ~n1 1n_ + on 

Pc n-1 n 
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rr- 1/2 Making the approximation that ni % r2/ci (1/ci - p) , we have 

IPo (p - l/cn)l/2 (1/ )1/2 d cn-1 - P P 
Pc 

r/ 4 (2po-l/ cn-1-p c> ✓(1/ C1-PoHPo-Pcl 

+ n/16(1/cn-l-pc)2 - l/8(1/cn-l-pc)2 sin-1 ((l/cn-l+pc-2Po) i~ 
l/cn-1-Pc LJ 

(2.17) 

Fort> t 0 , we retain the first motion approximation (2.10) for 

dp/dt. We do not, however, maintain the assumption that Rn is 

constant. Instead, we use the approximate contour, given by 

(2 .18) 

Using the second term on the right hand side of (2.18) as a 

perturbation, we obtain 

p - Po (2.19) 

Using this approximate contour, we may evaluate ( Re l\i ( t)) for several 

values oft and then use interpolation ~o find (Re Ru(t~ for other 

values oft. We then have 

(2.20) 
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We now have a complete time domain description of$, which may 

be convolved with 1/.ft. and source terms using fast Fourier transform 

techniques. 

It should be noted that the primary limiting factor to the validity 

of the modified first motion approximations is the approximate contour 

(2.19). Where the reflected portion of the generalized ray is 

unimportant or if the contour has relatively little structure, the 

approximations will remain valid. Where the contour bends over quickly 

or has significant structure, as in tunneling problems, or where 

exact determination of the contour is important, as in the treatment 

of surface waves, a better approximation of the contour must be 

employed. 

TESTS OF THE MODIFIED FIRST MOTION APPROXIMATION 

It has become almost traditional (Helmberger, 1973; Chapman, 

1974) to test generalized ray theory programs by attempting to compute 

the step function response for a homogeneous fluid whole space using 

an earth flattening transformation. We begin with a homogeneous fluid 

whole space, with wave velocity of 6 km/sec. On this space, we impose 

a spherical coordinate system. We choose our source and receiver to 

lie at a distance of 6371 km from the origin, separated by an angular 

distance of 70°. The sphere is divided into 25 km thick spherical 

layers, and the earth flattening approximation is applied, giving a 

layered, flat, equivalent model. This process is illustrated in 

Figure 2.2. The response for this model is then computed using only 

first order reflections. 
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Sphere 

1150km 

7310 km 

Flat 7780 km 

1550 km 

P---1.------

Figure 2.2. The earth flattening approximation used for the test 
problem of a point source in a homogeneous wholespace. 
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HOMOGENEOUS SPHERE Th=25 km 

t--n,,...,____ 5 sec ---41111~1 

Figure 2.3. Comparison of the exact response for a point source in 
a homogeneous fluid and the MFM response for the equivalent 
earth flattened model using only first reflections. 
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The homogeneous wholespace problem is an extremely good test of 

a generalized ray method, since the final response is a rather 

delicate superposition of a large number of first order generalized 

rays. These include precritical reflections, critical reflections 

and postcritical refractions. 

A comparison of the MFM solution , and the exact solution is 

given in Figure 2.3. As may be seen, excellent agreement is obtained. 

The "graininess" of the MFM solution is an artifact of the layering 

approximation, not of the MFM method itself, since the similar effect 

occurs for the full Cagniard-de Hoop method. 

It is instructive, at this point, to examine the ray response for 

several representative generalized rays from the wholespace problem. 

Figure 2.4 presents a comparison of four such rays computed using 

MFM with the same rays computed using the full Cagniard-de Hoop method. 

The ray number identifying each ray is the layer, from the top of the 

model, in which the reflection occurred. Ray 13 represents a well 

developed refraction, ray 40 represents a case where the refraction 

and critical reflection strongly interact, ray 52 represents a case 

in which to - tc is comparable to the time spacing used to compute 

the ray, and ray 62 represents a precritical reflection. In all cases, 

good agreement is obtained between the two methods. 

Further insight into the operation of MFM may be gained by 

examining in detail the a• ·vroximations for nn, nn-l' and Im(l\i) used 

in computing rays 40 and 13. Comparisons of the approximate and actual 

values of these quantities is given in Figures 2.5 and 2.6. As may 

be seen, all quantities exhibit considerab l e structure not accounted 
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HOMOGENEOUS FLUID 
Cagniard MFM 

Ray No. 

13 

40 

52 

62 
~ 5 sec ~ 

Figure 2.4. Comparison of MFM and full Cagniard for representative 
generalized rays from the earth flattened homogeneous fluid 
problem. Ray number refers to the layer from which the 
generalized ray was reflected. Layer thickness is 25 km 
before earth flattening is applied. Corresponding MFM and 
Cagniard rays are to same scale. 
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Figure 2.6. Comparison of several quantities critical to head wave 
portion of Ray 13 for MFM and ful l Cagniard. 
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for by standard first motion approximations. In particular, the nearly 

linear behavior of n near Po and the non-constant behavior of n 1 are n n-

not predicted by the standard first motion approximations. However, 

using MFM good agreement is obtained. 

Further comparisons of MFM and Cagniard-de Hoop have been made 

for the model shown in Figure 2.7. This model may be viewed as 

presenting a somewhat simplified ocean sub-bottom. The size of the 

density contrast was chosen so that in the long period limit the 

amplitude of the reflections from the velocity gradient and from the 

density contrast will be equal for a source to receiver distance of 

3 km. 

Step function responses were obtained using both Cagniard-de 

Hoop and MFM for a profile of 8 distances which cover the development 

of the triplication. Synthetic seismograms were generated by convolving 

step responses with a system function previously used by Helmberger 

(1976) in oceanic studies. This function contains instrument and 

filter functions, as well as the source time function, In order to 

study frequency dependent effects, and thus investigate the behavior 

of MFM over a relatively large frequency range, a number of system 

functions were derived from the original system function by either 

compression or expansion of the time axis. In this manner, system 

functions with peaks at 1, . S , .25 and .12 sec, periods were obtained. 

Results of synthetic seismogram calculations for this model are 

shown in Figure 2.8. The same scale is used in the profiles 

generated using Cagniard and MFM. Hence, amplitudes in Figures 2.8a 

and 2.8b are directly comparable, Comparisons of corresponding 
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Figur e 2.7. Velocity and density model for a simplified oceanic 
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Figure 2.8. Comparison of synthetic seismograms generated using 
Cagniard-De Hoop (2.8a) a~d MF'l-1 (2. 8b) . Synthetics were 
produced using both methods for ranges of 3, 5, 7, 9, 11, 
13, 15 , and 17 km and for system functions with peak periods 
Tp of .12, .25, . 5 and 1 sec . The same scale is used in all 
synthet ics, in this figure so that amplitudes are directly 
comparable. 
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Figure 2 . 9 . Comparison of synthetic seismograms for upper mantle 
100del HWA. Synthetics were produced for ranges o f 15, 18 , 21 , 
and 24°. Step function and short and l ong period WWSSN 
seismograms are shown. Short and long period seismograms assume 
a delta function point source and a Futterman Q operator with 
T/Q = 1 sec. Instrumental gain has been s cale d f or eas e of 
presentation, but scale remains the same throughout the fi gure 
so that amplitudes may be directly compared. 
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CONCLUSION 

A series of modifications to the Cagniard-de Hoop first motion 

approximations have been developed. These approximations provide 

explicit time domain expressions for quantities used in calculating 

generalized rays, resulting in a significant saving in computer time. 

Tests performed for a homogeneous earth, for an oceanic sub-bottom 

triplication, and for an upper mantle triplication indicate that 

MFM will be useful for the calculation of synthetic seismograms in 

a wide variety of geophysically interesting problems. 
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Chapter 3 

THE INVERSE PROBLEM FOR DETERMINATION OF EARTH STRUCTURE 

INTRODUCTION 

To date, formal inversion of body wave data has been largely 

restricted to travel time inversion. Amp l itude and waveform studies 

have, for the most part, been done using trial and error methods. 

In general, travel time data lacks the abi lity to resolve relatively 

fine, but important, details of a roodel, such as the thickness of 

transition zones, While amplitude and waveform studies can provide 

such deta i l, the trial and error methods that have been used to date 

have been both costly and time consuming. In addition, such methods 

provide relatively little information on resolution, although the 

difficulties encountered in fitting waveforms usually convince the 

people involved in such studies that the model is quite tightly 

constrained. The inversion procedure presented below provides a method 

for finding perturbations to a starting model that improve the fit 

of synthetic seismograms to waveform data . This method also, to some 

extent, provides a means of exploring the constraints imposed by the 

waveform data on specific model features. 

In general, the methods used in solving the forward wave propaga­

tion problem are sufficiently complicated, and the available data 

sufficient ly noisy and sparse , that an exact inversion is probably not 

practical . Instead , we wish to develop an iterative linear or quasi­

linear method which fits available data i n a least squares sense. 

Such methods have been used in geophysics on a number of problems, 
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including studies of normal modes (Backus and Gilbert, 1967), travel 

times (Johnson and Gilbert, 1972), electrical conductivity (Parker, 

1970), and plate tectonics (Minster~ al., 1974). 

Besides immunity to instabilities caused by noise, iterative 

least squares inversions have the advantage of providing a simple 

means of incorporating data from other data sets. Thus, waveform 

inversion may be used to "fine tune" a model which has been obtained 

through other means. This would not, in general, be possible with an 

"exact" inversion method. 

THE CHOICE OF ERROR FUNCTION 

It is often observed that waveforms will show good station to 

station coherence even when absolute travel times or absolute amplitudes 

show significant scatter. For this reason, we would like to separate 

the information about wave shape from absolute amplitude and travel 

time information. Since we are performing a least squares inversion, 

absolute travel time and amplitude data may be included explicitly, in 

a least squares sense, or implicitly through choice of starting model. 

In order to separate errors in waveform from travel time and 

amplitude errors, we consider the error function 

max( f ·* s.) 
]. ]. 

(3.1) 

where fi is the i th data seismogram, si is the i th synthetic seismo­

gram and 
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is the cross-correlation function off ands. 

We note that, since 

we may rewrite (3.1) as 

d. = 1 - max (f.•s.) 
1 1 1 

where 

The normalization off. and si makes d. insensitive to the 
1 1 

(3.2) 

absolute amplitudes off and si. By choosing the maximum of the 

correlation function, we allow fi and si to optimally align themselves 

in time, thus making di insensitive to absolute travel time. The 

function di has zero as its minimum which is achieved only when 

In fact, if we consider 

we find , if Ti is chosen as the optimal lag time 

A )2 
- s . ( t+T . ) d t = 

l 1 
2d. 

l (3. 3) 

Thus , di is one-half of the squared error between the normalized 
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time shifted data and synthetics. Hence, to minimize the difference 

in waveform between a set of synthetic and data seismograms, we need 

merely minimize the objective function 

THE RELATIONSHIP OF CHANGES INTHE SYNTHETIC SEISMOGRAMS 
TO CHANGES IN THE ERROR FUNCTION 

We now consider the change in the function di for some small 

change in the synthetic si. From the definition of di, we have 

max f i*(si+osi) 
di+odi = 1 - --------,----------­

(f i *f i (O)) 1/2 ( ( si+os1)* ( si+os1) (-0) )1/2 
(3.4) 

or 
(fi (t-,i-OT1).si(t)) (O)+(f1 (t-Ti-0T1)•osi (t) (0) 

d1+odi • 1 - ----"--~---'---_,_--=----=--'-----,---,-

(f i * f i ( 0 ) )1 / 2 
( ( s i • s i ) ( 0 ) + 2 ( s i • o s i ) ( 0) + ( o s i * o s i ) ( 0 ) )1 / 2 

where • 1 is the lag that maximizes fi*Si and Ti+o,i is the lag that 

maximizes fi*(s 1+os 1). 

If we assume that (si*s1)(0)>>2(si*8si)(0)+(6si*6si){O) we may 

expand t he denominator of equation (3.4) in a Taylor series and obtain, 

to first order 

(3.5) 
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A osi 
where osi =-------,and fi, si are as in equation (3.2). If 

( ( s i *Si )CO) ) 112 

we now approximate 

we find 

(3.6) 
di+odi:: 1 - (ri(t-ti)*;i(t)) (O) -((f i(t-ti)-cisi(t~ •osi)(O) 

+ l/2ci(osi*osi)(O) - 1/2 :~t (fi(t-ti)*~i(t)) (O)(oTi) 2 

+ CHi ::-Ti) * Si (t)) (0) (OT i) 

Here we have used the fact that 

a 
at 

and 

Subtracting equation (3.2) from equation (3.6), we find 

(3.7) 
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The first term on the r.h.s. of equation (3.7) is the only linear 

term in cs and OT, If max (ri•o;~ and (;i~o;i) (O) are small compared 

to max (fi.;i) and (si*Si) (O), we may feel justified in ignoring higher 
A A 

powers and products of these terms. The term (os•os)(O), however, 

while of order (6;i) 2 , is not necessarily small compared to (;i~o;i)(o) 

(O) or (fi•o;~ (rj). In particular, consider a perturbation o;i that 
A A 

consists of an arrival at a time where si(t) and fi(t-Ti) have no 

arrivals. Then, for an arbitrarily large o;i, we have (;i*o;~ (0) 

~Ti) = 0, and the entire effect of the perturbation is 

contained in the (o;i*o;i)(o) and higher order terms. This 

situation arises in particular at the onset of a triplication, and 

inclusion of the non-linear second term in equation (3.7) is important 

in these circumstances to stabilize the inversion. Similarly, the third 

and fourth terms of equation (3. 7) is important in these circumstances 

to stabilize the inversion. Similarly, the third and fourth terms 

of equation (3.7) are important, even though of order (oTi) 2 and 
A 

(oTi) (osi) and hence non-linear, in that they are the lowest order 

terms that describe the change in time alignment of the perturbed 

synthetic and the data seismogram. 

THE RELATIONSHIP OF CHAl\JGES IN THE MODEL 
TO CHANGES IN THE ERROR FUNCTION 

In the previous section, we related changes in di to changes in 

the synthetic seismogram, si• and the optimal time lag between 

synthetic and observed seismograms, Ti• We must now determine the 

relationship between model changes and changes in the synthetic 

seismogram. In order to do this, we must first choose a method for 
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solution of the forward wave propagation problem. The method that 

will be used is the Modified First Motion approximation to Cagniard­

de Hoop, discussed in Chapter 2. 

Since we are using a modification of the Cagniard-de Hoop method, 

it is necessary to specify the model as a stack of homogeneous plane 

layers, The synthetic seismogram si may be written as 

(3. 8) 

where I (t) is the effective source function, containing the far field 

source time function, the attenuation operator, the effects of near 

source and near receiver structure and the derivatives needed to 

convert the displacement potential response to a step function input 

to the displacement response for a delta function input. cpij is the 

j th generalized ray in the infinite sum of rays. For a number of 

problems it is sufficient to consider only the first reflections, 

and we will for simplicity restrict ourselves to such problems. To 

further simplify the problem, we will restrict ourselves to fluid 

models. We may thus take cpij to be the displacement potential response 

for a step function in time of a generalized ray which reflects once 

off t he top of the j th layer. From (2.1), we may write 

1/Jij ( t) Im '\/2ph 1 ~ RJ•(p)T(p) dt 
'lflll 

r \cklz - P2 )1/2' where* denotes convolution, nk 

(3.9) 

ck is the velocity of 
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the kth layer, r is the source to receiver distance, Rj(p) is the 

generalized plane wave reflection coefficient for the j-1, j th layer 

interface and pis the generalized ray parameter, which is related to 

t by 

t-= pr+ 2 
r•l 

hk nk, Im (t) = 0 (3.10) 
k•l 

with hk the thickness of the kth layer. 

Using the fact that for arbitrary functions x(t), y(t), z(t) 

oljli. 
where o$ij = . 1 l/Z is the normalized change in ljlij" 

(si*Si)(O) 
We must now find a relationship between model changes om and 

changes in the generalized rays, oljlij" To do this, we first consider 

the model parameterization we will use and the form of the model 

perturbations that we will allow. 

Changes in the velocity depth function for a plane layered model 

may take the form of either changes in layer velocities or changes 
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in layer thicknesses. If no low velocity zone is present, or if 

the maximum lid velocity and minimum velocity in the low velocity 

zone are specified, then we may approximate any velocity-depth 

function satisfying these constraints by changing layer thicknesses 

only. 

The main reason for wishing to vary only the layer thicknesses 

is the relative simplicity of derivatives with respect to layer thick­

ness as opposed to the velocity derivatives. In addition, by using 

uniform velocity changes between adjacent layers we may attempt to 

minimize errors in waveforms caused by using the Modified First 

Motion approximations and by ignoring multiple reflections. The 

disadvantage of varying only layer thickness is that, in general, 

more layers will be needed in order to effectively make the inverse 

problem underdetermined than if layer velocities had been allowed to 

vary. The range of models that may be realized through variation of 

layer thickness is also somewhat restrictive in that low velocity 

zones cannot be introduced unless they were present in the original 

model. 

In coµi.puting the change oij,ij for some change ohk in the thickness 

of the kth layer it is convenient, as was done in Chapter 2, to consider 

the refracted and reflected portions of 1/Jij (t) separately. Let 

C 
ij,ij be the head wave portion of lj,ij, 

0 
"'ij be the reflected portion, 

C 
tij be the time of the onset of the head wave, and 0 

tij be the time 

of the onset of the reflection. We first consider the head wave. 

For any change in layer thickness only, p1j, the ray parameter 

corresponding to the onset of the headwave, remains unchanged. 



36 

Further, from (2.17) we know that the functional form of 

$lj(p) = $~j(p}~ is independent of layer thickness. Thus, the area 

under ~~j(?) in the interval [p, p+op] remains constant. Changes 

O$~j caused by ·changes ohk in the model are a result of changes in 

0 the ray parameter corresponding to reflection, pij' and of changes 

in the t-p relationship for that ray. 

For an arbitrary smooth function x(t), we may approximate the 

change olijk in Iij • (x(t)•~~j(t~ (0) caused by a change in p~j 

induced by a change ohk in thickness of the kth layer by 

Thus, to first order we have 

and 

where 

C 
6A . ' k = 

l.J 

0 
2p .. 

0 
0 

l. 

p .. = 2 8~ 
l.J n d t

1
. 0 

k J (pij) 
dp 

2 

= 0 

81 . 'k 
l.J 

C Q 
::: oA. 'k x(t .. ) ohk 

l.J l.J 

= 0 

0 -c 0 
2Pijt/, ij (pij) = 

2 
d t.. O 

nk-__u_2 (p .. ) 
dp iJ 

( 2 O )3/2 p .. 
l. J 

k<j 

(3.13) 

k<j 

(3.14) 
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For an arbitrary model change, we thus find 

(3.14) 

In order to calculate the changes in Iij caused by changes in 

the t-p relationship, we consider the contribution to the integral 

of a small time interval [t,t+ot], corresponding to a small p interval 

[p,p+op]. This may be approximated by 

t+ot t+ot p+op 

J x(t)~~j(t)dt ~ x(t) J l/l~j (t)dt = x(t) f ~~j (p)dp 
t t p 

for x(t) smooth and ct and op sufficiently small, For a perturbed 
I 

model the same p interval maps into a time interval, say [t', t'+ot']. 

The contribution of this time interval to Iij + olij is now 

t'+ot' f x(t')~' (t') :: 
t' ij 

r+op 
x(t')f ~: .(p)dp 

p lJ 

Letting op~ O, and thus o ~ O, we find 
0 

Iij + Hij • !j x(t')~ij(t)dt 

tij 

where t' is, as above, the perturbed time calcuiated for the same p 

as the corresponding t. From equation (3.10), we find 

j-1 

t' = t + 2 k!l nkohk 

We thus find 



38 

Expanding x in a Taylor series, we find 

I cSI :;: I + f jx( t) c ( ) 
ij + ij ij dt ~ij t cStijdt 

where otij • 2!~
1 

nk ohk. 
k•l 

(3.15) 

(3.16) 

When t~j - t~j is small compared to the predominant period of 

x(t), we may further approximate equation (3.16) by 

0 

C fctij C 0 wi th A . . - ~ . . ( t) d t , cS t . . _ 
J.J t . . J.J J.J 

J.J 

value of ~x in rt:., t:?. J. 
Cl t: L' J.J J.J 

0 
cSt . . 

l.J 
C 

A .. 
l.J 

cS t ( t 0 ) d dx • h .... an dt 1st e average l.J J.J 

(3.17) 

When the head wave duration is of the same order as or longer 

than the predominant instrument period, we may still obtain a reasonably 

good estimate of equation (3.16) by 

cSI .. 
J.J 

~ dx - c - ( O c) = dx Ac cSt -d ~-. cSt• t .. -t.. dt 1·J· t J.J J.J J.J (3.18) 

since nk(t), ~Ij > 0 where again the bar indicates an average value. 

Where greater accuracy is desired, it is necessary to divide the head­

wave into several parts and then use equation (3.18). This correspo~ds 

to a rectangle r ule integrat ion of equation (3.16). 

The accuracy of equation (3.16) depends on the accuracy of using 

only the first term in the Taylor series expansion of x(t). Where 

time shifts caused by model perturbations approach the time scale on 
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which x(t) deviates from a straight line, information provided by 

equation (3.16) on the change of the total error function will 

clearly be inaccurate. The result will often be serious instabilities 

in the inverse problem. The problem may, however, be stabilized through 

use of the second order term. Since we wish to insure stability, we 

will use the second order term only when it increases the error 

function d. The result will generally be that the inverse problem will 

be somewhat overstabilized, which results in a slower convergence 

rate. This is usually far preferable to trying to deal with an 

understabilized problem. 

Including the second term in equation (3.16), we get 

to to 

o Iij :: f ij d~~ t) 1'1ij ( t) otij dt + 1/2 f ij ::~ ip~j ( t) (otij) 2dt 

and for equation (3.18) 

tC 
ij 

(3.19) 

(3.20) 

Combining the results for time shifts from equation (3.20) and amplitude 

changes from equation (3.14), we get, for the head wave 

(3.21) 
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The treatment of the reflected portion of a generalized ray is 

similar to the treatment of the refracted portion. For rays where 

the Modified First Motion approximation is valid, we expect that the 

contribution of the reflected portion of the generalized ray, ~~j' to 

the final seismogram will be controlled largely by the arrival time, 

t~j and the amplitude of ~1j in a small time interval following 

0 0 tij" Thus, we consider changes in ~ij to occur only in the interval 

[t~j't~j+E] where£ is chosen to be less than the period of the 

instrument. 

As was done for the refracted portion of the generalized ray, 
01) 

we wish to find the change in Iij • f
0 

x(t)~~j(t)dt for some small 
tij 

model perturbation. 

If we use the first motion approximat ion from Chapter 2, we have 

-rnr ) z 0 -~~o- 0 0 d t -½ 0 -½ 
1)J .. ~ - T(p .. )Re(R(p .. ) J-2 1 (t-t .. ) 
iJ nnl 1.J l.J dp 1.J 

0 
t>t .. 

l.J 

0 0 
A change in the model effects ~ij by changing both pij and 

rapidly varying functions of pin equation (2.11) 

(2 .11) 

0 
tij. Since 

are Rj(p) the most 

d 2 t and -:;:-z, we will neglect changes in other quantities. Thus, we have, 
dp 

for a change ohk in thickness of the kth l ayer, k<j, 

0 0 ~ ~ 0 ( 0 0 )-~1 ( 0 0 ) ijJiJ" + Ot/J .. ~ - T(pi.) t-ti.-ot.. • [Re R(p .. +op .. ) • 
1.J nn 1 J J 1.J 1.J 1.J 

(3.22) 

2 

Id t O 0 
-2 (p .. +op .. ) 
dp l.J l.J 

O O 0 
Expandi ng Rj(p i j + opij) in a Taylor series about pij we find, for a fluid 
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0 

0 0 0 2P •• P 
R,.(p .. +op .. ) ::; Rj(p .. ) + 11 

J iJ 1.J 1.J n . 1n . J- J 

2 • 2 
(p -l)nj 

2 

] 

(n. 1+Pn.) 
J- J 

where p = Pj-1. When p ::: 1 this reduces to 
Pj 

0 
O O O 2PPij O 0 

RJ. (p .. + op .. ) :::Rj (p .. ) + n n Rj (piJ_)opiJ' 
l.J l.J l.J j-1 j 

8 0 p .. 
l.J 

and 

0 
O 2PPi • 0 O O 1 

::: 'Rj. (p
1
. J.) + -~j (p .. ) opi. if Pi/ c. n. 1n . 1.J J J 

J- J 

(3. 23) 

(3. 24) 

These expressions are well behaved except when p~j approaches ~j from 

the left. In this region we replace l!by a local average value. Thus 
ap 

Re (RJ· ( p ~ . +op~ . ) ) ::: R . ( p ~ . ) 
l.J l.J J l.J 

3 1 1-R(- - ----) 
2c. 2c. 1 + J J-

½ ( cjl-1 - 2~j ) 

0 op .. 
l.J 

3 1 0 1 
if (- - --) < p .. < -

2cj 2cj-l - l.J cj 

The choice of the point _1._ - -,,--1- as the point at which to begin 
2cj 2cj-l 

using the average behavior of Rj(p) is arbitrary, but appears to give 

reasonably good results in practice. 

We may also expand t he geometric spreading term 
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I d
3

t O I O -3 (pij) op lj 
dp 

I 
d2_t __ O _3,.._,/,..._2 

2-2 (pi.)I 
dp J 

Thus, to first order in oh, equation (3.22) becomes 

( 0 >13/2 
p ij 

(3.25) 

with p~j' ot~j as in equation (3.12) and equation (3.16) and Re(~) as 

in equation (3.24). Written in this way, we see that to first order 

0 0 the change in ljlij consists of a time shift of otij and an amplitude 

change given by the factor in square brackets in equation (3.26). 

Proceeding as we did in the case of the refraction, we find that the 

time shift gives us 

., loo dx(t) ljlo (t)ot O dt 
00 

d2x(t) 
iJ!~j (t) (ot~j)

2
dt olij + 1/2 ~ dt ij ij 

dt 2 
0 

tij tij 
(3.27) 

dx(tO)A9. 2 a 
0 + 112d x(t) 0 

( ot~j) 
2 ot .. Aij dt 1J 1J dt2 
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where 

0 
Q -Jtij+E 0 

A .. - tb .. ( t) d t , and 
1J O 1] 

t .. 
1] 

1 
E 

0 
t .. +E 
1] J dx dt 
O dt 

t .. 
1] 

As in the refracted case, the second term in equation (3.27) is 

included only if it increases the error function d. 

with 

The amplitude change in equation 

0 
A .. k 

1J 

00 

f tb~.(t)x(t)dt"' 
0 1] 

t .. 
1] 

[ 

1 (dR O ) 
Re R(p .. ) p J 

= ~~. Re d(pi.) • 

1] 

I
d\ 0 I 0 -3(p .. ) p .. 
d 1J 1J 

+ p 
~-\ d__,2,_t-0--,-=-2 
11 k -2(p .. ) 

dp 1J 

0 
-2p .. 

1] 

2 
d t o 

11k -2(p .. ) 
dp 1J 

(3. 28) 

(3. 29) 

0 
Suhstituting for tij and combining equation (3. 27) and (3. 28) 

we find that the total contribution of the reflected portion of the 

• • 
th 

f d 1 h • b 1, J ray ·or a mo e c ange given y 
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(3. 30) 

Combining equations (3.21) and (3.30) we find the total change in Iij, 

T olij to be 

AO + x(tO) 0 2 dx A~ dx(tO) 
ijk oAijk + dt ij + 2 dt Aij) Ohk 

(3.31) 

We may now use equations (3.31) and (3.11) to find od1 in terms 

of ohk and o,i, thus finally relating the change in the error function 

to the change in model parameters. Keeping only terms up to second 

order, we find 

(3. 32) 
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where 

G. ( t) 
1 

and n is the number of layers in the mode l . Collecting terms, we may 

rewrite equation (3.32) as 

(3. 33) 

with summation implied ove r repeated indices and where 
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if k < n 

= 0 if k > n 

if k ~ n, m = n+i 

H k,m = n+i 

otherwise 

and mis a vect or containing changes of layer thickness and time lags, 

defined by 

= CTi if K = n+l 
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THE INVERSION PROCEDURE 

We have obtained, in equation (3.33), an approximate quadratic 

expression for changes in the differenee between synthetic and 

data waveforms in terms of changes in the model. The model changes 

consist not only of changes in layer thickness, but also of changes 

in the alignment in t ime of synthetic and data waveforms. We must 

now, using equation (3 . 33) find model changes that simultaneously 

minimize the errors in waveform, di' as de f i ned by equation (3.2). 

For the remainder of this chapter, we will use the summation 

convention for repeated indices!. The problem we wish to solve is, 

given a s t arting model vector ~O with an associated waveform error 

0 vector g, to find a model change §m that minimizes the objective 

function 

(3.34) 

We do this by finding a om such that dis stationary, 

(3.35) 

Substituting equation (3.33) into equation (3.35) we find 

(3.36) 

or, comput ing the firs t variation in equation (3.36) 

(3.37) 

This may be rewritten as 
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(B .. B. + 2d
0

c + 2B c sm. + B c sm. 
1 J 1 P i ijp ij ikpu K ip ijku k (3. 38) 

Keeping only the linear terms in om in equation (3.38), we get 

the approximate solution 

(3.39) 

where t denotes a generalized inverse. The solution (equation 3.39) 

may be used to generate an iterative solution to equation (3.38), or 

~0+o~ as obtained from equation (3.39) may be used directly as the 

next starting model for the iterative solution of the full problem. 

In practice, the latter choice has been used. 

We note that equation (3.39) is just the Newton-Raphson solution 

of equation (3.37) . This differs from the more usual linear least 

0 squares solution by the presence of the addition term 2d1cijk in the 

inverse operator in equation (3.39). Due to the choice of non-linear 

information included in equations (3.7), (3.19) and (3.27) the 

matrix 2d~Cijk will be positive semi-definite. It thus serves the 

purpose of stabilizing the in~ersion procedure and reducing the size 

of the null space that would be present in the purely linear case. 

Thus, the non-linear terms in our formulation play a role similar to the 

damping terms in various damped least squar es methods (Levenberg, 

1944; Osborne, 1972), and to the "noise" term in the stochastic 

inversion of Jordan and Franklin (1971). The degree of stabilization 
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used is determined by the non-linear structure of the problem itself 

in our case, rather than by a priori estimates of rank or size of 

eigenvalues, as is done in damped least squares, or a priori estimates 

of a noise correlation function, as is done in the stochastic inverse. 

We may thus anticipate that the problems of slow convergence often 

encountered with damped least squares (Davies and Whiting, 1971) will 

not be as severe in the present case . 

It should be noted that some degree of damping may still be 

necessary in computing a stable inverse in equation (3.39). That is, 

there may well be some model changes for which both waveforms and travel 

times of the data are insensitive. In particular, the thickness of 

layers at depths greater than the bottoming depth of the deepest 

penetrating ray included in the data set will be largely unconstrained, 

independent of any approximations used in the inversion. Inclusion 

of the damping term modifies equation (3.39) to 

0 -1 0 
omj = -(Bij Bik + 2di Cijk + oo jk) Btkd£. (3.40) 

In general, the amount of damping necessary to stabilize equation 

(3.39) will be far less than that needed to stabilize the linear 

approximation. 

One of the major advantages of a least squares formulation is 

the relative ease with which it may be mo dified to include additional 

types of data. We will briefly discuss two such modifications, the 

imposition of a correlation function to smooth model perturbations 

and the incorporation of absolute travel time data into the inversion. 

Since it is desirable in general to overparameterize the 
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model, it may be desirable to impose a correlation function on the 

model perturbation in order to maintain the smoothness of the starting 

model in the final model. Let us call this correlation operator W. 

Th 1 i I W I = w w-1 I -1 en, ett ng mi= ji mj, Bij ik £jBki' cijk = Wikwljcikl in 

equation (3.33) and proceeding as before, we find 

~m_1 = -Wmj (B B + 2d C )tB dO u_7Il ij ik i ijk tk £• 

Thus, we see that imposing a correlation operator on the model 

perturbations is equivalent to smoothing the uncorrelated 

perturbations with the operator W. 

Absolute travel times may be incorporated in the inversion 

(3.41) 

through the lag times 'i• Rather than using first arrival times of the 

data and synthetic seismograms to determine travel time errors, we 

use the lag time which maximizes the normalized correlation function. 

We thus use the time shift needed to maximize the correlation of 

data and synthetic seismograms as the error in travel time. Defining 

a new objective function 

d' = d + 

with a1 the weight assigned to the travel time error of the 1th 

synthetic and with d as in equation (3.34 ) , we find 

od' a od + L 2ai'io'i = 0 
i 

Proceeding as we did with equation (3.38) , we find 

(3.42) 

(3.43) 

(3.44) 



where Eji = a(i)'(i) 

= 0 
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if j = k = n+i 

otherwise 

and the parentheses in the .subscript suppresses summation. 

So far, we have treated the inverse problem as if the model 

space were completely unconstrained. Clearly, with our choice of 

model parameterization, this is not the case. It should not be 

permissible to have layers with thickness less than zero. The 

0 
problem is how to ensure that the new model~ + ow is feasible. 

Our approach to this problem is to ignore the constraints until 

a non-feasible point is .reached. When this occurs, we replace the 

non-feas ible model by a nearby feasible model. This model may be 

generated by setting the thickness of the negative layer to some 

minimum value and reducing the thickness of the two adjacent layers 

each by one half the change applied to the negative layer. When the 

adjacent layer is too thin to accept the full reduction, it is 

reduced to the minimum thickness .and the next layer in the stack 

is .reduced in thickness by the remaining amount. Thus, by locally 

smoothing the model, we obtain a feasible model. By averaging in this 

manner, we attempt to preserve the travel times and dynamic behavior 

of generalized rays reflecting from interfaces outs i de the averaged 

region, thus minimizing changes in the predicted waveform error. 

This method is similar to the "hemstitching" method of Roberts and 

Livers (1961), which uses projections perpendicular to the constraint 

boundary to generate a new feasible point. However, by minimizing the 

change in the predicted objective function as we have done, we can 

hopefully avoid the slowed convergence that "hemstitching''often entails. 
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DISCUSSION 

Many of the characteristics of the inversion procedure presented 

in this paper are highly dependent on the use of the Lz norm to 

determine the magnitude of the difference between normalized data and 

synthetic seismograms in equations (3.2) and (3.3) . Through choice 

of the norm, we may control the relative i mportance of peak heights 

and peak widths, or , in other words, shape and amplitude. The L2 

norm provides sensitivity to both shape and amplitude, and is thus 

well suited to the study of sit uations where several arrivals strongly 

interact. It is thus well suited to the study of transition regions 

that give rise to triplications . Where zero crossing information is 

more important than the relative amplitude of individual peaks, as in 

the study of dispersive phenomena, use of an L1 norm is probably more 

appropriate. Similarly, where individual arrivals are well separated 

and the shapes of individual arrivals is considered relatively less 

important as compared to relative arrival times and ampli t udes, an 

Lp norm with p > 2 is more approp r iate than L2. In the limiting 

case, whe r e arrivals a r e well separated and the only information in 

the waveform is relative arrival times and amplitudes, with no shape 

information, it is probable that a direct inversion for these two 

quantities, rather than a waveform inversi on, is best. 

Thus, while use of the inversion method presented in this paper 

with the 12 norm is still applicable to t hese other problems, the 1 2 

norm is not necessarily sensitive only to those factors that are important 

in a given problem. Other factors, however, favor using the L2 norm 

for waveform inversion. 
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The principal advantage of using Lz is the relationship between 

the norm of the waveform error and the cross correlation function 

given in equation (3.3). By being able to use the properties of 

correlation functions, and through use of FFT's, the calculation of 

derivatives is made much faster and easier. 

The use of the Modified First Motion approximation also helps to 

make the calculation of derivatives quite fast. Despite the complexity 

of equation (3.39), calculation of the necessary derivatives usually 

consists of a small number of matrix multiplications. Further, 

these matrices consist of quantities that are necessary for 

the MFM calculations of the waveforms for the starting model, 

together with the data and starting waveforms. As 

a result, the computer time needed for the calculation of all 

derivatives needed for equation (3.39) and the inversion of this 

equation for the models given in the next section was comparable 

to the time necessary for the calculation of the waveforms for the 

starting model. 

The fact that the time required for the evaluation of the 

objective function is comparable to the time needed for the evaluation 

of all derivatives for a given model suggests that a full step method 

of inversion is essential for an efficient inversion procedure. Since 

experience with a linear waveform inversion for the determination of 

source parameters (Burdick and Mellman, 1975) showed that a full step 

method was impossible, and that convergence for even a partial step 

method was slow, it proved necessary to include the effects of non­

linear terms on the second derivative matrix in equation (3.33). A 
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stabilized Newton-Raphson method thus becomes a logical choice as a 

method of solution, since this method makes full use of second 

derivative information. 

A possible alternative method is to minimize Ldi as given by 
i 

equation (3.33) rather than constructing a least squares solution 

equation (3.33). This could be done using any of a number of non-

linear programming algorithms. It has the advantage of explicitly 

including the inequality constraints on the model, and may exhibit 

faster convergence than the least squares method. 

to 

In situations where primary reflections are not sufficient to 

produce accurate synthetic waveforms, it is a straightforward procedure 

to include important multiple reflections in the inversion procedure if 

the identity of these multiple reflections is known. Where it is not 

known, or where the number of rays that would have to be included is 

quite large, it may still be possible to obtain a solution by using a 

reflectivity algorithm (Fuchs and Muller, 1971) to generate derivatives. 

This is the equivalent of assuming that changes in the primary 

reflections give a good description of changes in the seismogram, 

even though the primary reflections themselves are not sufficient 

to generate an accurate seismogram. This would clearly be a costly 

method, and its convergence properties are not known at this time. 

Where MFM is not accurate, it is possible to use the full Cagniard­

de Hoop method to calculate derivatives. Alternatively, by discretizing 

the t-p curves, it is possible to use Disc Ray Theory (Wiggins, 1976; 

Chapman, 1976) to compute derivatives. In both cases, it is necessary 

to modify the form of the derivatives somewhat, in the Cagniard case 
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to account for changes in the de Hoop contour and in the Disc Ray 

case to accommodate a continuous model. The basic inversion method, 

however, remains the same. The necessary modifications will be the 

subject of a later work. 
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Chapter 4 

APPLIC~TIONS - THE FINE STRUCTURE OF THE 

CRUST-MANTLE TRANSITION IN THE BERING SEA 

As an example of the application of the inversion technique 

presented in Chapter 3, we examine the structure of the crust-mantle 

transition using a Bering Sea refraction profile previously studied 

by Shor (1964) and by Helmberger (1968, 1976). We will assume the 

sub-bottom and crustal model of Helmberger (1976), shown in Figure 

4.1, which was determined using travel time, amplitude and waveform 

data, and allow only the depth and thickness of the transition region 

to vary . As a good mantle headwave is observed, the mantle velocity 

is tightly constrained and need not be included in the inversion. 

In order to obtain the effective source and instrument functions, 

we make use of the last seismogram before the onset of the triplication, 

at a distance of 26.5 km. Since the delta function response of the 

medium at this distance, excluding free surface effects and water 

reverberations, is expected to be nearly a delta function, we may 

feel reasonable confident in using this seismogram as our effective 

source function for greater distances. This assumes that shot sizes 

at these distances are the same and that the effects of changes in 

takeoff angle for the distances in question are small. Thus, the 

synthetic seismograms consist of the delta response of the medium 

at the appropriate distance convolved with the effective source 

function derived from the 26.5 km record. This effective source 

function contains the instrument and source functions, as well as 

' 
free surface effects, effects of near sour ce and near receiver 
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structure, and attenuation effects. 

As a first example, we consider a noise free synthetic problem. 

The "data" seismograms were generated using the model of Helmberger 

(1976) shown in Figure 4.1. The starting model is shown in Figure 

4.2. For the starting model, we have increased the thickness of the 

transition zone to 3 km, as compared to 2 km for the "data" model, 

and decreased the depth of the onset of the transition region. The 

transition region was divided into five layers in both cases, and 

six ranges, covering the most of the triplication, were used. 

The inversion method used on this problem did not include the 

(os•os) term in equation (3.5), but did contain all other non-linear 

terms. As a result, some instability existed and convergence was 

somewhat slow. Even so, a good fit to the "data" was obtained by the 

25 th iteration. 

The progression of waveforms as the inversion proceeded may be 

seen in Figure 4.3. As may be seen, the amplitudes of the second 

arrivals are much too small in the starting model at all ranges. These 

amplitudes were improved considerably in the early iterations. However, 

it was not until the later iterations that relative timing and ampli­

tude information was "fine tuned" sufficiently to give really close 

agreement in the fine structure of the waveforms. 

A comparison of the data, starting and final waveforms is given 

in Figure 4.4. As may be seen, agreement in waveform is rather poor 

between the starting model and the "data", even though the arrival 

times of the second arrivals are quite similar. Excellent agreement 

in waveform has been obtained between the "data" and iteration 25. 
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Figure 4.1. The crustal models of Helmberger (1976)! The model GRT 
is based on travel time, amplitude, and waveform analysis. 
This crustal model is used in this study, with variations 
introduced in the depth and thickness of the crust-mantle 
transition region. Models RTTl and RTT2 are based on travel 
times only. 
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Figure 4.2. The structure of the transition region used in the test 
problem. Data seismograms were computed using the 2 km 
transition region. This is precisely the model GRT shown in 
Figure 1. The starting model used a 3 km transition zone. 
After 25 iterations, the model had returned to a good approximation 
of the starting model. 
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Figure 4.4. A comparison of the data, starting and final waveforms for 
the test problem. 
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As shown in Figure 4. 2, the model has nearly returned to the "data" 

model. 

Often, in working with real data, it is desirable to know the 

constraints that the data places on some model feature, rather than 

just knowing a single best-fitting model. Unfortunately, when the 

inverse problem is sufficiently non-linear to make an i t erative method 

necessary, it is unlikely that the usual l inear resolution analysis 

will be particularly meaningful . One possible means of determining 

model bounds is to use several extreme starting models which are 

known to bracket the acceptable model, where an acceptable model is 

one that produces an acceptable fit to waveform data. If the inversion 

procedure is overstabilized, then the first acceptable models 

generated by the inversion, together with the resolution matrices 

for those models, should provide a reasonably good idea of the 

bounds on the model feature in question. If, in fact, multiple 

iterations are required, it is probable that the model cons traints 

are imposed primarily by the non-linearities in the problem. In 

this case, the set of first acceptable models itself probably provides 

a good idea of the bounds on the model . 

This method was used to estimate the bounds on the thickness of 

the crust-mantle transition region for our Bering Sea profile. In this 

case, seismograms from five distances, again representing the onset 

of the triplication, were used. The starting models, down to the 

transition region, were once again the He l mberger (1976) model shown 

in Figure 4.1. Two starting models were used . The first of these, 

shown in Figure 4.5, contains a 3 km transition zone, The second, 
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agreement obtained suggests that the model is closely 
constrained by the waveform data. 
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shown in Figure 4.6, contains a .6 km transition zone. The depth of 

the transition zone in this second model was chosen to make model 2 as 

close as possible to the model RTTl in Figure 4.1. This model was 

taken from Helmberger (1976) and was determined solely on the basis 

of travel times. In both starting models, the transition region was 

divided into 12 layers, and in both cases all non-linear terms in 

equation (3.5) were used in the inversion. 

In the case of starting model 1 an acceptable model was reached 

in just two iterations. A comparison of the data with the starting 

and final waveforms for model 1 is given in Figure 4.7. The second 

arrivals, clearly too small in the starting model, have increased in 

size in the final model. This was accomplished, as shown in Figure 

4.5, by a slight decrease in the overall thi ckness of the transition 

region. 

In the case of starting model 2, it took seven iterations to 

produce an acceptable model. A comparison of the data with the 

starting and final synthetic seismograms for model 2 is given in 

Figure 4.8. The second arrivals, clearly far too large relative to the 

first arrivals for the starting model, have been considerable reduced 

in size. This was accomplished by an increase in the thickness of 

the transition region, as shown in Figure 4.6. 

It is interesting to compare the final models obtained from the 

two starting models. This is done in Figure 4.9. Despite the rather 

large difference in the starting models, the final models are quite 

similar . It is also interesting to note that for the distances used, 

that is, for the onset of the triplication, the amplitude of the 
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second arrival is least sensitive to the structure of the top portion 

of the transition region. This is precisely where the largest dis­

agreement between the two models occurs. Thus, while it does not 

provide a proof, the closeness of the two models certainly suggests 

that the waveform data tightly constrain the thickness of the 

transition region. 

For two significantly different starting models, we might expect 

that waveform errors in the final models would be significantly different. 

Indeed, in final model 2 the second arrivals are too large compared 

to the first arrival, as they were in the starting model. For model 1, 

the second arrival at 38.4 km and 41.0 km is very slightly too small 

realtive to the first arrival, as it was for the starting model. At 

35.4 km, however, the second arrival is too large though still 

considerable smaller than in model 2. This suggests that either there 

is a systematic bias in the inversion procedure or that the seismogram 

at 35.4 km is inconsistant with the other data. Despite a considerable 

number of inverse and forward cal culations, no model has yet been found 

that simultaneously fits the 35.4 km record and the 38.4 km and 41.0 

km records. This supports the hypothesis that the 3S.4 km record is 

somehow inconsistent with the other data, possibly due to the presence 

of lateral heterogeneity. This hypothesis is also supported by the 

32.4 km record, which has a second arrival larger than the one at 

35.4 km. This record was not included in t he inversion due to the 

fact that the shot was clearly smaller than others in the series but 

st i ll provides some indication t hat the second arrival at 35.4 km is 

too small. 
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No model tried has as yet been able to produce the extra cycle 

of ringing in the 44.0 km record either. Once again there is some 

indication that the record may be anomalous. The spacing between 

time marks on this record changes by about a factor of two while the 

seismogram is being recorded. Even though a correction was applied 

to remove this time compression, it is not known whether conditions 

causing the change in time scale caused other anomalies as well. 

Despite the errors at these two ranges, the inversion procedure 

has, on the average, done a good job in fitting the waveform data. 

This once again points out the advantages and disadvantages of a least 

squares, as opposed to an exact, inversion. It is never possible, 

using a least squares method, to prove that a datum is inconsistent. 

The method will, however, often produce a reasonable model that gives 

a good average fit to the data, rather than a wildly improbable 

model which may fit the data exactly. 

It should he noted that the examples that have been presented 

are cases in which the inversion method has succeeded. As with most 

iterative methods, this inversion procedure fails if the starting 

model is sufficiently bad. Experience has shown that failure can 

occur if a major arrival has an arrival time that is consistently 

more than instrument period in error. This condition can sometimes 

be corrected simply by low pass filtering the data and synthetics, 

thus effectively providing a longer period instrument. This works 

best with broad band data. Alternatively, one may pick starting models 

that satisfy the relative travel times of the data. This can usually 

be done quite simply. 
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The necessity of having reasonably good travel times in the 

starting model suggests a possible means of using the waveform 

inversion. We choose starting models from extremal models generated 

through travel time inversion (Bessonova et al., 1974). Waveform 

inversion may then be used to refine the bounds determined by the 

travel time inversion. This assures us of having starting models that 

are sufficiently close, and further provides a means of finding 

starting models that bracket the actual sol ution. 

CONCLUSION 

We have developed an iterative method for the determination of 

earth structure by the inversion of bodywave waveforms. This method 

makes use of the inherent non-linearities of the problem to stabilize 

each iteration. Through the selection of several starting models, it 

is possible to not only find a model which fits the waveform data, but 

to explore the resolution of specific mode l features. 

The inversion appears to be particularly well suited to the study 

of the fine structure of regions which control the onset of triplications. 

We have therefore used it to study the fine structure of the crust-

mantle transition using a Bering Sea refraction profile. The results 

demonstrate that very good resolution of such transition regions may 

be obtained using a combinat i on of travel t ime and waveform data, even 

when such data are both sparse and noisy . 
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Chapter 5 

DETERMINATION OF SOURCE PARAMETERS 

BY INVERSION ON BODY-WAVE WAVEFORMS 

INTRODUCTION 

The body-wave propagation problem discussed in Chapter 2 is 

an example of a situation in which synthe t ic seismograms may be 

expressed as a convolution of smooth funct i ons with a sum of highly 

localized "rays". When the functional dependence of the amplitude and 

arrival times of these rays on the model parameters is sufficiently 

simple, the inversion procedure developed in Chpater 3 becomes 

applicable. Another example of such a situation is the estimation of 

earthquake source parameters for shallow earthquakes using long 

period teleseismic body-wave seismograms. 

The forward problem of modeling shal l ow earthquakes using point 

shear dislocations in a layered halfspace has been treated by Langston 

and Helmberger {1975). We shall use their results for the forward 

problem in order to express changes in an error function in terms of 

changes in model parameters, much as was done in Chapter 3 for the 

structure inversion problem. We may then use the apparatus developed 

in Chapter 3 to develop an iterative procedure for the estimation of 

source parameters. 

THE SOURCE INVERSION 

For simplicity, we consider the case of a p-wave arrival for a 

single point source. Langston and Helmber ger (1975) show that a 

synthetic seismogram si(t) may be written as 
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3 
I Ak(e,A,o) ck(pi) 
k=l 

0 
o(t-ti-t ) ij (5.1) 

where the j summation is over all near source reflections and mode 

conversions that arrive within the designated time window, pi is the 

direct wave ray parameter, Rj(pi) is the product of transmission and 

reflection coefficients appropriate for t hat ray, together with the 

geometric spreading corrections for the converted rays, t~ is the 

arrival time of the direct ray, and tij is the additional travel time 

for the reflected and converted rays. The functions Ak (0,A,o) and 

Ck are given in Langston and Helmberger (1975), and are reproduced in 

Appendix 1 for convenience. The function Q(t) is the far-field source 

time function and Ii(t) is the effective instrument function, which 

contains all receiver effects, propagation effects and attenuation 

effects as well as the instrumental transfer function. If Q(t) has 

unit area, then M0 is the seismic moment. 

We have used the approximation in equation (5.1) that all rays 

have the same ray parameter. This proves to be a very good approximation 

for shallow sources at teleseismic distances. We further assume that 

there is no change in ray parameter for a change in source depth. Then, 

as long as the source is not moved across a layer boundary, we see that 

the amplitude of a ray is dependent only on the strike, rake and dip 

(6,A,o) of the fault . The travel time of a ray is dependent only on 

the source depth, h. This is somewhat different than in the structure 

problem, where both amplitudes and travel times were dependent on layer 

thickness. 
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The other difference between the sour ce and structure inversion 

problems is the far-field time function Q(t). For the sour ce in.version 

this function is one of the model variables. There is no analogous 

variable in the structure problem. Rather than perturbing the continuous 

function Q(t), we will consider the discretely sampled version of the 

perturbation, oQ(mfit) where 6t is the time spacing used in the digital 

synthetic seismogram and mis an integer. Thus, we now have a finite 

number of model parameters oQm - oQ(mfit). Depending on the time spacing 

used and the length of the far field time function needed, this may 

result in a quite large number of model variables. In practice it is 

usually preferable to specify some paramet ric form. for Q(t). In this 

case, it is a fairly easy matter to calcul ate changes induced by 

changes in a time function parameter from knowledge of change induced 

by the oQm's. 

We wish to determine the relationship between changes in the 

source parameters and changes in the error function di def i ned by 

equation (3 . 2). Using equation (3.7), we see that this reduces to 

evaluating 

fo r a rbi t rary x(t). 

From (5.1) we have 

(s+os ) (t+t~+ot~) % mo I Rj (pi) 
4,rp j 

o(t-tiJ-ot1J) * (Q(t)+oQ(t)) * Ii(t) 

where we have used (e1 ,e 2 ,e 3) = (6,.X , o) fo r convenience. 

(5.2) 

(5. 3) 

Since the travel time is of no consequence for source inversion, 
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we use t~ as a reference time. That is, we realign the perturbed 

seisioogram so that the direct arrival aligns with the direct arrival 

of the unperturbed seismogram. The time shift parameter, ti, from 

Chapter 3 now refers to shifts relative to the direct arrival time, 

rather than shifts in absolute travel time. If no layer boundaries are 

crossed, we may write 

(5. 4) 

where yij is a function of the vertical component of slowness. 

example, if the source is located in the top layer, with p-wave 

For 

velocity c0 ands-wave velocity c
6

, then for the phase pP, we have 

with 

na =( !a 2 - p2 ) 1/2 

For the phase sP we have 

otij = [na<Pi) + na<Pi)] oh. 

Using equations (5.1), (5.3) and (5.4) we find, to first order 

I Ak I <'iQm I1*Q 0 ·] {ti+tij~t) 
k m 

(5. 5) 

As in Chapter 3, we use terms in (otij )2 to provide stability in the 

inverse problem. Including these terms, we find 
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(5.6) 

where we include terms in oh2 only if they increase the error function. 

We note that ot~j terms affect only oh and no other model parameters. 

Stabilization of other model parameters must come from the (os•os) 

term in equation (3. 7) or from an imposed model correlation function. 

Substituting (5.6) into (3.7) we find 

(5.7) 

I I 
k,m r,s 
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zI I c3Ak 
Ar oi (tij-tiq -slit) o8moQS + 

k,m r,s aem 

I l Ak Ar Y ij 
a2M 

&h2)] Yiq d (tij-tiq) 
k r at 

with 

(Q*Ii) * (fi(t--ri) - cis1(t) ) 

Fi ( t ) .., ( ( s i * s 1) ( 0 ) ) 1 / 2 

Ii* (f1(t-Ti)-c1;1(t)) 
G1(t).,. ((si*si) (O)) 1/2 

Q*Ii * (.;fi*;i) 

( (s1•s1) (0) j/2 
" 

Equation (5.7) is of the same form as equation (3.32). It may there-

fore be inverted in the same manner. 

DISCUSSION 

While we have formulated the source i nversion for a single source, 
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the inclusion of additional sources is straightforward, if somewhat 

tedious , This may be done by introducing a second set of source 

parameters, with additional new parameters describing the location of 

the additional source and its starting time relative to the first 

source . If source time functions are described parametrically, then 

parameters representing the relative amplitudes of the time functions 

must be included, Interaction between sources occurs through the 

os•Os term in (3.7) only. 

The possible multiplicity of sources in fac t represents the 

major uncertainty in the source inversion procedure. It is in fact 

often not possible to discriminate between near source structural 

effects and multiple sources using only far-field bodywave data. 

Thus, in the absence of near-field data or near source crustal studies, 

complications in the later portion of the data seismograms may be 

explained either by crustal structure or source multiplicity. Both 

possibilities must often be explored. 

It should be noted that the major non-linearity in the source 

inversion is caused not by the double couple representation used in 

this inversion method, but rather by the fact that source parameters 

control both the arrival time and amplitude of arrivals. Thus, 

while use of a moment tensor formulation allows a linear inversion to 

be done (Stump and Johnson, 1977), it does so only at the expense of 

having to assume the source depth and source time function, Due to 

the major role played by source depth in the seismograms of shallow 

earthquakes, this is probably not a satis f actory approach. It is 

possible, however, that an iterative approach based on this method 
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which allows for determination of source depth and time function will 

prove both stable and efficient. 

As may be seen from equation (5.7), the inclusion of even the 

low order non-linear terms leads to a rather complicated expression. 

Since the forward source problem is computationally much faster and 

simpler than the forward structure problem, we no longer have a 

situation where it is advantageous to compute large numbers of 

second derivatives in order to minimize the number of error function 

evaluations necessary. Instead, it may be possible to obtain 

adequate stability through use of a simplified version of the 

os•os term in (5.7), particularly when a parametric form of the source 

time function is used. The rather poor convergence properties 

and the stability problems encountered in attempting to use only the 

linear equations given in (5.6), however, indicate that some use of 

non-linear terms to provide stability is still highly advantageous. 

Exactly which form of inversion yields the best results is unknown 

at this time, but it appears that even use of the full form of 

equation (5,7) is preferable to a linear partial step method. 
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Chapter 6 

APPLICATION - THE BORREGO MOUNTAIN EARTHQUAKE 

INTRODUCTION 

Since the introduction of simple theoretical fault models, many 

investigators have attempted to infer details of earthquake faulting 

by comparing far-field bodywave recordings with model predictions. 

They have found that most deep and intermediate events have simple 

wave shapes which can be easily explained with smooth dislocation 

models (Mikumo, 1971a, b; Teng and Ben Menahem, 1965; Burdick and 

Helmberger, 1974) but that shallow earthquakes have very complex wave 

forms. Until recently, this was interpreted to mean that shallow events 

have fundamentally more complex fault surfaces and time histories. 

By determining the response of a layered half-space to a shallow 

double-couple point source, Helmberger (1974), Fukao (1971), and 

Hudson (1969), among others, have shown t hat this interpretation is not 

entirely correct because much of the wave-form complexity is caused 

by the interaction of the source with the free surface. Thus, it will 

once again be worthwhile to address the question of whether or not a 

smooth dislocation is appropriate for shal low earthquakes. This time, 

however, the free-surface interaction should be included in the analysis. 

Many of the previous investigators of body waves from shallow events 

have focused their attention on the Fourier transform of the entire hody­

wave pulse. They employed a technique which enabled them to determine 

important source parameters such as seismic moment, stress drop and 

source dimensions from the rough characteristics of the amplitude 
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spectrum (Hanks and Wyss, 1972; Wyss and Hanks, 1972a,b; Molnar and 

Wyss, 1972; Molnar et al., 1973). Since t he reflected or converted 

phases such as pP, sP or sS can affect both the long-period level and 

the shape of the amplitude spectrum, it wi ll be important to see if 

the results change when the free surface i s correctly accounted for. 

Langston and Helmberger (1975) have outlined a simple procedure 

for including the surface interaction in t he computation of a 

synthetic seismogram for a model of a shal low dislocation source. In 

other wor ds, they have presented a tractable solution to the forward 

problem of computing the data given the model. We have demonstrated 

in Chapter 5 that the existence of a solut£on to the forward problem 

along with a quantitative method for comparing the synthetic to the 

actual data make it possible to solve the inverse problem; that is, 

an optimal fault model can be determined from the data by an iterative 

inverse technique. We present here t he result of the application of the 

inversion technique to the Borrego Mountain earthquake of April 9, 

1968. We present a final model which accurately predicts all of the 

observed wave forms. We then use the model to identify a single, 

strong arrival in the record, and finally we interpret the shape of 

thi s basic seismic pulse in terms of a smooth dislocation model. 

THE BORREGO MOUNTAIN EARTHQUAKE 

The Bor rego Mountain event was a magnitude 6.4 strike-slip earth­

quake which occurred at 02 : 29 GMT April 9, 1968 on the Coyote Creek 

fault in southern California. Figure 6.1 shows the location of the 

main shock as well as many of the aftershocks and the trace of ground 
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Figure 6.1. The Borrego Mountain Tectonic Zone: Segment AE~55 km 
marks the extent of the aftershock zone and B[Y\.,31 km the total 
rupture length. Segment BC radiated most of the energy in the 
main shock. The length of this segment plus the 8 km depth of the 
main shock motivated the choice of a circular fault model with 
radius 8 km. Segment C[Y\.,17 km was probably due to a swarm type 
event. (Figures 1 and 2 modified from Allen and Nordquist, 1972). 
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breakage. After the event, both the Cali fornia Institute of Technology 

and the U.S.G.S. undertook a thorough study of all major types of 

postseismic phenomena. From their observations, we can draw two 

important conclusions which bear heavily on our interpretation of 

what happened during the earthquake . The first is that even though 

the ground breakage appears simple, the pattern of stress r elease was 

probably very complex. This can be inferr ed from the following 

points: (1) In the Imperial Valley, the San Andreas fault splays out 

into a number of closely interrelated faul ts. Each nearby zone of 

weakness contributes to the complexity of the stress pattern near the 

Coyote Cr eek fault (Sharp, 1972). (2) Sur face offsets were observed 

on the Imperial, Superstition Hills and San Andreas faults as well as 

the Coyote Creek fault (Allen~ al. , 1972). (3) The aftershocks had 

a very diffuse spatial pattern. It defined only a broad three­

dimensional region of stress release instead of a single plane of 

failure (Allen and Nordquist, 1972; Hamil t on, 1972). Thi s complex 

prestress pattern seems to manifest i tself in some unusual aftershocks 

occurring immediately after the main shock. 

The second conclusion which can be made from the postseismic 

observations is that there was a clear difference in th~ behavior of 

the north break (segment BC in Figure 6.1 ) and the south break (segment 

CD in Fi gur e 6.1). The nor t h b r eak had a large initial surface offset, 

relativel y few aftershocks and very little postseismic creep. The 

south segment had a small initial offse t , more aftershocks, and as 

much postseismic as coseismic displacement (Allen and Nordquist , 1972; 

Clark , 1972; Burford, 1972). Evidence i n t he body waves shows that 
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Figure 6.2. The stations used in this study as they distribute with 
respect t o the fault plane solution determined by Allen and 
Nordquist (1972). Unlabeled points are other stations which 
they used in their first motion study. 0 is the fault strike, 
o the dip and A the rake. 
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these variations reflect different behaviors deep in the Earth. 

THE DATA SET 

The data set used in the inversion procedure was selected from 

the P and SH body-wave forms recorded at stations in the World Wide 

Seismograph Station Network. Recordings made outside the epicentral 

range of 30 to 90° were excluded to circumvent problems with upper 

mantle or core structure, and recordings with a signal-to-noise ratio 

of less than 5:1 were excluded to reduce difficulty with background 

noise. Processing noise was kept to a minimum by digitizing each record 

ten times and averaging the results. The names and locations of the 

stations which had records of acceptable quality are listed in Table 

6.1 and their azimuthal spread shown in Fi gure 6.2. The stations are 

plotted along with the first motion data and the fault planes 

determined by Allen and Nordquist (1972). It is regrettable that no 

high-quality wave-form data were available to the southwest of the 

event but there was sufficient coverage to impose some heavy constraints 

on the allowable source mechanism. The observed waveforms are the 

top traces shown in Figure 6.5. 

MODEL PARAMETERIZATION AND INVERSION 

The first step in applying linear inversion theory to a problem 

is to formulate a technique for computing theoretical values for the 

observed data from a finite number of model parameters. In the 

Langston and Helmberger (1975) procedure for computing synthetic 

seisrnograms for a point dislocation source, the basic parameters are 

a time function, source depth, and the th r ee f ault orientation 
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Table 6.1 

STATION LOCATION AND AflPLITUDE DATA 

Azimuth Wave Momen1 Relative Deviation 
Stn. from Horth Type - 5 

<ti of Mo from Average x 10 dyne-cm -
MAT 309° p 17.2 60 .53 

SEO 315° p 16.0 oo .42 

COL 338° p 12.3 23° .09 

KEV 13° p 12.1 58° .08 

KEV 13° SH 9.5 58° - .15 

NUR 18° p 13.6 63° .21 

UME 18° SH 11.2 63° .00 

AKU 27° SH 10.5 720 - .06 

ESK 33° SH 10.4 78° - . 07 

LOR 36° SH 10.2 81 ° - .09 

MAL 48° SH 10.3 87° - .09 

WES 62° p 12.3 73° .09 

WES 62 ° SH 9.8 73° - .13 

OGD 64 ° p 9.9 71 0 - .12 

OGD 64 ° SH 9.3 710 - .17 

SCP 65° p 11.1 70° - . 01 

SCP 65° SH 8.3 70° - .26 

NAT 100° p 11.8 35° .05 

BOG 117° p 18.4 18° .64 

BHP 117° p 10.0 18° - .11 

LPB 129° p 11.6 60 .03 

LPB 129° SH 9.0 60 - .20 
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Table 6.1 - continued 

Azimuth Wave Moment Relative Deviation 
Stn. from North Type X 10-25 dyne-cm _cp_ of Mo from Average 

ARE 132° p 15.0 30 . 34 

ARE 132° SH 7.1 3• - .37 

NNA 133° p 12.9 20 .15 

NNA 133° SH 6.4 20 - .43 

LPA 136° SH 9.5 lo - .16 

PEL 142° SH 8.8 70 - . 22 

Av = ll.2 

a= 2.8 
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parameters. If the source is to be considered as a sum of point sources, 

the same parameters as well as a relative size, time and location 

must be specified for each additional source. The origin time and 

epicentral location of the primary source are assumed to be known 

quantities, and its absolute size need not be specified if only 

relative wave shapes are considered. In or der to obtain an adequate 

fit to the Borrego Mountain data, it was necessary to use a sum of 

three sources. This made a total of 20 parameters and three time 

functions which had to be specified to compute the synthetics. 

The problem of parameterizing a time function can be approached 

in two ways. The first is to directly parameterize some pulse-like 

function and assume that it is independent of azimuth. The second is 

to use a finite source model. The free parameters in a finite source 

are usually the rupture velocity and average dislocation time on a 

failure surface with some assumed geometry. The time pulse for such 

a model is a function of both azimuth and takeoff angle (Fukao, 197!; 

Savage, 1966). The approach used in this study was to begin with a 

simple, azimuthally independent pulse. After an optimal model was 

obtained, the synthetics were compared with the data to test for any 

evidence which might justify an azimuthal l y dependent model. The 

azimuthally independent pulse shape chosen was a triangular pulse 

requiring only two parameters: a zero-to-peak time and a peak-to­

zero time. 

It was also necessary at the outset of the inversion procedure 

to choose a near-source and near-receiver earth structure. Again 

the decision was made to start with the s i mplest possible assumptions, 
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but to continuously test for any features in the data which would 

justify a more complex model. More specifically, at the beginning 

only the rays P, pP and sP (or Sand sS) were computed. At several 

points, however, the strongest rays generated by the near-source 

structure proposed by Hamilton (1972) and the near-receiver structure 

discussed by Burdick and Helmberger (1974) were also included. No 

effects which could be unambiguously attributed to layered structure 

near the source or receiver were ever identified, so throughout this 

study only the five basic rays were used to compute the synthetics. 

The inversion method used differs somewhat from the method 

described in Chapter 5. Rather than using analytic derivatives, 

finite difference estimates of the derivatives were used. For 

better accuracy, symmetric differences were used. Only linear terms 

were included. Stability was provided by eigenvalue damping and 

by use of a partial step method. A one-dimensional search was used 

to minimize the error function along the direction of the iterative 

solution. 

In point of time, the Borrego Mountain inversion preceded the 

structure inversion. In fact, it was largely through experience 

with the linearized source inversion that the need for inclusion of 

non-linear terms became apparent, even though, through use of differences 

some non-linear effects were taken into account. 

The initial attempts at inversion were made using a single point 

source model. The top two traces of Figure 6.3 illustrate the results 

for a typical seismogram. It was clear that, although the model was 

adequate for the first few seconds, there was much more structure 
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Figure 6.3. The top of the figure shows that a single point source 
can not account for the structure late in the seismogram. 
The left column shows that it is possible to obtain a 
better fit by adding in additional point sources while the 
right shows that inclusion of the rays generated by the near 
source crustal structure (Hamilton, 1972) and an appropriate 
near receiver structure does not. 
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present in the later portion of the seismogram than was predicted by 

the synthetic. This could have been the result of either a complicated 

earth structure or a more complicated source mechanism. On the right 

in the third row of Figure 6.3 is shown the synthetic including the 

effects of assuming that the Hamilton (1972) crust model exists near 

the source, and on the left is the result of including a second point 

source. In the lowest row, the result of including three point sources 

is shown as opposed to including both the near-source and near-receiver 

crustal effects (see Table 6.2). The effects of introducing appropriate 

earth structure were always too small to explain the discrepancies 

between the synthetics for a one source model and the observations. 

We concluded that the structure late in the waveforms was probably 

caused by the first large aftershocks. We attempted to model the first 

two with additional point sources. 

The previously published mechanism fo r the Borrego main shock was 

used as a starting model for the single point-source inversion runs. 

When it became apparent that a multiple point-source model would be 

necessary, the seismograms were examined t o determine the time when 

the data first began to diverge from its predicted behavior. A new 

point source was postulated to have occurred at that time. It was 

intiially presumed to have had the same location as the main shock. 

The space of possible fault plane solutions for the second source was 

then explored by trial and error using a crude spacing between models. 

Synthetics were computed for only a few key observations. When a 

roughly satisfactory model had been determined, the inversion procedure 

was used to iterate in on a more refined model for the location, time, 



Half Space Model 

Layer V (km) 
p s 

1 6.1 

Hamilton Crustal Model 

1 2.5 

2 5.1 

3 6,0 

4 7.1 

5 7.9 
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Table 6.2 

VELOCITY MODELS 

vs (km) p (&) s 

3.5 2.7 

1.6 1.4 

3.0 2.3 

3.5 2.7 

4.2 3.2 

4.6 3.6 

Near Receiver Crustal Model 

1 

2 

6.28 

7. 96 

3.63 

4.60 

2.87 

3.37 

Th (km) cL) av 
Q(l 

cL) av 
Qs 

00 1.3 5.2 

. 4 

2.5 

11.1 

11.0 

00 

37 

00 
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time function and fault-plane solution of the shock. The same 

procedure was used on the second aftershock. We stress that there 

can be no way of insuring that the models found by this method are in 

any way unique. However, as we shall show, they do predict the fine 

details of the observed waveforms very c l osely. Also, we can state 

that in our rough search of the model space we did not find any other 

100del which came nearly as close to predicting the data as the one 

presented in the following section. 

THE FINAL MODEL 

In the second row of Figure 6.5 are t he synthetic wave forms 

for the final model. Those arrivals which are marked are the direct 

arrivals and the primary reflections from the main shock. The 

later complications in the waveform are caused by the later shocks. 

The wide variety in the appearance of the secondary structure provides 

an additional indication that it is a mani festation of sour ce and 

not crustal complexity. A strong arrival from a sharp layer always 

arrives at nearly the same point on the record and generally varies 

slowly as a function of azimuth ; but a secondary source predicts three 

arrivals, P, pP and sP whose interaction can vary rapidly with 

azimuth. The final source locations, time functions and fault planes 

used in computing the synthetics are shown in Figures 6.1 and 6,4. 

Given that structure-generated arrivals on the order of those shown 

in Figure 6.3 have been neglected, the fi t to the data appears most 

satisfactory. For each peak in the data, t here is a corresponding peak 

of the r i ght duration and sign in the synthetics. The worst fits both 
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SOURCE TIME FUNCTIONS 

Figure 6.4. The fault plane solutions and the time functions of 
the main shock and the first two aftershocks. The shaded 
portions of the circles represent the compressional quadrants. 
The fault orientation parameters have been defined in Langston 
and Helmberger (1975). 
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Figure 6.Sa. The observed P waves (top) predicted by the final 
(3 point sources with azimuthally independent time functions) 
model (middle) and the synthetics predicted by the same model 
with the main shock represented by a finite (azimuthally dependent 
time function) source model (bottom) . The quantity Ni is the 
normalized correlation operator which uniquely approaches 1 as 
the synthetic approaches the data. The azimuths are measured from 
North. 
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Figure 6.Sb. The observed SH waves (top) predicted by the final model 
(middle) and the synthetics predicted by the same model with the 
main shock replaced by a finite source model. The labeled 
arrivals in both Figure 6. Sa and 6. Sb are from the main shock. 
In both figures, the stations are shown in order of increasing 
azimuthal deviation from the NW extension of the fault trace 
(see Figure 6.2). 



97 

in terms of visual appearance and the corr elation N1 occur for the P 

waveforms at stations where P and pP arri ve with the same polarity. 

These include MAT, SEO, LPB, ARE and NNA. Their common feature is 

that they lie off the very ends of the fault trace. They are composed 

of rays which travel directly along the fault plane (see Figure 6. 2). 

As Figure 6.5 shows, the difficulty is that the predicted ratio of the 

peaks sP/(p+pP) is too small with respect t o the observed values. There 

is no way to determine whether this occurs because of anomalously 

large Sor anomalously small (P+pP) without the use of absolute 

amplitude measurements. 

A value for H0 , the seismic moment of the first source, can be 

determined from a measurement of the absolute amplitude at each station 

by use of the formula 

A is the observed amplitude of either the sP or the S+sP peak observed 

and A1 is the theoretical amplitude of the same peak for an event with 

moment one. The moment values determined from the 28 observations 

used in the inversion are listed in Table 6.1. They have an average 

value of 11.2 x 1025 dyne~cm and a standard deviation of 2.8 x 1025 

dyne-cm. The relative errors between the amplitude computed assuming 

the average moment and the observed amplitude are plotted against an 

azimuthal angle in Figure 6.6. This angle is defined to be zero for 

stations directly off either end of the fault and to have a maximal 

value of 90 for stations in a direction perpendicular to the fault. 

The observed values of sP tend to be too large and the observed values 
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Figure 6.6. The dependence of the scat ter in the amplitude data 
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small whenever rays propagate along the fault zone. The final 
model can predict observed amplitudes to within 25% except 
at stations with low values of~. 
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of S+sS too low whenever those rays travel directly along the fault 

zone. It is important to note that most of the tectonic features in 

the region also trend parallel to the fault. The implication is that 

the ratio of the amplitudes of SV to SH is sensitive to the lateral 

variations induced by the fault itself or by some other tectonic 

feature. Since the sP phase is often the dominant one in the far­

field P wave form, this instability may be responsible for anomalies 

in P-wave shape and amplitude as well as in the S. 

The fault plane determined for the main shock (Figure 6.4) is 

virtually identical to the one determined from the first-motion 

data by Allen and Nordquist (1974). The strike of the northwest­

trending plane corresponds closely with the strike of ground breakage, 

and the motion indicated by the conjugate plane corresponds with most 

of the observed offsets. There can be little doubt that the northwest 

plane is highly representative of the actual plane of failure. Because 

of the information in the body waves about the separation of P, sP and 

pP, the depth can be constrained to be between 7 and 9 km. 

The second shock was apparently a left-lateral, strike-slip 

event occurring 9 sec after the first. The location is very poorly 

cons trained, since it did not occur far enough away from the main 

shock to cause obvious azimuthal dependence in its arrival time 

(Figure 6.1). As shown in Figure 6.4, it seems to have released a 

stress nearly reversed to that of the main shock. There are several 

indications from other types of data that such an event might have 

occurred. First, there were observations of ground displacement near 

point B with a left lateral component which was clearly not of the 
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Reidel type (Clark, 1972). Second, there are the previously cited 

lines of evidence which suggest complex pr estress and stress release 

patterns in which reversed stresses might easily have developed. 

Sharp (1972) mentions several instances where left-lateral strain 

buildup had been reported in the region in the past. Finally, studies 

by Burridge (1969) and Madariaga (1976) have shown that it is 

theoretically possible for reversed or overshoot-type stresses to 

develop even in relatively simple cases. 

The third shock which occurred approximately 15 sec after the 

first was a thrust event (Figure 6.4). This mechanism is consistent 

with the stress pattern which induced the first event in that the major 

axis of compression is roughly similar. The location is again very 

poorly constrained by the far-field data, but it appears that the 

shock occurred near point C in Figure 6.1. The surface break takes 

a sudden step to the left and shows an abrupt decrease in total offset 

at this point. Also, one of the later aftershocks which occurr ed 

there was a thrust event with a mechanism similar to this one 

(Hamilton, 1972). These are the first of several correlations that 

were found between details of the postseismic observations and the 

final source model. The second shock had a moment only a quarter 

as large as the first, and the third less than a tent h of the first. 

Since they were much smaller, they had a r elatively minor effect on 

the waveform and on the surface break. I n effect, they are nothing 

more than the first and second aftershocks. The first event which 

radiated the most energy determined the f i rst motions and the gross 

features of both the waveforms and the ground breakage. 
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A FINITE SOURCE MODEL 

We return now to the initial question of what type of finite source 

model is appropriate for shallow earthquakes. We will attempt to model 

the first source since it was the largest. Figure 6.5 shows that it 

would be difficult to separate the direct P pulse from the pP or the 

S from the sS. The sP, however, is strong enough to be relatively 

clear on the record. We present here an attempt to determine a model 

which fits the characteristics of that one phase. Then we use the 

model to compute the complete seismograms for comparisons with 

the data and the inversion result. 

Several different techniques were used to attempt to find azimuthal 

dependence in the duration of the sP pulse as was done for P waves 

from deep earthquakes by Mikumo (197la,b). No clear azimuthal pattern 

was resolved by any of these means. The effect is apparently too small 

to be seen over the noise level. Any inferences to be made about the 

finiteness of the source will have to come from the shape or frequency 

content of the time function. This type of analysis requires a better 

estimate of the shape of the source-time function than the crude result 

from the inversion. A much better determination was obtained by making 

use of the high quality recording from WES. At this station, both the 

long- and short-period recordings were st rong, clear and virtually free 

of noise. As illustrated in Figure 6.7, a time function was obtained 

by a simultaneous deconvolution technique which could be reconvolved 

with either the short- or long-per iod ins t rument to reproduce the data. 

The deconvolution technique consists of t r ansforming equivalent segments 

of the long-period and short-period records into the frequency domain, 
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Figure 6.7. (Top) A time function which i s compatible with both 
the long period and short period records from WES. It was 
obtained by Fourier transforming both records (middle traces), 
dividing out the instrument and Q filter from each, taking a 
weighted averare of the results and inverse transforming. 
When the top trace is reconvolved with the appropriate instrument 
and Q filter from each, taking a weighted average of the results 
and inverse transforming. When the top trace is reconvolved 
with the appropriate instrument and Q it produces the bottom 
traces. 
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Time function for the phase sP. 

Inversion result. 

Simultaneous deconvolution 
of shor t and long period 
records result. 

4 sec 
~ 1---

Theoretical result 
for circu lar fault 
R=8 km 
Vr = .8 /3 = 2 .8 km /sec 
D = Dmax [ I - ( r/R)2J!l2 

Theoretical result 
for ellip tica l fault 
R1=16 km, R2=8 km 
Vr=.8/3=2 .8 km/sec 

D = Dmax [1-( r cos 0R~ 8 km/ 

-( rsin 0)2]
112 

R2 • 

Figure 6 .8. sP time functions for the station WES obtained from 
inversion and simultaneous short period-long period de­
convolution as opposed to theoretical r esul t s for a circular 
faul t large enough t o extend over segment BC in Figure 1 and 
on elliptical fault large enough to cover BD. Dax is the 
maximum displacement, and rand 0 are cylindricaf coordinates 
on the fault surf~ce. The average time history for the theoretical 
models is a step function. 
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dividing each by the appropriate instrument and Q responses, weighting, 

averaging, and inverse transforming. The weighting function for the 

long-period instrument was equal to one for frequencies less than 

0.25 Hz, and it fell off linearly from t hat frequency to zero at 0.5 

Hz . The short-period weighting function was just one minus the long­

period function. A correction was made fo r any difference in r eference 

time between the two record segments by sol ving for the pure phase delay 

which made the long-period record's phase curve most like that of the 

short-period in the crossband of 0.25 to 0. 50 Hz. The por tion of the 

deconvolved time function which is dominated by the first source sP is 

compared with the inversion result in Figure 6 . 8. 

The deconvolution result bears a strong resemblance to the time 

function for a circular fault published by Savage (1966). The third 

trace in Figure 6.8 is the theoretical time function for a circular 

rupture propagating on the fault plane at 2.8 km/sec (0.8 B) to a 

final radius of 8 km. The di s location-time history is assumed t o be 

2 1/2 a step and the final offset is assumed to die off as (1-(r/R) ) . 

Figure 6.1 shows that this would correspond to a rupture beginning at 

the hypocenter, propagating up to the sur f ace, and downward by an 

equal amount, northwest to point Band sout heast only to point C. The 

time function for an ellipsoidal fault sur face extending all the way 

down to point Dis too long in duration to be compatible with the 

inversion or deconvolution result as shown at the bottom of Figure 

6.8. The implication i s t hat segment CD di d not contribute significantly 

to the energy in the body-wave pulse , If t he ruptur e velocity had been 

assumed t o be B instead of 0.8 B, tl1e fau lt radius would only have had 
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to be increased to 9 km to keep the pulse duration the same. There­

fore, this result is not dependent on the assumed rupture velocity. 

There is abundant evidence in the postseismic observations that the two 

segments behaved in different fashions. The more southern segment 

showed a much smaller initial offset, extensive postseismic creep, 

and a higher level of aftershocks . We inf er that the southern 

segment initially absorbed most of the st r ess load induced by the 

brittle failure of the north segment but then released it slowly. 

Some failure must have occurred sometime i n the first few hours to 

account for the initial surface offset observations, but the creep 

movement extended over a period of months. It seems as though the 

southern portion of the Borrego event was very similar to the nearby 

Brawley swarm event studied by Johnson and Hadley (1976 ) . 

It should be noted that we are not i ncluding in our calculations 

the correction for the fact that t he two sides of the fault have a 

finite slip velocity. One app r oximate way to do this would be t o 

convolve a boxcar of roughly the same duration as the average slip 

time with the theoretical pulses . The to t al rupture time would have 

to be decreased by a corresponding amount t o keep t he total duration 

of the pulse consistent with the observat i ons. This would mean that 

the estimated radius would be even smalle r. In this sense, the value 

of 8 km should be consider ed as an upper bound. 

The complete synthet ic seismograrns pr edicted by the finite source 

model are the bottom traces in Fi gure 6 . 5 . They appear to fit just as 

well as the ones computed from the point source model. The predicted 

azimutha l dependence of pulse duration is very slight which explains 
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why this effect was so difficult to observe in the data. 

Assuming that the first shock had a moment of 11.2 x 1025 dyne-cm 

11 and a radius of about 8 km, and ifµ was approximately 3.4 x 10 gm/cm 

sec2 then the average displacement must have been 

= 164 cm. 

This value is four times as large as the observed surface offsets 

implying that the displacements decreased as the rupture propagated 

upward. Since for the theoretical model considered here, displacement 

varies al ong the fault as D ~ Dmax (l-(r/R) 2) 1l2 , the largest 

displacement was 

D ~ 3/2 D = 246 cm. max av 

Keilis-Borok (1959) has formulated an expression for the stress-drop 

from a dislocation of this type. 

7n 
60 "" 24 

0max 
--R- µ 

assuming that A=µ, This gives a stress drop of t:i.o = 96 bars. 

Kanamori and Anderson (1975) have compiled a list of stress-drop 

determinations for a large number of earthquakes. The values scatter 

between 10 and 100 bars, so the Borrego Mountain earthquake falls 

within the range of previous determinations . However, they have noted 

that most interplate earthquakes fall toward the low end of the range. 

In this sense, the event is somewhat anomalous. It remains to be seen 

whether other earthquakes also give hi ghe r values of t:i.o when analyzed 

using the techniques used in this study. 
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CONCLUSIONS 

The purpose of this study was twofold. The first was to identify 

and characterize all of the different elements which control the shape 

of the body waves from a shallow earthquake , The second was to isolate 

an arrival which was not strongly contaminated by other arrivals and 

to model this single arrival with a fin i te dislocation source. In 

pursuing the first of these, we found that re f lections from the free 

surface play a dominant role in shaping the pulse, but also that a r rivals 

from the first large aftershocks could be observed in the wave form. 

This result is not too remarkable since there is no reason to expect 

a long del~y between the termination of the main shock and the initiation 

of the aftershock sequence. In pursuing t he second goal, we decided 

to construct a model for the sP phase from the main shock, A smooth 

dislocation proved to be adequate to mode l the pulse just as in the 

case of most deep earthquakes, 

The fault parameters of the Borrego Mountain event we r e pr eviously 

determined using the spectral characteris t ics technique by Hanks and 

Wyss (1972) and by Wyss and Hanks (1972a). They analyzed the P and S 

data separately which gave two different values for each parameter. 

Their moment values of M0 (P) = 10 x 1025 dyne-cm and M
0

(S) = 6,6 x 

1025 dyne-cm compare favorably with the va lue from this study of 

11. 2 x 1025 dyne-cm. However , thi s agreement is probably fortuitous , 

since the moments they determined were based on the long- period level 

no of the amplitude spectrum of the entire P or S waveforms. This means 

that they interpreted the sum Q
0

(P) + Q (pP) 
0 

+ Q
0

(sP) as though it 

were only Qo(P) and the sum Q
0

(S) + n0 (sS ) + Q0 (pS) as though it were 
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only n
0

(S). Their values for the fault radius, R(P) = 14 km and 

R(s) = 23 km are significantly larger than the R = 8 km result of 

this study . Therefore, they computed a s t ress drop 60 of only 6 

bars as compared to the 60 = 96 bars resu l t obtained here. It is 

encouraging that when the free surface is properly accounted for, it 

is not necessary to use different source parameters for Sand P. 

The relatively small value of R = 8 km was chosen to give an 

appropriate fit to the shape and duration of the observed sP pulse. 

As we have discussed, an 8-km fault radius does not conflict with the 

postseismic observations, if the CD segmen t of the fault is assumed 

to be a c r eep or swarm event. If this analysis is correct, it means 

that it is necessary to be cautious about i nferring fault dimensions 

from rupture lengths or aftershock zones. 

Finally, we have demonstrated the adequacy of a shallow double­

couple point-source model in predicting wave shapes. The only break­

downs occur when observations are made near nodes. One of the 

mechanisms of breakdown is apparently ins t ability in the polarization 

of the S motion induced by lateral structur e. Since sP sometimes 

dominates the P wave form, this can cause anomalies in the P waves 

as wel l as the S waves. 
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APPENDIX 

For ease of reference, we quote a result from Langston and 

Helmberger (1975). They show that, in the first motion approximation, 

the displacement potentials for a shear dislocation are given by 
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e • strike angle from end of fault 

>. • rake angle 

o =- dip angle 

.. 
a 

p-wave velocity at source 

·e • s-wave velocity at source 

p • density at source 

M
0 

• seismic moment 

p • ray parameter 

It(t) • +l t > 0 

0 t < 0 




