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ABSTRACT

Dark matter is the theorized source of many observed large-scale gravitational
effects. It is dark in the sense that it lacks any heretofore measurable direct interaction
with the electromagnetic spectrum. Being unable to rely on absorption, reflection, or
emission of photons makes studying dark matter particularly challenging. Excluding
neutrinos, which fail to explain the observed large-scale effects, dark matter has
never been conclusively identified in a local laboratory experiment. There are many
proposed models that could explain both our large-scale observations and our lack of
local observations while still allowing for the possibility of local observation. Ultra-
sensitive direct-detection experiments attempt to make precisely such observations.
Confirmed detection of a new stable particle would provide important information
for improving our understanding of both dark matter and cosmological models.

The SuperCDMS SNOLAB experiment is a direct-detection experiment designed
with an initial focus on particle masses ≤ 10 GeV. The experiment will measure both
phonon and ionization signals in kg-scale semiconductor crystals held at cryogenic
temperatures. In this thesis, I describe the experiment with emphasis on the ioniza-
tion readout. I also detail the characterization process I performed on the ionization
amplifier’s low-power high-electron-mobility transistors (HEMTs).

SuperCDMS high-voltage eV-resolution (HVeV) detectors are gram-scale detectors
designed to achieve single electron-hole-pair sensitivity. The first HVeV direct-
detection search produced world-leading exclusion limits for dark-matter masses
down to ∼1 MeV. Here, I present my work analyzing the third search using such
detectors. Run 3 was the first to include multiple detectors operated simultaneously
and achieved an order of magnitude greater exposure than previous runs. I report the
resulting exclusion limits for electron-coupled, dark-photon, and axion-like-particle
dark matter.

Lastly, I discuss work performed at Caltech towards the development of kinetic-
inductance phonon-mediated (KIPM) dark-matter detectors. KIPM detectors use
frequency-multiplexed kinetic inductance detectors (KIDs) and have the potential
for excellent event-position reconstruction and background rejection. KIPMs also
present a clear path towards sub-eV resolution on event recoil energy. Such detectors
could be used as part of a payload upgrade in SuperCDMS SNOLAB. KIPMs could
also be used in smaller-scale experiments similar to SuperCDMS HVeV.
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C h a p t e r 1

DARK MATTER

Dark matter is the label given to the theorized source of many observed gravita-
tional effects. It is dark in the sense that it lacks any heretofore measurable direct
interaction with the electromagnetic spectrum. Being unable to rely on absorp-
tion, reflection, or emission of photons makes studying dark matter particularly
challenging. Instead, dark matter’s existence and distribution are inferred by its
large-scale gravitational effects on various astronomical and cosmological measure-
ments. Since experimental work towards understanding the nature of dark matter is
the primary focus of this thesis, I will discuss a few of such measurements in this
section.

1.1 Astronomical Evidence
The astronomical evidence for dark matter includes observations of galactic rotation
curves, galaxy clusters, and gravitational lensing.

1.1.1 Galactic Rotation Curves
The orbital velocities of visible objects (stars or gas) within a galaxy can be used
in combination with the radial position of such objects to infer the total mass
contained within that galaxy. When performed for many galaxies, this calculation
has consistently implied greater mass than that explained by luminous matter alone.
In particular, the observed velocities in spiral galaxies remain constant (or increase)
at high radius, although they would be expected to decrease outside the core of
luminous matter [1]. This particular effect can be explained by modifying the laws
of gravity or by assuming the presence of non-luminous matter driving the velocity at
high radius (dark matter). While there have been galaxy observations with velocity
curves consistent with luminous matter only [2], these observations are rarities and
may actually be the result of inaccurate distance measurements [3].

1.1.2 Galaxy Clusters
Similar to galaxies themselves, galaxy clusters show evidence of having more mass
than that which luminous matter can account for. This result can be seen through
the velocity dispersion of a galaxy cluster’s component galaxies. The unknown,
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non-luminous, matter driving velocity dispersion at high radius is what was first
labeled dark matter [4]. The same result can be seen by observing the intracluster
gas, which makes up the majority of a cluster’s baryonic matter. The intracluster
gas emits thermal x-rays, which can be measured to determine the gas pressure in
the cluster. Assuming the cluster is stable, the gravitational force pulling a unit
cell of gas towards the cluster center must be counterbalanced by the force of gas
pressure pushing that cell radially outward. One can therefore use the gas pressure
to calculate the gravitational force as a function of radius. Using the gravitational
force, one can then calculate the cluster’s mass [5]. Both measurements imply
greater mass than explained by luminous matter alone.

1.1.3 Gravitational Lensing
Gravitational lensing is the deflection of light from a distant source caused by the
bending of spacetime due to mass between the source and observer. Observing how
an object (such as a galaxy cluster) lenses the light from various sources (such as
background galaxies) is another way to measure an object’s mass. When performed,
these measurements also indicate the presence of non-luminous dark matter in
objects such as galaxy clusters [5].

In the interesting case of the "Bullet Cluster" (1E 0657-56), gravitational lensing
has been used to observe the movement of mass during a collision between two
galaxy clusters. Lensing confirms that a majority of the mass from each cluster
passes unobstructed through the other. Meanwhile, observations of x-ray emissions
by the intracluster gas confirms that the majority of baryonic matter is slowed
by interaction during the collision. This discrepancy reveals once again that the
majority of mass must actually be non-baryonic [6]. Additionally, the separation of
the lensing-derived mass and the luminous matter cannot be resolved with a simple
modification to the theory of gravity. The Bullet Cluster has also been used to
set limits on the self-interaction of dark matter since the two clusters’ dark-matter
contents must have passed through each other during the collision. With this method,
the self-interaction cross section (per unit mass) is proposed to be 𝜎/𝑚 < 0.7 cm2/g
[7]. Recent studies have shown that more careful treatment of the intracluster gas
may weaken this limit [8].

1.2 Cosmological Evidence
Cosmology is the sub-field of astronomy that specifically deals with the origin and
evolution of the large-scale properties of the universe. The existence of dark matter
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(or a modified gravitational theory) would significantly impact large-scale evolution,
so cosmological observations have important implications for dark-matter research.
Cosmological evidence for dark matter includes the cosmic microwave background
(CMB) and the formation of large-scale structure.

1.2.1 CMB Power Spectrum
The cosmic microwave background (CMB) is the highly uniform light remaining
from the moment of recombination. Recombination occurred when electrons cooled
enough to bind with protons and form neutral hydrogen, decoupling baryonic matter
from photons and making the universe transparent to light for the first time. While
uniform to one-hundredth of a percent, the CMB has small anisotropies, which carry
significant information about the early universe.

When plotted as a function of angular separation, the CMB’s temperature power
spectrum has several peaks corresponding to wavelengths of acoustic waves with
maximum density or maximum rarefaction at the time of recombination. Before
recombination, acoustic waves in the baryon density occurred due to the competing
forces of gravity and radiation pressure. Modes of different wavelengths reached
different stages of oscillation before recombination, modulated by the speed of the
baryon-photon plasma. Modes that reached maximum compression (density) at the
time of recombination contribute to the first peak in the power spectrum. Modes
that compressed once, then expanded to reach maximum rarefaction contribute to
the second (and so on). Since dark matter is unaffected by radiation pressure, it
did not oscillate like the baryons. Instead, it began a continuous accumulation that
enhanced (via gravitational force) the compression-phase of baryons afterward. For
this reason, the dark matter density in the early universe affects the height of all
peaks beyond the second. By modeling dark matter’s effect on the baryon oscillation,
astronomers have confirmed that dark matter must make up about 85% of the mass
in the universe [9].

1.2.2 Structure Formation
The stars, galaxies, and galaxy clusters observed today are the result of matter
accumulating via the gravitational force. However, the force from luminous matter
alone should not be sufficient to have formed the observed structure in the time
since recombination (when the CMB confirms that baryonic matter had a highly
uniform distribution). Before recombination, baryonic matter was ionized and
oscillated due to radiation pressure (as described in Section 1.2.1). It therefore
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could not begin accumulating before recombination. Dark matter provides an elegant
solution. Dark matter began accumulating after radiation-matter equality (before
which expansion prevented structure growth) and continued through recombination
and beyond. After recombination, baryonic matter was gravitationally drawn to the
dark-matter structure, making the structure visible to modern astronomers. This
model essentially allows structure formation to begin earlier (via dark matter) than
would be possible with baryonic matter alone. Simulation has shown this to be a
viable explanation [10].

A requirement of this model is that most structure-forming dark matter was non-
relativistic at the time of matter-radiation equality. Such dark matter is known as
either cold or warm dark matter (CDM or WDM, respectively) depending on its
mass. CDM includes particles with mass ≥ 1 GeV. WDM includes models with
mass between 1 keV and 1 GeV. Both CDM and WDM would have sufficiently low
velocities to recreate the gradual clumping of mass over time that eventually leads
to large-scale structure [11]. This is the bottom-up formation model that is currently
favored by cosmologists. The alternative model, known as top-down formation,
describes massive objects breaking down to form the less-massive objects which
constitute the universe today. Top-down models fit better with hot dark matter
(HDM), which is any dark matter that had relativistic velocity at the time of matter-
radiation equality. In order to attain such velocity, HDM particles must have 𝑚 ≤
∼10s eV. Neutrinos are HDM that has already been observed by direct detection.
HDM alone cannot recreate bottom-up structure formation because its mean free
path was too large to form structure as small as galaxies. It has been proposed that
WDM may resolve some issues observed with CDM-formation models (such as the
missing satellites problem) [11].

1.3 Candidates
While the effects of dark matter have been observed in these large-scale examples, it
has never been observed directly in a laboratory or local experiment (excluding the
observed neutrinos, which fail to explain the large-scale effects). Direct-detection
experiments like SuperCDMS attempt to make precisely such observations. Assum-
ing there is nothing unusual about our own galaxy, dark matter should be present
with approximately the same abundance observed in others. If dark matter interacts
via methods other than gravity, its interaction cross section must be small enough to
have gone unnoticed throughout human history. There are many proposed models
that could explain both our large-scale observations and our lack of local observa-
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tions while still allowing for the possibility of local observation via ultra-sensitive
direct-detection experiments.

1.3.1 WIMPs
Historically, the most popular model for searches has been the Weakly Interacting
Massive Particle (WIMP). Rather than a single model with one definition, WIMPs
are actually a class of particles proposed to have mass and interaction strength
comparable in magnitude to the weak (W and Z) bosons. Since their inception, a
number of specific WIMP models have been proposed. WIMP dark-matter can-
didates include the lightest supersymmetric particle (LSP) predicted by supersym-
metry (SUSY), the lightest Kaluza-Klein particle (LKP) predicted by compactified
universal extra dimensions (UED), and the lightest particle with odd T-parity (as
defined in little Higgs theories) [12]. Additionally, SUSY, UED, and little Higgs
theories each provide potential solutions to the hierarchy problem.

WIMP models can explain the relic dark-matter density observed today using the
freeze-out production mechanism. With this mechanism, WIMPs are proposed to
have been in thermal equilibrium with the high-temperature early universe. Dur-
ing this time, WIMPs were constantly produced via high-energy interactions be-
tween standard-model particles and annihilated via self-interaction. As temperature
dropped, the relatively light standard-model particles no longer had sufficient energy
to produce WIMPs, while the annihilation process continued. As the number of
WIMPs decreased and the universe expanded, the probability of WIMP-WIMP inter-
actions (and the corresponding annihilation) also decreased. The eventual ceasing
of both production and annihilation can successfully reproduce the relic dark-matter
density we observe today [13]. Specifically, this model reproduces the relic density
when dark matter is assumed to have weak-scale interactions. This result only faintly
depends on particle mass and is true for masses from ∼1 GeV to ∼100s of TeV. The
fact that the interaction and mass scales both agree with a new weak-scale particle
is what has historically been known as the "WIMP miracle."

Unitarity arguments provide an additional O(100 TeV) upper bound on individual
particle mass for freeze-out CDM [14]. Such arguments show that for higher masses,
dark matter would overclose the universe. To "overclose" the universe means to
define a model that describes a greater density than cosmological measurements
allow. Being weak-scale, WIMPs are expected to have mass within 1-2 orders of
magnitude of the W and Z bosons (∼100 GeV). This means that WIMPs satisfy the
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freeze-out requirement, the unitarity bound, and are classified as CDM (see Section
1.2.2).

It is worth noting that the WIMP paradigm does not require that all of dark matter
be WIMPs. There may be a large variety of dark-matter particles (WIMP and
non-WIMP) with their own complex interactions. Varying the fraction of the relic
density comprised of WIMPs allows one to justify a wider range of WIMP masses
and cross sections [15].

Nuclear-recoil direct-detection searches have excluded significant mass and cross-
section parameter space in the traditional mass range of WIMPs (see Figures 1.1 and
1.2). Collider experiments are also capable of excluding WIMP parameter space,
particularly for the higher end of this mass region [16].

1.3.2 QCD Axion
Another historically popular dark-matter candidate is the axion. The axion was
proposed as part of the Peccei-Quinn solution to the strong-CP problem from quan-
tum chromodynamics (QCD). The QCD Lagrangian contains terms that violate CP,
while no strong-interaction CP violation has been observed experimentally [11].
The usual method of probing strong-CP violation is to measure the neutron electric
dipole moment (EDM). Failure to observe such an EDM has constrained the scale
of strong-CP violation to a very small value. The Peccei-Quinn solution attempts
to resolve this issue by proposing an additional symmetry that could absorb the
CP-violating term via a field redefinition. The QCD axion is the resultant particle
associated with that field. Axions are not expected to have undergone freeze-out,
since their standard-model coupling would be too small to reach thermal equilibrium
with the early universe. Instead, axion production is generally attributed to other
mechanisms such as vacuum misalignment or emission from cosmic strings (not to
be confused with superstrings of string theory) [17]. The misalignment mechanism
describes the scenario where an initial fluctuation in the value of the axion field is
frozen by expansion before the field can relax. With either production mechanism,
axions would still be classified as CDM.

The historically accepted range for axion dark-matter mass is between 10−5 and 10−2

eV. This range is bound on the lower end by the requirement to not overclose the
universe and on the upper end by previous laboratory experiments and astronomical
observations [17]. It has been recognized more recently that the assumptions leading
to the over-closure bound were unreasonably strong. Therefore, the lower bound
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can be weakened and the mass window expanded using various other assumptions
[18].

1.3.3 Hidden-Sector Dark Matter
More recently, the dark-matter community has begun considering a broader range of
models with less emphasis on simultaneously resolving other outstanding questions
in physics. This has lead to new models (such as dark photons) as well as gen-
eralizations of historically popular models (including the QCD axion and WIMP).
Many of the resulting models are classified as "hidden-sector" dark matter. Hidden-
sector dark matter is a general term for candidates that rely on a "dark portal" for
interaction with the standard model. The "dark portal" would be a new force with a
new mediator which interacts in some way with both the hidden and normal sectors
of matter. Dark-portal interactions that couple the hidden and normal sectors must
be sufficiently weak to have remained previously undetected.

1.3.4 Dark Photons
The typical example of a proposed "dark portal" mediator is the dark photon. Dark-
photon models propose there are two kinetically mixed vector (spin 1) bosons.
One of these bosons would directly interact with the standard model. The other
boson would directly interact with the hidden sector. Mixing between the two
bosons is defined by a kinetic mixing factor (Y). When the resultant Lagrangian is
diagonalized, it produces two stable bosons: the standard massless photon and a
dark photon which may be either massive or massless.

In the massive case, the dark photon may interact with both hidden-sector and
standard-model particles, while the standard photon interacts only with standard-
model particles. The lack of observed interactions with a massive dark photon can
be attributed to the modulation of the interaction by Y, which may be very small.

In the massless case, the regular photon may interact with both sectors, while the
dark photon only interacts with the hidden sector [19]. The possible coupling be-
tween regular photons and the hidden-sector may seem contradictory to the sector’s
"hidden" nature, but the small coupling would make dark matter only appear as
very lightly or milli-charged particles. Although the massless dark photon would
not directly couple to ordinary matter, it could still interact through its coupling to
the regular photon. These interactions would be suppressed by the requirement that
they be of dimension 5 or higher. A full description of the massive and massless
cases is out of the scope of this thesis, but can be found in [19].
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In some models, the massive dark photon itself is the missing dark matter. Similar to
axion models, dark-photon dark matter could be generated with the right abundance
via vacuum misalignment and would be considered CDM. Such dark matter would
be detectable through photoelectric absorption of a photon by an atom in a detector.
The only difference from regular photon absorption would be the presence of the
mixing parameter [19]. The modified absorption cross section can be seen in Eq.
1.1.

𝜎𝐴′ = Y2𝜎𝑝.𝑒. (1.1)

1.3.5 Axion-Like Particles
The QCD axion described in Section 1.3.2 is another hidden-portal candidate. It
can also be generalized to the Axion-like particle (ALP), which uses the same
coupling and production mechanisms, but is not bound by the constraints of solving
the strong-CP problem [19]. With the constraints loosened, ALP models have a
greater range of possible masses and interaction strengths for experiments to probe.
There are also theoretical motivations for some non-QCD-axion ALP candidates,
including the majoron and familon [20].

1.3.6 Hidden-Sector WIMPs
Proposed hidden-sector particles include hidden-sector equivalents to WIMPs. In-
stead of interacting via the weak or other visible-sector forces, these WIMP-like
particles would interact via the dark-portal force or a gauge force exclusive to the
hidden sector. Hidden-sector WIMPs could have undergone their own version of
freeze-out (originally described in Section 1.3.1) to generate the observed relic
abundance. Hidden-sector freeze-out differs from regular freeze-out in that the
hidden-sector thermal history does not need to match that of the visible sector. In-
stead, constraints on the ratio of the sectors’ temperatures can be set based on the
hidden-sector’s impact on cosmology. For example, hidden-sector particles would
contribute to the number of relativistic degrees of freedom in the early universe.
This is true even without a dark portal between the two sectors. Relativistic degrees
of freedom affect the expansion rate of the universe. Big Bang nucleosynthesis
(BBN) is highly sensitive to the early expansion rate. Therefore, the requirements
of BBN constrain the hidden-sector thermal history [15]. We discussed above
how freeze-out produces the correct relic density (Ω𝜒) for weak-scale coupling and
mass. Other combinations of coupling (𝑔𝜒) and mass (𝑚𝜒) can produce the same
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relic density when scaled according to Eq. 1.2. By adjusting the strength of the
proposed hidden-sector force, one can justify a large range of hidden-sector WIMP
masses and still produce the correct relic abundance. This is sometimes referred
to as the "WIMPless miracle" [15]. While this miracle does not propose to resolve
any outstanding questions about the standard model, it does justify a new potential
search region for WIMP-like interactions.

Ω𝜒 ∼
𝑚2
𝜒

𝑔4
𝜒

(1.2)

Theoretical models which could explain hidden-sector WIMPs include gauge-
mediated supersymmetry breaking (GMSB). GMSB naturally predicts multiple
sectors which interact via messenger particles (our "dark portal"). GMSB also
predicts superpartners with mass proportional to the proposed coupling squared.
This is the same relationship required by Eq. 1.2. If one assumes the right scale
for GMSB, they can then justify all the same combinations of hidden-sector WIMP
properties allowed by the freeze-out model [15].

1.4 Direct-Detection Methodology and World-Leading Limits
Direct-detection experiments seek to observe local (in-lab or perhaps on-Earth)
interactions with one or more of the proposed dark-matter particles. Confirmed
detection of a new stable particle would provide important information that can be
used to improve our understanding of dark matter. Measurements of the mass and
interaction strength could be used to calculate how much of all dark matter might
consist of such a particle. If the particle makes up a large amount of dark matter, it
may be suitable for explaining the large-scale observations discussed in Sections 1.1
and 1.2. Explaining the aforementioned gravitational observations could remove any
need for a modified theory of gravity on large (non-quantum) scales. Measurements
could also be used to improve cosmological models and constrain various particle-
physics theories. It is worth noting that there are theories with overlapping regions
of proposed mass and coupling, and therefore even confirmed direct detection will
not necessarily elevate one of the proposed models above all others.

1.4.1 Exclusion Plot Basics
Direct-detection experiments use target masses where energy depositions can be
studied in order to identify interactions with dark matter. Often the target material



10

is chosen for its compatibility with a detection mechanism and its availability in a
radiopure form. Typical materials include semiconductor crystals (as in the cases
of SuperCDMS, SENSEI, or EDELWEISS) and liquid noble gases (as in the cases
of XENON or LUX). The typical experimental goal is to record a statistically
significant number of dark-matter interactions (with the target mass) which cannot
be explained by backgrounds alone.

In the case that a discovery is not made, most experiments use their data to set
an exclusion limit, or a value of interaction strength above which said experiment
would have made a discovery (with some statistical confidence). Exclusion limits
are generally set on whatever interaction parameter is relevant to the model being
tested. In traditional WIMP searches looking for nuclear recoils, this might be the
cross section for interaction between a WIMP and a nucleon. Another example
would be the kinetic mixing parameter (Y) used in dark-photon models. Exclusion
limits are usually set for a range of potential dark-matter masses which are then used
as the x-axis in typical exclusion-limit plots. This section will display and discuss
a number of example exclusion plots (Figures 1.1 – 1.5).

1.4.2 Neutrino Fog
A common feature on many dark-matter exclusion plots is a lower region labeled
as the "neutrino fog." The neutrino fog represents the region of parameter space
where one would observe a statistically-significant number of solar, atmospheric,
and/or supernova background neutrinos [21]. Energy depositions from such neu-
trinos (through coherent elastic neutrino-nucleus scattering, CEaNS) will appear
dark-matter-like in conventional direct-detection experiments. The high systematic
uncertainty on the expected rate of neutrinos increases the difficulty in distinguish-
ing them from dark matter and making a discovery in this region. This uncertainty
is currently dominated by the uncertainty on atmospheric neutrinos. Having an
improved model of such would lower the neutrino fog. The neutrino fog can also be
navigated by considering characteristics other than the energy-deposition spectra.
Dark matter is expected to undergo annual modulation, meaning that the precise
rate of events should change based on the position (and therefore motion) of Earth
relative to the sun. This modulation would not appear identically in neutrinos. The
velocity of halo dark matter is also expected to predominately lie in the galactic
plane, in the direction of the galaxy’s rotation. This behavior can be exploited by
directional detectors to differentiate dark matter from neutrinos.
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1.4.3 Spin-Independent and Spin-Dependent Nuclear Recoils
Many experiments search for target-mass nuclei recoiling from interactions with
dark matter. Resulting limits are generally set for two types of interactions: spin-
independent (SI) interactions, where dark-matter couples to the nuclear mass (𝐴),
and spin-dependent (SD) interactions, where dark-matter couples to the nuclear spin
(𝐽). Historically, SI limits have been much stronger (and closer to the neutrino fog)
than SD limits. The difference can partially be attributed to SI coupling being
proportional to 𝐴2. Experimentalists are therefore motivated to select the largest 𝐴
material that is compatible with their experiment’s other requirements. Example SI
nuclear-recoil exclusion plots can be seen in Figure 1.1. Cross section is converted
to cross-section per nucleon, allowing results from experiments with different target
nuclei to be compared. The comparison implicitly assumes that protons and neutrons
have identical dark-matter interactions.

Figure 1.1: 90%-confidence exclusion limits for spin-independent nucleon cross
section. The neutrino fog, where solar neutrino backgrounds begin to confound
traditional dark-matter searches, is shown for a xenon target in grey. Taken from the
Snowmass 2021 Particle Dark Matter Report [21].

For SD nuclear recoils, target nuclei with an odd number of neutrons, an odd number
of protons, or an odd number of each are required. Such nuclei have 𝐽 ≠ 0 and
are therefore sensitive to spin interactions. The coupling is proportional to 𝐽 (𝐽 + 1)
and can be optimized, but high-𝐽 materials are relatively rare (and the highest
possible 𝐽 = 8). Additionally, many typical direct-detection targets (such as silicon
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or germanium) have an even number of protons and naturally low concentrations
of odd-neutron isotopes. Experiments using liquid xenon targets are an exception,
since natural xenon has large fractions of 129Xe (𝐽 = 1/2) and 131Xe (𝐽 = 3/2)
[22]. SD limits are often calculated under one of two assumptions: dark matter
only interacting with neutrons or only interacting with protons. The difference is
significant because of the difference in spin contribution from the component quarks
of each nucleon [23]. Example SD nuclear-recoil exclusion plots can be seen in
Figure 1.2. In this example, the difference between protons and neutrons is ignored.
Cross section is converted to cross-section for a 𝐽 = 1/2 nucleon, allowing results
from experiments with different 𝐽 to be compared.

Figure 1.2: 90%-confidence exclusion limits for spin-dependent nucleon cross sec-
tion. In this case, scattering with neutrons or protons. The neutrino fog, where solar
neutrino backgrounds begin to confound traditional dark-matter searches, is shown
for water and fluorine targets in grey. Taken from the Snowmass 2021 Particle Dark
Matter Report [21].

1.4.4 Electron-Scattering Experiments
Dark-matter nucleon scattering is an effective way to search for higher mass dark
matter (greater than ∼10 times the nucleon mass), but becomes significantly less
useful for lower masses. This can be understood using conservation of energy and
momentum for elastic scattering in the rest frame of the target particle (see Eqs. 1.3
– 1.6).
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𝑚𝜒𝑣𝜒 = 𝑚𝜒𝑣
′
𝜒 + 𝑚𝑡𝑎𝑟𝑔𝑒𝑡𝑣′𝑡𝑎𝑟𝑔𝑒𝑡 (1.3)
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𝑣′𝑡𝑎𝑟𝑔𝑒𝑡 =
2𝑚𝜒

𝑚𝜒 + 𝑚𝑡𝑎𝑟𝑔𝑒𝑡
𝑣𝜒 (1.5)
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)
(1.6)

Eq. 1.6 confirms that the target-particle recoil energy is maximized by selecting a
target with mass equal to the anticipated dark matter. Target masses much larger
than the dark matter will only receive a small fraction of the possible energy (e.g., a
10× larger or 10× smaller target receives only 1/3 the possible energy). This is one
reason that direct-detection experiments have begun searching for electron recoils
in addition to nuclear recoils. The lower mass of the electron allows for sensitivity
to lower mass dark-matter scattering. It is worth noting that actual bound-electron
scattering would not be purely elastic, but this calculation provides a reasonable ex-
planation for why higher-mass targets become less useful. In semiconductor targets
like those used by SuperCDMS, some deposited energy must go into excitation of
the electron above the band gap.

Dark-matter-electron scattering limits are generally calculated for different choices
of momentum-transfer form factor (𝐹𝐷𝑀 (𝑞)), which determine the dependence of
the interaction on exchanged momentum. The most common choices of form factor
are 𝐹𝐷𝑀 = 1 and 𝐹𝐷𝑀 = (𝛼𝑚𝑒/𝑞)2. The former is appropriate for point-like
interactions exchanging a heavy mediator. The latter is appropriate for interactions
that exchange a light (or massless) mediator [24]. Example electron-scattering
exclusion plots (for both form factors) can be seen in Figure 1.3.

1.4.5 Electron-Absorption Experiments
It is also common to set limits on various processes describing absorption by target
electrons. Such processes include vector-Boson absorption for dark photons and
pseudoscalar absorption for ALPs. For absorption processes, the entire rest-energy
of the incident particle is absorbed during the interaction. The resulting distribution
of energy depositions for a given mass of particle will be a delta function at that
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Figure 1.3: Dark-matter-electron scattering exclusion-limit plots taken from the
Snowmass 2021 Low-Threshold Direct Detection Report [25]. The left and right
plots assume a heavy and light mediator particle, respectively.

mass. In practice, a real detector will smear that delta function according to its
energy resolution, but the final signal shape will still be significantly different from
those of nuclear or electron scattering. Example dark-photon and ALP exclusion
plots can be seen in Figures 1.4 and 1.5, respectively.
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Figure 1.4: A dark-photon absorption exclusion-limit plot taken from the Snowmass
2021 Low-Threshold Direct Detection Report [25]. Limits are set on the kinetic
mixing parameter between dark and standard-model photons.
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Figure 1.5: ALP exclusion limits set on the axioelectric coupling factor 𝑔𝑎𝑒.
(Left) Limits on the lower-mass region, taken from SuperCDMS HVeV Run 2
[26]. SuperCDMS HVeV detectors are sensitive to single ionizations in Si (∼1.2
eV) and are therefore sensitive to absorption of particles of equivalently low mass.
(Right) Limits on the higher-mass region, taken from the SuperCDMS Soudan dark
photon and ALP paper [27]. The CDMS II, SuperCDMS Soudan, CoGeNT, and
EDELWEISS-III experiments used germanium detectors. The discontinuities at 1
and 10 keV correspond to germanium atomic binding energies, which affect limits
through the photoelectric cross section. Particles more massive than each binding
energy have an additional means of absorption (exciting the associated bound elec-
tron), so the experiment’s sensitivity increases above each. Each experiment looses
sensitivity below its threshold. The SuperCDMS Soudan threshold was set by cuts
removing regions of the detector with high rates of low-quality events. The plot’s
shaded regions are excluded by observations of stellar cooling, but require different
assumptions than the direct detection limits and can be difficult to compare.
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C h a p t e r 2

SUPERCDMS SNOLAB

The SuperCDMS SNOLAB experiment is a direct-detection experiment designed
with an initial focus on particle masses ≤ 10 GeV. The experiment will measure
phonon and ionization signals in kg-scale semiconductor crystals held at cryogenic
temperatures.

Phonon signals provide a precise way to measure nuclear-recoil energy with a very
low intrinsic energy threshold (O(1 meV) per acoustic phonon [28]). For example,
Eq. 1.6 shows that an elastic recoil between a 5 GeV dark matter particle traveling
300 km/s (1e-3 c) and a∼30 GeV nucleus will deposit∼1 keV of energy in the phonon
system of the crystal. This corresponds to ∼1e6 phonons. In semiconductors,
sufficiently energetic nuclear recoils will also generate ionization in the form of
electron-hole pairs. This is due to the positive charge of the recoiling nucleus which
can pull electrons from their sites.

The largest backgrounds in such a search will produce electron recoils rather than
nuclear recoils. An electron recoil produces more ionization than a nuclear recoil
that deposits equivalent energy. Therefore, electron recoils can be identified and
removed by comparing the phonon and ionization signals. The SNOLAB iZIP
detectors (which we will discuss in Section 2.1.2) are designed to measure both
ionization and phonon energy in order to remove electron-recoil backgrounds.

As discussed in Sections 1.4.4 and 1.4.5, electron recoils may also result from
dark-matter scattering or absorption. By considering such recoils, the SNOLAB
experiment can also search for dark matter < 1 GeV without being inhibited by
the kinematic-matching effect. The larger ionization signal from electron recoils
increases the signal in such searches. The initial SNOLAB target crystals will be
silicon and germanium. On average, only∼3 eV of electron-recoil energy is required
to create an 𝑒−ℎ+ pair in such crystals. The resulting ionization yield is ≳ 5× the
yield in liquid noble experiments (xenon and argon have ionization energies of ∼16
and ∼24 eV, respectively) [29]. Using electron recoils, the initial SNOLAB payload
will be sensitive to scattering with dark matter down to a few MeV and absorption
of dark matter as light as a few eV.
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The experiment is currently under construction and will be operated in the SNOLAB
underground facility in Sudbury, Ontario. Operating in an underground lab provides
a massive overburden to help minimize non-dark-matter signals from cosmic-ray
secondaries and is common for direct-detection experiments. The SNOLAB ex-
periment is a follow-up to the previous large-scale SuperCDMS experiment, which
operated at the Soudan Underground Laboratory [30].

In the following sections, we will discuss the detectors, setup, backgrounds, and pro-
jected sensitivity of the SNOLAB experiment. We will then discuss the ionization-
signal readout in detail. In order to ensure the readout functions as intended, I
characterized each of the high-electron-mobility transistors (HEMTs) that will be
used as the input stage of the ionization amplifier. We will discuss the HEMT
characterization procedure and results.

2.1 Detector Design
SuperCDMS SNOLAB will use both silicon and germanium crystals as its target
materials. The two materials have different nuclear masses and different intrinsic
backgrounds. As discussed in Section 1.4.4, nuclear mass affects the energy trans-
ferred during dark-matter-nucleus scattering. With a nuclear mass of ∼30 (∼70)
GeV for Si (Ge), we expect ∼75% (∼44%) of a 10 GeV particle’s kinetic energy to
be transferred to the recoiling nucleus. The transfer efficiency decreases for lighter
dark-matter particles.

The SNOLAB experiment will also use two different designs of SuperCDMS de-
tector (HV and iZIP). We will discuss the details and benefits of both designs in the
following subsections. Each detector design has been produced using both Si and
Ge, leading to four total device types (Si HV, Si iZIP, Ge HV, and Ge iZIP).

2.1.1 HV Detectors
The SuperCDMS high-voltage (HV) detectors consist of cylindrical crystals with
arrays of phonon sensors lithographically patterned on the top and bottom flat
surfaces. The phonon sensors are Quasiparticle-trapping-assisted Electrothermal-
feedback Transition-Edge Sensors (QETs). During a phonon-generating event in the
crystal, the QETs’ superconducting aluminum fins collect phonon energy, generating
quasiparticle excitations in the Al. The quasiparticle energy is then transferred (via
quasiparticle diffusion and trapping) to tungsten Transition-Edge Sensors (TESs)
in contact with each fin. Each TES is maintained (via electrothermal feedback)
precisely in its transition between normal and superconducting. In this state, the
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addition of quasiparticle energy will cause a sharp increase in TES resistance. In
response, electrothermal feedback will provide less power to the TESs to return
them to their original (mid-transition) state. The decrease in Joule dissipation in the
TES is integrated to calculate the energy absorbed by the TES.

Figure 2.1: A diagram illustrating the operation of the SuperCDMS QET phonon
sensors. Taken from the SuperCDMS SNOLAB Technical Design Report.

Phonon sensors are used to detect both recoil phonons and Neganov-Trofimov-
Luke (NTL) phonons. NTL phonons are produced by accelerating charge across a
semiconductor [31, 32]. The phonon energy is equivalent to the total work done
on the charge. If charge is accelerated across a known voltage, the NTL-phonon
energy can be used to extract the charge value. SuperCDMS detectors use NTL
phonons to indirectly measure ionization signal using QETs. This is achieved by
applying a large voltage difference (Δ𝑉) between the top and bottom flat surfaces.
Specifically, the phonon readout systems (QETs and readout lines) on each surface
are biased with opposing DC voltages. The potential difference creates an electric
field through the bulk of the detector pointing from one flat surface to the other.
When electron-hole pairs are created by an ionizing event, the bulk electric field
accelerates the opposing charges towards opposite detector surfaces and produces
NTL phonons. For each electron-hole pair, the NTL-phonon energy (𝐸𝑁𝑇𝐿) will be
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equivalent to 𝑒Δ𝑉 (the work done accelerating a charge 𝑒 across the entire crystal).
For a uniform electric field, this result is independent of the event’s depth within the
detector. If 𝑛𝑒ℎ electron-hole pairs are created, the total phonon energy (𝐸𝑡𝑜𝑡𝑎𝑙) will
follow Eq. 2.1.

𝐸𝑡𝑜𝑡𝑎𝑙 = 𝐸𝑟𝑒𝑐𝑜𝑖𝑙 + 𝐸𝑁𝑇𝐿
= 𝐸𝑟𝑒𝑐𝑜𝑖𝑙 + 𝑛𝑒ℎ𝑒Δ𝑉

(2.1)

𝐸𝑟𝑒𝑐𝑜𝑖𝑙 is the phonon energy produced in the initial interaction including the energy
that ionizes the electrons and holes. During an event, some fraction of 𝐸𝑟𝑒𝑐𝑜𝑖𝑙
is stored in the excited 𝑒−ℎ+ pairs. Upon reaching surface metal, 𝑒−s and ℎ+s
recombine with free charges and release the stored energy as phonons. Therefore,
all of 𝐸𝑟𝑒𝑐𝑜𝑖𝑙 is eventually observable as phonons.

ΔV

ꭓ

ꭓ
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h+ NTL Phonons

Recoil Phonons

Figure 2.2: A visualization of the initial recoil phonons and the NTL phonons
generated by the acceleration of one electron-hole pair. Reproduced from the
SuperCDMS SNOLAB Technical Design Report.

We can see from Eq. 2.1 that increasing Δ𝑉 will increase the total energy of an
ionizing event. Since the QET energy resolution is independent of Δ𝑉 , we can
dramatically improve a detector’s signal resolution by choosing a very large Δ𝑉 . In
practice, this means selecting the largest Δ𝑉 that does not cause the semiconductor
to break down and transmit significant leakage current. The NTL effect would
convert such leakage current into a large phonon background. The SuperCDMS HV
detectors are designed to achieve low energy threshold by using the maximum viable
Δ𝑉 across a detector with QETs optimized for energy resolution. With anticipated
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Δ𝑉 of 100 V and phonon-energy resolutions of a ∼10s eV, the HV detectors are
sensitive to dark-matter masses significantly below 1 GeV [33].

The QETs on each detector surface are divided into separate channels covering
different regions of the surface. Each channel contains 100s of QETs, which would
require extensive cryogenic and warm readout electronics to measure individually.
Instead, all QETs in a channel are read out in parallel (combining their signals) and
cannot be distinguished. For the HV detectors, each flat surface has six channels:
An inner channel at the center of the surface, three wedge-shaped channels covering
different azimuthal regions around the center, and two concentric ring-shaped chan-
nels covering the high-radius edge of the surface. An image of an HV detector and a
diagram of its phonon channels are shown in Figure 2.3. The separate channels allow
for basic position reconstruction of individual events. The reconstruction will be
used to remove events that are close to the radial edge of the detectors. Near-surface
events are more likely to originate from weakly-penetrating backgrounds. The bias
electric field will also be less uniform near the radial edge and may produce events
with incomplete charge drifting. For both reasons, it is beneficial to identify and
remove events at high radius. The wedge-shaped channels also provide information
on the azimuthal position of each event. This information can be used to remove
events from a localized background in the testing apparatus (e.g., a radio-impure
screw on one side of the detector housing).

A measurement of 𝐸𝑡𝑜𝑡𝑎𝑙 with imprecise position reconstruction provides no means
of differentiating the recoil and ionization signals. Without this information, the
HV detectors are incapable of identifying and removing electron-recoil backgrounds.
These backgrounds therefore limit the HV-detector sensitivity.

2.1.2 iZIP Detectors
SuperCDMS interleaved Z-sensitive Ionization Phonon (iZIP) detectors have the
same form factor and phonon-sensing method as HV detectors. In addition, the iZIP
detectors have lithographically patterned electrodes interleaved with the phonon
channels. These electrodes collect charge for the ionization measurement and
apply the iZIP’s NTL voltage bias (while the iZIP QETs are maintained at DC
ground). Interleaving biased electrodes with grounded QETs generates an electric
field parallel to the surface near the top and bottom of each detector (see Figure 2.4).
This is a purposeful feature that forces ionization generated near either flat surface to
be entirely absorbed by metal on that surface. By removing events with asymmetric
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Figure 2.3: The SuperCDMS SNOLAB HV detector. (Top) A prototype Super-
CDMS HV detector in its Cu housing. (Bottom) The locations of separate phonon-
sensor channels on an HV detector. Channels of matching color on the top and
bottom surfaces are not connected. The three azimuthally separated wedge channels
are offset by 60° between top and bottom to allow for additional position informa-
tion.

charge collection, iZIP detectors can therefore remove surface background events
[34]. In the crystal bulk (> few mm deep), the electric field will be perpendicular to
the flat surfaces and will accelerate electrons and holes to opposing detector surfaces
(as in the HV detectors). iZIP detectors are "Z-sensitive" because of this different
response to bulk and surface events.
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Figure 2.4: Example electric field near one surface of an iZIP detector with elec-
trodes (yellow) biased to -2 V. The QETs (green) are grounded and the opposing-
surface electrodes (not shown) are biased to +2 V. Electric field lines are red.
Equipotential lines are shown in blue. Z is the depth into the detector with Z=0
being the detector’s bottom surface. In this scenario, electrons produced within
∼1 mm of the surface will be collected by the QETs rather than being accelerated
to the opposing surface. Holes will be collected by the electrodes and measured
as ionization signal. Therefore, ionization occurring within that region will only
produce signal on the bottom surface and can be easily identified.

By measuring both ionization (with the electrodes) and phonon energy (with the
QETs), iZIP detectors provide a way to discriminate between nuclear-recoil and
electron-recoil events. Electron recoils produce greater ionization (per deposited
energy) than nuclear recoils and can thus be identified by their higher value of
𝑛𝑒ℎ/𝐸𝑟𝑒𝑐𝑜𝑖𝑙 . 𝑛𝑒ℎ is provided by the ionization measurement and can be used in
combination with the phonon measurement of 𝐸𝑡𝑜𝑡𝑎𝑙 to calculate 𝐸𝑟𝑒𝑐𝑜𝑖𝑙 . Typically,
the resultant ratio is normalized to the average electron-recoil energy per electron-
hole-pair produced (Y𝑒ℎ) and is referred to as the ionization yield (𝑦 (𝐸𝑟𝑒𝑐𝑜𝑖𝑙)).

𝑦 (𝐸𝑟𝑒𝑐𝑜𝑖𝑙) =
𝑛𝑒ℎ

𝐸𝑟𝑒𝑐𝑜𝑖𝑙
Y𝑒ℎ (2.2)

Performing an accurate calculation of ionization yield requires that 𝐸𝑁𝑇𝐿 not be so
large that its uncertainties prevent accurate measurement of 𝐸𝑟𝑒𝑐𝑜𝑖𝑙 . For this reason,
iZIP detectors must be biased with a lower voltage than HV detectors (Δ𝑉 ≈ 4 V
rather than 100 V). A smaller Δ𝑉 gives the iZIP detectors a higher threshold than the
HV detectors. This higher threshold limits iZIP-detector sensitivity to dark-matter
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masses ≳3 GeV, but the iZIPs’ ability to discriminate electron recoils gives them
greater sensitivity than the HV detectors within this region.

Like HV detectors, the iZIP detectors have their phonon channels divided by area on
each detector surface. Instead of having three wedges and two outer rings, each iZIP-
detector surface has four wedges and one outer ring. An image of an iZIP detector
and a diagram of its phonon channels are shown in Figure 2.5. The iZIP-detector
electrodes are also divided into channels on each surface. The electrode channels
consist of an outer ring (covering the same area as the outer-ring phonon channel)
and a center (covering everything else). Having radial information from both charge
and phonon channels provides an improved ability to identify and remove edge
events. The increased number of wedge-shaped regions improves the ability to
reconstruct azimuthal position (compared to the HV detectors).

With the iZIP detectors’ ability to identify near-surface (flat or edge) and electron-
recoil events, they are capable of removing the majority of backgrounds expected in
the SNOLAB experiment [33]. Information on iZIP backgrounds can also be used to
perform statistical background subtraction on the HV detectors, which are fabricated
using the same methods and materials. In this way, the background-characterizing
iZIP and low-threshold HV detectors make for a complementary initial payload for
the SuperCDMS SNOLAB facility.

2.2 SNOLAB Experimental Setup
The infrastructure of a direct-detection experiment is arguably as important as
the experiment’s detection mechanisms. The experimental site, for example, will
provide both backgrounds (from the building materials surrounding the experiment)
and shielding from backgrounds (such as cosmic-ray secondaries). For some models,
the site may shield from dark-matter signal as well as backgrounds. Additional
shielding installed on-site will have a similar effect but can be more precisely
controlled. The materials used for operating and housing detectors may introduce
new backgrounds. The design of readout electronics may introduce or mitigate
noise impacting the detector threshold and resolution.

In addition to the normal considerations, SuperCDMS SNOLAB also requires in-
frastructure to maintain the detectors at cryogenic temperatures (∼15 mK) for at
least a year of uninterrupted data taking.
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Figure 2.5: The SuperCDMS SNOLAB iZIP detector. (Top) A prototype Su-
perCDMS iZIP detector in its Cu housing. (Bottom) The locations of separate
phonon-sensor channels on an iZIP detector. Channels of matching color on the
top and bottom surfaces are not connected. The four azimuthally separated wedge
channels are offset by 45° between top and bottom. iZIP detectors also have separate
electrode channels. On each surface, the outer electrode channel shares its area with
the outer phonon-sensor channel (purple). The inner electrode channel covers the
rest of each surface.

2.2.1 SNOLAB Site
The SNOLAB site is an underground laboratory in Sudbury, Ontario, Canada. It
is an expansion of the Sudbury Neutrino Observatory (SNO) experimental facility
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and is located in a currently active nickel mine. The facility is located ∼2 km
underground. The ∼2 km of rock overburden provides shielding from cosmic-ray
secondaries equivalent to 6010 meters of water [33] (meter water equivalent or mwe
is actually a standard unit for cosmic ray attenuation).

2.2.2 Cryogenic and Shielding Assembly
The SuperCDMS detectors will be stacked vertically in groups of six. All detector
stacks will be cooled and maintained at 15 mK using a dilution refrigerator (DR).
Additional thermal stages will be mounted above each detector stack. These stages
are thermally isolated and will be maintained at 250 mK, 1 K, and 1 K using the
same DR. The latter 1-K stage was originally intended to be held at 4 K but was
changed in later designs. The stages support and thermally sink the cryogenic
readout electronics including cables going between the detectors and significantly
warmer (≥50 K) stages. The combination of detector stack, low-temperature thermal
stages, and mounted electronics is referred to as a detector tower.

Figure 2.6: A rendering of the SuperCDMS SNOLAB experimental payload.
(Left) A rendering of one detector tower with 6 detectors in its detector stack/pack.
The x-shaped braces separate different thermal stages. (Right) A rendering of the
SNOBOX with four detector towers installed. Renderings by Greg Stewart/SLAC
National Accelerator Laboratory.

The initial SuperCDMS payload will include four detector towers (two iZIP and two
HV). The towers will be mounted in seven nested Cu cans of various temperatures.
The innermost can is connected to the detector stage and maintained at the same
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temperature (15 mK). The next three cans connect to the higher detector-tower stages
and are maintained at the same temperatures (250 mK, 1K, and 1K again). The
next two cans do not directly connect to the towers and are maintained at 50 K
and ∼250 K. The outermost can maintains vacuum within the entire assembly and
will sit at room temperature (∼300 K). The entire can assembly is referred to as
the SNOBOX. Apart from the outer vacuum can (OVC), each can is suspended by
Kelvar rope with low thermal conductivity. The SNOBOX is designed to minimize
vibrational noise at the detectors as well as to keep its contents safe during a seismic
event. Each (non-OVC) can also shields its content from the higher-temperature
black-body radiation of the cans outside it.

Surrounding the SNOBOX are several layers of shielding. The outermost shield is
made of layers of polyethylene and polyethylene tanks filled with water. This shield
is designed to protect from neutron backgrounds originating from radioactivity in the
walls of the SNOLAB cavern. Inside the outer neutron shield will be an aluminum
structure filled with boil-off nitrogen. Pure boil-off nitrogen is free of radon and
will protect the assembly from collecting atmospheric radon. Otherwise, the decay
of prompt radon daughters may present a considerable background. Inside this
radon-purge layer will be a thick (23 cm) layer of low-activity lead to shield from
external gamma radiation. Inside the lead shield will be another 40 cm polyethylene
shield to provide further protection from neutrons including radiogenic neutrons
from the lead shield. Inside the inner neutron shield will be a mu-metal magnetic
shield used to limit the effect of Earth’s magnetic field on the phonon sensors and
readout electronics. The SNOBOX sits within this magnetic shield.

The dilution refrigerator sits outside the shielding apparatus with its thermal stages
connected to those of the SNOBOX through a metal tube known as the C-stem
(cryogenics stem). Another tube (the E-stem or electronics stem) connects the
SNOBOX electronics to a separate E-tank (electronics tank) outside the shielding.
The E-tank uses vacuum feedthroughs to connect the SNOBOX electronics to the
rest of the lab. Both stems create holes in the shielding. The stems, the DR, and the
E-tank share the same vacuum as the OVC.

2.3 SNOLAB Backgrounds and Projected Sensitivity
The projected sensitivity of the SuperCDMS SNOLAB experiment was calculated in
[33]. I will go over some of those results here for reference. Sensitivity is presented in
the form of 90%-confidence exclusion limits calculated using the expected detector
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Figure 2.7: A diagram of the SuperCDMS SNOLAB experimental setup. The
dilution refrigerator cools the SNOBOX stages through the C-stem. The SNOBOX
holds the detector towers and is surrounded by various layers of shielding. The
shielding consists of an inner neutron shield, a lead gamma shield, a radon purge
barrier, and an outer neutron shield. The SNOBOX electronics are connected
through the E-stem to the E-tank. The E-tank uses vacuum feedthroughs to connect
the SNOBOX electronics to the rest of the lab. The complete assembly sits on a
seismic platform to protect from seismic events. Diagram from [33].

responsivity, backgrounds, and analysis cuts. I will begin by discussing the relevant
backgrounds in the SNOLAB experiment (Section 2.3.1). The analysis cuts applied
to those backgrounds include removing surface events and electron recoils using
position information and ionization yield, respectively. I will then present the
sensitivity projections for multiple dark-matter models (Section 2.3.2).

2.3.1 Background Sources
Detector backgrounds can be subdivided by a number of factors. Some back-
grounds produce electron-recoil (ER) events while others produce nuclear-recoil
(NR) events. Some backgrounds produce events primarily near a detector’s sur-
faces while others produce events throughout the detector (the latter are referred to
as "bulk" backgrounds). These distinctions determine the SuperCDMS detectors’
ability to reject each background (as discussed above). There are also backgrounds
specific to germanium or silicon detector crystals.

Radioactive impurities within the detector crystals are one source of bulk back-
grounds. Bulk backgrounds tend to be dominant for HV detectors, which are
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capable of radial-surface discrimination but not of bulk electron-recoil removal.
Impurities include cosmogenically produced tritium (3H). Cosmic-ray secondaries
interact with crystal nuclei (Si or Ge) to produce spallation products including tri-
tium. Tritium 𝛽-decay leads to an 18.6 keV endpoint ER background. Another
𝛽-decay producing impurity is 32Si, which naturally appears in Si crystals. The
concentration is highly dependent on the environment in which the Si originated.
Cosmic-ray spallation in Ge produces isotopes that decay via electron capture. The
combination of different isotopes and different capture shells creates a total of 24
background spectral peaks in Ge.

Cosmic-ray interactions also produce trace radioactive isotopes in the SNOLAB
housing materials. Specifically, the copper that makes up the detector housings and
the SNOBOX can be cosmogenically activated. Housing materials can also accu-
mulate radioactive isotopes naturally or during manufacturing. Relevant isotopes
include 238U, 232Th, 40K, and 60Co. Of these, 238U and 232Th have radioactive
daughters that contribute additional backgrounds. 238U, 232Th, and 40K are also
present in atmospheric dust and may accumulate on housing material surfaces.
Radon is also present in the atmosphere. Specifically, 222Rn can decay in air and de-
posit its daughter particles in the surface of materials. The 222Rn daughters quickly
decay to 210Pb, which decays (over a long time) in the material to produce 𝛼s, 𝛽s,
and X-rays. Housing backgrounds are generally subdivided into line-of-sight and
non-line-of-sight backgrounds. For non-line-of-sight backgrounds, only penetrating
radiation will reach the detector and will appear as bulk NR or ER backgrounds.
Line-of-sight backgrounds may produce bulk or surface backgrounds depending on
the radiation type and energy.

222Rn daughters can also be implanted in detector surfaces. 210Po (a daughter of
implanted 210Pb) decays to 206Pb with enough energy to produce a nuclear recoil
with comparable energy to dark-matter interactions.

The SNOLAB facilities are surrounded by norite rock covered in a layer of shotcrete.
This cavern environment is expected to produce both gamma and neutron radiation.
After shielding, the cavern gammas are expected to be subdominant and can be
ignored. Cavern neutrons will produce additional bulk NRs.

The SNOLAB overburden and shielding will remove the majority of cosmic-ray
events, but some cosmic rays and spallation products will still reach the detectors.
Spallation neutrons producing bulk NRs are expected to be the most significant of
these.
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Scattering between solar neutrinos and nuclei (CEaNS) will not be a dominant
background for the initial SNOLAB experiment. Such events will produce bulk
NRs and are still considered in [33].

The expected background rates without analysis cuts applied are shown in the tops
of Figures 2.9, 2.10, 2.12, 2.14, and 2.17. iZIP and HV detectors of the same
semiconductor material share the same pre-cut backgrounds, but the backgrounds
appear with different phonon energies due to the difference in Δ𝑉 . The different
detector types also have different thresholds and background rejection ability, which
can be seen in the same Figures.

2.3.2 Projected Sensitivity
Sensitivity limits were calculated separately for several dark-matter models. The
models include nuclear-coupled, electron-coupled (through a light mediator), electron-
coupled (through a heavy mediator), dark-photon, and axion-like-particle dark mat-
ter. The various sensitivity limits were calculated assuming an exposure equivalent
to 4 years of data taking with 80% live time (the fraction of data-taking time actually
recorded to data). The resultant sensitivity plots are shown in Figures 2.8, 2.11,
2.13, 2.15, and 2.16. The pre- and post-cut background spectra used to calculate
these sensitivities are shown in Figures 2.9, 2.10, 2.12, 2.14, and 2.17.

Sensitivity to spin-independent nucleon-coupled dark matter is shown in Figure 2.8.
Si detectors are sensitive to lower masses than their Ge counterparts because the Si
nucleus has a lower mass. HV detectors are sensitive to lower masses, because their
higher Δ𝑉 creates a lower recoil-energy threshold. For higher masses, the iZIPs’
ability to remove backgrounds gives them better sensitivity. Although the Si iZIPs
do not have the best sensitivity for any masses, they will provide useful information
on the Si-HV backgrounds.

For nuclear-recoil dark matter, sensitivity was calculated using both the optimum
interval method and using a profile-likelihood ratio. The latter utilizes information
about known background spectra and is therefore capable of improving sensitivity.
For the subsequent sensitivity calculations, only the profile-likelihood-ratio result is
presented.

The post-cut backgrounds used to produce Figure 2.8 are shown in Figures 2.9 and
2.10. We can see the effect of the iZIP detectors’ ER rejection. Both surface- and
bulk-ER rates drop at high phonon energy for iZIP detectors. For lower energies,
noise in the ionization measurement prevents accurate calculation of ionization
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Figure 2.8: Projected SNOLAB sensitivity to spin-independent nucleon-coupled
dark matter in the form of 90%-confidence exclusion limits. Produced by [33]. The
pre- and post-cut backgrounds used to calculate the iZIP (HV) limits are shown in
Figure 2.9 (2.10). Solid-line limits are calculated using a profile-likelihood ratio
that utilizes information about background spectra. Dashed-line limits are calculated
using the optimum interval method. The short-dashed pink line represents the single-
neutrino sensitivity. An experiment with that sensitivity would see an average of
one neutrino event over the course of taking data [35]. The long-dashed purple line
and purple shaded region indicate the neutrino fog. In this mass range, the neutrino
fog is dominated by solar fusion of 7Be and 𝛽-decay of 8B. The currently excluded
parameter space is shaded in light grey.

yield. Surface rejection lowers the rate of surface NRs in both iZIP and HV
detectors. Bulk NRs from neutron and neutrino interactions become significant for
very low energies, but such energies are below the detector thresholds and do not
impact the sensitivity.



32

Ge iZIP Si iZIP
ra

w
w

/c
ut

s

Figure 2.9: The expected backgrounds (in total phonon energy) used to calculate
the iZIP nuclear-recoil sensitivities in Figure 2.8. (Top) The pre-cut spectra. (Bot-
tom) The post-cut spectra. Produced by [33]. The vertical dashed lines indicate the
estimated analysis thresholds (estimated to be seven times the phonon-energy reso-
lution). Red backgrounds come from bulk ER events including Compton scattering
and 3H/32Si 𝛽-decay. Green backgrounds come from surface ERs. Mustard back-
grounds come from surface NR events including 222Rn-descendent 206Pb recoils.
Blue backgrounds originate from neutron-induced bulk NRs. Cyan backgrounds
originate from CEaNS. Grey backgrounds in Ge are spectral peaks due to cos-
mogenic activation. Example candidate signal models are shown in pink. Each
example model is set to have equivalent cross section to the projected sensitivity.
iZIP example candidates have masses of 1.6, 5, and 16 GeV. Higher-mass candidates
produce higher-maximum energy.
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Figure 2.10: The expected backgrounds (in total phonon energy) used to calculate
the HV nuclear-recoil sensitivities in Figure 2.8. The HV-style detectors use Δ𝑉

large enough to observe the quantization of the second term in Eq. 2.1. This
quantization is the origin of the spectral peaks particularly noticeable in the ER-
recoil spectra. (Top) The pre-cut spectra. (Bottom) The post-cut spectra. Produced
by [33]. The vertical dot-dashed lines indicate the estimated degradation of HV-
detector thresholds due to voltage-induced leakage events. Otherwise, uses the same
legend as Figure 2.9. Example candidates have masses of 0.5, 1.6, and 5 GeV with
higher-mass candidates producing higher-maximum energy.
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The projected sensitivities to electron-coupled dark matter are shown in Figures
2.11 and 2.13 for heavy and light mediators, respectively. Projected limits are only
shown using HV detectors because their lower threshold makes them superior in
this mass region. The iZIP detectors’ ability to reject ERs also serves no purpose
for ER-search events.

The pre- and post-cut backgrounds used to produce Figures 2.11 and 2.13 are shown
in Figures 2.12 and 2.14, respectively.

1 10 10010-43
10-42
10-41
10-40
10-39
10-38
10-37
10-36
10-35
10-34
10-33

10-6
10-5
10-4
10-3
10-2
10-1
100
101
102
103

Dark Matter Mass [MeV/c2]

D
ar
k
M
at
te
r-
el
ec
tro
n
σ
e
[c
m
2 ]

LDM F=1 Sensitivity w/ HV (Ge)

D
ar
k
M
at
te
r-
el
ec
tro
n
σ
e
[p
b]

Created Dec 15 2022

DarkSide-50

Asymmetric Fermion

ELDER

Majorana ER

Majorana NR

Freeze-Out

Ge HV

Si HV

Figure 2.11: Projected SNOLAB sensitivity to electron-scattering dark matter with
a heavy mediator (momentum-transfer form factor = 1). Produced by [33]. The
pre- and post-cut backgrounds used to calculate the limits are shown in Figure 2.12.
The currently excluded parameter space is shaded in light grey. Parameter space for
some candidate models are shown in magenta.
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Figure 2.12: The expected backgrounds (in total phonon energy) used to calculate the
electron-recoil sensitivity in Figure 2.11. (Top) The pre-cut spectra. (Bottom) The
post-cut spectra. Produced by [33]. Uses the same legend as Figure 2.10. Example
candidates have masses of 1, 3, 10, and 30 MeV with higher-mass candidates
producing higher-maximum energy.
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Figure 2.13: Projected SNOLAB sensitivity to electron-scattering dark matter with
a light mediator (momentum-transfer form factor = (𝛼𝑚𝑒/𝑞)2). Produced by [33].
The pre- and post-cut backgrounds used to calculate the limits are shown in Figure
2.14. The currently excluded parameter space is shaded in light grey. Parameter
space for freeze-in dark matter is shown in magenta.
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Figure 2.14: The expected backgrounds (in total phonon energy) used to calculate the
electron-recoil sensitivity in Figure 2.13. (Top) The pre-cut spectra. (Bottom) The
post-cut spectra. Produced by [33]. Uses the same legend as Figure 2.10. Example
candidates have masses of 1, 3, 10, and 30 MeV with higher-mass candidates
producing higher-maximum energy.
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The projected sensitivities to dark-photon and axion-like-particle absorption are
shown in Figures 2.15 and 2.16, respectively. The entire rest energy of either
particle would be deposited as electron-recoil energy. Therefore, the projected
limits extend down to the energy threshold of each detector. The HV detectors
are superior in this range. Both absorption processes share the same backgrounds
(shown in Figure 2.17).
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Figure 2.15: Projected SNOLAB sensitivity to dark-photon absorption. Produced
by [33]. The pre- and post-cut backgrounds used to calculate the limits are shown
in Figure 2.17. The currently excluded parameter space is shaded in light grey.
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Figure 2.16: Projected SNOLAB sensitivity to axion-like-particle (ALP) absorption.
Produced by [33]. The pre- and post-cut backgrounds used to calculate the limits are
shown in Figure 2.17. The parameter space excluded by direct-detection experiments
is shaded in dark grey. The parameter space excluded by stellar-cooling observations
is shaded in light grey. The bottom of the latter region is marked in yellow and
represents the best estimate based on stellar-cooling observations [36]. If ALPs do
exist at the best-estimate level, the SNOLAB HV detectors should be able to detect
them.
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Figure 2.17: The expected backgrounds (in total phonon energy) used to calculate
the electron-recoil (via particle absorption) sensitivities in Figures 2.15 and 2.16.
(Top) The pre-cut spectra. (Bottom) The post-cut spectra. Produced by [33]. Uses
the same legend as Figure 2.10. Example candidates have masses of 6, 20, and 60
eV with higher-mass candidates producing higher-maximum energy.
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2.4 iZIP Ionization Readout
The iZIP detectors measure ionization by collecting electrons and holes on surface
electrodes. Collection is driven by the bias applied to the electrodes and the resulting
electric field (see Section 2.1.2). Each electrode channel can be modeled as a
capacitance to ground. When charge is collected by a channel’s electrodes, it
appears on the equivalent capacitor and is measured and amplified using the iZIP
ionization readout. Each iZIP requires four independent ionization readouts (one
for each of the four ionization channels).

The SNOLAB experiment uses charge (current-integrating) amplifiers as the first-
stage amplifier of each ionization readout. Each charge amplifier is split into a
cryogenic input stage (mounted on the detector tower) and a room-temperature stage
with the remaining components. We will discuss the purpose for the division in the
following section. Before doing so, it will be useful to discuss the operation of a
basic charge amplifier.

2.4.1 Basic Charge Amplifier Design
The diagram for a basic charge-amplifier is shown in Figure 2.18. In the case of
sufficiently large open-loop gain (𝐴𝑜𝑙), these amplifiers convert charge to voltage
with a conversion ratio defined by the inverse of the feedback capacitance. This can
be proven with simple circuit analysis (Eqs. 2.3 – 2.6).

Figure 2.18: Block diagram for a basic charge amplifier.

First, we can relate the op-amp input and output voltages using the charge accu-
mulated on the feedback capacitor. In this case, we will assume that the op-amp
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input impedance is sufficiently large that all the input charge (𝑞𝑖𝑛) accumulates on
the feedback capacitor, and none is lost to the op-amp input or parasitic capacitance
to ground.

𝑉𝑖𝑛 −𝑉𝑜𝑢𝑡 =
𝑞 𝑓 𝑏

𝐶 𝑓 𝑏

=
𝑞𝑖𝑛

𝐶 𝑓 𝑏

(2.3)

We can also relate the input and output voltages via the open-loop gain of the op
amp.

𝑉𝑜𝑢𝑡 = 𝐴𝑜𝑙 (𝑉+ −𝑉−)
𝑉𝑜𝑢𝑡 = −𝐴𝑜𝑙𝑉𝑖𝑛

(2.4)

We can then combine Eqs. 2.3 and 2.4 to see that the output voltage is proportional
to the input charge.

𝑉𝑜𝑢𝑡 =
−1

1 + 1
𝐴𝑜𝑙

𝑞𝑖𝑛

𝐶 𝑓 𝑏

(2.5)

In the scenario that 𝐴𝑜𝑙 ≫ 1, the result simplifies and becomes constant with respect
to small changes in 𝐴𝑜𝑙 .

lim
𝐴𝑜𝑙→∞

𝑉𝑜𝑢𝑡 = − 𝑞𝑖𝑛
𝐶 𝑓 𝑏

(2.6)

We now see that the conversion factor is equivalent to the negative inverse of the
feedback capacitance. A charge amplifier’s conversion factor is sometimes referred
to as the circuit’s "gain," although it is not a unitless ratio.

2.4.2 Charge Dissipation via Feedback Resistor
In practice, a high-value resistor is usually placed in parallel with the feedback
capacitor. The feedback resistor provides a path for accumulated charge to dissipate.
Without means of dissipation, static charge would accumulate until 𝑉𝑜𝑢𝑡 reached
the maximum op-amp output. In that state, the circuit would not be sensitive to
additional charge. We can use the example of a 𝛿-function deposition of charge on
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the feedback capacitor (𝑞0) to calculate the dissipation rate. We start by equating
the voltage across the capacitor and resistor.

𝑞 𝑓 𝑏

𝐶 𝑓 𝑏

= −
𝑑𝑞 𝑓 𝑏

𝑑𝑡
𝑅 𝑓 𝑏 (2.7)

We then solve the resulting ordinary differential equation.

∫ 𝑞 𝑓 𝑏 (𝑡)

𝑞0

𝑑𝑞 𝑓 𝑏

𝑞 𝑓 𝑏
=

∫ 𝑡

0
− 𝑑𝑡

𝑅 𝑓 𝑏𝐶 𝑓 𝑏

𝑙𝑛

(
𝑞 𝑓 𝑏 (𝑡)
𝑞0

)
= − 𝑡

𝑅 𝑓 𝑏𝐶 𝑓 𝑏

𝑞 𝑓 𝑏 (𝑡 ≥ 0) = 𝑞0𝑒
−𝑡/𝑅 𝑓 𝑏𝐶 𝑓 𝑏

(2.8)

With the op-amp input held at virtual ground, we can use Eqs. 2.3 and 2.8 to
calculate the output voltage.

𝑉𝑜𝑢𝑡 (𝑡 ≥ 0) = −
𝑞 𝑓 𝑏

𝐶 𝑓 𝑏

= − 𝑞0
𝐶 𝑓 𝑏

𝑒−𝑡/𝑅 𝑓 𝑏𝐶 𝑓 𝑏 (2.9)

The output response to an arbitrary input current can be calculated by analyzing the
circuit in frequency space. In this case, we use the Fourier transforms of output
voltage and signal current (�̃�𝑜𝑢𝑡 and 𝐼𝑠𝑖𝑔𝑛𝑎𝑙 , respectively).

�̃�𝑜𝑢𝑡 (𝜔) = −𝐼𝑠𝑖𝑔𝑛𝑎𝑙 (𝜔)𝑍 𝑓 𝑏 (𝜔)

= −𝐼𝑠𝑖𝑔𝑛𝑎𝑙
𝑅 𝑓 𝑏

1 + 𝑗𝜔𝑅 𝑓 𝑏𝐶 𝑓 𝑏

(2.10)

We can again use the example of a 𝛿-function charge deposition.

𝐼𝑠𝑖𝑔𝑛𝑎𝑙 (𝑡) = 𝑞0𝛿(𝑡) → 𝐼𝑠𝑖𝑔𝑛𝑎𝑙 (𝜔) = 𝑞0 (2.11)

We can plug Eq. 2.11 into Eq. 2.10 and Fourier transform back1 to find the same
result as 2.9.

1In this case, the reverse Fourier transform requires a basic contour integral easily solved using
the residue theorem.
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�̃�𝑜𝑢𝑡 = − 𝑞0𝑅

1 + 𝑗𝜔𝑅 𝑓 𝑏𝐶 𝑓 𝑏

(2.12)

𝑉𝑜𝑢𝑡 = − 𝑞0
𝐶 𝑓 𝑏

𝑒−𝑡/𝑅 𝑓 𝑏𝐶 𝑓 𝑏 (2.13)

From either example, we see that the charge dissipates with time constant 𝜏 𝑓 𝑏 =

𝑅 𝑓 𝑏𝐶 𝑓 𝑏. Charge amplifiers are also known as current integrators, because the output
voltage is proportional to the charge accumulated from an input current integrated
over a time-scale on the order of 𝜏 𝑓 𝑏. The SNOLAB ionization readout will use 𝑅 𝑓 𝑏
= 100 MΩ and 𝐶 𝑓 𝑏 = 1 pF resulting in 𝜏 𝑓 𝑏 = 100 µs.

For ionization measurements, the SNOLAB experiment will use a longer integration
time than SuperCDMS Soudan. The measurement integration time is extended by
constructing a larger 𝜏 𝑓 𝑏 and by sampling the signal for a longer period of time.
Longer integration improves resolution in charge amplifiers if the low-frequency
noise introduced via the longer sampling period is sufficiently low. Therefore,
minimizing the low-frequency (including 1/ 𝑓 ) noise is a priority in the ionization-
readout design.

2.4.3 Amplifier Noise and Mitigation
Op amps like the one used in Figure 2.18 have a variety of internal noise sources
producing voltage noise (including Johnson-Nyquist noise) and current noise (in-
cluding shot noise). The combined noises can be represented using one voltage
source and one current source at the op-amp input. Current noise at the op-amp
input will be integrated and amplified with the same conversion factor as the charge
signal. The resulting output voltage noise can only be lowered by lowering the con-
version factor and therefore lowering the output signal by the same fraction. Since
current noise cannot be mitigated with circuit design, it is best to pick an op amp
with low current noise.

Conversely, voltage noise at the op-amp input will be converted to output voltage
noise via a separate conversion factor. This factor is dependent on the circuit’s input
capacitance to ground. We can consider the scenario shown in Figure 2.19 with all
input capacitance to ground described by one equivalent capacitor (𝐶𝑖𝑛).

The noise voltage (𝑉𝑁 ) will draw charge onto the input capacitor according to Eq.
2.14.
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Figure 2.19: Block diagram for a basic charge amplifier with all input capacitance
to ground described by one equivalent capacitor.

𝑉𝑁 =
𝑞𝑖𝑛

𝐶𝑖𝑛
(2.14)

With no other source of charge present, an equal and opposite charge must accumu-
late on the feedback capacitor.

𝑞 𝑓 𝑏 = −𝑞𝑖𝑛 (2.15)

We can then use Eq. 2.3 to calculate the resulting output voltage.

𝑉𝑁 −𝑉𝑜𝑢𝑡 =
𝑞 𝑓 𝑏

𝐶 𝑓 𝑏

= − 𝑞𝑖𝑛
𝐶 𝑓 𝑏

= −𝑉𝑁
𝐶𝑖𝑛

𝐶 𝑓 𝑏

(2.16)

𝑉𝑜𝑢𝑡 = 𝑉𝑁

(
1 + 𝐶𝑖𝑛

𝐶 𝑓 𝑏

)
(2.17)

Essentially, the input and feedback capacitors create a voltage divider with 𝑉𝑁 as
the central voltage. Eq. 2.17 can even be generalized by replacing 𝐶𝑖𝑛 and 𝐶 𝑓 𝑏
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with 𝑍−1
𝑖𝑛

and 𝑍−1
𝑓 𝑏

, respectively (Eq. 2.18). This formulation makes it clear that Eq.
2.17 is only true for higher frequency noise (where capacitance dominates the input
and feedback impedances). For lower frequency noise, 𝑍 𝑓 𝑏/𝑍𝑖𝑛 = 𝑅 𝑓 𝑏/𝑅𝑖𝑛. With
a high input impedance (𝑅𝑖𝑛 ≫ 𝑅 𝑓 𝑏), the voltage noise will not be amplified at all
(𝑉𝑜𝑢𝑡 → 𝑉𝑁 ). In the higher frequency region, we can minimize the voltage-noise
amplification by minimizing the 𝐶𝑖𝑛. In practice, 𝐶𝑖𝑛 will consist of the detector
capacitance added to the signal-carrying wire capacitance, which increases with
wire length.

𝑉𝑜𝑢𝑡 = 𝑉𝑁

(
1 +

𝑍 𝑓 𝑏

𝑍𝑖𝑛

)
(2.18)

To minimize wire length and capacitance, the SNOLAB circuit was designed with
its first stage as close as practically possible to the detector output. This required
replacing the typical op-amp input with a transistor-based first stage capable of
operating at cryogenic temperatures. High electron-mobility transistors (HEMTs)
were chosen for the transistor input, due to their functionality at low temperature
and good noise behavior relative to the SuperCDMS Soudan JFETs [37]. The
HEMTs utilized also have very low power dissipation (∼ 100 µW), which helps
keep them sufficiently cold. The feedback capacitor and resistor must also sit at
cryogenic temperatures. Having the feedback resistor at cryogenic temperatures has
the additional benefit of lowering the resistor’s Johnson-Nyquist noise. The circuit
block-diagram for the SNOLAB design can be seen in Figure 2.20. The first stage
components are visible in the dashed box labeled "4 K Stage," although this stage
will actually be held at 1 Kelvin.

2.4.4 Current Mirror and HEMT Biasing
In order to achieve the high open-loop gain required to satisfy Eq. 2.6, the first-
stage HEMT must have a sufficiently large transconductance (see Section 2.4.5).
Transconductance is determined by the specific HEMT and its bias conditions
(drain current, drain voltage, and gate voltage). For a given HEMT, setting any two
conditions will require a specific value for the third. For the SNOLAB HEMTs and
circuit design, we expect to achieve sufficient transconductance with 1 mA drain
current and 100 mV drain voltage. These values will be the same for every ionization
circuit, but slight differences between each circuit’s HEMT will require a different
gate voltage for each (see Figure 2.31). The gate voltages could be set by directly
applying a DC voltage (via power supply or voltage divider), but such a method
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Figure 2.20: Block diagram for SuperCDMS SNOLAB’s iZIP readout amplifier. A
charge amplifier with a HEMT-based first stage kept at cryogenic temperatures ("4
K Stage" in the diagram, will actually be held at 1 Kelvin). A current mirror is used
to bias the HEMT.

would require tuning each circuit according to its HEMT. Instead, the SNOLAB
design uses an actively biased current mirror, which automatically adjusts the gate
to reach the desired drain current and voltage.

In Figure 2.20), the pairs of matched NPN transistors and matched resistors, along
with the left op amp, create the current mirror. By design, the left op amp uses
negative feedback to keep its input-terminal voltages approximately equivalent. This
results in a current of ∼(V+ - Vb)/R flowing through the left matched resistor and
into the left NPN’s collector. The negative feedback can be understood using the
following examples:

• If the op amp’s positive-terminal voltage were <Vb, the op-amp output (and
NPN base voltage) would be negative and the NPN would be put in the cut-off
state. In cut-off, current would cease to flow into the collector (through the
matched resistor), causing the positive-terminal voltage to increase until it
was >Vb (turning the NPN back on).
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• If the op amp’s positive-terminal voltage were ≫Vb, the op amp would output
a large positive voltage and the NPN would move towards saturation. As
the NPN approached saturation, greater current would flow into the collector
(through the matched resistor), causing the positive-terminal voltage to drop.
This would move the NPN away from saturation.

The only stable configuration is with the positive-terminal voltage slightly greater
than Vb, leaving the NPN in its active state. When active, the emitter current is
approximately equivalent to the collector current, depending on the precise transistor
parameters (normally within 2%). Note that this design allows us to set the emitter
current independent of the emitter resistance to ground. Choosing the emitter
resistance then sets the emitter voltage.

The left emitter current and voltage are then mirrored on the right side of the
diagram. This is guaranteed by the sameness of the matched NPN transistors (same
design fabricated on the same substrate), which also receive equivalent base voltage,
collector voltage, and collector current. Matching collector voltage and current are
ensured by the matched resistors and the negative feedback of the right op amp.
This feedback can be understood using the following examples:

• If the op amp’s positive-terminal voltage were >Vb, the op-amp output (and
HEMT gate voltage) would be positive. For the SNOLAB HEMTs, any
positive gate voltage puts the HEMT into saturation. In saturation, a high
current would flow through the HEMT drain, NPN emitter, and NPN collector,
causing the positive-terminal voltage to decrease until it was <Vb. This would
move the HEMT away from saturation.

• If the op amp’s positive-terminal voltage were ≪Vb, the op amp would output
a large negative voltage and the HEMT would be put in the cut-off state. In
cut-off, current would cease to flow through the HEMT drain, NPN emitter,
and NPN collector, causing the positive-terminal voltage to increase until the
HEMT turned back on.

The only stable configuration is with the positive-terminal voltage slightly less than
Vb, putting the HEMT into its linear regime. Note the difference from the left op
amp’s positive terminal, which will be held slightly above Vb. With this feedback,
we can define the HEMT drain current and voltage using the mirror circuit, and the
right op amp will set the appropriate gate voltage automatically.
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This setup allows us to fully bias the HEMTs with minimum additional noise.
Correlated noise between V+ and Vb will be partially removed via the op-amp
subtraction. Such correlated noise is expected to be present since Vb is produced
using V+ as the input to a voltage divider. The circuit is also robust to variation in
ground voltage since the HEMT drain current and voltage are set using the current
mirror rather than a direct reference to ground. There are actually two types of
ground inside the cryostat. "Chassis ground" is directly connected to the metal bulk
of the cryostat itself. "Analog ground" is connected (though conducting traces and
wires) to ground on the warm electronics outside the cryostat. Both ground types
are susceptible to noise from ground loops and other couplings. The SNOLAB
ionization circuit is designed with the option to use either ground (depending on
the placement of a jumper). The complete experiment will use whichever ground
results in the lowest measured noise.

2.4.5 Amplification and HEMT Parameter Definitions
Let us briefly consider the SNOLAB amplification circuit if its negative feedback
were disconnected. When charge signal arrived from the detector, it would generate
a voltage change at the HEMT gate. This voltage would be converted to a change
in current at the HEMT drain, with the conversion factor defined by the HEMT
transconductance (𝑔𝑚, the change in drain current due to a small change in gate
voltage). The change in drain current would then change the right op amp’s positive-
input voltage, with the conversion factor defined by the matched resistor value
(𝑅𝑚𝑎𝑡𝑐ℎ𝑒𝑑). With the op amp’s feedback disconnected, its differential input would
then be amplified by the op amp’s open-loop gain (𝐴𝑜𝑝𝑎𝑚𝑝) to produce a large output
voltage. With the feedback connected, the circuit’s total conversion factor is instead
defined by the inverse of the feedback capacitance (akin to the simplified circuit
in Figure 2.18). In fact, the closed-loop conversion from input charge to output
voltage will be the same as Eq. 2.5 with the provision that 𝐴𝑜𝑙 is replaced with
𝑔𝑚𝑅𝑚𝑎𝑡𝑐ℎ𝑒𝑑𝐴𝑜𝑝𝑎𝑚𝑝.

𝑉𝑜𝑢𝑡 =
−1

1 + 1
𝑔𝑚𝑅𝑚𝑎𝑡𝑐ℎ𝑒𝑑𝐴𝑜𝑝𝑎𝑚𝑝

𝑞𝑖𝑛

𝐶 𝑓 𝑏

(2.19)

Similarly to Eq. 2.6, we want 𝑔𝑚𝑅𝑚𝑎𝑡𝑐ℎ𝑒𝑑𝐴𝑜𝑝𝑎𝑚𝑝 to be large in order to maximize the
amplifier conversion factor and minimize the impact of 𝑔𝑚𝑅𝑚𝑎𝑡𝑐ℎ𝑒𝑑𝐴𝑜𝑝𝑎𝑚𝑝 fluctua-
tions. For this reason, we needed to ensure that all SNOLAB HEMTs have sufficient
transconductance to satisfy our circuit design. The SNOLAB HEMTs are the same
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design as the 100 pF HEMTs described in [37]. These HEMTs were measured (at
4.2 K) to have 𝑔𝑚 = 35 millisiemens (mS) at 1 mA drain current and 100 mV drain
voltage. The most recent SNOLAB circuit design (DCRC Rev-E) uses 𝑅𝑚𝑎𝑡𝑐ℎ𝑒𝑑
= 1.6 kΩ. The op amps (part-number: LT1678) have minimum voltage gain of
0.3 V/µV. Combined with the HEMT 𝑔𝑚, these give a minimum open-loop voltage
gain of 16.8 V/µV. When applied to equation 2.19, this implies the conversion
factor will be within 1e-7 of the nominal value.

Similar to transconductance, drain conductance (𝑔𝑑) is defined as the change in
drain current due to a small change in drain voltage. Low 𝑔𝑑 indicates that the
HEMT is in or near its saturation region. This is where the SNOLAB HEMTs will
operate, although there is not a specific constraint on 𝑔𝑑 . A potential benefit to
operating in saturation is that the drain current (which affects the output voltage)
will be nearly insensitive to fluctuations in drain voltage. In [37], the 100 pF HEMTs
were measured (at 4.2 K) to have 𝑔𝑑 = 0.75 mS for the 100 mV and 1 mA bias point.
We would like to know 𝑔𝑑 for each HEMT in the SNOLAB experiment to ensure
that none are behaving unexpectedly.

HEMTs also have a cutoff voltage (or threshold voltage, 𝑉𝑡). This is the minimum
gate voltage that allows any drain current to flow through the HEMT. An ideal cutoff
would be completely independent of drain voltage. In practice, there will always
be a breakdown voltage of the transistor material, above which current will flow
even in "cutoff." The cutoff voltage is not expected to have a significant effect on
our amplification circuit, since we will bias our HEMTs well away from that region.
However, it is useful to document the cutoff for future tests, as it provides a value
below which you can reasonably expect no current through the HEMT, putting the
HEMT in a safe state.

2.4.6 Thermal Considerations
As mentioned in Section 2.4.3, in order to minimize parasitic capacitance, the
amplification circuit was designed with the first-stage components as near as prac-
tically possible to the detector. This means that the HEMTs, feedback resistors,
and feedback capacitors for each detector will be placed on the 1-Kelvin stage of
that detector’s tower. This is the warmest thermal stage of each tower, where the
components can be physically near to the detectors without applying a detrimental
heat load. The tower model can be seen in Figure 2.21.
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Notably, placing the feedback resistor at a lower temperature also lowers its Johnson-
Nyquist noise. If not for the requirements outlined in Section 2.4.7, the resistor might
have been placed on the detector packaging to lower its temperature further. The
SuperCDMS Soudan experiment placed its feedback resistors at the detector stage
(< 50 mK) for this purpose [38].

Figure 2.21: The HEMT mezzanine board and location on the detector tower.
(Left) CAD model of a SNOLAB detector tower. HEMT mezzanine boards can be
seen with copper covers near the top, which is the warmest thermal stage (1 Kelvin).
(Right) Photo of one HEMT mezzanine board with its copper cover, attached to a
detector tower’s vertical flex cable on a copper storage plate.

What we now call the 1-Kelvin stage was initially designed to be 4 K. We redesigned
the tower to thermally sink that stage to the cryostat still (at 1 K) in order to ensure
the titanium (Ti 15-3-3-3 alloy2) wires that span the thermal stages of the tower
are fully superconducting. It was found during early tests that the titanium had a
transition temperature between 1 and 4 K, meaning the wires would have uncertain
conductivity if mounted to a 4 K thermal stage. Simulations were used to confirm
that the still cooling power will be sufficient to maintain the still and 1-Kelvin stage
at 1 K. If expansions to the SNOLAB experiment require further heat load on the
1-Kelvin stage, NbTi cables with transition temperatures above 4 K could be used3.

2Titanium alloy with 15% vanadium, 3% chromium, 3% tin, and 3% aluminum.
3NbTi wiring of sufficient robustness was not available in time to be used here. It can likely be

developed if required.
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This would allow us to revert the 1-Kelvin stage to 4 K without compromising
conductivity.

The amplifier components on the 1-Kelvin stage are mounted on PCBs referred to
as mezzanine boards. Each of these boards has 4 sets of components, to support
the 4 ionization channels of a full SNOLAB iZIP detector (one inner and one outer
channel per flat surface). Up to six mezzanine boards will be mounted on the 1-
Kelvin stage of each tower, equal to the number of iZIP detectors installed. The
mezzanine boards and their location can also be seen in Figure 2.21. The mezzanine
PCBs are made of copper Cirlex, because it is less radioactive than FR4 PCB.

2.4.7 Vibration Considerations
We also considered microphonics while designing the circuit. Vibrations on the
line between the detector and the HEMT create a varying line capacitance, which
generates charge noise if the line carries non-zero voltage. This charge noise is
equivalent to the capacitive noise multiplied by the DC voltage [39]. In order to
minimize the effect, the majority of the line is grounded through a high-value resistor.
Using a high value ensures that only static charge is removed while transient signals
are still transmitted. Capacitors are placed (in series) on both ends of the grounded
section to prevent the detector and HEMT voltage biases from being discharged.
The remaining ungrounded portions are limited to the traces within the detector
packages and those on the small mezzanine boards.

The presence of a capacitor separating the detector output and amplifier input does
create the opportunity to lose some charge signal. Parasitic capacitance to ground on
the grounded line will collect a fraction of charge, removing that fraction from the
observable signal to be amplified. This further motivates keeping the first amplifier
stage physically close to the detector, which minimizes the length of grounded line
and resultant parasitic capacitance.

Wire motion could also cause noise via the triboelectric effect, which produces
charge when different materials move while in physical contact or close proximity
[39]. In this case, the concerning materials would be the line conductor and dielec-
tric. In order to minimize this effect, the grounded line between detector and HEMT
mostly consists of "vacuum coax," which has no direct contact with dielectric. In-
stead, the signal-carrying NbTi wires are surrounded by the vacuum maintained
by the cryostat. The small sections of signal line which remain on circuit boards
may still be susceptible to triboelectric noise. Vacuum coax also has much lower
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capacitance to ground than a traditional coax (lowering the parasitic capacitance
mentioned above).

2.5 HEMT Characterization Setup and Procedure
Using [37], we knew what to expect as the typical HEMT parameters. However, it
was still important to characterize each HEMT going into the SNOLAB ionization
readout individually. Characterization allows us to check for differences between the
HEMTs tested in [37] and those produced for SNOLAB. If the SNOLAB HEMTs
require different drain voltage or current to achieve sufficient transconductance, the
biasing can be changed by altering the readout-circuit resistor values (seen in Figure
2.20). We can also identify and remove any HEMTs that do not work due to damage
or fabrication issues.

2.5.1 HEMT Characterization Setup
For characterization, a Gifford-McMahon cryostat capable of reaching 4-Kelvin
was commissioned at Caltech. The cryostat was designed and installed by Matt
Hollister. Matt also designed and began installation of the readout wiring. I finished
installing the readout wiring according to Matt’s design. The HEMT parameter
measurements in the following sections were all performed with the cryostat at its
base temperature with no additional heating applied. In this state, the cryostat would
typically stay between 4 and 6 K. We do not expect the HEMT characteristics to
degrade significantly between this temperature and 1 K (where they will operate in
SNOLAB). This expectation comes from [37], which shows the same HEMT design
operating at both 4.2 and 77 K. In comparison, a change from 6 to 1 K seems minor.

The testing setup includes a pair of cables for connecting to a HEMT-testing mother-
board designed at SLAC. The motherboard holds up to six HEMT mezzanine boards
(two with shared readout traces, and therefore only five independently testable).
During testing, the mezzanine boards were mounted with copper covers in-place
for physical protection of the HEMTs. A testing motherboard with five mezzanine
boards and their copper covers can be seen in Figure 2.22.

In order to protect the HEMT mezzanine boards and their copper covers (which will
carry over to the SNOLAB experiment) from physical damage, and to minimize
contamination by atmospheric radon and dust, I designed an aluminum motherboard
case that encloses the HEMT-bearing portion of the motherboard while leaving the
cable connections exposed. The case also acted as the thermal mount to securely
sink the motherboard to our cryostat. The enclosed portion of the motherboard case
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Figure 2.22: A photo of the HEMT-testing motherboard mounted in the bottom of
its aluminum case. Five copper covers can be seen with HEMT mezzanine boards
underneath. The two cable connectors can be seen on the top and bottom left.

included a meander cutout to allow gas to pump out before cooldowns while limiting
radon ingress. The meander outlet was sealed with tape while outside the fridge.
The case design can be seen in Figure 2.23.

Other protections included the use of gas from a high-pressure liquid nitrogen dewar
to back-fill the cryostat after testing. This boil-off gas is very pure and effectively
free of radon contamination. We also packaged each motherboard-assembly in two
layers of heat-sealed nylon bag (filled with dewar nitrogen) for transport to and from
Caltech. In total, this limits each motherboard’s exposure to non-clean-room air to
two specific time windows: the time between opening the bag and pumping out the
cryostat, and the time between opening the cryostat and re-sealing with new nylon
bags. In practice, I kept both time windows as brief as safely possible.

The basic readout circuit for testing the HEMTs can be seen in Figure 2.24. A
Keithley 2220 power supply sets the gate-source voltage (𝑉𝑔𝑠), which is measured
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Figure 2.23: A CAD model of the HEMT-testing motherboard cover with a simple
motherboard model. The lid cross section displays the meander used to release gas
during cryostat pump-outs.

in parallel (outside the cryostat) by an Agilent 34401 multimeter. Setting and
measuring 𝑉𝑔𝑠 outside the cryostat is accurate, because no current flows through the
HEMT gate (as long as the gate-source voltage is below the breakdown voltage). The
drain-source voltage (𝑉𝑑𝑠) is supplied and current (𝐼𝑑𝑠) is measured via a Keithley
2401 sourcemeter in a 4-wire measurement arrangement. The separate wire pairs
connect on the motherboard. The return and negative-sense lines connect through the
motherboard’s ground plane, while the the supply and positive-sense lines connect
through vias below the mezzanine-board fuzz-button pads. This wiring ensures that
the only parasitic resistance in the measurement could come from traces on the small
mezzanine boards themselves.

In order to test a fully loaded motherboard (five mezzanine boards of four HEMTs
each) during a single cryostat cooldown, I connected the readout equipment to the
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Figure 2.24: The basic HEMT testing circuit. The 2220 is a Keithley power supply
which provides the gate-source voltage. The 34401 is an Agilent multimeter used
to record the gate voltage. The 2401 is a Keithley sourcemeter which provides the
drain voltage and measures the drain current via 4-wire measurement. This basic
circuit is connected through a Keithley 7001 switch system, allowing one set of
instruments to measure up to 20 HEMTs during one cooldown.

readout wiring (from the cryostat) via a Keithley 7001 switch system, which allows
the user to connect the readout equipment to one HEMT at a time. During the
cooldown process, all HEMT channels were connected simultaneously and shorted
to the fridge chassis. This prevented the HEMTs from accumulating static charge
due to the changing temperature. I tested one set of HEMTs without grounding
during cooldown and found that the bias parameters changed noticeably. For this
reason, I recommend that the SNOLAB HEMTs always be safely grounded during
cooldowns to accurately reproduce their documented behavior. Details of this test
will be discussed in Section 2.5.4.

2.5.2 Transconductance and IV Curves
I used this setup to measure 𝑔𝑚 for all HEMTs allocated to the initial SNOLAB
payload. Since the amplification circuit’s bias points were not yet finalized, I
performed the measurement for a matrix of candidate drain-current and drain-
voltage values. Doing so required that I first establish what value of 𝑉𝑔𝑠 gives each
desired (𝑉𝑑𝑠, 𝐼𝑑𝑠) combination for a given HEMT. Specifically, I set 𝑉𝑑𝑠 to each of
its candidate values and measured 𝐼𝑑𝑠 while increasing 𝑉𝑔𝑠 (from an initial large
negative value). I stopped each measurement when 𝐼𝑑𝑠 exceeded the maximum
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candidate 𝐼𝑑𝑠4. I used the resulting data to identify the approximate 𝑉𝑔𝑠 required for
each (𝑉𝑑𝑠, 𝐼𝑑𝑠) combination. I then repeated the process for a finer array of 𝑉𝑔𝑠 data
points around each combination’s approximate 𝑉𝑔𝑠. I calculated 𝑔𝑚 for each bias
point using the fine 𝑉𝑔𝑠 search data. To do so, I simply calculated the slope between
the two data points closest to the desired 𝐼𝑑𝑠 value. Example data for one HEMT
can be seen in Figure 2.25. I repeated the entire process for each HEMT separately,
because different HEMTs require different 𝑉𝑔𝑠 for each (𝑉𝑑𝑠, 𝐼𝑑𝑠) combination.

Figure 2.25: A typical HEMT transconductance measurement with results.
(Top) Table of measured transconductance values for each candidate bias point.
(Bottom) Plot of drain-current measurements for different drain and gate voltage
combinations. Different colors denote different candidate drain voltages as de-
scribed in the legend. Drain currents corresponding to potential bias points are
noted with horizontal dashed lines. Black lines denote the data points used to cal-
culate the transconductances for each bias point.

I also measured 𝑔𝑑 for each HEMT and candidate bias point. Drain conductance
measurements require measuring 𝐼𝑑𝑠 as a function of 𝑉𝑑𝑠. Such measurements are
known as IV curves (I and V standing for current and voltage, respectively). With the
appropriate 𝑉𝑔𝑠 known (from the transconductance measurement) for each HEMT
and bias point, I measured the IV curves by setting 𝑉𝑔𝑠, sweeping over 𝑉𝑑𝑠, and
recording 𝐼𝑑𝑠. The resulting plot for one HEMT can be seen in Figure 2.26. Note

4It is important to set a safe current limit during such a search since an inappropriate gate voltage
could otherwise allow a large current through the HEMT drain and cause permanent damage. I
damaged one HEMT this way, but the foresight to purchase spares prevented this from impacting the
final SNOLAB experiment.
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that two curves were actually measured for each bias setting, one with slightly-higher
and one with slightly-lower 𝐼𝑑𝑠 than the desired value. This was necessary because
of the inexact 𝑉𝑔𝑠-finding method described above. I calculated 𝑔𝑑 for each bias
setting by performing a linear fit to the IV curve around the target 𝑉𝑑𝑠 and reporting
the resulting slope.

Figure 2.26: A typical HEMT drain-conductance measurement with results.
(Top) Table of fitted drain-conductance values for each candidate bias point. (Bot-
tom) Plot of drain-current measurements for various gate voltages and a high density
of drain voltages. Different colors denote different gate voltages as described by the
color-bar. Drain currents corresponding to potential bias points are noted with hori-
zontal dashed lines. Black points are earlier measurements used to find the required
gate voltage. Black lines denote the fits used to calculate the drain-conductances for
each bias combination.

2.5.3 Cutoff Voltage
I measured the HEMT cutoff voltages using the same setup. In order to do so,
I set each desired drain voltage and raised the gate voltage (from an initial large
negative value). This is similar to the initial gate-bias search, but with emphasis on
fine binning near the gate voltage where current begins to flow. An example of the
resulting data can be seen in 2.27. To estimate the cutoff voltage from each dataset, I
iteratively removed all points which were statistically inconsistent with zero current
and treated the highest remaining gate voltage as the cutoff.



59

Figure 2.27: A typical HEMT voltage-cutoff measurement with results. (Left) Cur-
rent measured as a function of drain and gate voltage. Different colors denote
different drain voltages as described in the legend. Down-facing triangles are data
points consistent with zero current. The highest gate voltage of the zero-current
points is used to estimate the cutoff voltage for each drain voltage. (Top-right) Table
of voltage cutoff estimates. (Bottom-right) A zoom-in of the left plot.

2.5.4 Ungrounded HEMT Characterization
In order to test the necessity of grounding the HEMTs during cooldown, I re-
characterized three mezzanine cards of HEMTs without cooldown grounding. Each
of these mezzanine cards had previously been characterized using the standard
grounding method so a direct comparison could be made. Two of the mezzanine
cards had been previously characterized multiple times (during different cooldowns)
and were confirmed to have reproducible characteristics.

For the ungrounded test, I left all HEMT connections floating (connected to the
Keithley 7001 switch system but not to ground) for the cooldown from ∼300 to 4
K. I then performed the usual transconductance and IV-curve measurements. The
results varied by mezzanine card.

HEMTs on two of the three mezzanine cards saw little to no difference between
the grounded and ungrounded results. The largest change among these HEMTs
was one requiring ∼5-10 mV lower 𝑉𝑔𝑠 to achieve each of the candidate (𝑉𝑑𝑠, 𝐼𝑑𝑠)
combinations. The 𝑔𝑚 and 𝑔𝑑 values at each bias point were not significantly
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changed. The 𝑔𝑚 tables, 𝑔𝑑 tables, and IV curves for this HEMT (grounded and
ungrounded) can be seen in Figure 2.28.

HEMTs on the third mezzanine card saw greater differences between the grounded
and ungrounded results. For two HEMTs on the card, the 𝑉𝑔𝑠 required to achieve
each (𝑉𝑑𝑠, 𝐼𝑑𝑠) combination increased by ∼10-20 mV. For the other two HEMTs,
the required 𝑉𝑔𝑠 decreased. For one of these two, the required 𝑉𝑔𝑠 decreased so
significantly that the measurement software failed to find 𝑉𝑔𝑠 values low enough to
achieve the lower 𝐼𝑑𝑠 bias combinations. This result also produced noticeably higher
𝑔𝑑 and lower 𝑔𝑚 values for some bias points (see Figure 2.29).

While still at 4 K, I then explicitly grounded all HEMTs to chassis ground through
a current-limiting 1.3 kΩ resistor. The resistor lowers the risk of a high current
damaging HEMTs while discharging static charge. I then repeated the measurements
and found that grounding at 4 K had no effect.

For the last test, I allowed the cryostat to warm up to 150 K. I then grounded all
HEMTs through the 1.3 kΩ resistor and left the grounding in place while cooling
back down to 4 K. 150 K was chosen because previous tests had confirmed that the
SNOLAB HEMTs stop exhibiting transistor-like behaviour somewhere between 130-
150 K and instead gain a high conductance even for low gate voltages. We theorized
that the high conductance at 150 K may allow charge trapped in the conducting
HEMT channel (where the 2-dimensional electron gas forms) to discharge. After
returning to 4 K, I repeated the measurements and found that most of the HEMTs that
were initially affected by the ungrounded cooldown had returned to their grounded-
cooldown behavior (see Figure 2.30).



61

Figure 2.28: An example comparison between one HEMT’s characterization after
a regular grounded cooldown (Top) and an ungrounded cooldown (Bottom). The
table above each plot shows the fitted drain-conductance values for each candidate
bias point. The table below each plot shows the measured transconductance values
for each candidate bias point. This example HEMT saw the greatest difference
between grounded and ungrounded results among the two mezzanine cards which
saw little to no change.
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Figure 2.29: Another example comparison between one HEMT’s characterization
after a regular grounded cooldown (Top) and an ungrounded cooldown (Bottom).
The table above each plot shows the fitted drain-conductance values for each can-
didate bias point. The table below each plot shows the measured transconductance
values for each candidate bias point. This example HEMT saw the greatest differ-
ence between grounded and ungrounded results among all HEMTs tested both ways.
The measurement software failed to find 𝑉𝑔𝑠 values low enough to achieve 𝐼𝑑𝑠 of
0.5 and 1.0 mA. The blank table entries are where calculations failed due to data
quality.
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Figure 2.30: The result of warming up to 150 K, grounding, and cooling back to 4
K (while grounded) for the HEMT from Figure 2.29. Notice that the 𝑔𝑑 , 𝑔𝑚, and𝑉𝑔𝑠
for each (𝑉𝑑𝑠, 𝐼𝑑𝑠) combination are very similar to those of the grounded cooldown.
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Two HEMTs did not return to their grounded-cooldown behavior. One of these
had already been observed to have anomalously high 𝑔𝑑 (during grounded and
ungrounded cooldowns). The other HEMT displayed an odd feature that I believe
to be a readout effect and not a reflection of the HEMT. I discount both of these as
being anomalous.

It is clear from these tests that the best choice for SNOLAB is to keep all HEMTs
grounded during the entire cooldown to prevent buildup of static charge. If ground-
ing is not done and unusual behavior is exhibited by the HEMTs, it may help to
warm the HEMTs to 150 K and re-cool with grounding.

2.6 Properties of SuperCDMS SNOLAB HEMTs
The individual results for each of the tested SNOLAB HEMTs are available online
to SuperCDMS collaborators5. The online documentation includes data and plots
(equivalent to Figures 2.25, 2.26, and 2.27) for each HEMT. In this section, we will
instead discuss the HEMTs’ statistical properties and how they compare to those
from [37]. Table 2.1 displays the means and standard deviations of the measured
parameters for 60 of the SNOLAB HEMTs at one bias point. The 60 HEMTs
included are those attached to the mezzanine cards of batches 1, 3, and 4. These
are the batches allocated to the SNOLAB iZIP detectors. Twelve mezzanine cards
(holding 48 HEMTs) from these batches will be used for the iZIP detectors of the
initial SNOLAB payload.

parameter mean std dev units
Gate Voltage -124.36 14.57 mV
Transconductance 50.69 3.54 mS
Drain Conductance 0.57 0.38 mS
Cutoff Voltage -185.86 11.74 mV

Table 2.1: The means and standard deviations of the measured parameters for 60 of
the SNOLAB HEMTs. All parameters are shown for drain voltage of 100 mV. The
gate voltage, transconductance, and drain conductance are shown for drain current
of 1 mA. The 60 HEMTs included are those attached to mezzanine-card batches 1,
3, and 4.

2.6.1 Gate-Voltage Biasing
Histograms of the gate voltages required to achieve each bias setting with the
SNOLAB HEMTs are shown in Figure 2.31. We can see that the required voltages

5https://confluence.slac.stanford.edu/display/CDMS/HEMT+IV+Screening+
Results.

https://confluence.slac.stanford.edu/display/CDMS/HEMT+IV+Screening+Results
https://confluence.slac.stanford.edu/display/CDMS/HEMT+IV+Screening+Results
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are on the order of -100 mV, while the total variation between HEMTs is about
60 mV for each setting. This means that the variation is a significant fraction of
the total voltage and confirms that using feedback to bias the HEMTs (rather than
manually setting gate voltages) is the more practical design. The required values
are well within the range of what can be output by the circuit’s biasing op amp.

Figure 2.31: Histograms of the gate voltages required to produce each bias point
in the SNOLAB HEMTs. Mean and standard-deviation of the results are also
displayed.

2.6.2 Transconductance and Amplifier Gain
Histograms of the HEMT transconductances for each bias setting can be seen in
Figure 2.32. For drain voltage of 100 mV and drain current of 1 mA, the mean
transconductance was near 50 mS. As mentioned in Section 2.4.5, the 100 pF
HEMTs from [37] were measured to have transconductance of 35 mS for the same
bias point. The [37] transconductance is over four standard deviations lower than my
own measurement. For the SNOLAB ionization circuit, either value of transconduc-
tance is sufficient to stabilize the ionization amplifier’s gain (see Eq. 2.19 and the
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subsequent paragraph). The difference is likely due to improvements in the HEMT
design between [37] and production of the SNOLAB HEMTs in 2015.

I have also included a scatter plot of the HEMT transconductances, plotted in the
order they were tested (Figure 2.33). The testing took place from February 2020
to June 2022, but no significant trend can be seen in the scatter plots. The plots
support the conclusion that the testing setup and HEMTs did not suffer any unnoticed
changes during the test period. Similar scatter plots displaying gate voltages, drain
conductances, and cutoff voltages are included in Appendix A. None of the scatter
plots suggest any concerning features or trends.

Figure 2.32: Histograms of the transconductances measured in the SNOLAB
HEMTs for each potential bias point. Mean and standard-deviation of the results
are also displayed.
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Figure 2.33: Scatter plots displaying the SNOLAB HEMT transconductances, in
the order the HEMTs were tested. No significant trend can be seen over the 2 year
testing period.
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2.6.3 Drain Conductance
Histograms of the SNOLAB HEMT drain conductances for each bias setting can
be seen in Figure 2.34. The data confirms that the HEMTs are near saturation
(drain conductance near zero) for all but the low-voltage, high-current combinations.
Those results are expected since a high drain conductance is required to achieve high
current with only a low voltage. We will operate the SNOLAB HEMTs away from
this region ensuring they are in or near saturation.

For drain voltage of 100 mV and drain current of 1 mA, the mean drain conductance
was 0.57 ±0.38 mS. As mentioned in Section 2.4.5, the 100 pF HEMTs from [37]
were measured to have drain conductance of 0.75 mS for the same bias point. The
[37] drain conductance is within one standard deviation of my measurements at
Caltech.

Figure 2.34: Histograms of the drain conductances measured in the SNOLAB
HEMTs for each potential bias point. Mean and standard-deviation of the results
are also displayed.
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2.6.4 Cutoff Voltage
Histograms of the SNOLAB HEMT cutoff voltages for each drain voltage can be
seen in Figure 2.35. As expected, there is no substantial change within our range of
drain voltages. Simply setting any HEMT gate voltage to -250 mV should guarantee
it remains safely in cutoff.

Figure 2.35: Histograms of the cutoff voltages measured in the SNOLAB HEMTs
for each potential bias drain voltage. Mean and standard-deviation of the results are
also displayed.

2.7 Ongoing Testing of the Ionization Readout
With each of the SNOLAB HEMTs characterized, construction of the iZIP detector
towers progressed and was completed in 2022. Testing of the ionization readout
continues as of Fall 2023. Ionization signals have been observed with the expected
dissipation time (∼100 µs). An example background signal, which was recorded
above ground at the SLAC National Accelerator Laboratory, can be seen in Figure
2.36. For this event, both sides of the detector see signals simultaneously. As
discussed in Section 2.1.2, this indicates that the event was not close to either of
the detector’s flat surfaces. The two sides of the detector see signals of opposite
charge, because the electric field moves positively charged holes to one surface and
negatively charged electrons to the other. The largest magnitude signal is seen in the
outer channel of side 2 ("QOS2) indicating this may be an example of a high-radius
background event.

The ionization readout’s noise was also measured at SLAC. Some example measure-
ments can be seen in Figure 2.37. In these examples, several complicated features
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Figure 2.36: A background event with signal observed simultaneously in all four
ionization channels of the sixth detector ("Z6") in SuperCDMS-SNOLAB tower 4.
This data was taken above ground at SLAC National Accelerator Laboratory. In the
legend, "QI" ("QO") indicates an inner (outer) charge channel. "S1" ("S2") indicates
side 1 (side 2) of the detector. The signals are measured in units of voltage at the
ADC. There is another amplifier between the output of the charge amplifier and the
ADC input, so this is not precisely equivalent to the charge-amplifier output.

appear. Spectral lines appear around 10 kHz and above 200 kHz. Some of these are
likely the result of the noisy lab environment and will be reduced in the carefully
shielded SNOBOX. Other features around 10 kHz and at low frequency are sus-
pected to be the result of filters installed on the warm electronics. Upcoming tests
at SLAC will involve removing or altering these filters. Debugging will continue
while the rest of the SNOLAB experiment is assembled.

After debugging, it is expected that the ionization noise will look more similar to
that of Figure 2.38. This figure shows the charge-amplifier noise that was measured
during the design stage of the SNOLAB experiment using a similar HEMT and a
functionally similar (but not identical) amplifier design. The noise shows similar
spectral peaks from the same noisy lab environment but otherwise fits well to the
noise model. The noise model includes the HEMT voltage noise and Nyquist-
Johnson noise from the feedback resistor.
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Figure 2.37: Charge-amplifier output noise (measured at the ADC) for the same
setup and iZIPs as in Figure 2.36.

Figure 2.38: Charge-amplifier noise measured during the design stage of Super-
CDMS SNOLAB (and featured in the SNOLAB Technical Design Report.) This
measurement was taken using a different HEMT and circuit design than the final
SNOLAB experiment. The HEMT utilized was also from [37] and the circuit should
be comparable. The noise model (purple), which includes the HEMT voltage noise
and Nyquist-Johnson noise, was confirmed to be a good match to the measurement
(blue).
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C h a p t e r 3

HVEV RUN 3 AT NEXUS

During the design and construction stages of large-scale experiments such as Su-
perCDMS SNOLAB, it is beneficial to test newer detector designs in smaller scale
experiments requiring less exposure and smaller data-taking and analysis teams.
Such small-scale experiments can probe parameter space that is not targeted by
longer-term experiments while also testing design concepts that may be used in fu-
ture large-scale experiments. The HVeV Run 1 experiment was one such experiment
(performed within the SuperCDMS collaboration) that successfully excluded new
parameter space with just six days of data taking [40]. In this chapter, I will discuss
the HVeV detector concept, the results of previous runs using such detectors, and
the entirety of the HVeV Run 3 experiment.

3.1 HVeV Detectors
SuperCDMS high-voltage eV-resolution (HVeV) detectors operate similarly to SNO-
LAB HV detectors. Their target crystals are smaller than the SNOLAB design,
typically 1 × 1 × 0.4 cm rectangular prisms, equivalent to 0.93 grams of silicon per
detector. Like HV detectors, they use quasiparticle-trap-assisted electrothermal-
feedback Transition-edge-sensors (QETs) for phonon detection. HVeV detectors
have two QET channels (one inner and one outer) on a single detector surface.
The opposing detector surface has an aluminum grid that can be biased (relative to
the grounded QETs) to induce NTL-phonon production. First-generation detectors,
including the one used for HVeV Run 1 ([40]), have bias-grid electrodes with 20%
coverage. Second-generation detectors, including the one used for HVeV Run 2
([26]), have 5% coverage.

HVeV detectors are designed to achieve a combination of excellent energy resolution
and high voltage bias sufficient to measure the NTL-phonon energy of individual
electron-hole (𝑒−ℎ+) pairs. As seen in Eq. 2.1, each 𝑒−ℎ+ pair will produce 𝑒Δ𝑉 of
NTL-phonon energy. The HVeV Run 1 detector achieved consistent 14 eV resolution
on energy deposited in the substrate. With Δ𝑉 = 140 V, the detector observed 1-
𝑒−ℎ+ events at 10𝜎𝐸 . Events that ionized 𝑛 𝑒−ℎ+ pairs were observed at 𝑛10𝜎𝐸 .
The resulting spectrum of observed event energies becomes quantized around these
"𝑒−ℎ+ peaks." Example HVeV 𝑒−ℎ+ peaks (produced using laser photons) can be
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seen in Figure 3.1.

Figure 3.1: The energy spectrum observed by the HVeV Run 1 detector with ∼10 eV
energy resolution and 150V of applied bias. Each 𝑒−ℎ+ pair produced is accelerated
by the voltage bias to generate 150 eV of phonon energy observed in the detector.
This example was made by the Run 1 analyzers using laser calibration data [40].
The fit to data is shown in green.

The HVeV detectors’ sensitivity to NTL-phonon energy is a powerful tool for mea-
suring event ionization. For the HVeV Run 1 detector, the ionization resolution was
equivalent to 𝜎𝑒ℎ = 𝜎𝐸/𝑒Δ𝑉 = 0.1 𝑒−ℎ+ pairs. In silicon, an electron recoil of ∼1.2
eV will produce a single 𝑒−ℎ+ pair. Therefore, the HVeV detector’s sensitivity to
single 𝑒−ℎ+ pairs corresponds to sensitivity to electron recoils as small as ∼1.2 eV.

There have been a number of variations on the HVeV mask design. Most of-
ten, the adjusted parameters include the transition-edge-sensor (TES) length, the
quasiparticle-trapping-fin length, and the TES number per channel (𝑁𝑇𝐸𝑆). The
TES number is generally represented using the channel’s total normal resistance,
which is equivalent to the individual TES resistance divided by 𝑁𝑇𝐸𝑆. Figure 3.2
displays a typical QET design with TES and fin lengths labeled. The various param-
eters affect important detector characteristics including energy resolution, dynamic
range, and signal fall time. A large dynamic range is important for detector calibra-
tion. Signal fall time is important for distinguishing events from RF backgrounds.
An example HVeV design can be seen in Figure 3.3. This design is the NF-C mask,
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which maximizes dynamic range while maintaining good energy resolution. In
theory, this choice makes NF-C detectors ideal for calibration.

Figure 3.2: The QET design used in the NF-C detector design (from [41]). QET
stands for Quasiparticle-trapping-assisted Electrothermal-feedback Transition-Edge
Sensor (TES). Event phonons are absorbed and break Cooper pairs in the low-gap
aluminum fins (light blue). Some fraction of the resulting quasiparticle electrons
are trapped upon encountering the lower-gap Al/W traps (dark blue). Quasiparticles
transitioning to the lower-gap material release excess energy as phonons that head
the TES (grey).

A fabricated NF-C HVeV detector can be seen in Figure 3.4. The detector is mounted
between two copper-plated FR-4 printed circuit boards (PCBs).

3.2 Previous HVeV Science
HVeV detectors have been used in two previous dark-matter searches. These are
labeled HVeV Runs 1 and 2. In this section, we will discuss the experimental designs
and results of both runs with a focus on how they impacted the design of HVeV
Run 3.

3.2.1 Run 1 at Stanford
The first science data from an HVeV detector was taken over 6 days in an above-
ground dilution refrigerator at Stanford University. The analysis considered 27 hours
of data taken with the detector bias set to -140 V (using 20%-coverage bias elec-
trodes). The refrigerator temperature was unstable, and periods with temperatures
over 36 mK were removed during the analysis. Gain was corrected to account for
the remaining temperature variations using the recorded fridge temperature. The
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inner channel

outer channel

Figure 3.3: The detector-mask design used to produce the NF-C detector. At this
scale, individual QETs appear as single blue and black pixels. Black is actually the
AL/W traps and TESs. Blue is the AL fins and signal lines. The inner and outer
channels are distinguished by the red dashed box (not part of the actual mask). Each
channel is made up of ∼500 QETs in parallel. The channel readout pads are the
larger squares visible on the left side of the mask.

detector was calibrated using laser events, which showed the energy response to be
nonlinear. A quadratic fit was used to calibrate the pulse-height to event energy.
The total exposure after cuts was 0.49 gram-days. As mentioned above, the detector
resolution was equivalent to 14 eV or 0.1 𝑒−ℎ+ pairs.

The first run set exclusion limits on dark-matter-electron scattering down to a dark-
matter mass of 0.5 MeV (Figure 3.5). At the time, these limits were world-leading
below 4 MeV [40]. Limits were also set on dark-photon kinetic mixing down to a
dark-photon mass of 1.2 eV (Figure 3.6).

3.2.2 Run 2 at Northwestern
The second run using an HVeV detector used an updated design focused on im-
proving the phonon energy resolution. The detector utilized had the same mass and
volume as Run 1, but achieved energy resolution equivalent to 3 eV with a voltage
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Figure 3.4: A photo of the NF-C detector in the copper and PCB (FR-4) housing
used for Run 3. The detector face is visible through a window in the center of the
PCB. The calipers show the housing as being ∼6 cm wide. Wire-bonds connecting
to the readout pads of the detector can be seen to the left of the detector.

Figure 3.5: The dark-matter-electron scattering limits produced by HVeV Run 1
(from [40]). Red lines are the limits. The narrow pink region around each limit
is the limit’s uncertainty from varying the ionization model. The excluded regions
are shaded in a transparent red. The parameter space excluded below 4 MeV was
world-leading when Run 1 was published. (Left) The limit for scattering via a heavy
mediator. (Right) The limit for scattering via a light mediator.

bias of 100 V (set using 5%-coverage bias electrodes). The resultant ionization res-
olution was equivalent to 0.03 𝑒−ℎ+ pairs. The detector was run in an above-ground
adiabatic demagnetization refrigerator (at Northwestern University), which required
daily cycling in order to maintain a temperature between 50 and 52 mK for 10-12
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Figure 3.6: The dark-photon absorption limit produced by HVeV Run 1 (from [40]).
The red line is the limit. The narrow pink region around the limit is the uncertainty
from varying the ionization model and the photoelectric cross section. The excluded
region is shaded in a transparent red.

hours each day. Outside these times, the fridge remained at 4 K. The run achieved
a greater exposure of 1.2 gram-days after cuts [26].

Laser calibration data was taken each day after cooldown to account for the effects
of fridge cycling on the calibration. Laser data was also taken for a range of fridge
temperatures, in order to correct for temperature variation within the measured
range. Time periods when the fridge temperature drifted outside the calibration
range were removed.
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Adjacent to its HVeV detector, Run 2 operated a veto detector designed to pickup
RF background signals from the lab environment. The analysis removed all HVeV-
detector events that were close in time to significant signals in the veto detector.
It is statistically unlikely for weakly-interacting dark-matter to produce recoils in
multiple detectors simultaneously (compared to radiogenic, cosmogenic, or RF
backgrounds), so removing coincident events preferentially lowers the background
rate. This type of cut is known as a live-time cut since the data and associated live-
time were removed together. Alternatively, data-quality cuts remove events on the
basis that the event was poorly characterized. Data-quality cuts lower the efficiency
of the search since they quantify the experiment’s inability to characterize all events
precisely. The Run 2 veto detector was a second silicon wafer instrumented with a
single TES. The transition temperature of the veto TES was near the fridge operating
temperature, causing the veto detector to perform poorly and have only a small effect
on the analysis.

Unlike Run 1, the Run 2 signal model considered effects we refer to as charge-
trapping (CT) and impact ionization (II). Charge-trapping occurs when an electron
or hole traveling through the crystal is captured by an oppositely ionized donor or ac-
ceptor impurity in the crystal. Donor (acceptor) impurities have donated (accepted)
an electron to the conduction band, leaving the impurity positively (negatively)
charged and capable of capturing an electron (hole). Conversely, impact ionization
occurs when a traveling electron or hole frees a charge carrier that was previously
captured by a donor or acceptor impurity. Since these effects remove or add charge
carriers partway through the NTL-production process, they create events with non-
quantized NTL-phonon energy that appear outside the typical 𝑒−ℎ+ peaks. CT and
II are visualized in Figure 3.7.

For Run 2, charge-trapping and impact-ionization were assumed to occur with fixed
probabilities. The CT probability was defined as the probability that an 𝑒−ℎ+ pair
loses one of its charge carriers. The II probability was defined as the probability
that an 𝑒−ℎ+ pair produces one additional charge carrier. The model assumed that
only one of the two processes could occur for a given 𝑒−ℎ+ pair, and otherwise the
pair would produce the full NTL-phonon energy [43]. The Run 2 probabilities were
measured (using laser data) to be 11 ± 3% and 2+3

−2% for CT and II, respectively
[26]. When the Run 1 detector was characterized using the same model, its CT was
observed to be significantly lower at 0.713 ± 0.093% [44]. The Run 1 detector’s II
was comparable to Run 2 at 1.576 ± 0.110%. The Run 1 probabilities were only
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Figure 3.7: A diagram of charge transport in a voltage-biased detector. (from [42]).
In each case, we see a bulk event that produces 1 𝑒−ℎ+ pair. On the left, the pair
travels (in opposite directions) all the way across the detector. This will produce
phonon energy equivalent to 𝑒𝑉bias. Many of such events will form the 1-𝑒−ℎ+ peak
in the energy spectrum. In the middle, we see examples of one charge carrier being
trapped by an oppositely ionized donor or acceptor impurity (charge trapping). Such
cases will produce < 𝑒𝑉bias of energy. On the right, we see examples of one charge
carrier freeing a similar charge carrier that was previously captured by a donor or
acceptor impurity (impact ionization). Such cases will produce > 𝑒𝑉bias of energy.

measured after the Run 1 analysis and were therefore not used. Both probabilities
were sufficiently low that we would not expect including them to significantly change
the Run 1 limits.

The electron-scattering and dark-photon-absorption exclusion limits produced by
the Run 2 analysis can be seen in Figures 3.8 and 3.9, respectively. For most of
the mass range, the Run 2 limits were slightly worse than those of Run 1 (despite
Run 2 having improved energy resolution and ≥ 2× exposure). The weaker limits
were actually the result of the Run 2 detector’s higher CT rate and using a more
conservative limit-setting method. Specifically, Run 2 used a Poisson limit-setting
method rather than the Optimum-Interval (OI) method used by Run 1. The OI
method was found to be highly dependent on the expected signal spectral (including
CT and II effects) and therefore produced problematic systematic uncertainties. The
Poisson method is more robust to uncertainty in CT and II because it only considers
events within the quantized peaks.
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Figure 3.8: The dark-matter-electron scattering limits produced by HVeV Run 2
(from [26]). Blue lines are the Run 2 limits. The narrow light-blue region around
each limit is the limit’s uncertainty from varying the ionization model. (Left) The
limit for scattering via a heavy mediator. (Right) The limit for scattering via a light
mediator.
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Figure 3.9: The dark-photon absorption limit produced by HVeV Run 2 (from [26]).
The blue line is the limit. The narrow light-blue region around the limit is the
uncertainty from varying the ionization model and the photoelectric cross section.
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The Run 2 analysis also set an exclusion limit on the axioelectric coupling for axion-
like particles (ALPs) down to an ALP mass of 1.2 eV. This limit was world-leading
among direct detection experiments, but remains significantly less sensitive than the
limit imposed by stellar-cooling observations (𝑔𝑎𝑒 ≲ 10−13, see Figure 2.16).

HVeV R2
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HVeV R2

HVeV R2

Figure 3.10: The ALP-absorption limit produced by HVeV Run 2 (from [26]). The
blue line is the limit. The narrow light-blue region around the limit is the uncertainty
from varying the ionization model and the photoelectric cross section. The entire
region remains significantly less sensitive than the limit imposed by stellar-cooling
observations (𝑔𝑎𝑒 ≲ 10−13).

3.2.3 Low-Energy Excess
In HVeV Runs 1 and 2, the low-mass sensitivity was limited by an unexpected excess
of events observed at low energy (∼1 𝑒−ℎ+). The observed excesses were consistent
with similar excesses in other sub-GeV dark-matter searches [45]. The Run 2 excess
(compared to a dark-matter model that fits the ≥1 𝑒−ℎ+ region well) can be seen in
Figure 3.11.

Additional data taken with the Run 2 detector at multiple bias voltages (0, 60,
and 100 V) was used to study possible sources of this low-energy excess [45].
Both Run 2 and [45] recognized that a significant number of low-energy events
occurred in groups immediately following larger events. These groups (including
the initial larger event) were labeled "burst events." An example burst event can
be seen in Figure 3.12. The [45] analysis proposed that such events could result
from luminescence of the FR-4 PCBs used to clamp the detectors in Runs 1 and
2. Evidence included the low ionization yield observed in the larger events at the
beginning of each burst, which is better explained by multiple simultaneous energy
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Figure 3.11: The HVeV Run 2 low-energy excess. (Top) The laser and dark-matter-
search data from HVeV Run 2 with all live-time and quality cuts applied. Both
spectra were taken with detector bias of 100 V. An attempt was made to fit the
search data to a light-mediator electron-scattering signal model (black). Although
the model is good for 𝑒−ℎ+ peaks 2-5, it severely underestimates the rate of 1-𝑒−ℎ+
events. This led the analyzers to conclude that there is a significant excess of low-
energy events. (Bottom) The cut efficiency of the Run 2 experiment. The black line
is the measured efficiency by bin (with uncertainties in grey). The red line is the
efficiency used. A large uncertainty (the pink shaded region) was used to account
for the dips in the measured efficiency. Both plots and data from [26].

depositions than by a single larger energy deposition. FR-4 luminescence would
also produce photons with decay time consistent with the rate observed in burst
events.

Run 2 removed burst events by cutting periods of live time with heightened event rate.
If the burst events were caused by an external background (like FR-4 luminescence),
this cut would fail to remove any bursts that did not produce multiple recoils with
distinct arrival times in the single detector. This would explain why the low-energy
excess was still present in Run 2. In order to remove more of such events, HVeV Run
3 was designed to operate with four detectors mounted in adjacent pairs. Bursts that
do not produce distinct events in a single detector may produce coincident events in
nearby detectors. Such events can be removed with a coincidence cut (like Run 2’s
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Figure 3.12: An example burst event before and after filtering (from [45]). We see
the initial event is several times larger than the subsequent events. A Gaussian-
derivative-filter was applied to produce the filtered signal. We see that the filter
works well for identifying individual events in the burst via a post-filter threshold
trigger. Identified events are marked with vertical dashed lines.

veto-detector cut but more functional). Run 3 was planned and executed before it
was recognized that the FR-4 was both relatively radioactive (and thus a source of
particle backgrounds) as well as the source of luminescence. Run 3 therefore used
the same mounting method as Runs 1 and 2 (including FR-4 PCBs).

3.3 Setup at NEXUS
In addition to being the first HVeV run with multiple detectors, HVeV Run 3
included several improvements to the experimental setup (compared to previous
runs). These improvements included being performed underground and utilizing a
dilution refrigerator capable of maintaining stable temperature for multiple months.
In this section, I will present an overview of the data-taking setup including these
improvements.
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3.3.1 NEXUS facility
Run 3 was taken at the Northwestern Experimental Underground Site (NEXUS),
which is 107 m underground and has 300 mwe of rock overburden. Previous
runs were exclusively taken above ground and were therefore exposed to greater
cosmogenic backgrounds. During Run 3, cosmogenics were also considered a
potential origin for burst events, so the underground site was part of the broader
plan to reduce the low-energy excess. The facility utilized was also a class 10,000
clean-room, which lowered some backgrounds but did not affect those originating
from FR-4 inside the detector chamber.

3.3.2 Cryogenics and Shielding
Data was taken inside a CryoConcepts dilution refrigerator capable of steady-state
low-temperature operation. For Run 3, the fridge was maintained at 10.5 mK from
December 2020 to February 2021. Temperature only changed during a software
reset once every 2-3 weeks. The temperature promptly returned to 10.5 mK. Data
taken during off-temperature periods was removed using a temperature-based live-
time cut. Otherwise, the temperature was stable within 0.1 mK. The system stability
allowed data to be calibrated once without need for a temperature correction.

The setup also included lead shielding inside and outside the cryostat. The total lead
shielding blocked nearly all line-of-sight between the detectors and the surrounding
environment.

3.3.3 Payload Arrangement
HVeV Run 3 was taken using a payload of four 0.93-gram Si HVeV detectors. The
detectors were mounted in pairs, with each pair sharing one mounting bracket. The
arrangement can be seen in Figure 3.13. Using multiple detectors raises the total
target mass and therefore the exposure that can be acquired each day. We can also
use the multiple detectors to implement the coincidence cut described in Section
3.2.3. With this arrangement, each detector acts as a veto detector for each of the
others (particularly effective for those that share a bracket). All four detectors were
mounted on the same horizontal axis. Unlike the veto detector for Run 2, the Run 3
detectors were operated well below their TES transition temperatures.

The detector payload was mounted in a copper enclosure that was made light-tight
using epoxied feedthroughs and copper tape over mating surfaces (see Figure 3.14).
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R1
NF-C

NF-H

NF-F

Figure 3.13: The arrangement and mounting of detectors in HVeV Run 3. Each
detector is labeled with the mask design used for its production. The fiber optic used
to input calibration photons came up through the center plate, between the two "L"
brackets, and faced directly upwards. During the run, the tops of the "L" brackets
were connected for better thermal coupling.
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Figure 3.14: A photo of the copper enclosure holding the Run 3 detectors. The
bottom copper plate is the same bottom plate from Figure 3.13. The Inner lead shield
can be seen above the cylindrical copper housing. Three vertical bars thermally
connect the bottom plate the the mixing-chamber stage of the dilution refrigerator
(above the inner lead shield).
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In order to perform the laser-photon calibration, a fiber-optic cable was routed
through the fridge and into the detector chamber. The fiber came up through the
bottom cold plate in Figure 3.13 and was left facing upward between the detector
brackets. This was a change from previous runs, which used fiber optics pointed
directly at the back of each run’s detector. The assumption for Run 3 was that the
laser photons would illuminate the entire detector chamber, producing calibration
events in all detectors simultaneously. While laser data confirmed that events were
generated in the detectors, it also showed a larger fraction of non-quantized events
than seen in previous runs. We suspect that this excess was caused by the increased
rate of laser photons striking the detectors’ sidewalls. The HVeV electric field is less
uniform near the sidewalls than in the detector bulk. The sidewalls are also expected
to have a greater concentration of crystal impurities. Both factors would lead to
sidewall events having a higher probability to produce non-quantized signals.

3.3.4 Detector Designs
Each of the four detectors used in Run 3 had different designs. The detector
labeled "R1" was produced using the same design as the HVeV Run 1 detector
(including 20% electrode coverage on the non-sensor surface). The R1 detector
was also fabricated on the same substrate as the Run 1 detector and should have
similar rates of charge trapping and impact ionization. The other three detectors
were second-generation HVeV designs with improved energy resolution and 5%
electrode coverage. These detectors were fabricated using the same silicon as the
Run 2 detector. The second-generation "NF-C" detector was designed to have a
large dynamic range for improved calibration. The second-generation "NF-F" and
"NF-H" detectors were designed to have improved position resolution. R1 and NF-
C were paired together on one mounting bracket. Likewise, NF-H and NF-F were
paired together on the other mounting bracket.

After cooling down, we found that the NF-F detector was not functional. Upon
inspection of the NF-F design, it became apparent that the inner channel of QETs
had an unintentional short between input and output (see Figure 3.15). This design
error rendered the NF-F detector unusable. We decided to continue the run with the
remaining three detectors.

3.4 Data Taking
Science data was taken every day between December 27, 2020 and February 9,
2021 using a SuperCDMS Detector Control and Readout Card (DCRC). In order
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direct short between inner-channel
wire-bond pads

Figure 3.15: The detector-mask design used to produce the NF-F detector. An
unintentional short between the input and output wire-bond pads of the inner channel
is indicated with red arrows.

to study burst events, it was desired to continuously take data rather than to trigger
on events above a set threshold. A set threshold could miss the low-energy events
that are typically seen after the leading event in a burst. The data-throughput limit
of the DCRC made this impossible for three detectors operated simultaneously.
Instead, data was taken with 50% live time. Specifically, the system would record
0.5 seconds of data and then stop recording for a random length of time between
0 and 1 seconds (uniformly distributed). With 45 days of data taking, this resulted
in approximately 22.5 days of live time. This corresponds to ∼21 gram-days of
exposure per detector. In reality, there were brief interruptions each day when data
taking had to be manually stopped and restarted. Science-data taking was also
stopped occasionally to record laser data.

On January 11th, the data-taking team attempted to take laser data but could not
find signals coincident with the TTL trigger (the transistor logic that indicates when
the laser diode is pulsed). The issue was rectified by reconnecting the serial port
connected to the laser-diode driver. Laser data was then taken. It was later observed
that reconnecting the driver altered the noise performance of the detectors. Low-
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frequency noise, which had fluctuated significantly before January 11th, decreased
and remained stable in all three operating detectors. A spectral line at 10 kHz also
appeared in the R1 and NF-H detectors. The spectral line was not a signal-like back-
ground, so the post-January 11th noise performance was an overall improvement.
During the analysis, we decided to only use data taken after the diode reset on the
11th. This lowered the data-taking days from 45 to 30. The approximate exposure
was lowered from ∼21 to ∼14 gram-days per detector.

Laser data was also successfully taken on February 8th and 9th. The 9th was the
last day of recording science data, so the analysis had access to laser data from the
beginning and end of science-data taking.

The Run 3 analysis began as soon as data collection was completed (February
9, 2021). Run 3 was not expected to be sensitive to any previously unexplored
parameter space. In part, this expectation was set by the increasing competition
in the sub-GeV mass region (see the SENSEI result from 2020 [46]). Instead,
the analysis was performed with the intention of qualitatively demonstrating the
improvements from Runs 1 and 2 via the post-cut data spectrum and resultant
exclusion limits. Accordingly, the data was not blinded or salted before the analysis
began.

All science and laser data for Run 3 was taken with a voltage bias of 100 V (Δ𝑉 =
100 V).

3.5 Data Processing
Using the known DCRC design, the recorded ADC data was converted to units
of current through each TES channel. Further use of the data required processing
it to identify the timing and amplitude of individual events as well as converting
the current signal to event energies. In the following section, we will discuss how
the Run 3 data was processed. This includes event identification (triggering) and
filtering to reduce non-signal-like backgrounds.

3.5.1 Triggering
Within each half second of data, events were identified using Gaussian-derivative-
filter (GF) triggering. First, data was filtered using a kernel with the shape of a
differentiated Gaussian. Then, events were identified as times when the GF-filtered
data went above a set trigger threshold. The differentiated-Gaussian shape was
chosen for its ability to distinguish events close in time. Figure 3.12 from the low-
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energy event investigation shows GF triggering effectively identifying individual
events within a burst [45]. For Run 3, a Gaussian with 25.6 µs standard deviation
was used. With this filtering, events as close as ∼120 µs could be distinguished.
Figure 3.16 compares Run 3’s GF to a matched filter (the type used in Run 2) using
Run 3 data.
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Figure 3.16: An example burst event in the Run 3 data. We see that the Gaussian-
derivative filter (GF) works well for identifying individual events in the burst via
a post-filter threshold trigger. The matched filter (MF) cleans the trace but is
ineffective at identifying events that are near in time.

When tested using laser data, GF-trigger efficiency was observed to go to unity for
event energies >35 eV. This indicated that only an insignificant number of events
were missed in the energy range used for the limit setting (see Section 3.12.1).

Events were identified separately in each detector using the combined signal from
inner and outer channels (relatively weighting each channel as described in Section
3.6). Each event’s associated trace (the subset of time used for further analysis) was
defined to include 6.55 ms to either side of the event’s filtered maximum.

3.5.2 Optimal Filtering
The Gaussian-derivative filter was only applied when identifying event triggers. For
the rest of the analysis, event traces were filtered using the Optimal Filtering (OF)
method (see [47] and Section 4.2.1). This method creates a frequency-space filter
proportional to the expected signal weighted by the measured noise. The relative
weighting preferentially preserves frequencies consistent with signal and devalues
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Figure 3.17: The Run 3 trigger efficiency fit to an error function. Trigger efficiency
was calculated by applying the GF-trigger to the laser data and calculating the
fraction of events identified. Efficiency goes to zero for low-energy events since
they cannot be identified above noise. The important result is that efficiency goes
to unity (with little uncertainty) above ∼30 eV (well below the first quantized peak
at 100 eV).

frequencies consistent with noise. The OF used for Run 3 was normalized such that
signal-like events would have the same amplitude before and after filtering.

For Run 3, the expected-signal template for each detector was calculated using
laser-generated events from January 11th. The events were aligned in time using
the laser TTL signal and averaged to lower random noise. Events from traces with
an overall slope were removed to avoid polluting the template with longer-timescale
changes in signal. In total, just under 20k events were averaged for each detector.
A low-pass Butterworth filter was used to remove remaining high-frequency noise.
Specifically, a 10th-order forward-backward filter with 60 kHz cutoff frequency was
used for NF-C and NF-H. The same type of filter was used for R1 but with a 20 kHz
cutoff due to its higher noise. The NF-C template can be seen in Figure 3.18. The
frequency-domain reduced 𝜒2, which quantifies discrepancies between data and the
fitted OF template (in frequency space), was observed to be distributed about 1 for
the Run 3 science data. This indicated that the laser-derived template was a good fit
to the non-laser science data. The reduced 𝜒2 was also stable throughout the run,
confirming that the signal shape did not change over time. The signal stability was
attributed to the stable temperature and channel biasing maintained throughout the
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run.

Figure 3.18: NF-C signal template

The raw and Butterworth-filtered signal template for the NF-C detector. (Left) The template in time space.
Each time sample is equivalent to 1.6 µs. (Right) The template in frequency space. We see that the Butterworth

filter effectively removes high-frequency noise.

While each detector’s expected-signal template was constant throughout the run,
the noise was re-estimated for every minute of data taking. For each minute, noise
was calculated in each detector using traces triggered at random times. Randomly
triggered traces with unusual mean, standard deviation, slope, or skewness were
removed from the calculations. Typical noise power spectral densities (PSDs) for
NF-C can be seen in Figure 3.19.

By combining templates and noise measurements, OFs were calculated for each
detector and every minute of data taking. Each trace was then filtered using the
appropriate OF. For each event, the amplitude of the filtered trace at the time of
triggering was recorded as a reduced quantity (RQ) labeled the "OF0 amplitude".
The reduced 𝜒2 of the fit between data and template at that time was recorded as the
"OF0 𝜒2". Amplitude and reduced 𝜒2 RQs were also recorded with the event timing
allowed to shift to achieve the best fit (lowest 𝜒2) within ±24 µs of the trigger. These
RQs were given the prefix "OFL" (OF with a Limited time shift). It is a feature of
the OFL RQs that the maximum filtered amplitude in a trace will occur at the time
that produces the lowest 𝜒2 fit [47]. Therefore, the OFL values also correspond to
the highest filtered amplitude within the allowed time region. For events with little
to no signal, this caused the OFL RQs to instead find the largest noise fluctuation
resulting in biases in pulse height near zero amplitude. Accordingly, the analysis
used OF0 values for sub-1 𝑒−ℎ+ events.
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Figure 3.19: Typical noise power spectral density (PSD) in the NF-C detector. Many
partially transparent PSDs are plotted on top of each other. Their similarity makes
individual PSDs difficult to distinguish. Each PSD is calculated using random
triggers from one minute of data taking. The noise was very stable, so the plot looks
much like a single PSD.

3.6 Relative channel weighting
In HVeV detectors, calculating an event’s total phonon energy requires combining
the signals from all phonon-sensing channels. The Run 3 detectors had two channels
each (one inner and one outer on a single surface). Inner and outer channels were not
expected to have equivalent signal responses to absorbed energy1. With different
responsivities, a simple sum of signals would depend on the partition of energy
between the two channels. Energy partition depends on the initial event position
within a detector, so partition dependence causes position dependence.

In order to produce a position-independent calibration of phonon energy, Run 3
calculated total signal using a weighted sum that minimized the dependence on
energy partition. In this section, we will discuss the two methods used to calculate
the weighting factors for each detector. The first method was flawed but produced
the weighting values that were used in the final analysis. The second method was
superior and confirmed that the first method’s results were actually correct (despite
the flawed method).

1The NF-C and NF-H detectors were actually designed to have equivalent responsivity (to
absorbed energy) in the inner and outer channels. In practice, there will always be differences due to
imperfect fabrication or biasing. The R1 detector was not designed to have equivalent responsivity.
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3.6.1 Resolution-Optimizing Method
The first (flawed) method minimized the energy resolution in the 1 𝑒−ℎ+ quantized
peak instead of directly removing partition dependence. The total signal (𝐴) and
relative weighting factor (𝛼) were defined as in Eq. 3.1.

𝐴 ≡ 𝛼𝐴𝑖𝑛 + 𝐴𝑜𝑢𝑡 (3.1)

where 𝐴𝑖𝑛 and 𝐴𝑜𝑢𝑡 are the inner and outer channel signals, respectively. For this
method, we explicitly calculated the resolution on 𝐴 for a range of choices of 𝛼.
Resolution was calculated by fitting a Gaussian to the 1 𝑒−ℎ+ peak in 𝐴. The
resolution (with an approximate energy calibration) would then be defined by Eq.
3.2.

𝜎eV ∼
𝜎𝐺𝑎𝑢𝑠𝑠𝑖𝑎𝑛 𝑓 𝑖𝑡

`𝐺𝑎𝑢𝑠𝑠𝑖𝑎𝑛 𝑓 𝑖𝑡
100 eV (3.2)

This calculation was performed using OF0 science data from each day of data taking.
Laser data could not be used, since the large fraction of sidewall events altered
the shape of the 1 𝑒−ℎ+ laser peaks and made them a poor estimator of detector
resolution. Daily data was useful for checking that the resolution-optimizing 𝛼 did
not vary significantly over time.

The calculation was performed before the analysis 𝜒2 cut was finalized, so a basic
energy-independent 𝜒2 cut was applied to the data instead. Another cut was applied
to carefully select the 1 𝑒−ℎ+ peak events. The obvious choice would be to select
these events using the quantized distribution of 𝐴, but such a selection would rely on
prior knowledge of 𝛼. Instead, 1 𝑒−ℎ+ events were identified using a 2-dimensional
cut dependent on both 𝐴𝑖𝑛 and 𝐴𝑜𝑢𝑡 . The cut retained events within a 3𝜎 ellipse
iteratively fit to data using principal-component analysis. The cut was 3𝜎 under
the assumption that the underlying distribution was bivariate normal. In that case,
a 3𝜎 cut would retain 98.9% of data from the underlying distribution. The 1 𝑒−ℎ+

selection was performed separately for each dataset. An example of the iterative 1
𝑒−ℎ+ cut applied to NF-C data can be seen in Figure 3.20.

After applying the cuts, 𝜎𝑒𝑉 was calculated as a function of 𝛼 for each dataset. An
example result for NF-C can be seen in Figure 3.21. Each dataset’s result was then
fit to an approximate model for the variance of the weighted and normalized sum of
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Figure 3.20: The result of using primary component analysis to iteratively fit an
ellipse to the 1-𝑒−ℎ+ peak in one NF-C dataset. The heat map displays the number
of events in a given bin. Each blue ellipse is one iteration of the cut (starting from
the largest ellipse). We see that the cut converges after about four iterations.

two random (and potentially dependent) variables. The model utilized is shown in
Eq. 3.3.

𝜎2
eV =

(
100 eV
𝛼𝑚 + 1

)2 (
𝛼2𝑎 + 𝑏 + 2𝛼𝑐

)
(3.3)

The squared prefactor accounts for the normalization of the weighted sum to 100
eV. Specifically, 𝑚 accounts for the difference in average signal observed in the two
channels. 𝑎, 𝑏, and 𝑐 are proportional to the inner-channel variance, the outer-
channel variance, and the inner-outer-channel covariance, respectively. All four
values were extracted via the fit and used to calculate 𝛼optimized 𝜎 (the result of
minimizing Eq. 3.3 with respect to 𝛼).

𝛼optimized 𝜎 =
𝑚𝑏 − 𝑐
𝑎 − 𝑚𝑐 (3.4)

Figure 3.21 also displays the fit to this model (with residuals) with the resulting
𝛼optimized 𝜎 in the legend.
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NF-C (Jan 11, 2021)
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Figure 3.21: A typical result of applying the resolution-optimizing method to a
dataset. (Top) The calculated resolution as a function of channel weighting (𝛼) is
shown in orange (with grey uncertainties). The fit to the resolution as a function
of 𝛼 (using Eq. 3.3) is shown in black. The 𝛼 that gives the minimum resolution
(using Eq. 3.4) is marked with a vertical dotted line and labeled in the legend.

The 𝛼optimized 𝜎 for NF-C and NF-H were seen to be stable over the entirety of data
taking (even going back to December 2020). For R1, 𝛼optimized 𝜎 changed sharply
on January 11th. This was likely caused by the change in noise observed on that
day. Otherwise, the R1 𝛼optimized 𝜎 was stable but with relatively more variance than
in the other two detectors. 𝛼optimized 𝜎 for each detector and dataset can be seen in
Figure 3.22.

Weighted means of 𝛼optimized 𝜎 were calculated for NF-C, NF-H, R1 (before January
11th), and R1 (after January 11th). These can also be seen in Figure 3.22. The NF-C
and NF-H values were applied to calculate the total signal and associated RQs in the
final analysis. The R1 𝛼optimized 𝜎 was considered too uncertain and was not used.
Instead, an unweighted sum was used for R1. At the time this decision was made, it
was already decided that the R1 detector would only be used as a veto detector (due
to its inferior resolution and noise). Partition independence and energy calibration
were not necessary in a veto detector.
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Figure 3.22: The result of calculating the resolution-minimizing channel weighting
(𝛼optimized 𝜎) for each science dataset and each detector. Variance-weighted means
were calculated for the NF-C and NF-H detectors (horizontal dashed lines). For
the R1 detector, separate variance-weighted means were calculated for pre- and
post-January 11th data (horizontal dashed and dotted lines). Variance weighting
was used by mistake. Inverse variance weighting should have been used instead.
The NF-C and NF-H results were shown to be valid anyways (see Figure 3.24).

The misguided emphasis of this method on resolution optimization was caught
during the early stages of the analysis’s inner-collaboration review. Even so, there
was reason to believe that optimizing resolution may have also minimized the
partition dependence. If the noise in both detector channels was subdominant to
the variation in signal caused by varying energy partition, then partition variation
would be the primary contributor to the signal variance of 1 𝑒−ℎ+ events. Figure 3.20
suggests this may be true for the NF-C detector. There are separate event clusters at
either end of the distribution, each smaller than the total distribution. Presumably,
the cluster size corresponds to the channel noise while the overall distribution (with
a clear negative slope) is caused by the partition variation. In the case of partition-
variation dominance, minimizing the 1 𝑒−ℎ+ resolution would also minimize the
partition dependence.

3.6.2 Partition-Dependence-Minimizing Method
In order to test if the previously calculated weightings also minimized partition
dependence, I proposed and applied a second method explicitly designed to minimize
said dependence. We will now discuss the theory behind that method.
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In an HVeV detector, each event’s energy is divided between the inner and outer
channels. Let us start by assuming the fraction of total energy (𝐸) absorbed by the
inner channel is equivalent to 𝛽. We will also assume that all the remaining energy
is absorbed in the outer channel.

𝐸𝑖𝑛 = 𝛽𝐸

𝐸𝑜𝑢𝑡 = (1 − 𝛽) 𝐸
(3.5)

The energy in each channel will be measured by QET’s. Each channel will have
different responsivity, dependent on channel biasing, number of TES’s, etc. Here,
we will represent responsivity with the conversion factor from absorbed energy to
signal (𝐶). Each channel will also have noise that appears in the observed signal.

𝐴𝑖𝑛 = 𝐶𝑖𝑛𝐸𝑖𝑛 + 𝑁𝑜𝑖𝑠𝑒𝑖𝑛
𝐴𝑜𝑢𝑡 = 𝐶𝑜𝑢𝑡𝐸𝑜𝑢𝑡 + 𝑁𝑜𝑖𝑠𝑒𝑜𝑢𝑡

(3.6)

We can now apply the same definition of relative weighting factor (𝛼) from Eq. 3.1.

𝐴 ≡ 𝛼𝐴𝑖𝑛 + 𝐴𝑜𝑢𝑡
= 𝛼 (𝐶𝑖𝑛𝛽𝐸 + 𝑁𝑜𝑖𝑠𝑒𝑖𝑛) + 𝐶𝑜𝑢𝑡 (1 − 𝛽) 𝐸 + 𝑁𝑜𝑖𝑠𝑒𝑜𝑢𝑡

(3.7)

We want to choose 𝛼 such that the observed total signal is independent of 𝛽.

𝑑𝐴

𝑑𝛽
= 𝛼𝛽 indep𝐶𝑖𝑛𝐸 − 𝐶𝑜𝑢𝑡𝐸 = 0

𝛼𝛽 indep =
𝐶𝑜𝑢𝑡

𝐶𝑖𝑛

(3.8)

Let us now consider what variation we would expect to see in each channel’s signal
among a group of mono-energetic events (𝑉𝑎𝑟 (𝐸) = 0). Ideally, each quantized
𝑒−ℎ+ peak would count as one such group.

𝑉𝑎𝑟 (𝐴𝑖𝑛) = 𝑉𝑎𝑟 (𝐶𝑖𝑛𝛽𝐸 + 𝑁𝑜𝑖𝑠𝑒𝑖𝑛)
= 𝐶2

𝑖𝑛𝐸
2𝑉𝑎𝑟 (𝛽) + 2𝐶𝑖𝑛𝐸(((((((((

𝐶𝑜𝑣(𝛽, 𝑁𝑜𝑖𝑠𝑒𝑖𝑛) + 𝜎2
𝑛𝑜𝑖𝑠𝑒,𝑖𝑛

= 𝐶2
𝑖𝑛𝐸

2𝑉𝑎𝑟 (𝛽) + 𝜎2
𝑛𝑜𝑖𝑠𝑒,𝑖𝑛

(3.9)
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𝑉𝑎𝑟 (𝐴𝑜𝑢𝑡) = 𝑉𝑎𝑟 (𝐶𝑜𝑢𝑡 (1 − 𝛽)𝐸 + 𝑁𝑜𝑖𝑠𝑒𝑜𝑢𝑡)
= 𝐶2

𝑜𝑢𝑡𝐸
2𝑉𝑎𝑟 (1 − 𝛽) + 2𝐶𝑜𝑢𝑡𝐸(((((((((((

𝐶𝑜𝑣(1 − 𝛽, 𝑁𝑜𝑖𝑠𝑒𝑜𝑢𝑡) + 𝜎2
𝑛𝑜𝑖𝑠𝑒,𝑜𝑢𝑡

= 𝐶2
𝑜𝑢𝑡𝐸

2𝑉𝑎𝑟 (𝛽) + 𝜎2
𝑛𝑜𝑖𝑠𝑒,𝑜𝑢𝑡

(3.10)

In Eqs. 3.9 and 3.10, we assume the channel noise is independent of event 𝛽. We
can use these results to calculate 𝛼𝛽 indep.

𝑉𝑎𝑟 (𝐴𝑜𝑢𝑡) − 𝜎2
𝑛𝑜𝑖𝑠𝑒,𝑜𝑢𝑡

𝑉𝑎𝑟 (𝐴𝑖𝑛) − 𝜎2
𝑛𝑜𝑖𝑠𝑒,𝑖𝑛

=
𝐶2
𝑜𝑢𝑡

𝐶2
𝑖𝑛

= 𝛼2
𝛽 indep

(3.11)

While it might seem like one could instead extract 𝐶𝑖𝑛/𝐶𝑜𝑢𝑡 by fitting a line to the
distribution in Figure 3.20, the process of doing so would really be the same as the
first method. The resulting value would minimize the width perpendicular to the
line which is equivalent to the resolution of the weighted sum of both channels. If
the detector had dramatically different noise in its two channels, the line fit would
be effected by the difference as well as the partition variation. The result would be
equivalent to Eq. 3.11 with 𝜎𝑛𝑜𝑖𝑠𝑒,𝑜𝑢𝑡 and 𝜎𝑛𝑜𝑖𝑠𝑒,𝑖𝑛 assumed to be zero. The new
method is independent of differences in channel noise.

For Run 3, I calculated 𝜎2
𝑛𝑜𝑖𝑠𝑒,𝑖𝑛

and 𝜎2
𝑛𝑜𝑖𝑠𝑒,𝑜𝑢𝑡

using random-triggered OF0 data. I
again applied the iterative 3𝜎-ellipse cut to remove outlier events. I did not apply
a 𝜒2 cut, because the intention was to measure noise and 𝜒2 cuts remove noisier
events. An example dataset’s OF0 random-trigger events in the NF-C detector can
be seen in Figure 3.23. I followed the same procedure to select the 1 𝑒−ℎ+ events
from triggered science data (also in Figure 3.23). I assumed the remaining 1 𝑒−ℎ+

events were mono-energetic and used them to calculate the inner and outer signal
variances.

As with the previous method, I calculated the weighting factor (𝛼𝛽 indep) for each
detector and dataset (starting from January 11). The results can be seen in Figure
3.24. I performed the calculation using both OF0 and OFL amplitudes to calculate
the signal variances. The results were found to be consistent with each other.
Additionally, the results for NF-H and NF-C were observed to be stable and within
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Figure 3.23: The result of using primary component analysis to iteratively fit ellipses
to the 0-𝑒−ℎ+ (Left) and 1-𝑒−ℎ+ (Right) peaks in one NF-C dataset. For the 0-𝑒−ℎ+
peak, I used randomly triggered OF0 data. For the 0-𝑒−ℎ+ peak, I performed the
calculation separately with OF0 and OFL GF-triggered data (OF0 shown here). We
again see that the cut converges quickly (immediately for the 0-𝑒−ℎ+ peak).

∼2% of the previous method’s weightings (see Figure 3.22). Rather than being a
coincidence, this is likely due to the 1 𝑒−ℎ+ variance being dominated by varying
energy partition in those detectors. We determined the difference to be negligible
and continued using the previous method’s weightings (rather than reprocessing
late in the analysis). The new method’s R1 weighting was stable but significantly
different from the previous method’s. The difference was likely due to the R1
detector’s higher noise. R1 was still only used as a veto detector and its channels
were left unweighted.

3.7 Energy Calibration Using Laser Data
With the detector channels properly weighted, we proceeded to calibrate the detectors
using laser data. The goal was to convert the calculated event OFL amplitudes (in
units of current) to units of energy deposited in the detector substrate. We performed
this calibration procedure for both NF-C and NF-H. R1 was only used as a veto
detector and therefore did not require a full calibration. Later, we also decided to
use NF-H as a veto only (due to its worse coincidence cutting ability). Hence, the
plots in this section focus on NF-C.
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Figure 3.24: The result of calculating the partition-dependence-minimizing channel
weighting (𝛼𝛽 indep) for each science dataset (January 11th onward) and each detec-
tor. Inverse-variance-weighted means were calculated for each detector (horizontal
dashed lines). The NF-C and NF-H values were considered close enough to the
results in Figure 3.22 that the old values were kept in use. The R1 value changed
significantly from the previous result, but no relative weighting (𝛼=1) was used for
R1 (which was only a veto detector).

3.7.1 Low-_ Laser Data
Laser sidewall events presented a major impediment to using the laser data for
calibration. Such events have amplitudes slightly greater than the amplitudes in
each quantized peak. This led to the appearance of "tails" of higher-amplitude
events attached to each peak which were not observed in previous runs’ laser data
nor the Run 3 science data. The sidewall events that comprised these tails were of
uncertain energy and could therefore not be used in the calibration process. Even
neglecting the tails proved difficult given the influence they had on any fit of the
peaks.

It was observed during the run that laser data taken with higher laser _ produced
peaks with relatively larger tails. In this discussion, _ is the Poisson parameter that
best describes the mean number of 𝑒−ℎ+ pairs produced by laser photons during
each laser activation. Laser _ could be adjusted by varying the power supplied to
the laser diode driver. On February 8th and 9th, we took laser data with particularly
low _ in order to produce datasets with smaller tails that could be fit for calibration.
The improvement in shape can be seen in Figure 3.25.
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λ≈1.2 (Jan 11, 2021) λ≈0.3 (Feb 9, 2021)

Figure 3.25: Two example laser spectra. In both plots, orange is the data in 1 eV
bins with all live-time and calibration cuts applied. Energy on the x-axis is from
a preliminary calibration but is very similar to the final energies. Grey regions are
the initial search regions for peak fitting. Black curves are Gaussian distributions
fit to each peak. (Left) Laser data with Poisson _ > 1. We see that each peak
has a significant high-energy tail that could affect the Gaussian fit. (Right) Laser
data with _ < 0.5. The between-peak regions are still sloped, but the underlying
Gaussian peaks are clear for fitting.
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By definition, the low-_ laser setting produced relatively few events in the higher
𝑒−ℎ+ peaks. Having low statistics in the higher peaks makes them difficult to fit
for calibration. Peaks with too few events could not be fit at all and would limit
the upper energy range of the calibration. To improve the high-𝑒−ℎ+ statistics, one
low-_ dataset was taken overnight with a higher frequency of laser activations (200
Hz rather than the previously used 20 Hz). This dataset achieved its goal of having
sufficient statistics up to the 4 𝑒−ℎ+ peak. Unfortunately, the 200 Hz rate produced a
laser trigger every 5 ms. This meant there were 3 triggers in every 13.1 ms trace. To
account for the pileup, the overnight dataset received a special set of cuts designed
to remove events with neighboring events of non-zero amplitude. Since the dataset
had low _, a large fraction of laser-triggered events had zero amplitude and the
cut left sufficient data. The overnight dataset and its specialized cuts are shown in
Figure 3.26.
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Figure 3.26: The low-_ laser dataset taken overnight with various cuts applied in
order. The OF0 cut removed events with an adjacent laser-triggered event that had
significant OF0 amplitude (≳12 eV). The mean-baseline cut removed events with
changing baseline. The edge cut removed laser triggers that were too close to the
edge of their time stream to be fully recorded. The Δ𝑡 cut removed events with any
GF-triggered (laser or non-laser) event within 7 ms. In this plot, the OF0 cut had
the most significant effect. The Δ𝑡 cut should remove many of the same events. The
cuts did not significantly change the shape of the spectra. This is expected since the
probability of a laser event having no neighbors should be amplitude independent.

Overnight-dataset cuts included an OF0 cut, which removed events with an adjacent
laser-triggered event that had significant OF0 amplitude (≳12 eV). We also applied
a Δ𝑡 cut to remove events with any GF-triggered (laser or non-laser) event within 7
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ms. A mean baseline cut was used to remove events with changing baseline (which
may indicate an event occurring on the tail end of a previous event). An edge cut
was used to remove laser triggers that were too close to the edge of their time stream
to be fully recorded.

3.7.2 Daily Responsivity Variation
Three total laser datasets were used for the calibration. In addition to the overnight
dataset from February 9th, we used two shorter low-_ datasets taken on February
8th. All three datasets were taken at the tail end of the run. We needed to test
whether the detector responsivity was stable enough for such a calibration to be
accurate for the whole run. As an estimator for detector responsivity, we calculated
the 1-𝑒−ℎ+ event amplitude in each science dataset and compared it to the amplitude
in all science datasets combined. The 1-𝑒−ℎ+ peak was chosen because it always
had high statistics. The result can be seen in Figure 3.27.

The 1-𝑒−ℎ+ amplitude was stable, only varying by about 0.5% throughout the run.
We modeled the distribution as a sum of asymmetric Gaussian distributions2 with
locations and widths defined by the individual dataset amplitudes and uncertainties
(see Figure 3.27). We used the model to estimate the 68% confidence interval
on daily responsivity. The confidence interval was calculated using the following
conditions:

1. Include at least 68% of data generated by the model.

2. Include all bins with occupancy ≥ N.

3. The interval must be simply connected (practically defined as having no
gaps between included bins greater than 0.005% of the combined 1-𝑒−ℎ+

amplitude).

4. Initially assume N = max(bin heights) and reduce N until all other conditions
are met.

In the NF-C detector, the 68% bounds on variation in responsivity were +0.11% and
-0.12% from the combined value. This information was later used when calculating
the uncertainty on calibrated energy (see Section 3.7.5).

2Asymmetric distributions were used to represent the asymmetric uncertainties on each dataset’s
amplitude.
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Figure 3.27: The measured variation in 1-𝑒−ℎ+ peak amplitude. (Top-left) The fitted
amplitude of the 1-𝑒−ℎ+ peak in each science dataset. The vertical orange lines are
individual amplitudes with asymmetric uncertainties. The horizontal black line is
the result of fitting the 1-𝑒−ℎ+ peak in all science datasets summed together (with
pink uncertainty). (Top-right) The individual amplitudes in histogram form. The
blue model was produced by summing data from asymmetric Gaussian distributions
representing each individual dataset with uncertainty. The blue region (enclosed in
dashes) shows the 68% confidence region from the model. (Bottom-right) The same
plot above zoomed-in to see the uncertainty and confidence region more closely.

To account for daily variation during the calibration calculation, the OFL and OF0
amplitudes from each of the three laser datasets were scaled by the combined 1-𝑒−ℎ+
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amplitude divided by the 1-𝑒−ℎ+ amplitude from science data taken on the day that
laser dataset was recorded (see Eq. 3.12). This scaling was only applied during
the calibration calculation and was done to ensure that the resulting calibration
parameters would be representative of the typical detector responsivity.

𝐴′𝑂𝐹 =
𝐴1𝑒−ℎ+, combined

𝐴1𝑒−ℎ+, Feb 8 or 9
𝐴𝑂𝐹 (3.12)

3.7.3 Peak Fitting and Background Estimation
The Run 3 detectors were calibrated by fitting the quantized peaks (in current
amplitude) to the expected phonon energy generated during laser-photon events.
To obtain the current-amplitude peak locations, we fit each laser dataset’s peak
distributions (after scaling as in Eq. 3.12) to Gaussian distributions. Peak fitting was
performed for each laser dataset separately. We used an un-binned log-likelihood
fitting method to ensure the fits were not dependent on the choice of binning. The
fitting was performed iteratively with the initial fit assuming that all events within a
manually estimated range of amplitudes belonged to the peak of interest. Subsequent
fits would only include events within an updated range derived from the Full Width
at Half Maximum (FWHM) of the previous fit. The range selection was found
to converge after only a few iterations. The careful event selection was done to
minimize the influence of between-peak events on the fit. In a given dataset, if a
peak was found to have fewer than 20 events in its FWHM, that combination of peak
and dataset was not used in the calibration.

We fit peaks 1-4 using OFL amplitudes. As mentioned in Section 3.5.2, OFL
could not be used to analyze the 0-𝑒−ℎ+ events (laser-triggered events with signals
consistent with noise). Instead, fits were performed for the 0- and 1-𝑒−ℎ+ peaks in
OF0 data, and their ratio was used to estimate the amplitude of the 0-𝑒−ℎ+ peak
in OFL data. One might assume that the 0-𝑒−ℎ+ peak should have zero amplitude.
In practice, we found that each of the three laser datasets had 0-𝑒−ℎ+ amplitude
equivalent to between 1 and 3 eV. This offset was attributed to the presence of
non-quantized events (such as sidewall events or direct absorption of photons by a
TES). Example fits using OFL and OF0 data can be seen in Figure 3.28. The mean
value (`) of each Gaussian fit was used as the associated peak’s current amplitude.

It was observed that the between-peak background had a significant dependence on
energy (see the negative slopes visible in Figure 3.28). To estimate the effect of this
background on the Gaussian fits, we fit decaying exponentials to the average value
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Figure 3.28: The overnight laser data with peaks fit to Gaussian distributions (see
Figure 3.25). Shown in blue are the background estimates made using the between-
peak data. (Left) The result using OFL data to fit peaks 1-4. (Right) The result
using OF0 data to fit peaks 0-1.

of the between-peak regions around each peak. We then subtracted this estimated
background from each Gaussian fit and used the change in maximum location as
an additional systematic uncertainty on `. The background estimations can also be
seen in Figure 3.28. The added uncertainty due to this background was less then
0.05% for each peak.

3.7.4 Calibration Fitting
The final calibration required fitting the extracted peak locations to the phonon
energy expected from laser-photon events. The laser diode used for Run 3 produced
photons with wavelength of 635±5 nm (1.95±0.015 eV). The 𝐸𝑔𝑎𝑝 of silicon at low
temperature is known to be ∼1.1 eV. Since the photon energy was between 1 and 2
𝐸𝑔𝑎𝑝, we knew that each photon depositing energy in the substrate produced exactly
1 𝑒−ℎ+ pair. Therefore, the first 𝑒−ℎ+ peak was the result of events with total phonon
energy equivalent to 1.95 eV plus the NTL-phonon energy produced by 1 𝑒−ℎ+ pair.
Similarly, the 𝑛th 𝑒−ℎ+ peak was caused by simultaneous absorption of 𝑛 photons
and represented events with 𝑛× the first peak’s phonon energy (see Eq. 3.13).

𝐸peak 𝑛 = 𝑛(𝑒Δ𝑉 + 1.95𝑒𝑉) (3.13)

where Δ𝑉 is the detector bias voltage. For Run 3, all science and laser data utilized
was taken with Δ𝑉 = 100 V.
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Additionally, we knew there was an offset in energy visible in the non-zero location of
the 0-𝑒−ℎ+ peak. Since this offset was likely caused by non-quantized photon events,
it was reasonable to expect that it would affect all peaks in some way. Specifically,
we expected the offset to be constant and shift all peaks by the same amount. This
was due to our belief that the number of photons in the detector chamber was
significantly greater than 4 (the highest quantized peak we were interested in). In
that case, the number of photons that produced fully quantized events did not reduce
significantly the number of photons available to add non-quantized energy. The
tails observed in laser data (discussed at the beginning of Section 3.7) along with
the payload geometry (discussed in Section 3.3.3) convinced us that there were a
large number of photons produced during each laser activation. To account for this
offset, the peak locations were fit to the energies predicted by Eq. 3.14. HVeV Run
2 assumed a similarly constant offset.

𝐸peak 𝑛 = 𝑛(𝑒Δ𝑉 + 1.95𝑒𝑉) + offset (3.14)

The constant offset should therefore be equivalent to the 0-𝑒−ℎ+ peak energy. We
estimated this value by converting the 0-𝑒−ℎ+ peak location in current amplitude to
energy using an approximate conversion factor. The factor utilized was equivalent to
the difference between the 1st and 0th peaks in energy divided by the same value in
current amplitude (Eq. 3.15). The offset was calculated separately for each dataset
since it should be laser-_ dependent.

offset ≈ 𝐴′𝑂𝐹𝐿, peak 0

(
𝑒Δ𝑉 + 1.95𝑒𝑉

𝐴′
𝑂𝐹𝐿, peak 1 − 𝐴

′
𝑂𝐹𝐿, peak 0

)
(3.15)

With the peak values known in both energy and OFL current amplitude, we could
now fit to a calibration equation. Run 2 fit to a second order polynomial with
the constant term removed. The constant term could be removed since the zero
amplitude events must calibrate to zero energy. For Run 3, we found that a third
order polynomial (with constant term removed) produced a better result without over-
fitting (defined as producing a 𝜒2/ndf significantly below unity). The fit equation is
shown in Eq. 3.16.

𝐸 = 𝑎𝐴′𝑂𝐹𝐿 + 𝑏𝐴
′2
𝑂𝐹𝐿 + 𝑐𝐴

′3
𝑂𝐹𝐿 (3.16)
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For the fit, the input uncertainties on current amplitude were those output by the peak
Gaussian fits combined with the shift from the estimated background subtraction
(both described in Section 3.7.3). For each dataset, the uncertainty on energy
was equivalent to the uncertainty on offset. Offset uncertainties were propagated
from uncertainties output by the peak Gaussian fits to 𝐴′

𝑂𝐹0, peak 0, 𝐴′
𝑂𝐹0, peak 1, and

𝐴′
𝑂𝐹𝐿, peak 1. Additional uncertainties that could have been considered include the

uncertainty on laser-photon energy (±0.015 eV/photon) and the uncertainty on the
daily variation factor (in Eq. 3.12).

The results from all three of the laser datasets utilized were fit to the equation
simultaneously. For NF-C, the shorter February 8th datasets only had sufficient
statistics to fit peaks 1-3. The overnight February 9th dataset had sufficient statistics
to fit peaks 1-4. In total, this meant the fit was performed with 10 data points. We
felt comfortable fitting results from separate days simultaneously due to the stability
of data taking and the daily variation being taken into account (see Section 3.7.2).
The result of the fit can be seen in Figure 3.29. Error bars representing uncertainties
on the input data points are plotted but too small to see (except in the one obvious
case).
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Figure 3.29: The result of fitting Eq. 3.16 to the fitted peak locations in three laser
datasets. "25210208_105811," "25210208_134100," and "25210209_110306" are
each low-_ laser datasets. "25210209_110306" is the overnight dataset and the only
one with sufficient statistics to include the 4-𝑒−ℎ+ peak.

The resulting fit parameters were then used with Eq. 3.16 to calculate the energy of
each NF-C event using the event’s OFL amplitude in current units.
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3.7.5 Residuals and Uncertainties
On the scale seen in Figure 3.29, the calibration fit looks ideal. The data points
visually overlap the fit line and the 𝜒2/ndf is a little over unity. Figure 3.30 shows the
fit in better detail by zooming in around each peak’s data points. The green uncer-
tainty band shown in Figure 3.30 displays one standard deviation of uncertainty from
the fit result. The The orange uncertainty band displays the systematic uncertainty
from the 68% daily responsivity variation measured in Section 3.7.2. Recall that
68% of the daily variation was within +0.11% and -0.12% of the combined value.
Therefore, the orange band covers those variations from the fit value. The pink
uncertainty band shows the previous two uncertainty bands combined in quadrature.
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Figure 3.30: The results in Figure 3.29, zoomed in around each 𝑒−ℎ+ peak being fit.
Various uncertainty bands are also shown. The fit-uncertainty band ("fit unc") shows
one standard deviation from the best fit. The systematic-uncertainty band ("sys unc")
shows the 68% variation from Figure 3.27. The combined-uncertainty band ("comb
unc") is calculated by combining the previous two in quadrature. Below 4 𝑒−ℎ+, the
combined uncertainty is dominated by the systematic uncertainty. For 4 𝑒−ℎ+, the
fit and systematic uncertainties contribute approximately equally.

Figure 3.31 shows the residuals of the fit as a function of calibrated energy. The
same uncertainty bands as in Figure 3.30 are included. We see that all data points
are inside or reasonably close to the combined uncertainty band. The 3-𝑒−ℎ+ data
point for the second February 8th dataset appears to be an outlier but is acceptable
when one considers its large uncertainty on current amplitude (easier to see in Figure
3.30).

The combined uncertainty band was used as the energy-dependent uncertainty on
calibrated energy during dark-matter constraint setting. This is a change from Run
2, which assumed the uncertainty was ±0.5 eV for events of all energies.
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Figure 3.31: The same result and uncertainty bands described in Figure 3.30 plotted
as residuals. The horizontal uncertainties (representing the peak-position uncertain-
ties) were converted from units of current to energy using their end-point values in
current. Since the conversion from current to energy is nonlinear (see Eq. 3.16),
the converted uncertainties depend on the method of conversion. Converting the
uncertainties by magnitude would yield different values. It is therefore preferable
to use Figure 3.30 to visualize the horizontal uncertainties.

3.7.6 Calibration Extrapolation
During limit setting, we wanted to use events in peaks 1-4. This meant that we
actually needed the energy calibration to be valid for energies up to 440 eV. This
bound was calculated by adding the 400 eV from the NTL-phonon energy of a 4-
𝑒−ℎ+ event to the maximum energy our ionization model predicted would generate
a 4-𝑒−ℎ+ event (24 eV). We also added 3× our upper bound on energy resolution
(3 × 5.49 eV) to account for the use of 3𝜎𝐸 windows when counting events in each
peak. Overall, extrapolating from 410 eV (the previous maximum energy as seen in
Figure 3.30) to 440 eV constituted a 30 eV, or 7.3%, extrapolation.

To test if the previously described calibration was valid to 440 eV, we loosened the
requirement during Gaussian fitting that each peak have 20 events. This allowed us
to fit the 5-𝑒−ℎ+ peak in the overnight laser dataset reasonably well. Figure 3.32
shows the results of extrapolating the calibration fit and combined uncertainty to the
fitted 5-𝑒−ℎ+ peak.

We see that the 5-𝑒−ℎ+ peak (at ∼512 eV) is about 1.5 standard deviations away
from the extrapolated prediction. The difference is equivalent to about 3 eV. If we
naively assume that the misalignment grew linearly from 410 eV, this would indicate
an uncertainty of 30 meV per eV of extrapolation. We would then expect the 440
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Figure 3.32: Extrapolation of the calibration fit to higher energies. (Left) The
same data and fit in Figure 3.29 but extrapolated to the 5-𝑒−ℎ+ peak. The result of
applying the Gaussian fit to the 5-𝑒−ℎ+ peak in the overnight dataset is also shown
("25210209_110306, 5eh"). (Right) A zoom-in around the 5-𝑒−ℎ+ peak showing
that the extrapolated valued is only ∼3 eV away from the peak fit. The extrapolation
of the combined uncertainty is also shown.

eV events to be wrong by less than 0.9 eV (or 0.2%). We determined this error to
be acceptable and used the calibration up to 440 eV.

3.8 Live-Time Selection
Live-time selections were used to select which time periods of data to consider in
the final analysis.

3.8.1 Time-Stream Overlap Cut
Due to a data-taking bug, a small fraction of the 0.5 second time streams described
in Section 3.4 overlapped in time. Overlapping time streams were removed from
consideration if the extent of the overlap was large enough that the same event could
be observed in both. On its own, this cut only removed 0.006% of data.

3.8.2 Mean-Baseline cut
Another cut was used to remove events with abnormal mean baseline (the unfiltered
channel current when no events were occurring). Changes in baseline can indicate
unwanted changes in detector performance and are therefore undesirable. Total
mean baseline in each detector was calculated by summing the individual channel
currents with the relative channel weightings calculated in Section 3.6. The baseline
cut was calculated separately for each science dataset by fitting its mean-baseline



113

distribution to a Gaussian function. The cut then removed data that was more than
3𝜎 away from the central value. An example mean baseline cut can be seen in
Figure 3.33.
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Figure 3.33: Histogram of mean-baseline values observed in one science dataset.
The green region shows which time-stream baselines survived the cut. The region
is determined by fitting a Gaussian to the distribution and cutting at ±3𝜎.

Applied independently, the mean-baseline cut would remove 6.0% of the total live
time.

3.8.3 Temperature Cut
As mention in Section 3.3.2, the fridge temperature was extremely stable throughout
the run. The temperature only changed during the software reset every 2-3 weeks.
Otherwise, the temperature remained within 0.1 mK of the designated 10.5 mK. In
the considered time (between January 11th and February 9th), there were two soft-
ware resets (on January 15th and February 7th). These resets produced two datasets
with temporary temperature differences that were removed with the temperature live
time cut. These two series accounted for 4.4% of the total live time.

3.8.4 Coincidence and Δt Cut
The most substantial live-time cut was the aforementioned coincidence cut enabled
by running multiple detectors simultaneously. The plots in Figure 3.34 were pro-
duced to visualize the coincidence rates between different detectors. For these plots
and all matters concerning the coincidence cut, only R1 events with signal greater
than 0.01 µA (equivalent to ∼40 eV) were considered triggers. This was to prevent
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the large number of noise events triggered in R1 from affecting the study. For NF-C
and NF-H, all GF-triggered events were considered. The plots indicated a positive
correlation in event rate (within half-second time streams) between the R1 and NF-C
detectors. No correlation was visible between the NF-H detector and either of the
others (in these plots).

Figure 3.34: 2D histograms of trigger count within 0.5-second time streams. We
see that time streams with high rate in the NF-C detector were likely to also have
high rate in the R1 detector (and vice versa).

We analyzed coincidence more closely by plotting the distribution of time between
adjacent triggered events. Figure 3.35 shows the Δt distribution for events triggered
in the NF-C detector. Δt was defined as the distance in time between an event and
the nearest triggered event in a specified detector. The Δt distribution was calculated
between NF-C and each of the three detectors (including NF-C itself). Δt between
NF-C and R1 showed a high rate of nearly simultaneous events. There was also a
high rate of NF-C events that appeared near in time to other NF-C events. Such
events included the traditional burst events (originally observed as multiple events in
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a single detector). We also expected some pile-up events within each detector due to
randomly occurring backgrounds. Removing such pile-up events was another goal,
because their overlapping shapes make them difficult to analyze. Again, significantly
less coincidence was observed with the NF-H detector.
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Figure 3.35: The distribution of times between each triggered event in the NF-C
detector and the nearest triggered event in each other detector (Δ𝑡). We see a high
rate of low Δ𝑡 events between the NF-C detector and both itself and the R1 detector.
The coincidence cut window (±20 ms) is indicated by the red shaded region. Events
within the window will be removed with the coincidence live-time cut. Data was
taken from all science datasets (January 11th onward.)

We attributed the enhanced coincidence between NF-C and R1 to the fact that they
were spatially closer to each other than to NF-H (see Figure 3.13). In order to
maximize the effect of the coincidence cut, we decided not to use data from the
NF-H detector in the final analysis (except as a veto for the NF-C detector). As
mentioned previously, we decided to do the same with the R1 detector due to its
worse energy resolution and noise behavior (compared to NF-C and NF-H). This
left us with one science detector (NF-C) and two veto detectors (one to either side
of NF-C).

The actual coincidence cut was applied by removing 20 ms of live time (from the
science detector) before and after each event in any detector. This meant that only
events greater than 20 ms away from all others would be kept. Two events that were
within 20 ms of each other would both be removed. This cut window is also shown
in Figure 3.35. The 20 ms value was chosen to balance the reduction of coincidence
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rate with the loss of live time. If applied on its own, this coincidence cut would
remove 22.9% of the live time.

3.8.5 Live-Time Cut Summary
The total effect of live-time cuts on the calibrated science data can be seen in Figure
3.36. The combined cuts removed 30.6% of the live time. This does not include
the effect of removing the R1 and NF-H detectors nor of removing the data before
January 11th. Those were considered analysis decisions and not cuts of any type.
The cuts lowered the January-11th-onward exposure time (in NF-C) from 13.14 to
9.12 days.

Figure 3.36: Each live-time cut applied in succession to the full Run 3 science data.
The overlapping time-stream cut had a very small effect and was therefore included
in all the spectra (but is unnoticeable). We see that the coincidence cut had the most
significant effect on the post-cut spectrum and was the only one to alter the shape.

We see that the baseline and temperature cuts had no effect on the spectrum shape.
On the other hand, the coincidence cut had a large effect on both the shape and
total rate. The 1-𝑒−ℎ+ event rate decreased by a factor of 2. This was equivalent
to removing ∼ 1 × 1010 DRU of 1-𝑒−ℎ+ events3. While the higher-peaks decreased
by substantially less in absolute rate, their relative decreases in rate were greater.
For example, the 2-𝑒−ℎ+ peak decreased by a factor of ∼10 (but only ∼ 4 × 108

DRU). Therefore, while the coincidence cut mostly removed low-energy events (as
expected), it did not resolve the issue of a low-energy excess relative to the rates

3DRU stands for differential-rate unit and is equivalent to 1/(kg × day × keV).
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in the higher 𝑒−ℎ+-pair peaks (the relative peak heights remain similar to those in
Figure 3.11).

3.9 Data-Quality Cuts
In addition to live-time cuts, two data-quality cuts were applied to the Run 3 data.
In this section we will discuss each cut and its effect on the data.

3.9.1 𝜒2 Cut
One cut was implemented on events’ frequency-domain reduced 𝜒2 in order to
remove events that were poorly fit by the signal template. Such events could consist
of signal-like glitches or pile-up events. Specifically, the cut used a modified
version of the reduced 𝜒2 that only considered frequencies up to 30 kHz. Higher
frequencies contained significant noise and were less useful for characterizing the
signals of interest (visible from Figure 3.18).

The 𝜒2 cut was produced using OFL data from the first half of the overnight laser
dataset. Events within 3𝜎 of each quantized peak were selected. For each peak’s
selected data, a cumulative data distribution (CDF) of the event’s reduced 𝜒2 was
calculated. Each CDF was then used to identify the reduced 𝜒2 for which 95% of
events in that peak had superior fits. The 95% values as a function of peak energy
were then fit to Eq. 3.17.

𝜒2
cut(𝐸) = 𝐴𝐸𝑛 + 𝐵 (3.17)

The resulting function can be seen overlaying the overnight laser data in Figure 3.37.

The function was then used as Run 3’s energy-dependent 𝜒2 cut. By design, it
should have a 95% passage fraction. This was confirmed by applying the cut to the
second half of the overnight laser dataset. The resulting cut efficiency (defined as
the ratio of events surviving the cut to events before the cut) was calculated to be
94.71% ± 0.04%.

3.9.2 Δ𝜒2 Cut
The other quality cut applied was the Δ𝜒2 cut. This was a new type of cut that had
not been used in any previous HVeV analysis. Δ𝜒2 was defined as the difference
between the usual reduced 𝜒2 and the reduced 𝜒2 of a two-signal fit. This definition
of Δ𝜒2 produces a value that is higher for events that are more likely to be pile up.
The two-signal fit assumed two summed signals of the same signal shape discussed
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Figure 3.37: The 2D histogram of OFL 𝜒2 vs. amplitude for the first half of the
overnight laser dataset. The energy-dependent 90% 𝜒2 cut is shown in red with
individual peak values marked with dots.

in Section 3.5.2. The two signals’ amplitudes were allowed to vary independently.
One signal was forced to be within 0.4 ms of the trigger. The other signal was forced
to be within 0.4 ms of the first. The two-signal fit was meant to identify pile-up
events that were too close in time to be identified with separate triggers or removed
with the 𝜒2 cut. The 𝜒2 cut was found to be effective in removing events further
than 0.4 ms apart, so a broader time allowance was not necessary.

The Δ𝜒2 cut was calculated using the exact same method and data as the 𝜒2 cut. The
only difference was the RQ of interest (Δ𝜒2 instead of 𝜒2). The Δ𝜒2 cut overlaying
laser data can be seen in Figure 3.38.

The Δ𝜒2 cut was also designed to have 95% passage fraction. The actual efficiency
was calculated to be 94.84 ± 0.03%.

3.9.3 Combined Quality-Cut Effect
The overnight laser dataset was also used to calculate the efficiency of the combined
𝜒2 and Δ𝜒2 cuts. The resulting efficiency can be seen in Figure 3.39. The combined
efficiency was calculated to be 90.05% ± 0.054%. This is almost exactly the
individual efficiencies multiplied together, indicating that the cuts removed different
sets of events. This was confirmed by testing that the Δ𝜒2 cut did not reduce the
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Figure 3.38: The 2D histogram of OFL Δ𝜒2 vs. amplitude for the first half of the
overnight laser dataset. The energy-dependent 90% 𝜒2 cut is shown in purple with
individual peak values marked with dots.

higher end of the 𝜒2 distribution (and vice versa). Δ𝜒2 and 𝜒2 were also shown to
be uncorrelated.

The effect of the quality cuts on the NF-C science data can be seen in Figure 3.40.
We see that the quality cuts remove a significant fraction of between-peak events
while leaving the peaks intact. They specifically make the 3-𝑒−ℎ+ peak easier to
identify.

3.10 Detector Energy Resolution
The energy resolution of the NF-C detector was calculated in a variety of ways.
Baseline resolution was measured by fitting Gaussian functions to OF0 data from
randomly triggered events (with all cuts applied). This was done separately for
the overnight laser data and the combined science data. Higher 𝑒−ℎ+-peak resolu-
tions were calculated using the same method on triggered OFL data. The various
resolution values and uncertainties can be seen in Figure 3.41.

Laser data was observed to have worse (larger) resolution for the baseline and peaks.
This was likely a result of fitting to the non-Gaussian distributions produced by
the laser sidewall events. The resolution was also observed to degrade for higher
peak numbers. The same effect was observed in HVeV Run 2 but was never well



120

0 100 200 300 400
Energy (eV)

0.5

0.6

0.7

0.8

0.9

1.0

Da
ta

 Q
ua

lit
y 

Cu
ts

 E
ffi

cie
nc

y

Constant Linear fit: 0.9005 ±0.0005404

Figure 3.39: The Run 3 cut efficiency calculated using the second half of the
overnight laser dataset. Orange data is the calculated efficiency with uncertainties.
Each point was calculated by dividing the number of events surviving both the 𝜒2

and Δ𝜒2 cuts by the number of pre-cut events (in each bin). The constant fit used for
the limit-setting efficiency is shown in blue (with uncertainty quoted in the legend).

modeled. Rather than attempt to precisely model the effects of sidewall events
and the energy dependence on resolution, we decided to use the central value of
calculated resolutions with a high uncertainty. This decision was motivated by the
belief that the observed variation in energy resolution would not have a large effect
on the final limits. This was later confirmed with the limit results (see Section
3.12.7).

The largest calculated energy resolution (from the laser 4-𝑒−ℎ+ peak) was used as
the upper bound. The smallest calculated energy resolution (from the science-data
baseline) was used as the lower bound. The nominal value was taken to be the
average of the upper and lower bounds. This led to an NF-C resolution of 4.26 ±
1.23 eV being used during limit setting. The resolution and uncertainty are also
shown in Figure 3.41.

To ensure that energy resolution was stable during the run, the 1-𝑒−ℎ+-peak resolu-
tion was calculated for each science dataset individually. The results (compared to
the combined-science-data resolution) can be seen in Figure 3.42. No trend in time
was observed. The total variation was only about ±5%. This variation was deemed
sufficiently small (much smaller than the total proposed uncertainty).
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Figure 3.40: The Run 3 live-time and quality cuts applied sequentially to the full
science data. We see that the coincidence cut still has the greatest effect on total
event rates. The 𝜒2 and Δ𝜒2 cuts are effective in lowering the rate of between-peak
events.

3.11 Charge Trapping and Impact Ionization Model
For HVeV Run 2, laser data was fit to a model of charge trapping and impact ioniza-
tion (CTII) in order to extract the associated probabilities and include both effects in
the detector-response model. Since CT and II generate between-peak events, fitting
such a model required data with uncontaminated between-peak distributions. In
Run 3, the high rate of laser sidewall events made extracting these parameters from
laser data infeasible. Instead, we noted that the NF-C detector was fabricated on the
exact same substrate as the Run 2 detector and should have equivalent CTII behavior
under the same biasing conditions. Therefore, we fit the CTII model for Run 3 to
laser data from Run 2 and used the resultant probabilities when calculating the Run
3 limits.

The Run 2 CTII model assumed flat distributions of CT and II events between each
peak. The Run 3 model used more accurate distributions produced by analytically
modeling charge-carrier trajectories with CT and II taken into account. This model
was referred to as the "exponential" CTII model since it assumed the probabilities
exponentially decreased with distance from the original ionization depth (to account
for charges being trapped before reaching greater distances). Although Runs 2 and
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Figure 3.41: The energy resolution calculated by fitting Gaussian distributions
to different peaks in various datasets. Baseline resolution was calculated using
randomly triggered OF0 data. Higher peaks were calculated using OFL data. The
laser data used was from the overnight laser dataset. The horizontal grey band
encloses all calculated resolutions and represents the uncertainty on resolution used
for limit setting. The horizontal grey line is the center of the band and was used
for the official limit calculation. The resolution as a function of energy could be
described using a linear fit, but doing so would not improve the Run 3 analysis
(which only weakly depends on energy resolution below ∼10 eV).

3 used the same laser data to estimate their CTII probabilities, the use of slightly
different models lead to different results. The Run 3 (Run 2) CT probability was
12.8±1.5% (13±2%) for both electrons and holes. The Run 3 (Run 2) II probability
was 1.6+1.8

−1.6% (1±1%) for production of an electron or a hole by an electron or a
hole. For II, all four possibilities (𝑒− produces ℎ+, 𝑒− produces 𝑒−, ℎ+ produces 𝑒−,
and ℎ+ produces ℎ+) were assumed to be equal.

3.12 Poisson Limit Setting
To quantify the sensitivity of HVeV Run 3 (specifically the improvement from
Run 2), we produced 90%-confidence-level limits using the Poisson limit-setting
method. During Run 2, this method was found to handle uncertainties better than
the Optimum Interval method used for Run 1 [26]. The Poisson method required
assuming the number of observed events followed the Poisson probability mass
function (PMF) shown in Eq. 3.18. The PMF returns the fractional probability
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Figure 3.42: The fitted width of the 1-𝑒−ℎ+ peak in each science dataset. The results
with uncertainties are shown as vertical orange bars. The fitted width in all science
datasets summed together is displayed as a horizontal black line (with uncertainty in
grey). We see that resolutions only vary (from the combined value) by about ±5%.

of observing 𝑘 events in a counting experiment that measures _ events on average.
The Poisson distribution is valid for events that occur with constant mean rate and
independent arrival times. Both assumptions should be true for dark matter.

PMF𝑃𝑜𝑖𝑠 (𝑘;_) = _
𝑘𝑒−_

𝑘!
(3.18)

The Poisson cumulative distribution function (CDF) can then be used to place
an upper limit on the underlying mean number of events with some confidence.
The CDF returns the fractional probability of observing ≤ 𝑘 events in a counting
experiment that follows Poisson statistics with mean _. The relationship between
Poisson PMF and CDF is shown in Eq. 3.19.

CDF𝑃𝑜𝑖𝑠 (𝑘;_) =
𝑘∑︁
𝑛=0

PMF𝑃𝑜𝑖𝑠 (𝑛;_) (3.19)
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An upper limit is calculated by counting the number of observed events (𝑁𝑜𝑏𝑠) and
solving Eq. 3.20 for _𝑙𝑖𝑚 with CL equivalent to the desired confidence level (0.9 for
90%).

CDF𝑃𝑜𝑖𝑠 (𝑁𝑜𝑏𝑠;_𝑙𝑖𝑚) = 1 − CL = 0.1 (3.20)

We can then claim that the underlying mean value _ must be less than _𝑙𝑖𝑚 with
90% confidence. Using the experiment’s known efficiency and exposure, we can
then convert _𝑙𝑖𝑚 to a limit on the rate of dark-matter interactions. The interaction
rate can then be converted to limits on various dark-matter interaction parameters
using the dark-matter models combined with the model for detector performance.

3.12.1 Energy Regions of Interest
In practice, the described procedure should only be performed using events in the
energy range where detector performance is well understood. Otherwise, uncertain-
ties on cut efficiency, detector resolution, and calibrated energy will generate large
uncertainties on the final limits. For Run 3, our ability to characterize the NF-C
detector was limited by the laser-data energy range. Figures 3.28, 3.37, 3.38, and
3.41 show how the characterization was limited above the 4-𝑒−ℎ+ peak (due to low
statistics). Accordingly, we only considered events between 50 and 440 eV. The
range was set to include all events that produced between 1 and 4 𝑒−ℎ+ pairs. This
range was smaller than Run 2, which used its superior laser data to consider data up
to the 6-𝑒−ℎ+ peak.

Another source of uncertainty was the rate of events in between-peak regions. These
regions consist of non-quantized events and are believed to be dominated by CT
and II contributions. The uncertainties on CT and II probabilities create fractionally
large uncertainties on the expected rates between peaks. Additionally, while the
Run 3 CTII model was improved from Run 2, it was still not expected to be perfect.
We therefore follow the procedure of Run 2 and count only events within windows
around each quantized peak. Specifically, we count events within ±3𝜎𝐸 of each
peak’s expected location in the relevant dark-matter signal model.

The quantized nature of the energy spectrum also motivated setting limits using
each peak individually. Summing all peaks would sacrifice information about
event energies and degrade sensitivity. Specifically, sensitivity to models that are
most likely to produce events in only one or a few peaks could be weakened by
backgrounds in other peaks. Individual-peak limit setting takes advantage of the



125

HVeV detector’s excellent ability to differentiate ionization peaks without having
to include all the systematics of a full background model. For Run 3, this meant
producing four distinct limits for each dark-matter model. As in Run 2, the separate
limits were combined afterwards to give the final results.

3.12.2 Signal Models: Dark-Matter Rates
As in HVeV Run 2, the dark-matter models of interest were those of dark-matter-
electron scattering (DMe), dark-photon absorption (DPA), and axion-like particle
absorption (ALP). In this section, we will discuss the equations used to calculate the
expected event rates from each model as a function of electron recoil energy (𝐸𝑒𝑟).

The differential scattering rate used for DMe can be seen in Eq. 3.21. This rate was
derived in [24] by considering the excitation of bound electrons in a static potential
(the crystal structure) via scattering with dark matter from the local dark-matter
halo.

𝑑𝑅𝐷𝑀𝑒

𝑑ln𝐸𝑒𝑟
=
𝜌𝐷𝑀

𝑚𝐷𝑀

1
2𝑚𝑆𝑖

𝑐𝜎𝑒𝛼
𝑚2
𝑒

`2
𝐷𝑀

𝐼crystal(𝐸𝑒𝑟 ; 𝐹𝐷𝑀) (3.21)

Each parameter utilized is described below for reference.

• 𝑅𝐷𝑀𝑒 is the rate of dark-matter-electron scattering in units of events/exposure.

• 𝐸𝑒𝑟 is the recoil energy of the electron.

• 𝜌𝐷𝑀 is the local mass density of dark matter.

• 𝑚𝐷𝑀 is the mass of a single dark-matter particle.

• 𝑚𝑆𝑖 is the mass of a silicon nucleus.

• 𝑐 is the speed of light in a vacuum.

• 𝜎𝑒 is the interaction cross section (the model parameter of interest for DMe).

• 𝛼 is the fine structure constant.

• 𝑚𝑒 is the mass of an electron.

• `𝐷𝑀 is the reduced mass of the 𝑚𝐷𝑀-𝑚𝑒 system.

• 𝐼crystal is the (unitless) scattering integral for DM-electron scattering.
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• 𝐹𝐷𝑀 is the momentum-transfer form factor, which determines the dependence
of scattering on exchanged momentum (𝑞). For Run 3, we consider 𝐹𝐷𝑀 = 1
and 𝐹𝐷𝑀 = (𝛼𝑚𝑒/𝑞)2 for exchange of a heavy and light mediator, respectively.

As in Run 2, 𝐼crystal was calculated using the QEdark code presented in [24] (made
publicly available by the authors). For Run 3, the values were calculated using the
dark-matter halo parameters recommended in [48]. This change (away from the
Run 2 halo parameters) was made as part of a broader attempt to make SuperCDMS
results directly comparable to those of other collaborations. The SuperCDMS,
SENSEI, and DAMIC collaborations have all agreed to make use of these parameters.
The Run 2 and Run 3 halo parameters are compared in Table 3.1.

Halo parameter Run 2 value Run 3 value units
Local DM density 0.3 0.3 GeV/cm3

Average Earth velocity w.r.t. DM halo 240 253.7 km/s
Average DM velocity w.r.t. galactic frame 230 238 km/s
Galactic Escape Velocity 600 544 km/s

Table 3.1: Table of halo parameters used for HVeV Runs 2 and 3. Except for
density, the Run 2 values were taken from Section 6 of [24]. The Run 2 density
was taken from [49]. The Run 3 values were taken from [48]. The Run 3 average
Earth velocity (w.r.t. DM halo) was calculated using the average DM velocity (w.r.t.
galactic frame), the solar peculiar velocity, and the Earth velocity (w.r.t the Sun) on
March 9th.

The expected DPA rate for Run 3 was calculated using Eqs. 3.22 and 3.23. These
equations were derived in [50] by modifying the equation for absorption of photons
by electrons in a semiconductor. The equation was modified to account for the
dark-photon number density, kinetic mixing (Y), and non-relativistic velocity.

𝑅𝐷𝑃𝐴 =
1
𝜌𝑆𝑖

𝜌𝐷𝑀

𝑚a
Y2

eff
𝜎1(𝜔 = 𝑚a

𝑐2

ℏ
)

ℏ
(3.22)

Y2
eff =

Y2𝑚2
a𝑐

4

𝑚2
a𝑐

4 − 2𝑚a𝑐2𝜎2 + 𝜎2
2 + 𝜎2

1
(3.23)
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Parameters that were not also used in Eq. 3.21 are described below for reference.

• 𝑅𝐷𝑃𝐴 is the rate of dark-photon absorption in units of events/exposure.

• 𝜌𝑆𝑖 is the mass density of silicon.

• 𝑚a is the dark-photon mass. The dark photon is wholly absorbed, so 𝐸𝑒𝑟 =
𝑚a𝑐

2.

• Yeff is the (unitless) effective kinetic-mixing parameter in the silicon medium.

• 𝜎1(𝜔) and𝜎2(𝜔) are the real and imaginary parts of the complex conductivity
of silicon (in units of energy) as a function of frequency 𝜔.

• ℏ is the reduced Planck constant.

• Y is the (unitless) kinetic-mixing parameter in vacuum.

The expected ALP-absorption rate for Run 3 was calculated using Eq. 3.24. This
equation was also derived in [50] by modifying the photon-absorption equation. The
equation was similarly modified to account for the ALP number density, axioelectric
coupling (𝑔𝑎𝑒), and non-relativistic velocity.

𝑅𝐴𝐿𝑃 =
𝜌𝐷𝑀

𝜌𝑆𝑖

3𝑔2
𝑎𝑒𝑚𝐴𝐿𝑃

16𝜋𝛼𝑚2
𝑒

𝜎1(𝜔 = 𝑚𝐴𝐿𝑃
𝑐2

ℏ
)

ℏ
(3.24)

Parameters that were not also used in previous equations are described below for
reference:

• 𝑅𝐴𝐿𝑃 is the rate of ALP absorption in units of events/exposure.

• 𝑔𝑎𝑒 is the axioelectric coupling factor.

• 𝑚𝐴𝐿𝑃 is the ALP mass. The ALP is wholly absorbed, so 𝐸𝑒𝑟 = 𝑚𝐴𝐿𝑃𝑐
2.

Eq. 3.24 is slightly different from what was used in HVeV Run 2. The Run 2 equation
can be found by setting 𝜎1 → ℏ𝑐𝜎𝑝.𝑒.𝜌𝑆𝑖, where 𝜎𝑝.𝑒. is the silicon photoelectric-
absorption cross section in units of area/mass. The relationship between complex
conductivity and photoelectric-absorption cross section (Eq. 3.25) can be used to
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show that both equations are equivalent when the silicon index of refraction (𝑛(𝜔))
goes to unity.

𝜎1(𝜔) = 𝑛(𝜔)𝜎𝑝.𝑒. (𝜔)𝜌𝑆𝑖ℏ𝑐 (3.25)

The silicon 𝑛(𝐸 = ℏ𝜔) can be seen in Figure 3.43. We see that 𝑛 goes to unity for
deposited energies above 30 eV.

Figure 3.43: The silicon index of refraction as a function of photon energy (𝐸 = ℏ𝜔).
Figure is courtesy of Matt Wilson using data from [51].

Run 2 used the 𝜎𝑝.𝑒. version of the Eq. 3.24 as a carry-over from the SuperCDMS
Soudan dark-photon and ALP analysis [27]. The Soudan limit was set for ALP
masses≥40 eV and was therefore unaffected by the difference. We believe (following
[50]) that Eq. 3.24 is the more accurate choice and ideally would have been used
for Run 2. When comparing the Run 2 and 3 results, we scaled the Run 2 ALP limit
to account for this difference.

For Run 3, we used silicon 𝜎1(𝐸 = ℏ𝜔) values curated by Matt Wilson (see Figure
3.44). Above 3.2 eV, these values were taken from literature ([51], [52], and [53]).
Below 3.2 eV, the values were from measurements and a fitted model of indirect
absorption [54]. The fitted model produced nominal, upper and lower results. We
used the nominal result to calculate the Run 3 limits. We used the upper and lower
results when estimating uncertainty on the limits.
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Figure 3.44: The real part of the complex conductivity of silicon used for the Run 3
absorption limits. Figure is courtesy of Matt Wilson. The colors and legend indicate
where each region’s data originated. The indirect absorption model is from [54].
The handbook of optical constants is [51]. The Henke et. al. paper is [52]. The
XCOM data is from [53].
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The silicon 𝑛 and 𝜎1 values used for Run 3 (along with 𝜎𝑝.𝑒. and all analogous
values for germanium) can be easily loaded using a now publicly available software
package4.

3.12.3 Signal Models: Signal Ionization
Dark-matter models return the rate of events as a function of electron-recoil energy
(𝐸𝑒𝑟), but the total phonon energy observed by the detector (𝐸𝑑𝑒𝑡) will be dominated
by the energy from ionization-dependent NTL phonons. We therefore needed to
understand how ionization, quantified by number of 𝑒−ℎ+ pairs produced (𝑛𝑒ℎ),
depended on 𝐸𝑒𝑟 .

𝐸𝑑𝑒𝑡 = 𝐸𝑒𝑟 + 𝑛𝑒ℎ𝑒Δ𝑉 (3.26)

The most basic ionization model consists of dividing 𝐸𝑒𝑟 by the average energy
per 𝑒−ℎ+ pair produced for large energy depositions (𝜖𝑒ℎ) and rounding down the
resulting value to get 𝑛𝑒ℎ. As our description implies, this method is only accurate
for large 𝐸𝑒𝑟 (≫ 𝐸𝑔𝑎𝑝).

𝑛𝑒ℎ =
𝐸𝑒𝑟

𝜖𝑒ℎ
for 𝐸𝑒𝑟 ≫ 𝐸𝑔𝑎𝑝 (3.27)

Ionization models may also use a Fano factor (𝐹) to define the variation in 𝑛𝑒ℎ as a
function of 𝑛𝑒ℎ.

𝜎2
𝑛𝑒ℎ = 𝐹𝑛𝑒ℎ (3.28)

Since HVeV experiments are concerned with energy depositions near the silicon
band gap, they require models that are more accurate at low energies. For Run
3, we used the ionization model described in [55]. This was another change from
the signal model used in Run 2 that was adopted, in part, to make SuperCDMS
results directly comparable to those of other collaborations. The new model was
also expected to be more accurate for 12-50 eV recoils, which have historically
been difficult to characterize due to a lack of sources capable of depositing such
energies within detectors. The [55] analyzers navigated this issue by producing a
phenomenological model and fitting its parameters to the available measurements

4https://gitlab.com/supercdms/public/dmmodeling_opticalconstants.

https://gitlab.com/supercdms/public/dmmodeling_opticalconstants
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of ionization yield. The resulting model’s dependence on 𝐸𝑔𝑎𝑝 (between 1.12 and
1.170 eV) was also considered.

For 𝐸𝑒𝑟 below 50 eV, the [55] authors provided ionization probabilities produced
via simulation for 𝐸𝑔𝑎𝑝 of 1.1692, 1.1627, and 1.1230 eV (see Figure 3.45). The
parameter of interest is the probability to produce 𝑛-𝑒−ℎ+ pairs for a given recoil
energy (𝑝𝑛 (𝐸𝑒𝑟)).

For Run 3, we used 𝐸𝑔𝑎𝑝 = 1.131 eV (the result of an updated fitting by Matt Wilson
to the data from [54]). We interpolated the ionization results between 1.1627 and
1.1230 eV to obtain 𝑝𝑛 for that 𝐸𝑔𝑎𝑝. Karthik Ramanathan (of [55]) also produced
a simulated result for 𝐸𝑔𝑎𝑝 = 1.134 eV that we used to verify the effectiveness of
interpolation. The interpolated and simulated results for 𝐸𝑔𝑎𝑝 = 1.134 eV can be
seen in Figure 3.46.

For 𝐸𝑒𝑟 above 50 eV, the [55] authors provided an analytical method to calculate the
ionization probabilities. The method uses functional forms for 𝜖𝑒ℎ and 𝐹 (at high
energy) that were fit to simulated results from the phenomenological model.

𝜖𝑒ℎ = 1.6989𝐸𝑔𝑎𝑝 + 0.0843𝐴 + 1.2972, 𝐸𝑒𝑟 > 50𝑒𝑉 (3.29)

𝐹 = −0.0281𝐸𝑔𝑎𝑝 + 0.0015𝐴 + 0.1383, 𝐸𝑒𝑟 > 50𝑒𝑉 (3.30)

where 𝐴 is the ratio of phonon-carrier to carrier-carrier scattering. For Run 3, we
used 𝐴 = 5.2 from [55]. The coefficients shown in Eqs. 3.29 and 3.30 are of higher
precision than those in [55]. The higher precision values were shared with us by Dr.
Ramanathan and were required to recreate the results in [55]. We used the resultant
𝜖𝑒ℎ and 𝐹 to calculate the ionization probabilities for 𝐸𝑒𝑟 > 50 eV.

𝑝𝑛 (𝐸𝑒𝑟) =
1

√
2𝜋𝑛𝐹

exp

(
−1

2

(
𝑛𝜖𝑒ℎ − 𝐸𝑒𝑟
𝜖𝑒ℎ

√
𝑛𝐹

)2
)
, 𝐸𝑒𝑟 > 50𝑒𝑉 (3.31)

The ionization software used for Run 3 is now publicly available as a software
package5. The package includes code I developed to use the [55] results as well as
simpler ionization models.

5https://gitlab.com/supercdms/public/dmmodeling_ehpairquantization.

https://gitlab.com/supercdms/public/dmmodeling_ehpairquantization
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Figure 3.45: The ionization probability data used for Run 3. (Top) The pair-creation
probabilities as a function of recoil energy for 1-10 𝑒−ℎ+ pairs. The results are from
[55] and vary depending on the assumed value of 𝐸𝑔𝑎𝑝. The probability also drops
to zero below 𝐸𝑔𝑎𝑝. (Bottom) The difference between probabilities for different
𝐸𝑔𝑎𝑝 values (compared to 𝐸𝑔𝑎𝑝 = 1.1692 eV).

3.12.4 Signal Models: Combined
Dark-matter and ionization models are combined to calculate the expected rate
of events as a function of 𝐸𝑑𝑒𝑡 . If CTII and detector resolution are ignored, the
combined model is calculated using the following equation.
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Figure 3.46: Results of testing the gap-based interpolation of ionization proba-
bilities. (Top) The pair-creation probabilities for 𝐸𝑔𝑎𝑝=1.134 eV calculated using
interpolation and via simulation (courtesy of Karthik Ramanathan). (Bottom) The
residuals between interpolated and simulated probabilities. We see that the differ-
ence is extremely small.

𝑅𝑑𝑒𝑡 (𝐸𝑑𝑒𝑡) =
∑︁
𝑛=1

𝑝𝑛 (𝐸𝑑𝑒𝑡 − 𝑛𝑒Δ𝑉) 𝑅𝐷𝑀 (𝐸𝑑𝑒𝑡 − 𝑛𝑒Δ𝑉) (3.32)

Theoretically, the sum over ionization (𝑛) should be taken to infinity. For Run 3, we
only summed up to 𝑛 = 10. Without charge trapping, our energy range (up to 440
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eV) would only allow us to observe events with initial ionization of ≤ 4 𝑒−ℎ+ pairs.
We included up to 10 𝑒−ℎ+ pairs to account for significantly more charge trapping
than was probable (CT probability of 12.8±1.5%).

In practice, the 𝑝𝑛 values must be modified by the exponential CTII model before
being convolved with the dark-matter model. The final models were also convolved
with a Gaussian of width equivalent to the energy resolution of the NF-C detector.
An example combined signal model for DMe with 𝐹𝐷𝑀 = 1 can be seen in Figure
3.47. This model accounts for ionization, CTII, and energy resolution.
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Figure 3.47: An example signal model for DMe (𝐹𝐷𝑀 = 1) with 𝑚𝐷𝑀 of 1 GeV
and energy resolution of 4.26 eV. Detector voltage bias was set to 100 V. Charge
trapping and impact ionization fill in the between-peak regions. "tf" refers to
the charge-trapping fraction. "if" refers to the impact-ionization fraction for both
electron and hole production (0.8% probability of producing an electron, and a
separate 0.8% probability of producing a hole). The model was produced assuming
an interaction cross section (𝜎0) of 1 × 10−37 cm2.

3.12.5 Limit Setting
When setting the actual limits, each combined model was calculated using a refer-
ence interaction parameter. For DMe, the models were calculated with𝜎𝑒,0 = 10−37 cm2.
For DPA, the model was calculated with Yeff,0 = 5 × 10−13. For ALP absorption,
the model was calculated with 𝑔𝑎𝑒,0 = 5 × 10−11. The models were then multiplied
by the detector efficiency (a function of 𝐸𝑑𝑒𝑡) and the post-live-time-cut exposure (a
constant) to produce model spectra directly comparable to the final post-cut spec-
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trum. The following procedure was then performed for each of the four quantized
peaks in each model.

The model is used to calculate the average 𝐸𝑑𝑒𝑡 of the quantized peak (𝐸𝑝𝑒𝑎𝑘 ). The
model is then integrated from 𝐸𝑝𝑒𝑎𝑘 −3𝜎𝐸 to 𝐸𝑝𝑒𝑎𝑘 +3𝜎𝐸 to calculate the number of
dark-matter events expected in that peak (𝑁0). Next, events within the same energy
window are counted in the science data (to get 𝑁𝑜𝑏𝑠). Then Eq. 3.20 is used to
set an upper limit on this value (_𝑙𝑖𝑚). One of the following relationships (derived
from the models in Section 3.12.2) is then used to extract the limit on the interaction
parameter.

𝜎𝑒 ∝ 𝑅𝐷𝑀𝑒 →
𝜎𝑒,𝑙𝑖𝑚

𝜎𝑒,0
=
𝑅𝐷𝑀𝑒,𝑙𝑖𝑚

𝑅𝐷𝑀𝑒,0
=
_𝑙𝑖𝑚

𝑁0

→ 𝜎𝑒,𝑙𝑖𝑚 = 𝜎𝑒,0
_𝑙𝑖𝑚

𝑁0

(3.33)

Y2
𝑒 𝑓 𝑓 ∝ 𝑅𝐷𝑃𝐴 →

Y2
𝑒 𝑓 𝑓 ,𝑙𝑖𝑚

Y2
𝑒 𝑓 𝑓 ,0

=
𝑅𝐷𝑃𝐴,𝑙𝑖𝑚

𝑅𝐷𝑃𝐴,0
=
_𝑙𝑖𝑚

𝑁0

→ Y𝑒 𝑓 𝑓 ,𝑙𝑖𝑚 = Y𝑒 𝑓 𝑓 ,0

√︂
_𝑙𝑖𝑚

𝑁0

(3.34)

𝑔2
𝑎𝑒 ∝ 𝑅𝐴𝐿𝑃 →

𝑔2
𝑎𝑒,𝑙𝑖𝑚

𝑔2
𝑎𝑒,0

=
𝑅𝐴𝐿𝑃,𝑙𝑖𝑚

𝑅𝐴𝐿𝑃,0
=
_𝑙𝑖𝑚

𝑁0

→ 𝑔𝑎𝑒,𝑙𝑖𝑚 = 𝑔𝑎𝑒,0

√︂
_𝑙𝑖𝑚

𝑁0

(3.35)

The process was repeated for every combination of peak, mass, and model. This
resulted in four limits (each a function of mass) for each dark-matter model.

3.12.6 Combining Limits
The Run 3 individual-peak limits were combined using the same method as Run
2. For each mass and model, the lowest value among all limits was used for
the combined limit. This is equivalent to taking the lower envelope of all peak
limits plotted simultaneously. Combining multiple limits in this manner produces
a combined limit with lower confidence level than its component limits. When
combining 𝑛 limits (each with confidence level CL) the resulting limit will instead
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have confidence level CL𝑛. This is similar to the "Look-elsewhere effect" and can
be understood by considering the bias towards choosing the result with the most
beneficial statistical fluctuation. In Runs 2 and 3, the effect was accounted for by
setting individual limits with higher confidence levels. The confidence levels were
chosen to keep the combined confidence level 90%. This technique is known as a
Bonferroni correction [56].

CLindividual = CL1/𝑛
combined (3.36)

For most model and mass combinations, only one or two peaks are likely to contribute
the best limit. For such combinations, it is unnecessary to consider any other peaks.
Considering additional peaks only worsens the individual limits by requiring harsher
confidence levels. Therefore, Runs 2 and 3 used subsets of data to set preliminary
limits. The preliminary limits were then used to select the peaks most likely to
produce strong limits. For Run 3, the peak selection was done using 10% of the
post-cut science data (data from every 10th 0.5-second time stream). The other 90%
of science data was reserved for the final limit setting. The following procedure was
performed for each mass and model combination:

1. For each peak, calculate the Poisson limit with CL=0.9 under each of the
following assumptions:

• 𝑁𝑜𝑏𝑠 was a Poisson under-fluctuation (𝑁𝑜𝑏𝑠 = 𝑁′
𝑜𝑏𝑠

−
√︁
𝑁′
𝑜𝑏𝑠

). Use 𝑁′
𝑜𝑏𝑠

instead.

• 𝑁𝑜𝑏𝑠 was a Poisson over-fluctuation (𝑁𝑜𝑏𝑠 = 𝑁′
𝑜𝑏𝑠

+
√︁
𝑁′
𝑜𝑏𝑠

). Use 𝑁′
𝑜𝑏𝑠

instead.

2. For each peak, determine if its best limit (from the over-fluctuation assump-
tion) is lower than each other peak’s worst limit (from the under-fluctuation
assumption). If so, select this peak for use during limit setting.

3. Repeat steps 1 and 2 with both 𝑁′
𝑜𝑏𝑠

and the exposure scaled by 9.

In the procedure above, the over and under fluctuations were assumed to be one
standard deviation away from the underlying mean (𝑁′

𝑜𝑏𝑠
) with standard deviation

equivalent to that of a Poisson distribution (𝜎2
_
=
√
_). Using two or three standard

deviations was also proposed. Doing so would decrease the likelihood of excluding
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a potentially good peak while raising the likelihood of including unnecessary peaks.
It was eventually agreed to use one standard deviation (the same as Run 2), but 2 or
3 would have been equally valid choices.

The 9× scaling was used to account for the 9× greater exposure of the remaining
limit-setting data. The scaling results produce lower limits for each peak, but the
level of improvement depends on the original numbers of observed and expected
events. Generally, limits set using peaks with many observed events are minimally
improved while limits set using peaks with few observed events are greatly improved.
The selected peaks can therefore change with exposure. For Run 3, peaks were used
if they were selected under either scaling condition (original or 9× scaled). The
original selection was included to account for the possibility that event counts did not
scale linearly with exposure. Event counts could scale non-linearly if the detector
efficiency or underlying event rate changed during data taking (neither of which we
expect to be true). Therefore, including the original selection was likely unnecessary.

Figure 3.48 shows the Run 3 peak selection for DPA with the original and 9×-scaled
results shown separately. The region between each over- and under-fluctuation limit
is filled to visualize the range of limits produced by such fluctuations. We see how
the ideal peak choice transitions smoothly from the first to fourth 𝑒−ℎ+ peaks with
small mass regions of overlap. By comparing both limit plots, one can confirm that
the 1 and 2 𝑒−ℎ+ limits changed minimally from the scaling. This was due to those
peaks having many events in the 10% data. The 3 and 4 𝑒−ℎ+ peaks had fewer events
and their limits improved more significantly.

The total peak selection includes any peak selected with either scaling. The result
for DPA can be seen in Figure 3.49. We see that only 1 or 2 peaks were chosen for
each mass point. Therefore, the individual limits were produced with CL=0.9 or
CL=0.91/2 ≈ 0.95 depending on the mass considered. This is a clear improvement
from considering all 4 limits set with CL = 0.91/4 ≈ 0.975.

3.12.7 Limit Sensitivity to Systematic Uncertainties
The final consideration for limit setting was the effect of various systematic un-
certainties. Specifically, we wanted to understand how uncertainties on energy
resolution, energy calibration, CTII probabilities, and cut efficiency could change
the final limits. For absorption processes, the uncertainty on 𝜎1 below 3.2 eV (see
Section 3.12.2) was also considered.
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Figure 3.48: Peak-selection results for dark-photon absorption calculated using 10%
of the science data. (Top) Limits calculated for each 𝑒−ℎ+ peak with 90% confidence
level. Each limit’s shaded region is bounded by the limits produced under the over-
and under-fluctuation assumptions. If a peak’s lower limit is below all other peaks’
upper limits, that peak will be included in the selection. (Bottom) The peaks
selected using this method. Colors correspond to the labels in the top plot’s legend.
(Left) The result using 10% data as is. (Right) The result using 10% data with
exposure and number of events scaled by 9.
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Figure 3.49: The peaks selected (as a function of mass) for dark-photon absorption.
The result of combining both selections from Figure 3.48 by including any peaks
selected in either. The number of limits defines the confidence level of individual
limits used during the final limit setting (using Eq. 3.36).
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As was done in Run 2, we quantified the effect by producing a systematic-uncertainty
sensitivity "band" around each model’s official limit result. The upper and lower
bounds of the band were set to enclose the central 68.27% of 5000 limits produced
with inputs randomly varied based on the input’s uncertainties. Specifically, the
following procedure was performed.

1. A probability density function (PDF) was defined for each input parameter
with uncertainty. The mean value of each PDF corresponded to the value
used for the official limit setting.

2. 5000 sets of input parameters were generated by randomly drawing each
parameter from its associated PDF.

3. Individual peak limits were set (for each model) using each set of parameters
and the same individual CL values as the official limits.

4. Each parameter set’s limits were combined using the same peak for each mass
as the official limit.

5. The distribution of all combined limits was used to calculate the upper and
lower bounds on the central 68.27% region (as a function of mass).

The 68.27% value was chosen to emulate one standard deviation in a Gaussian
distribution. An example distribution of limits can be seen in Figure 3.50. Such
plots were produced for every model and mass considered (too many to include
here).

The systematic uncertainties and their assigned PDFs are summarized in Table 3.2.
For detector energy resolution, the PDF was a flat distribution bound by the minimum
and maximum measured resolutions (see Section 3.10). This distribution was
designed to conservatively consider all measured resolutions. For charge trapping
(CT) and impact ionization (II), truncated Gaussian distributions were used to
prevent probabilities from going below 0% or above 100%. The II value in Table
3.2 is the probability to produce a specific quasiparticle (0.8% probability to produce
an electron, and a separate 0.8% probability to produce a hole). The PDF for cut
efficiency was also a Gaussian and theoretically should have been truncated at 0 and
100%. However, the uncertainty on cut efficiency was so small that the probability
of drawing a non-physical efficiency (<0% or >100%) was utterly negligible.
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Figure 3.50: The distribution of limits produced by varying the inputs according to
their uncertainties for absorption of a 2 eV dark photon. The median limit value is
marked with a dashed black line. The upper and lower bounds of the 68.27% region
are marked with dashed red lines.

As seen in Section 3.7.5, the uncertainty on energy calibration was a function
of energy. We used a unit Gaussian distribution as its PDF. If the drawn value
was positive (negative), we multiplied it by the upper (lower) combined calibration
uncertainty and added the result to the calibrated energies. Therefore, a draw of
𝜎𝑃𝐷𝐹 = 0 would return the nominally calibrated energies. A draw of 𝜎𝑃𝐷𝐹 = +(-)1
would return calibrated energies equivalent to using the upper (lower) edge of the
combined calibration uncertainty band.

For absorption processes, uncertainty on the real part of the complex conductivity
of silicon (𝜎1) was also energy dependent and generated using a unit Gaussian
PDF. This time, positive (negative) drawn values were multiplied by the difference
between the upper (lower) and nominal 𝜎1 values from [54]. The results were then
added to the nominal value. Similarly to the energy calibration, a draw of 𝜎𝑃𝐷𝐹 =
0 would return the nominal 𝜎1. A draw of 𝜎𝑃𝐷𝐹 = +(-)1 would return the upper
(lower) 𝜎1. Note that the nominal, lower, and upper 𝜎1 values are only different for
absorption energies <3.2 eV.

Diagnostic plots were also produced to visualize how varying the parameters affected
the resulting limits. An example for DPA of mass 2 eV is shown in Figure 3.51. The
example results are typical among all models and masses with the exception of the
𝜎1 dependence (which is non-existent for DMe).
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parameter PDF shape mean value PDF parameters
energy resolution (𝜎𝐸 ) flat 4.26 eV bounds = [3.03,5.49] eV
CT probability truncated Gaussian 12.8% 𝜎𝑃𝐷𝐹 = 1.5%

bounds = [0,100]%
II probability truncated Gaussian 0.8% 𝜎𝑃𝐷𝐹 = 0.9%

bounds = [0,100]%
cut efficiency Gaussian 90.05% 𝜎𝑃𝐷𝐹 = 0.054%
energy calibration unit Gaussian 0 𝜎𝑃𝐷𝐹 = 1
conductivity of silicon (𝜎1) unit Gaussian 0 𝜎𝑃𝐷𝐹 = 1

Table 3.2: The various systematic uncertainties considered for the Run 3 experiment.
The PDFs used to calculate the sensitivity to systematic uncertainties are also
described for each parameter.

The diagnostic plots agree with our assumption that energy resolution (within the
considered range) would not significantly affect limit results. The plots also suggest
that calibration and efficiency uncertainties had insignificant effects. Cut efficiency
scales the expected number of events and could heavily affect limits, but the Run 3
efficiency uncertainty was very small (0.054%). CT and II had clear effects. Limits
assuming higher CT or II rates produced worse (larger) limits. This was due to both
effects moving events to between-peak regions that the limit-setting method did not
consider. DPA and ALP limits for masses <3.2 eV also showed a strong dependence
on complex conductivity. Greater 𝜎1 produced better (smaller) limits. This was
expected since increasing 𝜎1 increases the expected rate of events (see Eqs. 3.22
and 3.24).
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Figure 3.51: Diagnostic plots used to test the effect of various systematic uncertain-
ties on the calculated limits. This example is for absorption of a 2 eV dark photon.
Orange (blue) distributions show the parameters that contributed to larger (smaller)
than average limits. These results are typical among all models and masses.
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3.13 HVeV Run 3 Results
As mentioned above, the post-cut science data was split into 10 and 90% partitions.
The two spectra are compared to each other (and the Run 2 data) in Figure 3.52.
We see that the 10 and 90% spectra agree well in the first two quantized peaks. The
third peaks are difficult to compare due to the low statistics of the 10% spectra. The
fourth peaks have low statistics in both spectra, but the 10% data does suggest a
higher rate. The rate differences between Runs 2 and 3 seem to be driven by the
coincidence cut (see Figure 3.40). Rate in the first peak decreased by a factor of ∼2.
The higher-peak rates decreased by greater and greater factors.

Figure 3.52: The 10 and 90% science-data spectra compared to the Run 2 limit-
setting data (with all cuts applied). The spectra were not corrected for cut efficiency.
Run 3 efficiency was ∼90% for all peaks. Run 2 efficiency was ∼90% for the first
peak and ∼95% for the others. The differences are small enough that the Run 2 and
3 spectra can still be easily compared.

3.13.1 Electron-Scattering Limits
After performing peak selection using the 10% data, the final limits were set using
the 90% data. The resulting limits for dark-matter-electron scattering via a heavy and
light mediator can be seen in Figures 3.53 and 3.54, respectively. The systematic-
uncertainty-sensitivity bands are plotted with the limits and separately as fractional
residuals.



145

10 41

10 38

10 35

10 32

10 29

10 26

e (
cm

2 )
, F

=1

SENSEI_2020
Xe_22td
damic_2019
hvev_r1
hvev_r2
edelweiss_2020
Final R3 limit
Final R3 68% region

10 3 10 2 10 1 100 101

m  (GeV/c2)

25

0

25

e
e,

be
st

e,
be

st
 (%

)

Figure 3.53: The official Run 3 dark-matter-electron-scattering limit assuming a
heavy mediator (momentum-transfer form factor = 1). (Top) The limit with other
experimental limits plotted for comparison. The region covering 68% of the sensi-
tivity to systematic uncertainties is plotted but difficult to see on this scale. "SEN-
SEI_2020" is the SENSEI Collaboration’s 2020 result using a silicon Skipper CCD
[46]. "Xe_22td" is the XENON Collaboration’s 2019 result using 22 tonne-days
of exposure in a liquid-xenon time projection chamber [57]. "damic_2019" is the
DAMIC Collaboration’s result 2019 using an array of silicon CCDs [58]. "hvev_r1"
and "hvev_r2" correspond to HVeV Runs 1 and 2, respectively [40, 26]. "edel-
weiss_2020" is the EDELWEISS Collaboration’s 2020 result using germanium de-
tectors instrumented for phonon and ionization readout [59]. (Bottom) The region
covering 68% of the sensitivity to systematic uncertainties plotted as a fractional
residual of the official limit.
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Figure 3.54: The official Run 3 dark-matter-electron-scattering limit assuming a
light mediator (momentum-transfer form factor = (𝛼𝑚𝑒/𝑞)2). (Top) The limit with
other experimental limits plotted for comparison (see Figure 3.53). The region
covering 68% of the sensitivity to systematic uncertainties is plotted but difficult to
see on this scale. (Bottom) The region covering 68% of the sensitivity to systematic
uncertainties plotted as a fractional residual of the official limit.
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From the limits, we see that sensitivity was improved (compared to Runs 1 and 2)
by an order of magnitude for dark-matter masses ≳10 MeV. However, due to the
remaining low-energy excess, the low-mass limits were not significantly improved.
This is notable when comparing to similar experiments. The DAMIC experiment,
which also used silicon detectors and operated underground (although much deeper
at SNOLAB), produced limits extending to lower masses that were otherwise similar
to the Run 3 limits [58]. FR-4 (the leading suspect for low-energy backgrounds in
HVeV Runs 1-3) was not used near the DAMIC detectors. The EDELWEISS
experiment used a germanium detector, but otherwise presents a similar comparison
[59]. For all masses, the Run 3 limits were outdone by DAMIC, SENSEI, or
XENON1T, so no new parameter space was excluded [58, 46, 57].

One notable feature in the final heavy-mediator limit was the sharp change just above
10 MeV. When investigated, this was found to be the transition from using the third
to fourth quantized peak. Normally, such a transition would be smooth. In this
case, the fourth quantized peak actually produced the best limit for all masses above
∼6 MeV but was excluded by the peak selection below 10 MeV. The effect can be
seen by plotting the final limit against the individual peak limits (Figure 3.55). Such
plots also reveal that the effect was worse for the light-mediator limit. In this case,
the fourth-peak limit was superior for all masses above 10 MeV but was entirely
disallowed by the peak selection.

We discovered the fourth-peak exclusion was a result of deciding to only consider
one standard deviation of fluctuation during the peak selection (see Section 3.12.6).
Specifically, the rate in the fourth quantized peak was between one and two standard
deviations lower in the 90% data than in the 10% data. The difference is visualized
in Figure 3.56. The 90% data having a lower rate produced better fourth-peak limits
than was predicted by the peak selection. Naturally, the difference also affected the
absorption limits, but only the light-mediator electron-scattering limit excluded the
fourth-peak limit entirely.

The electron-scattering limits showed very little sensitivity to systematic uncertain-
ties. The sensitivity bands were too small to be seen on the log-scaled limit plots
(Figures 3.53 and 3.54). The largest deviations were only ∼25% away from the
official limits. For both mediators, the maxima appeared as spikes between 1 and
2 MeV. They were confirmed to be the result of limits transitioning from using the
first to second quantized peaks. Near the transition, the limit has a high dependence
on impact ionization due to the potential for 1-𝑒−ℎ+ events to leak into the second
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Figure 3.55: The Run 3 dark-matter-electron-scattering limits compared to the
individual peak limits. (Left) The limits assuming a heavy mediator (momentum-
transfer form factor = 1). (Right) The limits assuming a light mediator (momentum-
transfer form factor = (𝛼𝑚𝑒/𝑞)2). We see how the combined limits transition
smoothly from using the first to third quantized peaks. For heavy mediators, the
limit transitions to using the fourth peak as soon as the peak is allowed by the limit
selection. For light mediators, the fourth peak is never allowed and thus never
transitioned to.

Figure 3.56: The Run 3 10 and 90% science-data spectra. Events were counted in
each of the shaded regions and converted to rates in DRU. Error bars were placed
on the 10% rates using the over- and under-fluctuation assumptions. (Left) Error
bars assuming 1𝜎 fluctuations. (Right) Error bars assuming 2𝜎 fluctuations. We
see that a 1𝜎 fluctuation does not account for the difference in rate for the 4-𝑒−ℎ+
peak, while a 2𝜎 fluctuation would account for such.

quantized peak. For higher masses, the number of 1-𝑒−ℎ+ events decreases and the
dependence becomes weaker.
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3.13.2 Electron-Absorption Limits
The Run 3 limit on dark-photon absorption can be seen in Figure 3.57. As with
electron scattering, the limit improved most (compared to previous runs) for higher
masses. However, the improvement stopped above ∼20 eV due to the limited energy
range of Run 3 (see Section 3.12.1). For all masses, the limits were outdone by the
SENSEI experiment, so no new parameter space was excluded [46]. The third-to-
fourth quantized-peak transition and associated drop in limit value can be seen just
above 10 eV. The sensitivity to systematic uncertainties was again small (≲25%).
The sensitivity band also spiked near the first-to-second peak transition (around 3
eV) for the same reason discussed for electron-scattering.

Additionally, the DPA sensitivity band shows notch-like features appearing above
10 eV. These were caused by single events moving in and out of the fourth quantized
peak for different combinations of energy resolution and energy calibration. Energy
resolution determined the span of events counted in the peak. Energy calibration
determined which events were within that span. The low statistics of the fourth
peak made single-event changes significant. The notches did not appear for electron
scattering due to the more complicated relationship between particle mass and event
energy.

The Run 3 limit on ALP absorption can be seen in Figure 3.58. The limit and
sensitivity-band shapes share all the features described above for DPA. While the
ALP limit was a substantial improvement over that of Run 2, it was still significantly
less sensitive than the stellar-cooling limit (𝑔𝑎𝑒 ≲ 10−13).

3.14 HVeV Run 4
A follow-up to HVeV Run 3 was planned and data-taking executed during the
Run 3 analysis. The Run 4 experiment also used four HVeV detectors in the same
dilution refrigerator underground at NEXUS. The high number of coincidence events
observed in Run 3 confirmed that the low-energy excess was likely caused by an
external background. This result, in conjunction with the results of [45] and the
superior low-mass sensitivity of the DAMIC experiment, motivated redesigning the
HVeV mounts to remove FR-4 completely. Instead, the detectors were mounted in an
entirely copper housing. During science data taking, the copper housing was made
light tight to minimize any remaining photon backgrounds. A separate cooldown
was performed with an LED replacing the light-tight lid to produce data for the
Run 4 calibration. The lead shielding was also improved since Run 3 to further
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Figure 3.57: The official Run 3 dark-photon-absorption limit. (Top) The limit with
other experimental limits plotted for comparison (see Figure 3.53). The region
covering 68% of the sensitivity to systematic uncertainties is plotted but only visible
around 3 eV. (Bottom) The region covering 68% of the sensitivity to systematic
uncertainties plotted as a fractional residual of the official limit.

reduce environmental backgrounds. With each of these improvements, the Run 4
experiment is expected to observed significantly lower backgrounds than Run 3,
particularly in the first quantized peak.
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Figure 3.58: The official Run 3 ALP-absorption limit. (Top) The Run 3 limit with the
Run 2 limit plotted for comparison. We scaled the Run 2 limit by the square root of
the silicon index of refraction to account for the difference in model used for the limit
setting (see Section 3.12.2). The stellar-cooling limit remains more sensitive than
both limits (𝑔𝑎𝑒 ≲ 10−13). The region covering 68% of the sensitivity to systematic
uncertainties is plotted but only visible around 3 eV. (Bottom) The region covering
68% of the sensitivity to systematic uncertainties plotted as a fractional residual of
the official limit.
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C h a p t e r 4

KIPM-DETECTOR DEVELOPMENT

In this chapter, we will discuss work I performed towards the development of kinetic-
inductance phonon-mediated (KIPM) detectors for dark-matter detection. Similarly
to SuperCDMS iZIP and HV detectors, the initial dark-matter interaction with a
KIPM detector would occur within a target mass and produce athermal phonons.
The athermal phonons could then be detected by one or many microwave kinetic
inductance detectors (MKIDs) on the target surface. Compared to QETs, MKIDs
provide several potential benefits to detector operation and readout that we will
discuss in the following sections. MKIDs also have potential to achieve extremely
low phonon-energy thresholds (using sub-eV resolution). KIPM detectors could
be used as part of a payload upgrade in the SuperCDMS SNOLAB experiment.
They could also be used in smaller-scale experiments similar to SuperCDMS HVeV
Runs 1-4.

4.1 Overview of MKIDs
MKIDs are a well-established technology already used in many astronomical in-
struments. Specifically, they have been used to study star formation [60, 61, 62]
and in exoplanet searches [63]. They are valued for their frequency multiplexability
enabling increased sensor number in mm/sub-mm instruments. For near-infrared
instruments, they provide timing information that can be used to remove speckle-
like backgrounds [64]. When used to observe athermal phonons in a crystal, the
increased sensor number has the potential to improve position reconstruction. In
a SuperCDMS-style dark-matter detector, position reconstruction is beneficial in
removing near-surface backgrounds (see Section 2.3.1). For MKIDs, a highly mul-
tiplexed readout does not require the addition of complicated electronics at any
cryogenic stages. This simplifies experimental design by preserving volume and
thermal-load capacity in the cryostat1. MKIDs are an excellent choice for future
experiments pursuing a large exposure since their multiplexability (with minimal
cryostat loading) is ideal for increasing scale. The simplicity of their cold elec-

1Typically, the most substantial thermal load for an MKID readout is the first-stage amplifier.
From Section 4.4 onward, we use HEMT amplifiers that dissipate O(50 mW) at the 4 Kelvin stage.
The HEMT bandwidth is sufficient to use a single one for ∼100s of MKIDs (assuming our frequency
separation of ∼5 MHz).



153

tronics is also attractive when considering operation using existing experimental
infrastructure (such as SuperCDMS SNOLAB)

4.1.1 Kinetic Inductance Basics
From an electronics perspective, MKIDs are inductor-capacitor (LC) resonators
with a non-negligible portion of their characteristic inductance originating from the
kinetic-inductance effect. Kinetic inductance is inductance originating from charge
carriers resisting the change in motion caused by a time-varying electric field. The
effect is analogous to traditional inductance caused by the Faraday’s law tendency
of a changing magnetic flux to create an electromotive force to drive a current to
oppose the changing flux (Lenz’s law). While traditional inductors store energy in
their generated magnetic field, kinetic inductors store energy in the kinetic energy
of the charge carriers.

In the example of a simple conductor (with no magnetic effects), the dependence
of kinetic inductance on charge-carrier parameters can be approximately derived
analytically. We can start by comparing the average kinetic energy of 𝑁 charge
carriers with mass 𝑚 and root-mean-square (RMS) velocity 𝑣𝑅𝑀𝑆 to the average
energy stored in a traditional magnetic inductor (Eq. 4.1).

𝐾 = 𝑁
1
2
𝑚𝑣2

𝑅𝑀𝑆 = 𝐸𝐿 =
1
2
𝐿𝐾 𝐼

2
𝑅𝑀𝑆

→ 𝐿𝐾 =
𝑁𝑚𝑣2

𝑅𝑀𝑆

𝐼2
𝑅𝑀𝑆

(4.1)

𝐼𝑅𝑀𝑆 in Eq. 4.1 is the RMS current in the inductor. This variable can be removed
under the assumption that 𝐼𝑅𝑀𝑆 and 𝑣𝑅𝑀𝑆 are directly proportional (Eq. 4.2). In
reality, this assumption is only valid if the charge carriers travel coherently. If
charge carriers travel in random directions (due to frequent collisions for example),
the current across the conductor will remain zero independent of 𝑣𝑅𝑀𝑆. We will
discuss in Section 4.1.2 how superconductors can effectively satisfy the coherence
assumption.

𝐼𝑅𝑀𝑆 =
𝑁𝑞𝑣𝑅𝑀𝑆

ℓ
=
𝑁𝑞𝑣𝑅𝑀𝑆

𝑉/𝐴 = 𝑛𝐴𝑞𝑣𝑅𝑀𝑆 (4.2)

ℓ,𝑉 , and 𝐴 are the length, volume, and cross-sectional area of the simple conductor,
respectively. 𝑞 is the electronic charge per carrier. It is generally more convenient
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to describe the inductance using the density of charge-carriers (𝑛) rather than their
total number. We can then use equations 4.1 and 4.2 to calculate the inductance per
unit length for this simple example (Eq. 4.3).

→ 𝐿𝐾

ℓ
=

𝑚

𝑛𝐴𝑞2 (4.3)

For thin-film conductors, it is common to consider kinetic inductance in units of
inductance per geometric square. In this formalism, an inductor of length ℓ and
width 𝑤 would consist of ℓ/𝑤 squares. For a film with thickness 𝑑, the resulting
inductance per square will be Eq. 4.4

→ 𝐿𝐾

ℓ/𝑤 =
𝑚

𝑛𝑑𝑞2 (4.4)

If we plug in a film thickness of 100 nm, the mass and charge for electrons, and the
free-electron density in Al (6 × 1010 µm−3), we find an inductance per square of ∼6
fH/sq. The full calculation (Eq. 2.37 from [65]) for a 100 nm penetration depth
in superconducting Al gives ∼130 fH/sq. The naive calculation gives a reasonable
estimation of the scale of 𝐿𝐾 .

We also see from Eq. 4.4 that decreasing the carrier density increases the kinetic
inductance. While true, decreasing the carrier density too much will limit the
current that can be carried (by those carriers). We can use Eq. 4.2 to consider an
extreme case. If there were only a single electron as charge carrier in an ℓ = 1 mm
conductor, the maximum 𝐼𝑅𝑀𝑆 would be ∼50 nA even if the electron moved with
𝑣𝑅𝑀𝑆 = 𝑐. In a superconductor, applying current greater than what can be carried by
the collision-less Cooper pairs will result in current being carried by broken Cooper
pairs (quasiparticle electrons). Only current carried by the collision-less Cooper
pairs will follow Eq. 4.2 and be effected by kinetic inductance.

By design, MKIDs usually have a combination of both kinetic and magnetic induc-
tance, with the kinetic portion defined by the kinetic-inductance fraction (𝛼).

𝐿total = 𝐿𝐾 + 𝐿𝑀 , 𝛼 =
𝐿𝐾

𝐿total
(4.5)

An MKID’s resonant frequency ( 𝑓𝑟) will follow the usual definition for an LC
resonator and will depend on the combined inductance (Eq. 4.6). The dependence



155

of 𝑓𝑟 on 𝐿𝐾 is one of two ways that MKIDs are used to detect changes in kinetic
inductance.

𝑓𝑟 =
𝜔𝑟

2𝜋
=

1
2𝜋

√
𝐿total𝐶

∝ 1
√
𝐿𝐾 + 𝐿𝑀

(4.6)

4.1.2 Kinetic Inductance in Superconductors
A high kinetic-inductance fraction can be achieved in superconductors because
bosonic Cooper pairs do not scatter as frequently as normal-state electrons. Cooper
pairs condense into the ground state, forming a non-trivial energy gap between
each pair and the lowest available excited state. As temperature decreases, more
Cooper pairs condense and the energy gap grows. The gap reaches its maximum
value at zero temperature. The maximum gap can be predicted according to the
superconductor’s critical temperature (𝑇𝑐) [65].

Δ0 ≡ Δ (𝑇 = 0)
2Δ0 ≈ 3.52𝑘𝐵𝑇𝑐

(4.7)

Δ (𝑇) in Eq. 4.7 is the energy required to free one electron from its Cooper pair for
a given material at temperature 𝑇 . Electrons must be freed in pairs, so 2Δ is the
more physically interesting value. 𝑘𝐵 is the Boltzmann constant.

Scattering between Cooper pairs and the lattice only occurs where lattice vibrational
energy overcomes 2Δ. Below 𝑇𝑐, the average vibrational energy is below 2Δ and
scattering becomes infrequent. This allows Cooper pairs to travel without dissipation
(the effect we call superconductivity). It also allows Cooper pairs to travel coherently
when an alternating current is applied, justifying Eq. 4.2 for superconductors.
Electrons in a normal-state conductor have no energy gap and scatter frequently,
dissipating rather than storing energy.

In practice, the kinetic inductance of a material also depends on the input signal’s
driving frequency. The higher the frequency, the less time a carrier must travel (with-
out scattering) before being decelerated and contributing to the inertial effect. Even
normal-state electrons will contribute kinetic inductance when driven at frequencies
greater than their scattering frequency. Kinetic inductance in real superconductors
depends on a number of additional factors including material, geometry, and the
associated magnetic fields. Eq. 4.3 therefore makes a useful reference but will not
be relied upon in the following sections.
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Incident particles (such as a photons or athermal phonons) can also deposit sufficient
energy to break Cooper pairs in superconductors. This causes the Cooper-pair
density to decrease, increasing the kinetic inductance (as seen in Eq. 4.3). The
increased inductance lowers the resonant frequency of the MKID. Changing resonant
frequency can be observed using a radio-frequency (RF) readout. Additionally, the
electron quasiparticles released by broken Cooper pairs scatter and increase the
MKID’s total dissipation. The changes in resonant frequency and dissipation can
be read out concurrently. In aluminum, breaking a Cooper pair requires less than
0.5 meV of energy, meaning the basic quanta of detection has a very low threshold.

4.1.3 MKID Readout Basics
The resonant frequency and dissipation of an MKID are typically measured by
coupling the MKID to a feedline. The MKID then creates an effective notch-filter
in the transmission of the feedline, centered on its resonant frequency. The quality
factor (𝑄𝑟) of the resonance and its coupling to the feedline are reflected in the full-
width at half maximum (FWHM) of the notch filter. MKIDs are natural candidates
for frequency-domain multiplexing since multiple notch filters can be measured on
the same feedline without interference. The only requirement is that each MKID
has a distinct resonant frequency (separation by a few FWHMs is typical). For this
reason, it is beneficial for multiplexability to have MKIDs with high 𝑄𝑟 .

𝑄𝑟 ≡
𝑓𝑟

𝐹𝑊𝐻𝑀
(4.8)

Typical MKID readouts use IQ up-mixing (see Appendix B) to produce a probing
signal at the MKID’s resonant frequency. This signal is sent through the feedline,
where its amplitude and phase will be changed by the coupled MKID. The signal
is then demodulated using another IQ mixer for recording and analysis. One reads
out many MKIDs in parallel by inputting a "comb" of multiple resonant frequencies
simultaneously. Typically, the comb is generated near zero-frequency using a DAC
and then up-mixed to the frequencies of interest using an IQ mixer. The mixer
multiplies all frequencies of the comb with the LO, creating an up-mixed version
of each tone in the comb. After being sent through the feedline, the comb is down-
mixed using the same LO and another IQ mixer. The resultant output will be more
complicated than the DC-offset seen with a single-frequency readout (discussed
in Appendix B) and must be demodulated again for each readout frequency. The
second stage of demodulation is typically done using software or firmware rather
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than additional IQ mixers. When designing such a system, it is important to have a
readout bandwidth large enough to record up to twice the width (in frequency) of
the desired comb. The factor of two is required to satisfy the Nyquist condition and
avoid aliasing.

With this readout style, the ratio of output to input signal amplitude is equivalent to
the magnitude of the transmission through the readout chain (including the MKID
and coupled feedline). The difference between the output and input signal phase is
defined as the phase of the transmission. In scattering-parameter terminology, the
complex forward transmission is typically labeled as the scattering parameter 𝑆21.

The transmission for an ideal LC-coupled feedline is shown in Eq. 4.9. A step-by-
step derivation of this equation using a network-transmission model can be found in
Chapter 4 of Jiansong Gao’s thesis [65].

𝑆21 (𝜔) = 1 −
𝑄𝑟
𝑄𝑐

1 + 2 𝑗𝑄𝑟
(
𝜔−𝜔𝑟
𝜔𝑟

) (4.9)

For our purposes, the relevant LC-circuit is an MKID. 𝜔 is the angular frequency
at which the transmission is being measured (2𝜋× the readout frequency). 𝑄𝑐 is
the coupling quality factor, which characterizes the energy lost from the MKID
to the feedline. 𝑄𝑟 includes both 𝑄𝑐 and the internal quality factor (𝑄𝑖), which
characterizes the internal loss of the MKID (Eq. 4.10).

1
𝑄𝑟

=
1
𝑄𝑐

+ 1
𝑄𝑖

(4.10)

Internal loss is caused by the collision of quasiparticles in the superconductor, which
creates a parasitic resistance in the inductor. This is equivalent to having a resistor
in series with the inductor and capacitor. It is therefore appropriate to describe 𝑄𝑖
using the definition for a series RLC circuit (Eq. 4.11). With 𝑅 constituting the
parasitic resistance of the inductor.

1
𝑄𝑖

= 𝑅

√︂
𝐶

𝐿total
=

𝑅

𝜔𝑟𝐿total
(4.11)

For readout-frequencies far from resonance, the denominator of the second term in
Eq. 4.9 becomes large and the transmission goes to unity (typical of a notch filter).
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This feature is how many MKIDs can couple to the same feedline without interfer-
ence. At precisely the resonant frequency (𝜔 = 𝜔𝑟), the transmission experiences its
greatest loss (losing 𝑄𝑟/𝑄𝑐 of the total signal in voltage amplitude). When reading
out real MKIDs, we will see that loss is not always greatest at the resonant frequency
(see Figure 4.11).

4.1.4 MKID Responsivity
In this section, we will consider the response of an MKID to energy depositions.
This is required to predict the energy resolution of the MKID (Section 4.2.1) and
eventually the energy resolution of a full KIPM dark-matter detector (Section 4.2.2).

As discussed in Section 4.1.2, Cooper-pair breaking in an MKID will lower the res-
onant frequency and increase dissipation. An increase in dissipation will decrease
the internal quality factor of the MKID. Specifically, the quality factor is inversely
proportional to the dissipation (Eq. 4.11). Thus, to understand an MKID-based
detector’s sensitivity to energy depositions, it is necessary to understand how trans-
mission changes with respect to changes in𝜔𝑟 and 1/𝑄𝑖 (Eqs. 4.12 and 4.14). These
results can be derived starting with Eq. 4.9.

𝜕

𝜕𝜔𝑟
𝑆21 =

−2 𝑗 𝑄
2
𝑟

𝑄𝑐

𝜔

𝜔2
𝑟(

1 + 2 𝑗𝑄𝑟
(
𝜔−𝜔𝑟
𝜔𝑟

))2 (4.12)

→
���� 𝜕𝜕𝜔𝑟 𝑆21

���� = 2𝑄
2
𝑟

𝑄𝑐

𝜔

𝜔2
𝑟

1 + 4𝑄2
𝑟

(
𝜔−𝜔𝑟
𝜔𝑟

)2 (4.13)

𝜕

𝜕1/𝑄𝑖
𝑆21 =

𝑄2
𝑟

𝑄𝑐(
1 + 2 𝑗𝑄𝑟

(
𝜔−𝜔𝑟
𝜔𝑟

))2 (4.14)

→
���� 𝜕

𝜕1/𝑄𝑖
𝑆21

���� = 𝑄2
𝑟

𝑄𝑐

1 + 4𝑄2
𝑟

(
𝜔−𝜔𝑟
𝜔𝑟

)2 (4.15)

With these results, we see that the absolute dissipation and frequency sensitivities
are maximized on resonance (𝜔 = 𝜔𝑟)2. This is why MKIDs are generally read out

2The 𝜔 dependence of the numerator in Eq. 4.13 is insignificant to the sensitivity optimization
for 𝑄𝑟 ≫ 1.
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as close to their resonant frequencies as possible. It is also worth noting that the
ratio of sensitivities is a simple function of the readout and resonant frequencies
(Eq. 4.16). The ratio is also an easy way to show that the frequency and dissipation
responses are precisely perpendicular.

𝜕
𝜕𝜔𝑟

𝑆21
𝜕

𝜕1/𝑄𝑖 𝑆21
= −2 𝑗

𝜔

𝜔2
𝑟

(4.16)

The next step towards understanding the transmission response to an energy deposi-
tion is to understand how𝜔𝑟 and 1/𝑄𝑖 change with respect to changes in Cooper-pair
density. By convention, this is usually done using the density of electron quasipar-
ticles (𝑛𝑞𝑝) as the variable of interest. Each conduction electron in the metal exists
as either a quasiparticle or half of a Cooper pair, so the two densities are entirely
dependent (Eq. 4.17).

𝑛e = 𝑛𝑞𝑝 + 2𝑛Cooper-pairs

𝜕𝑛𝑞𝑝 = −2𝜕𝑛Cooper-pairs
(4.17)

We can differentiate our definitions in equations 4.6 and 4.11 to begin the derivation.
It is important to remember that the kinetic inductance fraction (𝛼) is not constant
but rather a function of 𝐿𝐾 . If 𝛼 is treated as a constant during differentiation, the
resulting 𝑑𝐿𝐾/𝑑𝑛𝑞𝑝 terms in Eqs. 4.18 and 4.19 will be wrong by a factor of 𝛼.

𝑑𝜔𝑟

𝑑𝑛𝑞𝑝
= −𝛼 𝜔𝑟

2𝐿𝐾
𝑑𝐿𝐾

𝑑𝑛𝑞𝑝
(4.18)

𝑑1/𝑄𝑖
𝑑𝑛𝑞𝑝

= 𝛼
1

𝜔𝑟𝐿𝐾

𝑑𝑅

𝑑𝑛𝑞𝑝
− 𝛼1/𝑄𝑖

2𝐿𝐾
𝑑𝐿𝐾

𝑑𝑛𝑞𝑝
(4.19)

We now need to understand how changing quasiparticle density affects kinetic in-
ductance (𝐿𝐾) and parasitic resistance (𝑅). The complexity of real MKIDs prevents
us from using Eq. 4.3 to derive either. Instead, the result is found using BCS and
Mattis-Bardeen theory. In Chapter 2 of his thesis, Jiansong Gao uses both to de-
rive the relationship between quasiparticle density and a superconductor’s complex
impedance for various limits on film characteristics [65]. The film-characteristic
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dependence is encoded in the factor 𝛾. In Chapter 2 of Seth Siegel’s thesis, he
rewrote Gao’s result in terms of surface resistance 𝑅𝑆 and surface inductance 𝐿𝑆
(Eqs. 4.20 and 4.21).

𝑅𝑆 − 𝑅𝑆,0
𝜔𝐿𝑆,0

= |𝛾 |^1 (𝑇, 𝜔,Δ0) 𝑛𝑞𝑝 (4.20)

𝐿𝑆 − 𝐿𝑆,0
𝐿𝑆,0

= |𝛾 |^2 (𝑇, 𝜔,Δ0) 𝑛𝑞𝑝 (4.21)

One implication of the Mattis-Bardeen result is the exponential suppression of
magnetic fields inside the superconductor, leading to a concentration of current
density near the conductor surface. This effect is why the resistance and inductance
above are labeled as "surface" values. The label is not meant to indicate that the
resistance, inductance, or current are constrained precisely to the (infinitely thin)
conductor surface. The resultant surface inductance originates from the kinetic-
inductance effect and does not include magnetic inductance (originating from the
device geometry). Therefore, 𝐿𝑆 = 𝐿𝐾 . The resultant surface resistance originates
from quasiparticle scattering. Since quasiparticle scattering is the only source of
dissipation, 𝑅𝑆 = 𝑅. Siegel’s results are described with respect to resistance and
inductance at zero temperature with no external excitations (including photons or
phonons). I have labeled such values with a "0" subscript. In Siegel’s thesis, these
values are labeled "dark," because photons are the typical excitation of concern for
telescopes. In the 0 (or dark) state, no quasiparticles will exist to dissipate energy,
so 𝑅𝑆,0 = 0.

𝑅

𝜔𝐿𝐾,0
= |𝛾 |^1 (𝑇, 𝜔,Δ0) 𝑛𝑞𝑝 (4.22)

𝐿𝐾 − 𝐿𝐾,0
𝐿𝐾,0

= |𝛾 |^2 (𝑇, 𝜔,Δ0) 𝑛𝑞𝑝 (4.23)

The kappa functions (^1 and ^2) encode the relationship between complex conduc-
tivity (𝜎) and quasiparticle density in a superconductor. Both are defined in Gao’s
thesis [65]. The functions are dependent on the temperature of the quasiparticle
system. We typically assume quasiparticle temperature is equivalent to the fridge
temperature (𝑇), but exposure to persistent backgrounds such as RF photons can
cause the effective quasiparticle temperature to be elevated.
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^ =
1
|𝜎 |

𝑑𝜎

𝑑𝑛𝑞𝑝
(4.24)

^ = ^1 + 𝑗 ^2 (4.25)

The complex conductivity is fully defined in integral form (Eqs. 4.26 – 4.28) in Gao’s
thesis [65]. It is a function of the normal-state conductivity (𝜎𝑛), superconducting
energy gap (Δ), temperature (𝑇), readout frequency (𝜔), and effective chemical
potential for quasiparticle (`∗).

𝜎 = 𝜎1 + 𝑗𝜎2 (4.26)

𝜎1 =
2𝜎𝑛
ℏ𝜔

∫ ∞

Δ

[ 𝑓 (𝐸 ; `∗, 𝑇) − 𝑓 (𝐸 + ℏ𝜔; `∗, 𝑇)]
(
𝐸2 + Δ2 + ℏ𝜔𝐸

)
√
𝐸2 − Δ2

√︃
(𝐸 + ℏ𝜔)2 − Δ2

𝑑𝐸 (4.27)

𝜎2 =
𝜎𝑛

ℏ𝜔

∫ Δ

Δ−ℏ𝜔

[1 − 2 𝑓 (𝐸 + ℏ𝜔; `∗, 𝑇)]
(
𝐸2 + Δ2 + ℏ𝜔𝐸

)
√
Δ2 − 𝐸2

√︃
(𝐸 + ℏ𝜔)2 − Δ2

𝑑𝐸 (4.28)

The effective chemical potential is defined by requiring the integral of the Fermi-
Dirac distribution with the superconducting density of states to give the correct
quasiparticle density. The superconducting density of states is normalized to 𝑁0

(the density of states for electrons of a single spin at the Fermi energy level).

𝑛𝑞𝑝 = 4𝑁0

∫ ∞

Δ

𝑓 (𝐸 ; `∗, 𝑇) 𝐸𝑑𝐸
√
𝐸2 − Δ2

(4.29)

Eqs. 4.27 – 4.29 all use the well-known Fermi-Dirac distribution (Eq. 4.30).

𝑓 (𝐸 ; `∗, 𝑇) = 1

1 + 𝑒
𝐸−`∗
𝑘𝐵𝑇

(4.30)

Approximate forms for both kappa functions are also calculated in Gao’s and Siegel’s
theses [65, 66]. These forms are functions of readout frequency through the factor
b (Eq. 4.33). They use the zeroth-order modified Bessel functions of first and
second kind (𝐼0 and 𝐾0, respectively). The approximations below are specifically
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for changes in conductivity due to athermal Cooper-pair-breaking events. Thermal
changes will also affect quasiparticle number and conductivity but with a different
approximate ^. Gao showed that the athermal and thermal ^ are very similar for
sub-Kelvin temperatures in Al [65].

^1 (𝑇, 𝜔,Δ0) =
1

𝜋𝑁0Δ0

√︂
2Δ0
𝜋𝑘𝐵𝑇

sinh (b) 𝐾0 (b) (4.31)

^2 (𝑇, 𝜔,Δ0) =
1

2𝑁0Δ0

[
1 +

√︂
2Δ0
𝜋𝑘𝐵𝑇

𝑒−b 𝐼0 (b)
]

(4.32)

b =
ℏ𝜔

2𝑘𝐵𝑇
(4.33)

The approximate forms are appropriate when ℏ𝜔 ≪ Δ, 𝑘𝐵𝑇 ≪ Δ, and 𝑒−
Δ−`∗
𝑘𝐵𝑇 ≪ 1.

Understanding the different film-characteristic assumptions encoded in 𝛾 requires a
few additional definitions:

• The Mattis-Bardeen kernel is the kernel giving the current density (normal and
supercurrent) from the vector potential. It has a characteristic decay length
equivalent to the minimum of the coherence length (b0) and the electron mean
free path (ℓ𝑒).

• The coherence length can be thought of as the average distance between
electrons in a Cooper pair or the average size of a Cooper pair. In either case,
it is the characteristic length scale of the Cooper pairs.

• The effective penetration depth (_eff) is the characteristic decay length of the
penetrating magnetic field.

The commonly used combinations of film-characteristic assumptions are listed be-
low:

• Thick-film, extreme anomalous limit: The film is thicker than ℓ𝑒. This
condition is referred to as the thick-film limit. Additionally, the decay length
of the Mattis-Bardeen kernel is much greater than _eff because both b0 and ℓ𝑒
are much greater than _eff. This decay-length condition is referred to as the
"extreme anomalous limit." 𝛾 is equivalent to −1/3.
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• Thick-film, local limit: The thick-film limit is satisfied. Additionally, the
decay length of the Mattis-Bardeen kernel is much less than _eff because either
b0 or ℓ𝑒 is much less than _eff. This decay-length condition is referred to as
the "local limit." 𝛾 is equivalent to −1/2.

• Thin-film, local limit: The film thickness is less than the unobstructed ℓ𝑒,
limiting the actual mean free path to be equivalent to the film thickness. This
condition is referred to as the thin-film limit. Additionally, the decay length
is in agreement with the local limit. With this combination of assumptions,
the field never decays to zero and the conductor has uniform current density.
𝛾 is equivalent to −1.

The summary of film-characteristic assumptions and associated 𝛾 values are shown
in Eq. 4.34.

𝛾 =


−1/3 Thick-film, extreme anomalous limit

−1/2 Thick-film, local limit

−1 Thin-film, local limit

(4.34)

We can now differentiate Eqs. 4.22 and 4.23 to learn how the inductance and
resistance change with quasiparticle density. The integral form of ^ only weakly
depends on 𝑛𝑞𝑝 through the factor `∗. The approximate forms (Eqs. 4.31 and
4.32) do not depend on 𝑛𝑞𝑝 at all, so we do not consider that dependence in the
differentiation.

𝑑𝑅

𝑑𝑛𝑞𝑝
= 𝜔𝐿𝐾,0 |𝛾 |^1 (𝑇, 𝜔,Δ0) (4.35)

𝑑𝐿𝐾

𝑑𝑛𝑞𝑝
= 𝐿𝐾,0 |𝛾 |^2 (𝑇, 𝜔,Δ0) (4.36)

Now we can combine Eqs. 4.12, 4.14, 4.18, 4.19, 4.36, and 4.35 to write down the
total response to changes in quasiparticle density.
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𝑑𝑆21
𝑑𝑛𝑞𝑝

=
𝛼 |𝛾 |𝑄

2
𝑟

𝑄𝑐

𝜔
𝜔𝑟

𝐿𝐾,0
𝐿𝐾(

1 + 2 𝑗𝑄𝑟
(
𝜔−𝜔𝑟
𝜔𝑟

))2

(
^1 −

𝜔𝑟

2𝑄𝑖𝜔
^2 + 𝑗 ^2

)

=
𝛼 |𝛾 |𝑄

2
𝑟

𝑄𝑐

𝜔
𝜔𝑟

𝐿𝐾,0
𝐿𝐾(

1 + 2 𝑗𝑄𝑟
(
𝜔−𝜔𝑟
𝜔𝑟

))2

(
^ − 𝜔𝑟

2𝑄𝑖𝜔
^2

) (4.37)

Those familiar with MKIDs will recognise Eq. 4.37 once a number of common
assumptions are applied. The first assumption is that the MKID is always being read
out precisely on resonance (𝜔 = 𝜔𝑟). This is a logical choice since (as discussed
at the beginning of this section) the maximum responsivity is seen on-resonance.
However, the assumption is not entirely realistic, since the exact resonant frequency
will change with inductance (Eq. 4.18) during a Cooper-pair breaking event. Some
MKID readouts use tone-tracking to read out on resonance during events of any
size (improving dynamic range). For small signals, this is unnecessary and the
assumption remains reasonable. Assuming 𝜔 = 𝜔𝑟 gives Eq. 4.38.

𝑑𝑆21
𝑑𝑛𝑞𝑝

= 𝛼 |𝛾 |𝑄
2
𝑟

𝑄𝑐

𝐿𝐾,0

𝐿𝐾

(
^ − 1

2𝑄𝑖
^2

)
(4.38)

Under the assumption (generally confirmed by measurement) of a high internal
quality factor, the latter ^2 term becomes trivial and can be ignored. This gives Eq.
4.39.

𝑑𝑆21
𝑑𝑛𝑞𝑝

= 𝛼 |𝛾 |𝑄
2
𝑟

𝑄𝑐

𝐿𝐾,0

𝐿𝐾
^ (4.39)

Lastly, 𝐿𝐾 is assumed to be approximately equal to 𝐿𝐾,0. This can be achieved
by operating at temperature significantly below 𝑇𝑐 and by minimizing external
excitations. The latter condition is desirable for low-background searches anyway.
One can still make this assumption at higher temperatures if the resonant frequency
is observed to make only a small fractional change from its lowest-temperature
value. The resulting Eq. 4.40 is the typically used responsivity for MKIDs.

𝑑𝑆21
𝑑𝑛𝑞𝑝

= 𝛼 |𝛾 |𝑄
2
𝑟

𝑄𝑐
^ (4.40)
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Now, we see how MKID design can optimize sensitivity. Unsurprisingly, responsiv-
ity increases with 𝛼 (kinetic-inductance fraction). A high𝑄𝑟 (total quality factor) is
also beneficial (in addition to being beneficial for multiplexing). When considering
the dependence of 𝑄𝑟 on 𝑄𝑐 (coupling quality factor) and 𝑄𝑖 (internal quality fac-
tor), the optimal coupling is calculated to be 𝑄𝑐 = 𝑄𝑖 = 2𝑄𝑟 . The dependence on 𝛾
indicates that a thicker film does not directly improve responsivity.

MKID sensitivity is also very stable. 𝛼, 𝛾, and the quality factors are the result
of MKID design and should be stable if the MKID is operated at relatively stable
temperature. ^ values are also relatively stable with temperature. Calculated values
can be seen in Figure 4.1, taken from [66]. Response stability is what makes MKID
calibration possible.

Figure 4.1: ^ calculated using Mattis-Bardeen theory for MKIDs with frequency
3.2 GHz, Δ0 = 0.21 meV (typical for aluminum), and various temperatures. Figure
is taken from [66]

.

Eq. 4.40 can also be used to approximately convert small event signals from
units of transmission (𝛿𝑆21) to energy in the MKID (𝛿𝐸). The conversion requires
multiplying by the superconducting energy gap (Δ).
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𝛿𝐸 = Δ𝛿𝑛𝑞𝑝 ≈ Δ
𝑑𝑛𝑞𝑝

𝑑𝑆21
𝛿𝑆21 =

𝑄𝑐Δ

𝛼 |𝛾 |𝑄2
𝑟 ^
𝛿𝑆21 (4.41)

4.2 MKIDs for Dark Matter
In a dark-matter search, we could use MKIDs in a very similar way to the QET sensors
used by SuperCDMS. Dark-matter interaction with a target substrate will produce
phonons (either directly or through ionization and NTL-phonon generation), which
can then be detected by MKIDs on the substrate surface. First, we must use our
understanding of MKID responsivity to predict the resolution on energy deposited
in the MKID. Then, we can predict the resolution of the total detector to energy
deposited in the substrate.

4.2.1 MKID Energy Resolution
We will use the Optimal-Filtering method (as outlined in [47]) to estimate the best
resolution we can achieve using our MKIDs. With this method, one applies an
acausal filter equivalent to the complex conjugate of the Fourier-transformed signal
template (𝑠∗( 𝑓 )) weighted by the noise spectral density (𝐽 ( 𝑓 )). The filter (𝜙( 𝑓 )) is
defined in Eq. 4.42

𝜙( 𝑓 ) = 𝑠∗( 𝑓 ))
𝐽 ( 𝑓 ) (4.42)

This filter is often re-normalized by the filtered template integrated over all frequen-
cies. This choice ensures that events matching the template shape have equivalent
amplitude before and after filtering.

𝜙( 𝑓 ) =
𝑠∗ ( 𝑓 ))
𝐽 ( 𝑓 )∫ ∞

−∞
|𝑠( 𝑓 ) |2
𝐽 ( 𝑓 ) 𝑑𝑓

(4.43)

With such a filter, the optimal resolution can be calculated using only the template
and noise [67].

𝜎2 =

[∫ ∞

−∞

|𝑠( 𝑓 ) |2
𝐽 ( 𝑓 ) 𝑑𝑓

]−1

(4.44)

It is important to note that this equation requires the double-sided noise spectral
density. If one prefers using the single-sided spectral density, they must change the
bounds of integration to [0,∞] and multiply the integral by 2 twice. The first factor
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of 2 comes from halving the region of integration. The second factor of 2 comes
from the single-sided 𝐽 ( 𝑓 ) being twice its double-sided equivalent for 𝑓 > 0.

We will now consider the resolution in a simple case. Specifically, we will treat noise
spectral density as constant (𝐽 ( 𝑓 ) = 𝐽0) and the signal template as an exponential
decay which appears promptly at an initial time 𝑡 = 0. This signal template is
normalized to have a peak amplitude of 1 at 𝑡 = 0.

𝑠(𝑡) =


0 𝑡 < 0

𝑒−𝑡/𝜏 𝑡 ≥ 0
(4.45)

We will use Golwala’s choice of definition for the Fourier transforms [67].

�̃�( 𝑓 ) =
∫ ∞

−∞
𝑑𝑡𝑔(𝑡)𝑒− 𝑗𝜔𝑡

𝑔(𝑡) =
∫ ∞

−∞
𝑑𝑓 �̃�( 𝑓 )𝑒 𝑗𝜔𝑡

(4.46)

We can easily calculate the Fourier transform of 𝑠(𝑡).

𝑠( 𝑓 ) =
∫ ∞

0
𝑑𝑡𝑒−𝑡( 1

𝜏
+ 𝑗𝜔) = 1(

1
𝜏
+ 𝑗𝜔

) (4.47)

We can then use Eq. 4.44 to calculate the resolution. The integration is simplified
by observing that the integrand is proportional to the derivative of arctan(𝜔𝜏).

𝜎2 =


∫ ∞

−∞

𝑑𝑓

𝐽0

(
1
𝜏2 + 𝜔2

) 
−1

= 𝐽0

2
∫ ∞

0

𝑑𝜔/2𝜋(
1
𝜏2 + 𝜔2

) 
−1

= 𝐽0

[
1
𝜋
𝜏
𝜋

2

]−1

= 𝐽0
2
𝜏

(4.48)
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The units of 𝜎 in Eq. 4.48 are defined by the units chosen for 𝐽0. It is practical for
us to first consider the noise in units of transmission (𝑆21). In this case, we need 𝐽0

to have units of [𝑆21]2 /𝐻𝑧 = 1/𝐻𝑧.

Let us assume there is a first-stage amplifier coming directly after the MKID-coupled
device. If the amplifier noise is an order of magnitude larger than all other noise
sources we refer to the total noise as "amplifier-dominated." In this case, we can
treat the amplifier as the only noise source.

𝐽0 = 𝐽𝑎𝑚𝑝 (4.49)

A brief aside: In this thesis, I will use noise temperature as my primary measure of
noise power. It is understood that a noise-temperature T is equivalent to the Johnson
noise observed from an impedance-matched terminator held at temperature T. Noise
temperature is proportional to noise power divided by the bandwidth over which
the power is measured (Eq. 4.50). The proportionality constant is the Boltzmann
constant.

𝑘𝐵𝑇𝑁 =
𝑃𝑁

𝐵𝑊
(4.50)

If our first-stage amplifier has a constant input-referred noise temperature (𝑇𝑁 ), it
will produce a constant (with respect to frequency) noise power of 𝑘𝐵𝑇𝑁𝐵𝑊 at the
amplifier input (the device output). If the system has characteristic impedance 𝑍0,
that noise power will correspond to a mean-square voltage of 𝑘𝐵𝑇𝑁𝐵𝑊𝑍0. Similarly,
if our readout system generates a power of 𝑃𝑔 at the device input, the input mean-
square voltage will be 𝑃𝑔𝑍0. Since the amplifier noise is random with respect to the
input signal, we can write the real and imaginary parts of the transmission noise as
follows.

⟨𝑅𝑒 [𝑆21]2⟩ = ⟨𝐼𝑚 [𝑆21]2⟩ = 1
2
⟨𝑉2
𝑁
⟩

⟨𝑉2
𝑖𝑛
⟩
=
𝑘𝐵𝑇𝑁𝐵𝑊

2𝑃𝑔
(4.51)

The factor of 2 in Eq. 4.51 arises from the division of noise power between the
in-phase and quadrature-phase of 𝑆21. A discussion of how this occurs for random
noise is provided in Appendix C. We now divide out the measurement bandwidth
to get 𝐽𝑎𝑚𝑝 in the correct units.
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𝐽𝑎𝑚𝑝 =
⟨𝑅𝑒 [𝑆21]2⟩

2𝐵𝑊
=
𝑘𝐵𝑇𝑁

4𝑃𝑔
(4.52)

The additional factor of 2 in the denominator arises from our use of a double-sided
𝐽𝑎𝑚𝑝. In that case, the power within a bandwidth 𝐵𝑊 is evenly split between the
positive and negative frequencies of that bandwidth.

Combining Eqs. 4.48 and 4.52 gives our resolution in 𝑆21 units.

𝜎𝑆21 =

√︄
𝑘𝐵𝑇𝑁

2𝑃𝑔𝜏
(4.53)

We can now use Eq. 4.40 to convert this resolution to units of quasiparticle density.

𝜎𝑛𝑞𝑝 =
𝑄𝑐

𝛼 |𝛾 |𝑄2
𝑟 ^1,2

√︄
𝑘𝐵𝑇𝑁

2𝑃𝑔𝜏
(4.54)

^1,2 in Eq. 4.54 is either the real or imaginary part of ^, depending on whether we
are measuring signal in the real or imaginary direction of 𝑆21, respectively.

To convert to resolution on energy deposited in an MKID, we only need to multiply
in the energy gap.

𝜎𝐸 , MKID =
𝑄𝑐Δ

𝛼 |𝛾 |𝑄2
𝑟 ^1,2

√︄
𝑘𝐵𝑇𝑁

2𝑃𝑔𝜏
(4.55)

4.2.2 KIPM-Detector Energy Resolution
We would next like to estimate the resolution on measurements of phonon energy
in the detector substrate. To do so, we must consider a number of additional factors.
If our detector has 𝑁𝑟 resonators on its surfaces, the phonon energy may be split
among some or all of them. If the energy is split evenly, the total energy will be 𝑁𝑟×
the energy observed in each MKID. For this reason, the full detector resolution will
be increased by a factor of 𝑁𝑟 . Conversely, if we record data from every MKID,
we will have 𝑁𝑟 independent measurements of the energy. By combining these
measurements, we can remove random fluctuations and lower our resolution by a
factor of

√
𝑁𝑟 . Both effects combine to raise the resolution by a factor of

√
𝑁𝑟 . This

is a simplified handling of the energy partitioning, but gives a reasonable idea of the
effect.
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We must also consider the fact that not all phonon energy in the substrate will be
absorbed by the active volume of an MKID. Some energy may be lost through the
device mounting hardware or absorbed by insensitive metal on the substrate surface.
Insensitive metal includes the feedline and MKID capacitors, neither of which will
be sensitive to the breaking of Cooper pairs. While kinetic inductance will exist
inside the MKID capacitors, their low current density (relative to the inductors)
make changes in inductance insignificant to 𝑆213. Energy is also lost to sub-
gap phonons (E<2Δ) that cannot break Cooper pairs and thus will not contribute
observable energy. Phonon interactions within the substrate or surface metals
can also cause phonons to down-convert to sub-gap energies. To account for the
incomplete conversion of phonon to quasiparticle energy, we must define a collection
efficiency factor (Eq. 4.56).

[𝑝ℎ ≡
energy absorbed by active MKID elements

energy deposited in substrate
(4.56)

Total phonon energy will then be 1/[𝑝ℎ times more than the combined energy
observed in all MKIDs. Our resolution is therefore modified by the same factor.

When we combine all of these factors, we get the following resolution on total
phonon energy in the MKID-based KIPM detector.

𝜎𝐸 , KIPM =
𝑄𝑐Δ

√
𝑁𝑟

𝛼 |𝛾 |𝑄2
𝑟 ^1,2[𝑝ℎ

√︄
𝑘𝐵𝑇𝑁

2𝑃𝑔𝜏
(4.57)

We can make a number of observations using Eq. 4.57. Initially, it would appear
that increasing readout power (𝑃𝑔) will always improve resolution. In practice,
the improvement is limited by other mechanisms. Even with readout frequency
𝑓 ≪ 2Δ/ℎ (≳ 85 GHz in Al), Cooper-pair breaking by readout power is possible via
multi-photon absorption, increasing quasiparticle density and lowering the quasi-
particle lifetime. The signal decay time (𝜏 from Eq. 4.45) depends on various time
constants (including quasiparticle lifetime and phonon absorption time). If all other
lifetimes are relatively short (imagine all phonon energy being absorbed instanta-
neously), 𝜏 is equivalent to just the quasiparticle lifetime. Therefore, a large 𝑃𝑔
may lower 𝜏 depending on the other relevant lifetimes. Another consideration is our
assumption of amplifier-noise domination. Increasing 𝑃𝑔 will increase certain noise

3Section 4.3 of [65] shows that the effect on 𝑓𝑟 and 1/𝑄𝑖 due to changes in 𝐿𝐾 and 𝑅 is
proportional to the current distribution squared.
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sources intrinsic to the MKID (including quasiparticle generation-recombination
noise4). Practically speaking, increasing 𝑃𝑔 requires additional input amplification
(or removal of input attenuation). Therefore, increasing 𝑃𝑔 can add new and amplify
existing input noise (including noise from the signal generator or amplifiers). If our
device-intrinsic or input-readout noise grew to dominate the amplifier noise, Eq.
4.53 and its descendants would no longer be valid.

We also see that resolution is optimized when a device possesses only a single
MKID (𝑁𝑟 = 1). This is true under the assumption that the number of MKIDs does
not impact [𝑝ℎ. The two values may be linked since additional MKIDs provide
additional means for phonon energy to be absorbed. At Caltech, we have explored
single and multi-MKID devices. We expect the multi-MKID devices to have poorer
energy resolution and instead explore them for their position-reconstruction ability.

Another noteworthy feature is the importance of [𝑝ℎ. If only 10% of phonon energy
is absorbed into the MKID’s quasiparticle system, the resolution will be 10× worse
than its theoretical best. In reality, [𝑝ℎ is limited to a maximum of ∼50% due to
production of sub-gap phonons during quasiparticle generation [68]. Minimizing
phonon-energy loss is a key consideration in our device and device-mount designs.

4.2.3 MKID and KIPM Designs
The MKIDs studied in this thesis were designed by Yen-Yung Chang and Osmond
Wen. They use interdigitated capacitors and meandered inductors. In designs with
multiple MKIDs, the inductor length is varied to differentiate each MKID in resonant
frequency. The capacitor is kept the same in an attempt to keep the two-level system
(TLS) noise consistent between MKIDs. It has been observed that TLS noise is
capacitor-design dependent [66]. The inductor is designed to be symmetric about a
central axis and is made of a pair of wound traces, rather than one long wound trace.
These features were simulated to have good current uniformity and to minimize
coupling between different MKIDs.

The MKID-coupled feedline is specifically a coplanar waveguide (CPW) with a finite
ground plane. CPW feedlines have a central conductor with ground lines a distance
away on both sides. All three sections lie on the same plane (the substrate surface).
CPW was chosen to minimize the interaction distance of the dipole moments which
appear between signal and ground lines. Previously tested coplanar striplines (CPS)

4Quasiparticle density in an MKID will fluctuate due to random breaking and thermal recombi-
nation of Cooper pairs. The fluctuation in number is assumed to follow Poisson statistics and leads
to an intrinsic MKID noise we refer to as generation-recombination noise [65].
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Figure 4.2: The general MKID design utilized throughout this thesis with simulated
current density. The upper portion with relatively low current density (dark blue)
is the interdigitated capacitor. The lower portion with higher current density (light
blue/teal) is the symmetric coplanar-stripline inductor. Simulation and image pro-
duced by Yen-Yung Chang [69].

.

were observed to have transmission which varied significantly with frequency. The
variation was partially attributed to the extended dipole field interacting with the
device enclosure [70]. The CPS feedlines were also made with a very narrow
gap between the signal and ground lines. The narrow gap introduced fabrication
challenges and made it common for debris (such as small metal flakes) to cause
shorts. The CPW ground line closest to each MKID is extended to surround the
MKID entirely. This "ground shield" lowers crosstalk between MKIDs, which can
cause resonance frequencies to shift from intended values [69]. The CPW ground
plane is made finite (rather than covering the remaining surface of the substrate)
in order to minimize the phonon energy absorbed and lost to this insensitive metal
(preserving [𝑝ℎ).

We primarily fabricated devices using niobium and aluminum. Nb has a 𝑇𝑐 around
9 K and Δ0 around 2 meV. Al has a 𝑇𝑐 around 1 K and Δ0 around 0.2 meV. Nb’s
higher 𝑇𝑐 makes it useful for testing feedlines and MKIDs in refrigerators which
are only capable of reaching liquid-helium temperature (4 K). In lower temperature
refrigerators, Nb is useful for testing MKIDs significantly below their 𝑇𝑐. Al’s lower
Δ makes it a better choice for achieving lower energy resolutions and thresholds
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Figure 4.3: The general MKID design in green with the coplanar waveguide (CPW)
feedline and ground shield shown in red.

as seen in Eq. 4.57. We fabricated some devices using both Nb and Al, typically
making the feedline and MKID capacitors out of Nb while making the MKID
inductors Al. The difference in Δ makes it more likely for phonon energy to be
absorbed in the Al MKID inductors rather than the Nb feedline, improving [𝑝ℎ.

4.2.4 Substrate Choice
A KIPM dark-matter detector would be fabricated on substrates similar to the Super-
CDMS SNOLAB or HVeV detectors. As with those detectors, the material choice
would be based on the expected dark-matter interaction rate for masses and models
of interest. Silicon and germanium are likely materials, although others such as
sapphire are becoming common as well [71]. The volume choice would be based on
the required exposure and capability of the cryogenic setup. The first detector used
for science data would likely be closer in size to an HVeV detector since it should
probe new model parameters and is unlikely to be exposure limited. At Caltech,
we have fabricated devices on silicon wafers. This allows us to benefit from the
large amount of institutional knowledge about the material. Our test wafers are 1
mm thick. In this thesis, I will consider devices made on 3" round wafers and 2 cm
square wafers.
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Figure 4.4: An example KIPM-detector design with CPW feedline and MKIDs.
The feedline widens near either end to make wire-bonding possible. A zoom-in
on the central MKID shows (in red) the parts that would be fabricated out of Nb
(feedline, ground shield, and capacitor). Only the inductor (green) is sensitive to
energy dispositions and would therefore be fabricated out of Al. In this design, only
one MKID was intended to be sensitive. The others would be used for calibration
purposes.

4.3 Early Device Tests
In the following section, we will discuss the KIPM testing performed at Caltech to
improve our device design and characterization abilities. The feedlines and devices
described below were all fabricated at the NASA Jet Propulsion Lab (JPL).

4.3.1 Feedline-only Tests
As outlined in Brett Cornell’s thesis [70], early tests of complete detector designs
showed a number of undesirable features. These included high transmission loss
and variation with frequency. In order to isolate the issue, we fabricated and tested
devices with only the CPW feedline (no MKIDs or ground shields). The design for
one such device is shown in Figure 4.5. This feedline could couple to many MKIDs
at many points across the detector. Other designs featuring shorter and simpler
feedlines were tested for comparison. We fabricated these devices out of Nb so we
could test them at half the Nb transition temperature in the 4-Kelvin cryostat (see
Section 2.5).
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Figure 4.5: The mask design for producing a feedline-only device. This device was
used to produce the results in Figure 4.7. The solid red trace going up and down the
wafer is the CPW feedline (the separation between signal and ground is impossible
to see at this scale). The wider pads at the bottom were used for wire-bonding.
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After fabrication, the device was mounted in our 3" wafer testing box. The box
is shown in Figure 4.6. The primary purposes of the box are thermal sinking,
connecting coaxial cables to the feedline, and minimizing optical loading. The 3"
box is gold-plated copper.

Figure 4.6: A feedline-only device (using the mask from Figure 4.5) mounted in the
3" device box. The device box is mounted in our 4-Kelvin cryostat. In this photo,
the box lid was removed. The box lid is a flat hexagon which would otherwise close
the box, blocking our view of the device and providing some protection from light.

After cooling the device in our cryostat, the test consisted of measuring RF trans-
mission and reflection as functions of frequency using a vector-network analyzer
(VNA). The setup only required connecting the two VNA ports to the two device
ports using coaxial cables and cryostat feed-throughs.

Shorter feedlines with fewer turns were observed to have more uniform transmission
[69]. Unfortunately, short feedlines are not sufficient to construct a multi-MKID
KIPM capable of accurate position reconstruction. We suspect the uneven trans-
mission to be (at least partially) due to feedline coupling to the resonant modes of
the cavity formed by the device box. The copper device box creates E=0 bound-
ary conditions and therefore defines the length-scale of the coupled modes. We
experimented with minimizing the coupling by comparing the transmission of the
device using various configurations of the box: box with both lids attached, box
with both lids removed and raised off the cold-plate surface, and box with both
lids attached and microwave-absorbing Eccosorb foam placed between the device
and the feedline-facing lid. Changing the box configurations altered the boundary
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conditions that form the resonant modes. The resulting transmission measurements
are shown in Figure 4.7.

Figure 4.7: The feedline-only device transmission in various states of enclosure.
The red transmission is mounted in the box with both lids attached. The green
transmission is mounted in the box with both lids removed and raised off the
cold-plate surface. The blue transmission is mounted in the box with both lids
attached and microwave-absorbing Eccosorb foam placed between the device and
the feedline-facing lid. Due to uncertain attenuation before and after the device, the
transmissions should only be considered relative to each other.

The results confirmed that coupling to the box modes was one major contributor
to feedline-transmission structure. Removing the lids removed structure at some
frequencies and added structure at others. The structure that disappeared with the
lids was likely caused by box-mode coupling. Structure that appeared when the lids
were removed was likely caused by coupling to the resonant modes of the cavity
formed by the cryostat itself (no longer shielded by the lids). Structure that appeared
with and without the box lids may have been the result of coupling to modes defined
by the non-lid parts of the box. While it is difficult to assign each transmission
feature to a specific coupling, the results confirm that the box does have a large
effect.

The Eccosorb configuration was included to approximate replacing the lid with
infinite free space (another boundary condition of interest). Since Eccosorb is a
microwave absorber, we would expect the box-mode coupling to disappear without
exposing the device to additional cryostat-mode coupling. This seems to agree with
the last result in Figure 4.7. The sharpest structures in the transmission disappeared
without significant new structure appearing.
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An outstanding concern is the temperature of the Eccosorb foam during the test. We
did not have an adequate method to thermally sink the foam to the device box. The
foam was therefore at a completely unknown temperature during the test. It may have
remained significantly above 4 Kelvin. This would have caused the foam to radiate
infrared (IR) photons directly at the substrate and feedline. IR photons should not
affect the transmission except to lower it overall due to the feedline possibly having
an effective temperature above 4 Kelvin. That said, the overall transmission being
similar in magnitude to both other tests confirms the Nb remained superconducting.
Radiating Eccosorb would not be acceptable for use near an actual device. Raising
the effective temperature of the MKIDs would degrade their internal quality factors
and quasiparticle lifetimes5. Eccosorb is also too radioactive for placement adjacent
to a detector searching for dark matter.

Satisfied that the worst transmission features were not inherent to the CPW feedline
design or fabrication, we proceeded to make (and test) full devices with MKIDs and
ground shields included. It is possible that the transmission features may be removed
in the future using a non-radioactive heat-sinkable absorber instead of Eccosorb.
Another option may be to update the feedline with special corner designs intended
to keep the signal and ground lines in phase thus minimizing the distance over which
the feedline can couple [72].

4.3.2 80 MKID, Nb-feedline KIPM
One of our most exhaustively studied devices was fabricated by Yen-Yung Chang
beginning on July 26th, 2018. As the second of two devices started by Yen-Yung
on that date, it received the identifier YY180726.2. This device used 80 Al MKIDs
with designed frequencies between 3.05 and 3.45 GHz. The feedline was fabricated
out of Nb to minimize wasted phonon energy (as described in Section 4.2.3). The
device substrate is a 1-mm thick, 3"-diameter Si wafer. The Al MKIDs are 30 nm
thick. The Nb feedline is 300 nm thick to ensure good continuity across the wafer.
An image of the mounted device YY180726.1 can be seen in 4.8. After fabrication,
this device was used to for many of the initial MKID-characterization tests described
below.

5We did see degraded internal quality factors when the Eccosorb test was repeated using a KIPM
with previously characterized MKIDs.
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Figure 4.8: The device referred to with the identifier YY180726.2 mounted in a
device box (with lid removed) in our Oxford Kelvinox 25. This device has 80 Al
MKIDs and a Nb CPW feedline.

4.3.3 Resonance Identification and Characterization
The first step in characterizing a device is to cool it down and study its transmission.
For Al devices, we primarily used our Oxford Kelvinox 25 dilution refrigerator, capa-
ble of achieving temperatures as low as 40 mK (with minimal load) and maintaining
low temperature indefinitely (with regular liquid helium transfers). Operating at
base temperature during testing is impractical, because the additional heat load
from the cryogenic amplifier can cause the temperature to change during testing.
For this reason, we normally used a PID-controlled heater to maintain a specific
temperature above base (say 60 or 100 mK). The heater could then compensate for
changes in amplifier power to maintain a constant temperature.
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As with the feedline, the MKID transmission measurement is done using a VNA.
The first transmission measurement of this device in our dilution refrigerator is
shown in Figure 4.9. The temperature was not controlled during this run, but was
observed to be relatively stable between 60 and 70 mK. The VNA was set to output
-15 dBm of power with 40 dB of attenuators between it and the device. The cryostat
coaxes and feed-throughs provide additional attenuation, so the power delivered to
the device was <-55 dBm.

Figure 4.9: The 80-MKID KIPM characterization data. (Top) Transmission of
YY180726.2 recorded on October 19th, 2018. VNA readout power was -15 dBm.
40 dB of attenuation was present between the VNA and feedline input. (Bot-
tom) Magnitude of the transmission after being high-pass filtered. Resonances
identified with the resonance-search algorithm are marked in green. A manually
located resonance is marked in yellow. The threshold used to identify resonances is
shown in red.

The next step in studying the device was locating and fitting the MKID resonances
to extract various parameters. To expedite the locating process, I wrote and applied
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a resonance-search algorithm. First, the algorithm high-pass filters the real and
imaginary transmissions to remove the broad-frequency structure while leaving the
sharp resonances. The real and imaginary filtered transmissions are then added
in quadrature. The resulting value should be sharply peaked at any frequencies
with sharp structure (including resonances). The algorithm then locates regions in
frequency-space where the magnitude of the filtered transmission passes above a
set threshold (before dropping below a different threshold). The first threshold is
defined by the user in number of standard deviations of the total filtered transmission.
The second threshold is set to 3× the mean filtered transmission of all data below the
first threshold (and is therefore always lower). For each above-threshold region, the
algorithm calculates the frequency with maximum filtered transmission and assigns
that as the estimated resonant frequency. Resonance frequencies can also be added
manually. The results of running the resonance-search algorithm on YY180726.2
can be seen in Figure 4.9. Figure 4.10 zooms in on the same result to display the
thresholds.

Figure 4.10: The same result shown in Figure 4.9 zoomed in to a frequency range
covering three identified resonances.

The next step in device characterization is using the estimated resonance frequencies
and measured transmission to fit each individual MKID resonance. We fit to Eq.
4.58 which is equivalent to Eq. 4.9 with various additional effects taken into
consideration.
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𝑆21 ( 𝑓 ) = 𝑎𝑒−2𝜋 𝑗 ( 𝑓− 𝑓𝑟 )𝜏

1 −
𝑄𝑟

|𝑄𝑐 |
𝑒 𝑗𝜙

1 + 2 𝑗𝑄𝑟
(
𝑓− 𝑓𝑟
𝑓𝑟

)  (4.58)

First, the complex factor 𝑎 is included to account for the overall transmission of
the readout at frequencies near resonance. The factor 𝜏 is added to account for the
frequency-dependent phase shift due to cable delay. 1/𝑄𝑐 in Eq. 4.9 is replaced with
𝑒 𝑗𝜙/|𝑄𝑐 | to account for mismatched input or output impedance [73]. It is important
to note that 𝑄𝑐 ≠ |𝑄𝑐 | and is instead extracted from the fit using Eq. 4.59.

1
𝑄𝑐

= 𝑅𝑒

{
1
𝑄𝑐

=
𝑒 𝑗𝜙

|𝑄𝑐 |

}
=

cos(𝜙)
|𝑄𝑐 |

(4.59)

Eq. 4.58 is the same equation used by Jiansong Gao [65]. The only alteration for
my fitting was changing 𝜏 from a real to a complex number. For this formulation,
the cable delay is equivalent to the real part of 𝜏. The imaginary part of 𝜏 accounts
for the overall transmission’s frequency dependence near each resonance (to first
order). We see the result of fitting this equation to one resonance in Figure 4.11. The
example resonance shows a downward slope (in transmission magnitude) around the
resonance that could not be accounted for without an exponential dependence on
frequency (provided by the imaginary component of 𝜏).

Figure 4.11: An example fit to one resonance from the data in Figure 4.9. The fit
is plotted in red. The fit with 𝑄𝑟 varied by ±5% is shown in orange and green for
comparison.

Eq. 4.58 includes a large number of fit parameters. Accordingly, the fit results
can vary based on the initial parameter estimates. For all parameters except 𝜏, I
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calculated initial estimates using the methods described in Appendix E.2 of Gao’s
thesis [65]. For 𝜏, I estimated the real and imaginary components by fitting first-
order polynomials to the in-phase and quadrature-phase transmission for frequencies
slightly above and below each resonance.

Figure 4.12: An example fit to frequencies slightly above and below a resonance
to extract the real and imaginary components of 𝜏. The same example resonance
shown in Figure 4.11.

The resonance-fitting code was effective for nearly all resonances studied. Failures
were almost exclusively due to large transmission features (or additional resonances)
appearing too close in frequency to the resonance of interest. The distribution of
quality factors for the resonances in Figure 4.9 can be seen in Figure 4.13. The
median values are in agreement with Eq. 4.10.

We see that a significant number of resonances returned negative coupling quality
factors. This is the result of evaluating Eq. 4.59 with 𝜙 between 𝜋/2 and 3𝜋/2.
Such values were not considered in Khalil’s analysis of resonator asymmetry caused
by impedance mismatches [73]. One resonance was observed with negative internal
quality factor. This was the result of Eq. 4.59 returning a coupling quality factor
lower than the fitted total quality factor. Any negative quality factor is an nonphysical
result and Eq. 4.59 therefore requires further investigation.

Figure 4.14 shows that the typical frequency separation in YY180726.2 was ∼5
MHz. This is in agreement with the ∼4.9 MHz separation designed by Yen-Yung
Chang (see Eq. 3.18 in [69]). The six largest separations were closer to twice the
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Figure 4.13: Distributions of quality factors for the resonances in Figure 4.9.
(Top) The total resonance quality factors and median. (Bottom-left) The coupling
quality factors and median. An additional value at ∼ 1.9 × 106 was excluded for
plot clarity. Negative quality factors are plotted in absolute magnitude. The median
was calculated using the absolute value of all factors. (Bottom-right) The internal
quality factors and median. One negative quality factor was observed.

intended separation and may be gaps caused by the missing six resonances (the
device has 80 MKIDs but only 74 identified resonances).

4.3.4 Readout-Power Sweeps
As seen in Eqs. 4.55 and 4.57, resolution will generally improve with readout power.
The improvement will inevitably fail if power is raised too high. As discussed in
Section 4.2.2, increased readout power will generate additional quasiparticles that
degrade quasiparticle lifetime (eventually degrading resolution). The increased
quasiparticle density will also increase dissipation and decrease the resonance qual-
ity factors (further degrading resolution). Sometimes, MKIDs have a narrow range
where increasing readout power will increase internal quality factor. The additional
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Figure 4.14: The spacing between adjacent resonant frequencies identified in Figure
4.9. The median separation is ∼5 MHz.

power causes quasiparticles to block some final states involved in quasiparticle-
photon scattering. The reduction in quasiparticle scattering reduces dissipation and
increases internal quality factor [74]. Changes in quality factor can be studied by
characterizing MKID resonances as a function of readout power. The result of
performing such a study on the resonance from Figure 4.11 can be seen in Figure
4.15.
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Figure 4.15: Transmission as a function of readout power for two MKIDs. The
readout powers were in units of dBm from the VNA. There was at least 40 dB of
cold attenuation (and unknown warm attenuation) between the VNA and MKIDs.
Due to the uncertain attenuation, the powers should only be compared to each other
(and are therefore labelled in dB). The y-axis is in dB referred to the VNA output
power. For both MKIDs, we see clear signs of bifurcation for powers >-10 dB.
(Left) The result for the MKID characterized in Figure 4.11. (Right) The result for
another MKID from Figure 4.9.
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Sufficiently high readout powers will cause resonances to undergo bifurcation.
Specifically, this will occur when the readout-generated current becomes apprecia-
ble compared to the superconductor’s critical current. For such powers, a resonance
will appear differently depending on whether data is taken with increasing or de-
creasing frequency. In either case, the readout will generate current in the MKID
before reaching the resonant frequency. The current will modify the MKID induc-
tance due to nonlinear kinetic inductance [66]. When taking data with increasing
frequency, the resonant frequency will move towards the readout frequency. As the
two frequencies approach, coupled current will increase and the effect will intensify.
This can lead to abrupt changes in recorded transmission. Such an abrupt change
can be seen clearly in the right plot of Figure 4.15. The left plot is subject to the same
effect but is more difficult to understand due to the asymmetric resonance shape.
When taking data with decreasing frequency, the resonant frequency will move away
from the measurement frequency. This can cause the recorded resonance to appear
broader in frequency. Eventually the coupled current will decrease sufficiently that
the resonant frequency shifts back to its initial state (possibly producing an abrupt
change in recorded transmission). A more in-depth description and visualization of
bifurcation can be found in Section 2.2.6 of [66].

4.3.5 Temperature Sweeps
Thermally generated quasiparticles will also alter the dissipation and kinetic induc-
tance of MKIDs. This effect can be used to calculate the parameters required to
calibrate absorbed phonon energy. In practice, this means recording transmission
as a function of temperature and fitting the changing resonance parameters to a
model based on Mattis-Bardeen theory. Such a fit will produce the MKID’s kinetic
inductance fraction (𝛼) and the superconducting energy gap at zero temperature
(Δ0). These values can be used with Eq. 4.41 to convert small signals to units of
energy.

I wrote the code to record transmission for each resonance of interest at each desired
dilution-refrigerator temperature. Each temperature was set using a PID-controlled
heater mounted on the mixing-chamber stage of the refrigerator. The resonance-
fitting code was then used to extract the resonant frequencies and quality factors for
each temperature. Example data and fits for one MKID can be seen in Figure 4.16.

The resultant 𝑓𝑟 (𝑇) and 𝑄𝑖 (𝑇) could then be fit using Mattis-Bardeen theory. The
fit equations can be derived using results from Section 4.1.4. First, plug Eq. 4.36
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Figure 4.16: Transmission as a function of temperature for the MKID characterized
in Figure 4.11. (Left) The transmission magnitude. (Right) The transmission in
complex space. In this example, the fit is imperfect for the lowest temperatures.
Data was taken with -15 dB readout power. From Figure 4.15, we see that -15 dB
slightly distorted the resonance shape (compared to -20 dB). This likely caused the
imperfect fit. The fitting still does a good job characterizing the change in shape as
temperature increases.

into Eq. 4.18 and Eq. 4.35 into Eq. 4.19. As was done at the end of Section 4.1.4,
we will assume 𝜔 = 𝜔𝑟 , 𝐿𝐾 ≈ 𝐿𝐾,0, and that 𝑄𝑖 is sufficiently large to ignore the
second term in Eq. 4.19.

𝑑𝜔𝑟

𝑑𝑛𝑞𝑝
= −𝛼 𝜔𝑟

2𝐿𝐾
(
𝐿𝐾,0 |𝛾 |^2 (𝑇, 𝜔,Δ0)

)
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2
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(4.60)
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���

���

𝛼
1/𝑄𝑖
2𝐿𝐾

𝑑𝐿𝐾

𝑑𝑛𝑞𝑝

= 𝛼 |𝛾 |^1 (𝑇, 𝜔𝑟 ,Δ0)
(4.61)

Eqs. 4.60 and 4.61 can then be integrated from 𝑛𝑞𝑝 = 0. We label the 𝑛𝑞𝑝 = 0 values
of 𝜔𝑟 and 𝑄𝑖 as 𝜔0 and 𝑄𝑖,0, respectively. For this integration and the subsequent
fitting, we evaluate ^ at 𝜔 = 𝜔0 and 𝑇 at the the measured refrigerator temperature
(as opposed to quasiparticle temperature). Figure 4.1 implies ^ is a weak function of
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𝑇 . ^ depends on 𝜔 only through b = ℏ𝜔/2𝑘𝐵𝑇 , so the dependence on 𝜔 is similarly
weak. Therefore, these choices are acceptable.

𝑙𝑛

(
𝜔𝑟

𝜔0

)
= −𝛼1

2
|𝛾 |^2 (𝑇, 𝜔0,Δ0) 𝑛𝑞𝑝 (𝑇)

≈ 𝜔𝑟

𝜔0
− 1

(4.62)

→ 𝜔𝑟 (𝑇) = 𝛼
𝜔0
2
|𝛾 |^2 (𝑇, 𝜔0,Δ0) 𝑛𝑞𝑝 (𝑇) + 𝜔0 (4.63)

The approximation of the logarithm in Eq. 4.62 is valid when 𝜔𝑟/𝜔0 ≈ 1. This can
be experimentally confirmed. In Figure 4.16, we see that 𝑓𝑟 changes by ∼0.5 MHz
for 𝑓0 ∼3.2 GHz (𝜔𝑟/𝜔0 − 1 ≲ 2 × 10−4).

1
𝑄𝑖

− 1
𝑄𝑖,0

= 𝛼 |𝛾 |^1 (𝑇, 𝜔0,Δ0) 𝑛𝑞𝑝 (𝑇) (4.64)

→ 𝑄𝑖 (𝑇) =
[
𝛼 |𝛾 |^1 (𝑇, 𝜔0,Δ0) 𝑛𝑞𝑝 (𝑇) +𝑄−1

𝑖,0
]−1 (4.65)

Fitting to Eqs. 4.63 and 4.65 requires understanding how the density of thermal
quasiparticles (𝑛𝑞𝑝) depends on temperature. This can be approximately derived
using Eq. 4.29 with the assumptions previously described for ^ (below Eq. 4.33).
We will use the result from [75].

𝑛𝑞𝑝 (𝑇,Δ0) = 2𝑁0𝑒
Δ0/𝑘𝐵𝑇

√︁
2𝜋𝑘𝐵𝑇Δ0 (4.66)

During fitting, we assumed 𝑁0 (the density of states for electrons of a single spin
at the Fermi energy level) of 1.72 × 1010 µm−3eV−1 (from [65]). We also used
the approximate forms for ^ (Eqs. 4.31 and 4.32). It is worth remembering
that these approximate forms are for athermally generated quasiparticles but were
shown to be nearly equivalent to the thermal quasiparticle result by Gao [65]. A
more accurate calculation could be done using the thermal ^ approximation when
fitting the temperature-sweep results then using the athermal ^ approximation when
calibrating events. The most accurate result would be obtained by using the integral
form of ^ during both steps. The MKIDs were 30 nm thick, so we used the thin-film
and local limit assumptions for the Meissner effect (𝛾 = −1).



190

The result of fitting the model to our example MKID is shown in Figure 4.17. The
fit extracted the expected energy gap for aluminum (∼0.2 meV) as well as the kinetic
inductance fraction (𝛼 ≈ 6%).
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Figure 4.17: The result of using Mattis-Bardeen theory to fit the data from Figure
4.16. (Left) 𝑓𝑟 (𝑇) with the fit result. (Right) 𝑄𝑖 (𝑇) with the fit result and legend.
𝑓𝑟 (𝑇) and 𝑄𝑖 (𝑇) were fit simultaneously to produce a shared fit result.

All the software used for MKID characterization (data taking, identification, reso-
nance fitting, Mattis-Bardeen fitting) is available online6.

4.4 Readout Design
As described above, MKID characterization can be performed using only a VNA
readout. During an event search, a more complicated readout is required to record
signals in multiple MKIDs simultaneously with sufficient timing and energy reso-
lution. Additionally, MKID characterization did not require particularly low noise,
since time-averaging could be performed for as long as necessary. Averaging is
not feasible during event-oriented data taking. It is therefore necessary to use a
multi-tone readout system designed so that noise is dominated by the device and/or
the low-noise first-stage amplifier. In this section, we will go over the basics of noise
management in RF readout systems before discussing the specific system we used
to measure our MKIDs’ amplifier-dominated resolution.

6https://github.com/mkid-caltech/PyMKID.

https://github.com/mkid-caltech/PyMKID
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4.4.1 MKID Readout Noise and Isolation
When reading out a low-noise cryogenic device, input-side noise coming from
room-temperature components (including Johnson noise from room-temperature
attenuators) can contribute significantly to the total noise. To mitigate the effect, it
is common to include attenuators at each thermal stage in the readout chain. These
attenuators reduce the noise coming from higher thermal stages while simultaneously
contributing their own Johnson noise. The net effect is to decrease the total noise as
Johnson noise decreases with temperature. Johnson noise is sometimes referred to
as blackbody noise (or power) since it is equivalent to one-dimensional blackbody
radiation produced by attenuators and propagated along the transmission line.

The noise temperature observed at the output of an attenuator is a function of
attenuator temperature (𝑇𝐴), attenuator loss (𝐿𝐴), and noise temperature incident on
the attenuator input (𝑇𝑖𝑛).

𝑇𝑜𝑢𝑡 =
𝑇𝑖𝑛

𝐿𝐴
+ 𝑇𝐴

(
1 − 1

𝐿𝐴

)
(4.67)

Loss is defined as the ratio of power-in to power-out. The inverse of loss is gain.
Gain is generally used for amplifiers while loss is used for attenuators. Both values
are often described in decibels (dB).

𝐿𝐴 =
𝑝𝑜𝑤𝑒𝑟𝑖𝑛

𝑝𝑜𝑤𝑒𝑟𝑜𝑢𝑡
=

1
𝐺𝐴

(4.68)

𝐺𝐴 =
𝑝𝑜𝑤𝑒𝑟𝑜𝑢𝑡

𝑝𝑜𝑤𝑒𝑟𝑖𝑛
=

1
𝐿𝐴

(4.69)

𝐿𝐴 (𝑑𝐵) = 10 log10 (𝐿𝐴) = 10 log10

(
1
𝐺𝐴

)
= −𝐺𝐴 (𝑑𝐵) (4.70)

With Eq. 4.67, one can see that for a lossless attenuator (𝐿𝐴 = 1), the output noise is
equivalent to the input noise. In this case, the attenuator acts as an ideal transmission
line. In the case of complete loss (𝐿𝐴 → ∞), the output noise is equivalent to the
attenuator’s physical temperature. This case is equivalent to the attenuator acting as
a terminator. A more typical example would be using a 10 dB attenuator (𝐿𝐴 = 10)
held at liquid-helium temperature (4 K) to reduce the noise of a room temperature
device. If the room temperature device had an output noise-temperature of 300
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K, the attenuator would output 33.6 K (using Eq. 4.67). In MKID readouts, a
typical goal for attenuator placement is to keep the input noise at the MKID-device
dominated by the device itself, while also achieving the required readout power. If
the liquid-helium attenuator was followed by additional 10 dB attenuators at 1 K
and 100 mK, the noise into the MKID device would be down to 516 mK (with 30
dB of total signal attenuation).

RF amplifiers are used to apply positive gain to signals after passing through an
MKID-coupled device. These amplifiers apply identical gain to both signal and
noise. They also contribute noise of their own. Therefore, amplifiers do not directly
improve the signal-to-noise ratio (SNR) but instead are used to raise both signal and
noise above the effects of subsequent noise sources. MKID readouts generally use
multiple stages of amplification. The first-stage amplifier (or preamp) should have
the lowest possible input noise. The preamp is used to raise signal and noise above
the following amplifier’s input noise. Cryogenic HEMTs are often used as first-stage
amplifiers, although there is great potential for parametric amplifiers (which we will
discuss later). Subsequent amplifiers are used to achieve total gain sufficient to make
the readout system’s digitizer noise subdominant.

It is common to include some form of isolation between an MKID device and its first-
stage amplifier. MKID-coupled feedlines often have imperfect impedance matching
(as do amplifiers), so the interface can have non-negligible reflection scattering
coefficients (𝑆11 or 𝑆22). Reflections can create standing waves in the readout, as
signal and noise are bounced between the device output and amplifier input. A
simple solution is to include a small attenuation between the two components to
damp reflections. However, an attenuator would also add noise and lower signal
before the preamp. Better isolation options include circulators and the appropriately-
named isolators.

Circulators are three-port devices which transmit signal from ports 1 to 2, 2 to 3,
and 3 to 1 with minimal loss. Crucially, they strongly attenuate signals going in
the opposite direction (1 to 3, 3 to 2, and 2 to 1). Therefore, a device routed to a
circulator’s port 1 will transmit its signal out port 2, but any reflected signal returned
to port 2 would not reach the MKIDs on port 1. Port 3 should be terminated to dis-
sipate the reflected signal. Isolators are circulators with their third port terminated.
As an example, a Low Noise Factory isolator (LNF-ISC4_8A) can produce 22dB of
isolation with only 0.17dB of forward attenuation over a large range of frequencies
(4-8GHz). One benefit of using a circulator rather than a packaged isolator is the
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ability to route port 3 to a terminator on a warmer thermal stage. Reflected power
can then be dissipated without the additional thermal load affecting the payload
temperature.

800 K

10 K

2 K

250 mK

-60 dBm

-100 dBm
-1dBKIPM

GA∼35dB

2 K

∼300 K

6000 K

Figure 4.18: The readout chain used for most of the KIPM data-taking described
herein. Adapted from a diagram by Osmond Wen. An example readout power
(before and after attenuation) is shown in black. 800 K is used as an example
readout noise going into the cryostat. The cold attenuators reduce this noise to 250
mK at the device. A 1 dB attenuator was used for isolation between the KIPM and
preamp. As preamp, we used a few different cryogenic HEMTs (see Table 2.2 of
[66]). The HEMTs had input noise between 2 and 5 K . In this example, the readout
noise into the cryostat is dominated by even the lowest noise HEMT (2 K ≫ 250
mK). The HEMT gain is also sufficient to make the warm-amp noise insignificant
(6000 K ≫ 300 K). The example combination of readout power and noise was
calculated using a spreadsheet by Alvaro Loya Villalpando and is reasonable for the
USRP readout (described in Section 4.4.2). In practice, the fridge coax cables also
have some attenuation (particularly the ∼1 m coaxes going from room temperature
to 4 K). We did not account for coax attenuation here.

Another consideration is the magnetic field produced by circulators (and isolators)
which often contain magnetized ferrite. It has been confirmed that magnetic flux
present when an MKID transitions to its superconducting state can leave vortices
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within the metal that degrade quality factor [76]. Some circulators, including the
LNF-ISC4_8A, can be purchased off-the-shelf with magnetic shielded housings.
Alternatively, one could magnetically shield the MKID-device itself to protect it
from the circulator and other magnetic-field sources.

A non-magnetic option for isolation is a directional coupler. These three-port
devices split incoming signal across two output ports (a "coupled" port that siphons
off a fraction of the signal and a "transmitted" port that receives the rest). In the case
of a power divider, this is done to split a signal into two equal (but 3 dB weaker)
signals. Other directional couplers only siphon off a small fraction of the total signal
for use elsewhere. For isolation, the important trait of a directional coupler is that
most signal entering the transmitted port is redirected and dissipated in an internally
terminated port 4.

The readout design used to take most of the KIPM data in this thesis is shown
in Figure 4.18. Ideally, a readout should be tailored to specific power and noise
requirements. We needed to vary readout power in order to test its effect on detector
performance and to operate different MKIDs. Specifically, due to variation in
quality factors and feedline transmission, one value of readout power is not optimal
for all MKIDs. Changing readout power also changes the transmission-side readout
noise (equivalent to adding or removing amplifiers or attenuators). Therefore, we
designed our readout for flexibility. The cryogenic attenuation was chosen so noise
would be dominated by the HEMT amplifier under typical operating conditions. The
cryogenic attenuation was kept small enough that we could still deliver high powers
to the KIPM (without excessive input amplification). We used a 1 dB attenuator for
preamp isolation since it was the simplest option at the time.
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4.4.2 USRP-GPU Readout System
Previous KIPM-detector work at Caltech was performed using an FPGA-based
system known as the CASPER (Collaboration for Astronomy Signal Processing
and Electronics Research) ROACH (Reconfigurable Open Architecture Computing
Hardware) [68]. Since that time, there has been a loss of institutional knowledge
on operating the ROACH within the KIPM group at Caltech. Specifically, the
considerable expertise required to make changes in the ROACH firmware is no
longer present. Instead of relearning the ROACH system, we decided to use a
newer system that would be more flexible to different experimental designs and
approachable to non-experts. Specifically, we made use of the multi-tone readout
system described in [77].

The new system uses the Ettus Research X300 USRP (an off-the-shelf software-
defined radio) to transmit and receive high-frequency analog signals used for RF
readouts. The USRP itself uses digital-to-analog converters (DACs) to produce
the in-phase (I) and quadrature-phase (Q) components of the transmitted signals.
The I and Q values are up-mixed, filtered, and amplified through "daughterboards"
installed in the USRP. The daughterboards are also produced and sold off-the-
shelf by Ettus. The choice of daughterboard determines the readout frequencies and
bandwidths available. For our readout, we predominately used a UBX daughterboard
capable of 10-6000 MHz readout with 160 MHz bandwidth. When receiving signals,
the daughterboards amplify, filter, and down-mix to produce the I and Q values
recorded by the USRP analog-to-digital converters (ADCs). It is worth noting that
the UBX daughterboard generates separate LOs (local oscillators) for up and down
mixing. There is evidence to suggest the difference can cause additional phase noise
in UBX-based measurements.

The USRP is connected to a desktop computer using a high-speed (10 Gigabit/s)
Ethernet cable. The fast connection allows for all data from the ADCs to be
transferred to desktop RAM. The data is then moved again to RAM on the desktop’s
GPU. The GPU is used to perform the most intensive processing tasks. Specifically,
the GPU is used for the final demodulation that takes the I and Q values (already
down mixed with the LO) and calculates individual values for each signal frequency
of interest. This can be done using direct demodulation (multiplicatively down
mixing each frequency individually) or using a polyphase filter bank (see [77]). We
primarily use the direct-demodulation method to preserve greater signal bandwidth.
The polyphase-filter-bank method is useful for demodulating larger numbers of tones



196

simultaneously. The ability to customize the demodulation method is another benefit
of the USRP over the ROACH (which demodulated using the FPGA firmware rather
than a GPU). The GPU also decimates the data for storage on desktop memory. For
signal generation, the GPU calculates the transmission buffers sent to the USRP
DACs to produce the desired analog signals.

In practice, the USRP system is operated using one desktop (with a powerful GPU)
as the server. The server directly communicates with both the USRP and the GPU.
A client can then be operated on another computer (local or remote) to control
the system and receive the GPU-processed data using transmission control protocol
(TCP). The client and server can be operated on the same computer.

Like the ROACH, the USRP is FPGA-based. However, for our purposes, the
FPGA portion of the USRP never requires reprogramming. Instead, the readout is
customized by changing daughterboards or altering code. The GPU code is written
with CUDA and C++, both of which have extensive online documentation. The
majority of the server and client code is written with C++. Lorenzo Minutolo has
also written comprehensive Python packages for controlling the system through
the client (documented online7). Python is a widely known and well-documented
programming language. These packages make the system very approachable to
beginners.

We primarily used the USRP system to to take continuous time-stream measurements
of multiple on- and off-resonance frequencies simultaneously. We also used it to take
VNA measurements without needing to switch between the USRP and a traditional
VNA. Using the Python library, we wrote code to use the USRP as a spectrum
analyzer to measure readout noise and test for HEMT-amplifier domination (see
Section 4.5.2).

4.5 Resolution Measurements
After characterizing the RF behavior of MKIDs on the 80-MKID KIPM, we pro-
ceeded to measure the amplifier-dominated resolution on event-energy deposited in
each MKID. As seen in Chapters 2 and 3, energy resolution is a key figure of merit
in dark-matter search experiments. It was important to explicitly measure the MKID
resolution in order to validate and compare with Eq. 4.55 which relies on various
assumptions and does not account for the observed resonator asymmetry (discussed
in Section 4.3.3).

7https://www.its.caltech.edu/~minutolo/gpu_sdr_doc.html.

https://www.its.caltech.edu/~minutolo/gpu_sdr_doc.html
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To achieve the best possible resolution in our MKIDs, we use the Optimal-Filtering
method previously discussed in Sections 3.5.2 and 4.2.1. Producing the filter re-
quires both a signal template (describing the anticipated shape of a noiseless single-
event signal) and a noise measurement. The filter can then be calculated using Eq.
4.43. To calculate the baseline resolution, one can apply the filter to noise data
and measure the Gaussian width of the resultant distribution of zero-signal events.
Alternatively, the resolution can be directly calculated using the template and noise
with Eq. 4.44. We performed both methods.

4.5.1 Template Generation
Calculating a signal template required producing event-like signals and averaging to
remove noise. Averaging can be improved if events are generated in large numbers.
If events are produced with predictable timing, they can be accurately aligned
during averaging to reduce timing jitter. It is also beneficial to produce events
with approximately constant signal size comparable to the signal sizes expected
during a search. We satisfied most of these conditions using phonons produced
by recombination of readout-generated quasiparticles. Specifically, we used an
arbitrary waveform generator (AWG) to input high power at the resonant frequency
of one MKID in order to break a large number of Cooper pairs in that MKID’s
inductor. The readout-generated quasiparticles would then recombine and emit
some fraction of their energy as above-gap phonons. Some phonons could then
transfer from the pulsed MKID to the substrate. Above-gap substrate phonons could
then be detected by MKIDs via the usual mechanism. Since we only needed to
measure the signal shape, it was not necessary to know the efficiency of energy
transfer between the various quasiparticle and phonon systems. We only needed to
raise the AWG power until response could be seen in the non-pulsed MKIDs. The
high-power AWG signal was only input briefly (in 10-20 µs pulses) to emulate signal
from a delta-function energy deposition. The USRP was used to record transmission
as a function of time at MKID resonant frequencies before and after each pulse.
We compared the transmission response on- and off-resonance to confirm that the
observed signals were not electrical artifacts caused by the sharp change in readout
power. This method allowed us to produce many events with extremely predictable
timing and approximately constant amplitude. The amplitude could also be adjusted
by changing the AWG readout power and pulse duration.

Figure 4.20 shows the response of two MKIDs to one MKID being pulsed at its
resonant frequency. Each response is shown via the change in complex transmission
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Figure 4.19: A diagram of the RF-pulsing technique borrowed from [69]. High-
readout power in the "lightning"-targeted MKID breaks quasiparticles. Quasiparti-
cle recombination produces phonons which can enter the substrate and be observed
in other MKIDs. A dark-matter event that can similarly produce phonons is dis-
played for comparison. The MKIDs circled in this diagram do not correspond to
the MKIDs used in Figure 4.20 and below.

measured at the initial resonant frequency. Responses were averaged in 30 ms
intervals aligned to the beginning of the high-power pulse at 2 ms.

In order to calculate energy resolution, we used Eq. 4.41 to convert pulse responses
to units of 𝛿𝑛𝑞𝑝 (proportional to energy). First, it was necessary to convert the
observed change in transmission to the "ideal resonator" basis. This is equivalent
to translating from Eq. 4.58 (which describes the observed transmission) to Eq. 4.9
(which describes an ideal resonance for which Eq. 4.41 applies). Eq. 4.71 can be
used to translate between the two bases.



199

0.03 0.02 0.01 0.00
S21raw (real)

0.030

0.025

0.020

0.015

0.010

0.005

0.000

0.005

0.010

S2
1 r

aw
 (i

m
ag

)
3.1342 GHz response
pulsing 3.1342 GHz

VNA measurement
pulse response

100

101

102

tim
e 

sin
ce

 e
nd

 o
f p

ul
se

 [
s]

0.10 0.08 0.06 0.04 0.02 0.00
S21raw (real)

0.02

0.00

0.02

0.04

0.06

S2
1 r

aw
 (i

m
ag

)

3.139 GHz response
pulsing 3.1342 GHz

VNA measurement
pulse response

100

101

102

tim
e 

sin
ce

 e
nd

 o
f p

ul
se

 [
s]

Figure 4.20: The complex-space response of two MKIDs to one MKID being pulsed
at its resonant frequency. The 3.1342 GHz MKID was pulsed with high power for
20 µs. Response was calculated by averaging ∼700 individual responses to the
pulsing. The plotted response begins as soon as the pulsing ends. The complex
transmission around each resonance (the result of a VNA-style measurement) is
shown for reference. (Left) The pulsed MKID and its complex response. (Right) A
neighboring MKID and its complex response.

𝑆21, ideal = 1 −
[
1 − 𝑆21, observed

𝑎𝑒−2𝜋 𝑗 ( 𝑓− 𝑓𝑟 )𝜏

]
cos(𝜙)
𝑒 𝑗𝜙

(4.71)

Pulse response was measured using the USRP’s continuous data-taking mode. In
this mode, the USRP records transmission as a function of time for one or more
constant frequencies. During the measurement, it was observed that transmission
differed noticeably between continuous and VNA-style USRP measurements. The
source of the discrepancy remains unknown. It presented an issue when converting
to the ideal-resonator basis, because Eq. 4.71 uses parameters extracted from the
VNA-style measurements (including the overall gain and phase). To account for
the difference, we applied a translation to each MKID’s continuous measurements
to make the average resonant-frequency transmission equal that of the VNA-style
measurement. We also took continuous data slightly above and below each resonant
frequency concurrent with the resonant-frequency data. We used this data to cal-
culate the complex-space rotation (about the resonant-frequency transmission) that
best aligns the continuous 𝑑𝑆21/𝑑𝑓 to the VNA-style 𝑑𝑆21/𝑑𝑓 . For each MKID,
we applied the translation and rotation to all continuous measurements before con-
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verting to the ideal-resonance basis. An example correction can be seen in Figure
4.21.
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Figure 4.21: An example application of the continuous to VNA-style data correction.
(Left) The complex-space response of an MKID to its neighbor being pulsed at
its resonant frequency (a zoom in of the right side of Figure 4.20). Continuous
and VNA-style measurements of transmission near resonance are shown in black
and grey, respectively. We see that the continuous measurements disagree with
the VNA-style measurements of the same transmissions. (Right) The same result
with the continuous measurements translated and rotated to match the VNA-style
measurements.

The corrected data was then converted to the ideal-resonator basis. Results for the
data in Figure 4.20 are shown in Figure 4.22. We see that the conversion does
not perfectly place the resonant-frequency transmission on the real axis (as implied
by evaluating Eq. 4.9 for 𝑓 = 𝑓𝑟). This reflects the imperfect fit of Eq. 4.58 to
data. The difference appears large on the right side of Figure 4.22 but is actually
equivalent to only a very small difference in frequency (∼10 kHz). We accounted for
this type of misalignment by applying an additional rotation to the pulse data when
converting to units of 𝛿𝑛𝑞𝑝. The rotation was equivalent to changing the tangent of
the resonance loop near 𝑓𝑟 to be vertical.

We could then use Eq. 4.41 to convert the observed signals in ideal-resonator space
to units of 𝑛𝑞𝑝. Specifically, we treated the real and imaginary components of signal
separately as shown in Eq. 4.72. This produces two separate measurements of 𝛿𝑛𝑞𝑝
that should in theory be identical. The real signal component reflects the change in
resonance-circle radius which is determined by quality factor. The real component
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Figure 4.22: The results from Figure 4.20 after correcting for the difference between
continuous and VNA-style measurements and converting to ideal-resonator space
(using Eq. 4.71). Transmission at the resonant frequency is marked with a black
star. (Left) The pulsed MKID and its response. (Right) A neighboring MKID and its
response. The VNA-style frequency giving real ideal-space transmission is marked
with a blue star. This is where the resonant-frequency transmission would be if the
fit was perfect.

is therefore referred to as the dissipation signal. The complex component results
from the changing resonant frequency and is therefore referred to as the frequency
or phase signal.

^𝛿𝑛𝑞𝑝 =
𝑄𝑐

𝛼 |𝛾 |𝑄2
𝑟

𝛿𝑆21

(^1 + 𝑗 ^2)𝛿𝑛𝑞𝑝 =
𝑄𝑐

𝛼 |𝛾 |𝑄2
𝑟

(𝑅𝑒{𝛿𝑆21} + 𝑗 𝐼𝑚{𝛿𝑆21})

→ 𝛿𝑛𝑞𝑝 =
𝑄𝑐

𝛼 |𝛾 |𝑄2
𝑟 ^1

𝑅𝑒(𝛿𝑆21) ≡ 𝛿𝑛𝑞𝑝, diss

→ 𝛿𝑛𝑞𝑝 =
𝑄𝑐

𝛼 |𝛾 |𝑄2
𝑟 ^2

𝐼𝑚(𝛿𝑆21) ≡ 𝛿𝑛𝑞𝑝, freq

(4.72)

In practice, ^ is calculated in its approximate form and used as a constant with
respect to 𝑛𝑞𝑝. This produces a ^ that should be in phase with small changes in
𝑛𝑞𝑝 but not larger signals. The changing phase for large signals can be seen in the
curving 𝛿𝑆21s of Figure 4.22. Therefore, when calculating signal templates, we only
considered signals after 𝛿𝑆21 dropped below a small-signal threshold. The threshold
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was defined to include 𝛿𝑆21 for which the angle from the center of the resonance
circle changed by less than 20% of \^ (defined in Eq. 4.73).

\^ =
𝜋

2
− arctan

(
^2
^1

)
(4.73)

A fraction of \^ was chosen to relate the allowed signal size to a physical parameter
(in this case, the ideal signal deviation from a tangent). We see the effect of this
selection in Figure 4.23. The signal-size limit appears reasonably small, but further
work is required to truly understand when the conversion to 𝛿𝑛𝑞𝑝 is and is not
accurate.

Figure 4.23: The small-signal selection applied to the post-correction data from
Figure 4.22. A vector proportional to ^ (= ^1 + 𝑗 ^2) is included to visualize the
calculation of \^. Data failing the selection is left in grey. (Left) The pulsed MKID
and its response. (Right) A neighboring MKID and its response.

The example pulse responses converted to 𝛿𝑛𝑞𝑝 are shown in Figure 4.24. We
see that the frequency and dissipation results do not match perfectly even for the
small-signal data.

The pulsing method’s ability to produce very large signals (relative to the small-
signal threshold) could eventually be used to extract physical parameters describing
the 𝛿𝑛𝑞𝑝 response shape. The expected shapes for small and large signals are
derived in Section 4.4.1 of [69]. Further comment on this result and the extraction
of parameters are included in Appendix D.
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Figure 4.24: The quasiparticle-density (𝑛𝑞𝑝) response of two MKIDs to one MKID
being pulsed at its resonant frequency. 𝛿𝑛𝑞𝑝 is calculated separately using the
frequency and dissipation response of the resonator (see Eq. 4.72). The two
calculations do not agree precisely. Times with sufficiently small signal are shown
with solid lines. Times with larger signal are shown with dotted lines. (Left) The
pulsed MKID and its response. (Right) A neighboring MKID and its response.

When calculating resolution, the templates are peak-normalized to unity. To remove
high-frequency noise remaining after averaging, we often use fits to the templates
instead of the templates themselves. Using a fit which differs systematically from
the template might affect energy calibration and resolution at high energy, but will
have negligible effect near threshold (where noise is large compared to the difference
between template and fit). The energy where the effect becomes significant (to 1𝜎)
is the energy at which the mean of the reduced 𝜒2 distribution deviates by one from
its zero-energy value. While it is beneficial for the fit to accurately describe the
template, it is not necessary to use parameters with obvious physical meaning. For
example, we sometimes use high-order polynomial fits. In the following sections,
I use fits to Eq. D.3 (discussed in Appendix D) as the optimal-filter templates.
Example normalized templates and fits can be seen in Figure 4.25.

4.5.2 Noise Measurements
When using the pulsing method to measure templates, we increased the pre-device
warm amplification to achieve the high-power required for the pulse. We also de-
creased the post-device warm amplification to prevent the high-power pulse from
damaging the USRP readout. The resulting readout chain was not first-stage ampli-
fier dominated. Instead, the noise was likely dominated by the USRP receive-side
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Figure 4.25: Normalized templates with fits resulting from the signals in Figure 4.24.
Fits were made to Eq. D.3. (Left) The pulsed MKID and its template. (Right) A
neighboring MKID and its template. (Top) The templates in the time domain. In
addition to being normalized, templates are aligned to begin at 𝑡 = 0. (Bottom) The
unitless squared discrete-Fourier transform of the normalized templates. This value
is used in calculating the resolution (see Eq. 4.75).

noise or the AWG noise into the cryostat. This was not an issue for template mea-
surements, because we could measure and average as many events as necessary to
recover the underlying signal shape. For noise measurements, we want to measure
the best noise achievable during science data taking. A first-stage amplifier is re-
quired to elevate signal above the USRP receive-side noise, so first-stage-amplifier
noise is unavoidable. Minimizing the total noise is therefore equivalent to choosing
the lowest noise first-stage amplifier available and designing the readout chain to
ensure that all other noise sources are subdominant to that amplifier’s noise (using
techniques discussed in Section 4.4.1). It is worth noting that device noise is also
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unavoidable and can be difficult to distinguish from first-stage amplifier noise. We
will treat the two noises as a combined value when testing for amplifier domination.
To date, we expect to be amplifier-noise dominated at most frequencies. There is
evidence that TLS noise may be relevant at low frequency for some device and power
combinations [78], but not in the 80-MKID KIPM discussed here. The quasiparti-
cle generation-recombination noise (estimated to be 3 × 10−6 µm−6/Hz in [69]) is
expected to be just below amplifier noise (compare with Figure 4.27).

When testing noise contributions, we used a spectrum-analyzer mode I designed
for the USRP. In this mode, the USRP performed a VNA-style measurement of
transmission with the USRP-output amplitude set to zero. The result is an un-
calibrated measurement of noise as a function of frequency that could be used to
measure relative changes in transmission (in units of dB). The USRP output was set
to zero by sending zero-amplitude transmission buffers to the USRP DACs. While
there was zero signal, the USRP DACs, amplifiers, and variable attenuator were
operated with the same settings used during normal data taking. This meant the
USRP transmission-side noise was accurate to its value during data taking and could
be included in noise-contribution measurements. The spectrum-analyzer code also
plotted the absolute value of measured noise (in dB) in real time so the effects of
changes to the readout design could be observed immediately.

During the noise-readout design, I defined noise domination as occurring when
the dominant source is ≥6 dB larger than all other sources combined. This meant
the dominant source had 4× greater noise power than all other sources. If two
independent noise sources (with noise powers 𝑃𝐴 and 𝑃𝐵 in dB) are added together,
the resulting noise will be equivalent to 𝑃𝐴+𝐵 in Eq. 4.74.

𝑃𝐴+𝐵 = 10 log10

(
10

𝑃𝐴
10 + 10

𝑃𝐵
10

)
= 10 log10

(
10

𝑃𝐴
10

(
1 + 10

𝑃𝐵−𝑃𝐴
10

))
= 10 log10

(
10

𝑃𝐴
10

)
+ 10 log10

(
1 + 10

𝑃𝐵−𝑃𝐴
10

)
= 𝑃𝐴 + 10 log10

(
1 + 10

𝑃𝐵−𝑃𝐴
10

) (4.74)

We can use this equation to confirm that adding a dominant noise source (𝑃𝐵−𝑃𝐴 ≥ 6
dB) produces an increase in combined noise of ≥7 dB. Adding a subdominant noise
source (𝑃𝐵 − 𝑃𝐴 ≤ −6 dB) produces an increase in combined noise of <1 dB. This



206

methodology was used in combination with the spectrum-analyzer USRP mode to
confirm amplifier-noise domination.
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Figure 4.26: Our method for designing a readout with amplifier-dominated noise.
(Left) The diagram from Figure 4.18 with further details on the room-temperature
readout components (orange). TX (RX) is used to label the transmission (receive)
side of the USRP. An input amplifier was used to achieve the desired readout power.
Variable attenuators were used to adjust the input and output gains when designing
for HEMT amplifier domination. (Right) An example measurement using the USRP
to measure uncalibrated noise in spectrum-analyzer mode. The measured noise was
summed of over the full measurement bandwidth and therefore did not differentiate
between pink and white noise. The upper 95th percentile of measured power was
used as the noise-power estimator.

The warm readout was set up as shown in the left side of Figure 4.26. USRP
receive-side noise was measured by turning both warm amplifiers and the HEMT
amplifier off and setting the variable attenuators to their maximum value (62 dB
attenuation). The HEMT and output amplifiers could then be turned on. If the noise
increases by 6 dB or more, then the noise is now dominated by the HEMT or output
amplifier. This is unlikely to be true with variable attenuator 2 set to 62 dB. In that
case, the attenuation should be lowered until the ≥6 dB increase is obtained. With
amplifier noise dominating, we can toggle power to the HEMT to see which of the
two amplifiers is dominant. This is best done with amplifier noise well above USRP
noise, so it is a good idea to temporarily set variable attenuator 2 to 0 dB. Then,
turning the HEMT off should decrease noise by ≥6 dB. If not, the warm output
amplifier is dominating. This must be resolved by finding a warm amplifier with
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lower input noise or a HEMT amplifier with greater gain. Assuming the HEMT
amplifier dominates, the next test is to measure the effect of the USRP transmission-
side noise. Variable attenuator 2 should be returned to the previously optimal value.
All amplifiers should be powered and the change in noise from the output-and-
HEMT-amplifier-only result should be considered. If the noise increased by <1
dB, then the transmission-side noise is subdominant. Variable attenuator 1 should
be lowered until the increase is only just <1 dB. This ensures HEMT domination
while allowing maximum readout power to the KIPM. If noise increases by ≥1 dB
even with large attenuation, then attenuator Johnson noise is preventing amplifier
domination. In this case, it may be necessary to redesign the cryogenic readout to
include more cold attenuation before the device.

For the YY180726.1 KIPM, we successfully found HEMT-amplifier-dominated
noise readout settings using a HEMT amplifier from Table 2.2 of [66] and the cold
attenuation shown in Figure 4.26. Specifically, this was done using Mini-Circuits
ZVA-183-S+ for both warm amplifiers. Variable attenuator 1 was set to 24 dB.
Variable attenuator 2 was set to 20 dB. This design may not work for other KIPMs
or at different frequencies (due to changing transmission) or for different settings on
the USRP (including readout power). It is therefore preferential to repeat the above
procedure and adjust the design whenever performing a new test.

Noise measurements were taken in the form of 2-second time streams recorded using
the same USRP settings and frequencies used for the template measurements. The
USRP output powers were adjusted to account for the change in transmission-side
gain and match the power at the KIPM used during each template measurement. The
noise measurements were converted to units of 𝛿𝑛𝑞𝑝 using the same methods de-
scribed for template measurements. This included measuring continuous-style data
around each resonance and correcting for the difference from VNA-style measure-
ments (like in Figure 4.21). Fits to VNA-style data were then used to convert to the
ideal-resonator basis (see Eq. 4.71). Eq. 4.72 was used to convert to 𝛿𝑛𝑞𝑝. As with
the templates, the converted noise has separate frequency- and dissipation-direction
results in 𝛿𝑛𝑞𝑝.

4.5.3 Optimal Filter Resolution Calculation
With templates and noise measured for different MKIDs and readout powers, we
were able to combine the results to calculate energy resolution. To do so, we used the
discrete equivalent to Eq. 4.44. The integral form could not be used without analytic
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Figure 4.27: Example noise for the MKID on the right of Figure 4.20. (Left) Exam-
ple time streams in 𝛿𝑛𝑞𝑝. The resonant frequency is 1 MHz lower than in previous
plots, because the noise data was taken during a different cooldown of the fridge.
The data drifts significantly early in the time stream. This is likely a USRP data-
taking effect. We ignore the first second of data to account for the effect. We also see
a noise feature every ∼17 ms (60 Hz). This was likely the 60 Hz noise from outlet
AC power exacerbated by a grounding issue. The feature disappeared later, possibly
due to a electrical connection being secured. (Right) The average one-sided noise
spectral density calculated using the latter half of the time streams from left.

functions for both the template (𝑠(𝑡)) and noise (𝐽 ( 𝑓 )). The discrete resolution is
derived in Appendix B of [67].

𝜎2 =

𝑇
𝑁/2−1∑︁
𝑛=−𝑁/2

|𝑠𝑛 |2
𝐽𝑛


−1

(4.75)

In Eq. 4.75, 𝑇 is the length of the template in time (the sampling time). 𝑠𝑛 is the
discrete Fourier transform of the normalized signal template. We used Golwala’s
definition of the discrete Fourier transform (and inverse transform, see Eq. 4.76).
In Eq. 4.75 and the Fourier transforms, 𝑁 is the length of the template (in sample
points).
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(4.76)

𝐽𝑛 is the average discrete double-sided noise spectral density. 𝐽𝑛 was calculated by
dividing the noise data (after the initial 1 second of drift) into non-overlapping sub-
sets each of length 𝑇 . Each subset’s mean was subtracted to remove any remaining
drift. The subset noise time streams (𝑣(𝑡)) were then Fourier transformed, squared,
and multiplied by 𝑇 to calculate individual noise spectral densities (see Eq. 4.77).
The subset results were averaged to produce a cleaner 𝐽𝑛 for use in the resolution
calculation.

𝐽𝑛 = 𝑇 |�̃�𝑛 |2 (4.77)

We chose to limit the sum in Eq. 4.75 to exclude 𝑛 corresponding to frequencies
≥100 kHz. This was done to prevent high-frequency noise remaining in the averaged
template from artificially improving the predicted resolution. For the calculations in
this section, I am already using a fit to the templates to remove high-frequency noise,
so the limit should not have a significant effect. We also excluded 𝑛 = 0, which
corresponds to the integrated signal, since we expect the integral to be dominated
by unremoved drift rather than individual events.

We used frequency and dissipation templates and noise measurements to calculate
separate resolutions for frequency and dissipation signals. The resulting resolutions
calculated for 8 MKIDs at various powers can be seen in Figure 4.28. Each of the
MKID templates used for this result were measured by pulsing the MKID on the
left of Figure 4.20.

The powers in Figure 4.28 were estimated using the recorded readout powers and
records of the readout chain utilized. They are labelled as "upper estimates" since
there was probably additional attenuation in the refrigerator coaxial cables that we
did not measure or account for. The difference in powers should still be precise.

As a diagnostic, we often plot the sum from Eq. 4.75 as a cumulative function of
frequency. Such plots visualize which frequencies contribute most to improving the
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Figure 4.28: Resolutions calculated using Eq. 4.75 in the dissipation (Left) and
frequency (Right) directions. Combinations of MKID and readout power that
produced poor templates were excluded. The combinations corresponding to the
left and right sides of Figure 4.20 are designated with blue and orange arrows,
respectively.

resolution. Example normalized cumulative plots can be seen in Figure 4.29. The
plots show that our useful signal is mostly between 1 and 10 kHz. This information
is useful when deciding readout sample rate, decimation, and filtering.
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Figure 4.29: The normalized cumulative sums from Eq. 4.75 for calculating the
resolutions designated in Figure 4.28. (Left) The MKID and power combination
designated in blue. (Right) The MKID and power combination designated in orange.
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We also calculated resolution by explicitly producing the optimal filters and applying
them to noise time streams. The filter is calculated using the discrete version of Eq.
4.43 (also from [67]).

𝜙𝑛 =

𝑠∗𝑛
𝐽𝑛∑𝑁/2−1

𝑚=−𝑁/2
|𝑠𝑚 |2
𝐽𝑚

(4.78)

The filter is applied by convolution with data time streams. Specifically, a time
stream (𝑣(𝑡)) is Fourier transformed, multiplied by the filter, and inverse-Fourier
transformed to produce the filtered result (𝑣′(𝑡)). To simplify the final inverse
transform, the template and time stream should be equivalent length in time.

𝑣′(𝑡) =
∑𝑁/2−1
𝑛=−𝑁/2 𝑒

𝑗𝜔𝑛𝑡 𝑠
∗
𝑛 �̃�𝑛
𝐽𝑛∑𝑁/2−1

𝑚=−𝑁/2
|𝑠𝑚 |2
𝐽𝑚

(4.79)

As with the 𝐽𝑛 calculation, we divided the noise data into non-overlapping subsets
of length 𝑇 (excluding the initial 1 second of drift). To calculate baseline resolution,
we filtered each subset and sampled one data point from each 1 ms of filtered data.
As with the Eq. 4.75 calculation, we only considered non-zero frequencies less than
100 kHz. We considered the sample distribution of filtered data from all subsets
and fit a Gaussian to extract the resolution. Example results can be seen in Figure
4.30.

Resolutions calculated using the filtering and Gaussian-fit method can be seen in
Figure 4.31 (for the same data as in Figure 4.28). As expected, the results are
nearly identical to those of Figure 4.28. This serves as some confirmation that both
methods are working as expected.

The filtering method can also be used to estimate the resolution on non-zero signals.
This was done by adding an artificial pulse to each subset of noise data. The artificial
pulses were made by scaling the signal template fit by the desired signal size and
adding directly to the subset time streams. Each signal can then be identified as the
maximum of the filtered subset data. An example result using artificial signals of
𝛿𝑛𝑞𝑝 = 500 µm−3 can be seen in Figure 4.32.

In the Figure 4.32 example, the resolution slightly degraded from from the baseline
resolution (∼2.1 µm−3 seen in Figure 4.30). If we fully trusted the parameter
extraction described in Appendix D, we could use the parameters to calculate the
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Figure 4.30: The distributions of filtered noise data for the MKID and power
combinations designated in Figure 4.28. We see that the standard deviation of each
distribution matches the resolution calculated using Eq. 4.75. (Left) The MKID and
power combination designated in blue. (Right) The MKID and power combination
designated in orange.
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Figure 4.31: Resolutions calculated by filtering the noise time streams and mea-
suring the resulting standard deviation compared to the resolutions in Figure 4.28.
(Left) The dissipation-direction resolutions. (Right) The frequency-direction reso-
lutions. Combinations of MKID and readout power that produced poor templates
were excluded. A line with unity slope is included for comparison.

signal shape based on the desired signal size. In that case, the changing template
shape might make the resolution’s dependence on signal size more substantial.
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Figure 4.32: Resolution calculation using inserted artificial signals. (Left) An
example noise time stream with an artificial 𝛿𝑛𝑞𝑝 = 500 µm−3 signal inserted. The
optimally filtered time stream has a clear peak at the location of the signal. The
peak amplitude matches the input signal amplitude (an intentional feature of the
filter normalization). (Right) The distribution of filtered peak amplitudes for ∼30
artificial events like the one shown to the left. The MKID and power combination is
the same one designated in orange in Figure 4.28. The predicted 500 µm−3 resolution
is slightly larger than the baseline resolution shown in that figure.

4.5.4 Correlated-Noise Removal
When calculating MKID quasiparticle resolutions, we observed significant pink
noise (noise with power spectral density proportional to 1/ 𝑓 ) in the amplifier-
dominated noise data (see the right side of Figure 4.27). Pink noise is typically
caused by slow fluctuations in environmental or material conditions reflected in pa-
rameters such as amplifier gain or local-oscillator phase. Fluctuations in the readout
will affect both the resonant-frequency MKID transmission and the off-resonance
feedline transmission. If the on- and off-resonance fluctuations are correlated, si-
multaneous measurements can be used to reduce the correlated noise in both. The
noise removal must be done using off-resonance transmission to ensure that actual
signal (only seen on resonance) is not also removed.

Noise is more likely to be correlated between closer readout frequencies. High-Q
MKIDs are therefore well suited to removing correlated noise since they require
only a small shift in frequency to go from on to off resonance. We confirmed the
presence of correlated noise in our readout by measuring coherence between data
taken simultaneously on and off resonance. Coherence is defined as the squared
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absolute value of cross spectral density between two signals normalized by the power
spectral densities of both. A coherence of unity indicates complete correlation and
is ideal for noise removal. The coherence measurement for one of our example
MKIDs can be seen in Figure 4.33.
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Figure 4.33: The transmission-phase-direction coherence as a function of frequency
between one MKID and tracking-tones with various frequency separations. Each
separation’s coherence appears identical below 100 kHz. The difference in upper
limit is caused by a difference in decimation. The amount of decimation was adjusted
to prevent beating (between the resonance and tracking tones) from polluting the
measurements. This is the same MKID from the left of Figure 4.20.

We measured coherence with off-resonance frequencies (referred to as "tracking
tones") 0.4, 0.8, 1.6, and 3.2 MHz away from the resonant frequency. Below 100
kHz, all separations were observed to have significant coherence in the transmission
phase and amplitude directions. It is desirable for a tracking-tone to be close enough
to share all electronics noise sources with the resonant frequency but distant enough
to avoid any quasiparticle signal from the associated MKID. A tracking-tone should
also be distant enough that the beat frequency between it and the resonance is above
the readout bandwidth (which can be reduced via decimation). Otherwise, the
beat will appear like additional noise in the data. For our 80-MKID KIPM (with
resonances separated by ∼5 MHz), we decided to use tracking tones 2-3 MHz away
from each resonance.



215

Since our correlated noise originates in the readout electronics (not the MKIDs), we
performed the removal directly in the measured-transmission basis (rather than the
ideal-resonator basis). We took concurrent on-resonance and tracking-tone datasets
and separated them into transmission amplitude and phase components. We then
decimated all data from a sampling rate of 5 MHz to 10 kHz. The decimation was
done to ensure the removal was optimized for our signal region of interest. The
removal was done separately for each component following Eq. 4.80.

𝑣clean(𝑡) = 𝑣on-res(𝑡) − 𝐴
(
𝑣tracking(𝑡) − 𝑣tracking

)
≡ 𝑣on-res(𝑡) − 𝐴Δ𝑣tracking(𝑡)

(4.80)

where 𝐴 is a constant used to scale the tracking-tone correlated noise to the noise
on resonance. We chose our 𝐴 value to minimize the variance of 𝑣clean (Eq. 𝜎2

clean).

𝜎2
clean =

1
𝑁

∑︁
𝑡𝑛

[
𝑣clean(𝑡𝑛) − 𝑣clean(𝑡𝑛)

]2

=
1
𝑁

∑︁
𝑡𝑛

[
𝑣on-res(𝑡𝑛) − 𝐴Δ𝑣tracking(𝑡𝑛) − 𝑣on-res − 𝐴�����

Δ𝑣tracking
]2

≡ 1
𝑁

∑︁
𝑡𝑛

[
Δ𝑣on-res(𝑡𝑛) − 𝐴Δ𝑣tracking(𝑡𝑛)

]2

(4.81)

The optimal 𝐴 to minimize Eq. 4.81 can be calculated explicitly (by differentiating
with respect to 𝐴). The result is Eq. 4.82. When using Eq. 4.82, I chose to only sum
times after the first second of data. This was done to avoid optimizing removal of
the initial drift. Data after the first second is used in all other aspects of the analysis
as well.

𝐴 =

∑
𝑡𝑛
Δ𝑣on-res(𝑡𝑛)Δ𝑣tracking(𝑡𝑛)∑
𝑡𝑛

[
Δ𝑣tracking(𝑡𝑛)

]2 (4.82)

After noise removal, the cleaned amplitude and phase were recombined to produce
the cleaned transmission. The result of applying the cleaning procedure to the
noise in Figure 4.27 can be seen in Figure 4.34. In that example, pink noise was
significantly improved but still present below 10 kHz. For other MKIDs, the cleaned
noise appeared white (constant with respect to frequency) below 10 kHz. Above
∼300 kHz in Figure 4.34, we see that cleaning actually increased the noise slightly.
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The noise is uncorrelated at such frequencies (see Figure 4.33). Therefore, the
noise subtraction method is equivalent to combining two independent noise sources
(increasing total noise). The same procedure described above could be applied to
clean science data during an experimental search.
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Figure 4.34: The same data and plots from Figure 4.27 but with correlated noise
removal applied (referred to as cleaning). (Left) Cleaned time streams (in 𝛿𝑛𝑞𝑝).
The 60 Hz feature has been reduced to the point of being insignificant in time
streams. The small peak around 0.9 seconds is from a background event (possibly
a muon). Its presence confirms our noise subtraction is successfully preserving
real events. (Right) The average one-sided noise spectral density (before and after
cleaning) calculated using the latter half of the time streams from left. We see
the 1/ 𝑓 noise is significantly reduced but still present. The significant noise bump
around 100 kHz also remains.

Cleaned noise can be used to calculate resolution using the same methods described
above. The result of calculating resolution using Eq. 4.75 after noise cleaning can be
seen in Figure 4.35 (for the same data used in Figure 4.28). Resolutions calculated
by explicitly applying the filter to the cleaned time streams produced nearly identical
improvements.
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Figure 4.35: Resolutions calculated using Eq. 4.75 in the dissipation (Left) and
frequency (Right) directions. Noise for each MKID was cleaned using tracking tones
2-3 MHz off resonance. Combinations of MKID and readout power that produced
poor templates were excluded. The combinations corresponding to the left and right
sides of Figure 4.20 are designated with blue and orange arrows, respectively.
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We see significant improvement in many of the resolutions. Resolutions that were
previously the largest seem to receive the greatest improvement. Consider the 3.1476
GHz MKID which improves from ∼40 to ∼2 µm−3 resolution in the frequency
direction. Alternatively, the 3.1342 GHz resonance only improves from ∼6 to
∼3 µm−3. The difference in improvement is likely dependent on MKID parameters
including 𝜙 from Eq. 4.58. 𝜙 determines the rotation angle between the amplitude
and phase noise components and the MKID frequency and dissipation directions.

4.5.5 Conversion to Energy
Up until now, we have reported resolutions in units of quasiparticle density. The
conversion to energy within an MKID is simple. We only need to multiply by
the sensitive volume of the MKIDs (to convert to quasiparticle number) and the
superconducting energy gap (Δ from Eq. 4.41). For sensitive volume, we will use
the area of the inductors on the 80-KIPM device. The area is a little different for
each MKID, but they are all approximately 1.2 mm2. With an aluminum thickness
of 30 nm, we have an inductor volume of ∼ 3.5×104 µm3. For Δ, we use the value
extracted via Mattis-Bardeen fitting for each MKID. The resulting Δs range from
∼0.185 to ∼0.202 meV. The resolutions from Figure 4.35 after conversion can be
seen in Figure 4.36.
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Figure 4.36: Resolutions calculated using Eq. 4.75 in the dissipation (Left) and
frequency (Right) directions. The same result from Figure 4.35 converted to units
of energy absorbed within the MKID. The best observed resolution was ∼1.5 eV in
the frequency direction using the 3.1390 GHz MKID.
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4.5.6 Resonance-Parameter Dependence
Before and after noise cleaning, we observe significant variation in resolution be-
tween different MKIDs. Naturally, we would like to understand what parameters
give certain MKIDs better resolution than others. We can use such information to
design future MKIDs to achieve superior resolution. The majority of work towards
understanding the variation was outlined by Karthik Ramanathan in [79]. A key re-
sult of that analysis and subsequent tests was that resolution among MKIDs operated
at the same readout power is inversely proportional to the factor 𝑅𝑄 .

𝜎𝐸 , MKID ∝ 1
𝑅𝑄

(4.83)

𝑅𝑄 ≡ |𝑎 | 𝑄
2
𝑟

|𝑄𝑐 |
(4.84)

The parameters in Eq. 4.84 are the same extracted using fits to Eq. 4.58. We can
use these parameters to compare our resolution results to the prediction.

In the case of Figure 4.37, the results seem reasonably consistent with the prediction.
Other results (using a greater number of MKIDs) have matched the prediction to an
even greater degree. Those results will be published in a separate paper soon.

From Eq. 4.83, we see that improving the overall transmission magnitude (encoded
in |𝑎 |) would benefit our resolutions. We expect to do so in the future through
better feedline impedance matching. Specifically, we would like to remove the
large fluctuations visible in our current device transmissions (see Figure 4.9). With
improved transmission and reasonably large 𝑄, we would expect to see ∼2 and ∼1
eV MKID resolutions in the dissipation and frequency directions, respectively.

4.6 Ongoing and Future Work
Going forward, there are a number of ways in which KIPM detectors are being
developed at Caltech and elsewhere. The typical goals are to improve individual
MKID energy resolution, measure KIPM energy resolution, and improve KIPM
energy resolution. With a number of realistic improvements, we think producing a
single-MKID KIPM with sub-eV resolution should be possible in the near future. For
multi-MKID KIPMs, the primary goal is to improve the uniformity of transmission
so all MKIDs can be used simultaneously with good position resolution (which has
already been shown in [68] for smaller substrates in which the feedline issues were
less challenging).
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Figure 4.37: Resolutions from the highest-power data in Figure 4.36 compared to the
predicted scaling factor (𝑅𝑄). As with previous plots, combinations of MKID and
readout power that produced poor templates were excluded. The solid lines follow
Eq. 4.83 multiplied by a constant to best match all data points. Unfilled circles
indicate the model resolutions for optimal 𝑅𝑄 . Optimal 𝑅𝑄 uses the largest |𝑎 | from
all 8 MKIDs (at this power). In practice, this could be achieved by improving the
feedline transmission uniformity. Optimal 𝑅𝑄 also assumes the largest observed𝑄𝑐,
𝑄𝑖 ≫ 𝑄𝑐, and 𝜙 = 0.

At Caltech, we have installed an LED connected to a fiber-optic feed-through leading
to the device housing in our fridge. With this arrangement, we can send LED photons
with constant individual energy (but varying quantity) to trigger events within our
devices. Photon events can be used to produce templates similar to those made
with the RF-pulsing method. Additionally, laser photons can be used to perform an
absolute energy calibration of our detectors. The calibration is done by producing
many photon events using set LED-driver powers. Variation in the observed signals
will arise from the system noise (readout and MKID noise) as well as photon shot
noise. The photon shot noise comes from the Poisson variation in the quantity of
photons per event. When shot noise is raised above system noise, its magnitude can
be used to calculate the average number of photons arriving per event. The most
accurate result can be found by fitting the combination of shot and system noise
to the resolution as a function of event amplitude. The main challenge with this
method is lowering the system noise such that the changing shot noise is clearly
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distinguishable. Once the photon number is known for a given amplitude event, we
can multiply by the individual photon energy to recover the total energy of such
events.

Understanding the total event energy also allows us to calculate the phonon-collection
efficiency ([𝑝ℎ from Eq. 4.56). We simply calculate the event energy within each
MKID (the change in quasiparticle number multiplied by the energy gap), sum over
all sensitive MKIDs, and compare with the total event energy. This measurement
has already been successfully performed by Dylan Temples at the NEXUS facil-
ity using one of our single-MKID devices [80]. The MKID was found to have
frequency-direction 𝜎𝐸 , MKID=2.6 eV and [𝑝ℎ ≈ 0.8%. For a single-MKID device,
this corresponds to a KIPM energy resolution of𝜎𝐸 , KIPM ≈ 320 eV. If the MKID res-
olution was improved to that predicted in Figure 4.37, we would expect 𝜎𝐸 , KIPM ≈
120 eV

The collection efficiency observed at NEXUS is surprisingly low. Previous mea-
surements using similar detectors have observed values of 7.0% [81]. Values as
high as ∼30% are expected to be achievable [47]. At Caltech, we have performed
simulations that indicate phonon down conversion within niobium surface metal
may be producing a large number of sub-gap phonons that our MKIDs are insensi-
tive to. We plan to produce devices with less total niobium (thinner feedlines and
no niobium MKIDs) to improve the collection efficiency. If [𝑝ℎ = 30% could be
achieved, it would improve our proposed resolution from ∼120 to ∼3 eV.

Another method to improve resolution is by lowering the first-stage-amplifier noise.
As mentioned above, the HEMTs we use now have input noise temperature around 2-
5 K. Novel kinetic-inductance-based traveling wave parametric amplifiers (TWPAs)
can achieve input noise down to the standard quantum limit in our frequency range
(200 mK) [82]. We can use Eq. 4.55 to confirm that a change in 𝑇𝑁 from 2 K to 200
mK is expected to improve resolution by a factor of

√
10 (assuming amplifier noise

domination can be maintained). Such an improvement would change the theoretical
single-MKID KIPM resolution from ∼3 to ∼1 eV. We have previously operated one
of our KIPM detectors with a kinetic-inductance TWPA at JPL and seen significant
improvements. The results of that test will be published soon. Meanwhile, we are
instrumenting our own dilution refrigerator to meet the operational requirements of
the kinetic-inductance TWPA.

Aluminum MKIDs are relatively easy to fabricate at JPL and to test in our dilution
refrigerator. The aluminum transition temperature (𝑇𝑐 ≈ 1.2 K) is comfortably
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below our refrigerator’s base temperature (∼50 mK with a detector payload). In a
superior refrigerator (like what would be used in a full dark-matter search), we could
improve resolution by using MKIDs made with lower 𝑇𝑐 material. Hafnium is one
of a few potentially suitable materials. The optical-MKID group at Santa Barbara
has already fabricated and tested hafnium MKIDs with 𝑇𝑐 of about 400 mK [83].
The lowering of 𝑇𝑐 by a factor of 3 would lower the superconducting energy gap by
the same factor. Using Eq. 4.55, we see that this should improve our resolution by
a factor of 3 as well. Combined with the previously described improvements, this
would result in a KIPM detector with ∼0.3 eV resolution.

One potential issue going forward could be two-level system (TLS) noise. In some
KIPM devices, we have begun observing TLS noise in the frequency direction of
some MKIDs. This noise could limit the potential improvements we anticipate
from increasing the 𝑅𝑄 parameter and lowering amplifier noise. We are therefore
interested in studying device TLS noise to understand if anything can be done to
minimize it. If TLS noise cannot be mitigated (as we suspect), we can instead focus
on dissipation-direction measurements which remain unaffected. The dissipation
resolution is expected to be a factor of ∼2 worse (see Figure 4.37) and therefore
could still achieve sub-eV resolution.
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A p p e n d i x A

FURTHER SNOLAB HEMT RESULTS

In this appendix, I have collected scatter plots of various measured SNOLAB-HEMT
parameters. Measurement of these parameters took place from February 2020 to
June 2022, but no significant trend can be seen in the scatter plots. In this way,
the plots support the conclusion that the testing setup and HEMTs did not suffer
any unnoticed changes during the test period. Additionally, there do not appear
to be distinct distributions that could indicate differences between different HEMT
batches.

A description of the measured parameters can be found in Section 2.4.5. A descrip-
tion of the measurement methods can be found in Section 2.5.

Figure A.1: Scatter plots displaying the gate voltages required to produce each bias
point in the SNOLAB HEMTs, in the order the HEMTs were tested. No significant
trend can be seen over the 2 year testing period.
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Figure A.2: Scatter plots displaying the SNOLAB HEMT drain conductances, in
the order the HEMTs were tested. No significant trend can be seen over the 2 year
testing period.

Figure A.3: Scatter plots displaying the SNOLAB HEMT cutoff voltages for each
potential bias drain voltage, in the order the HEMTs were tested. No significant
trend can be seen over the 2 year testing period.
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A p p e n d i x B

RADIO-FREQUENCY READOUT BASICS

The basic unit of a traditional high-frequency readout is the frequency mixer. These
devices take two analog input signals and multiply them together to form an output
signal. If the inputs have different carrier frequencies, the output signal will be
carried by two new frequencies: the sum and difference of those of the inputs (Eq.
B.1)

𝐴 sin (𝜔1𝑡) · 𝐵 sin (𝜔2𝑡) =
𝐴𝐵

2
cos ((𝜔1 − 𝜔2) 𝑡) −

𝐴𝐵

2
cos ((𝜔1 + 𝜔2) 𝑡) (B.1)

Often, one input frequency is significantly higher than the other, and is used to shift
the lower-frequency input into a higher-frequency band. This is referred to as up-
mixing. If two high-frequency inputs are used and the difference in their frequencies
is desired, this is referred to as down-mixing. Unwanted signal frequencies can be
attenuated using high- or low-pass filters. Many readouts use up- and down-mixing
in equal parts. A generated signal is up-mixed to the high-frequency band of interest.
The signal is used to probe a high-frequency device such as an MKID or antenna.
Down-mixing can then be used to return the signal to a frequency-range that is
easily recorded via ADC. To minimize noise in such readouts, one should use the
same high-frequency source for both mixers. This source is normally referred to
as the local oscillator (LO). By using a single LO, one avoids multiplying-in two
independent noise sources during up- and down-mixing. Mixers are defined as
unbalanced, single-balanced, or double-balanced. Unbalanced mixers allow both
input signals to enter the mixer output (in addition to the multiplied signal). Single-
balanced mixers remove one of the inputs from the output and double-balanced
mixers remove both.

Frequency mixers are key components of IQ mixers (In-phase Quadrature mixers).
For a down-mixing IQ mixer, two double-balanced frequency mixers receive the
same radio-frequency (RF) signal as one input. One mixer’s second input is the LO,
while the other’s is the LO shifted by 90° (𝜋/2). The resultant mixer outputs are
labeled as in-phase (𝑉𝑖) and quadrature-phase (𝑉𝑞), and are 90° out of phase with
each other.
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𝑉𝑅𝐹 ≡ 𝐴 (𝑡) sin (𝜔𝑅𝐹 𝑡 + 𝜙 (𝑡))
𝑉𝐿𝑂 ≡ sin (𝜔𝐿𝑂𝑡)

𝑉𝐿𝑂+90° = cos (𝜔𝐿𝑂𝑡)

(B.2)

𝑉𝑖 = 𝑉𝑅𝐹 · 𝑉𝐿𝑂
= 𝐴 sin (𝜔𝐿𝑂𝑡) sin (𝜔𝑅𝐹 𝑡 + 𝜙)

=
𝐴

2
[cos ((𝜔𝐿𝑂 + 𝜔𝑅𝐹) 𝑡 + 𝜙) − cos ((𝜔𝐿𝑂 − 𝜔𝑅𝐹) 𝑡 − 𝜙)]

(B.3)

𝑉𝑞 = 𝑉𝑅𝐹 · 𝑉𝐿𝑂+90°

= 𝐴 cos (𝜔𝐿𝑂𝑡) sin (𝜔𝑅𝐹 𝑡 + 𝜙)

=
𝐴

2
[sin ((𝜔𝐿𝑂 + 𝜔𝑅𝐹) 𝑡 + 𝜙) − sin ((𝜔𝐿𝑂 − 𝜔𝑅𝐹) 𝑡 − 𝜙)]

(B.4)

If the LO frequency is chosen to match the RF-carrier frequency, the IQ mixer outputs
will include DC-offsets proportional to the in-phase and quadrature components of
the initial RF signal (Eq. B.5). The non-DC components will have twice the LO
frequency and can be removed using low-pass filtering (Eq. B.6). In this way, an IQ
mixer can demodulate an RF signal directly into an audio-band result carrying the
time-dependence of the signal modulation. The resulting values are used as-is or to
calculate the amplitude and phase of the RF signal as a function of time (Eq. B.7).
By varying the LO frequency, one can use a single IQ-mixer setup to measure the
amplitude and phase of many frequency components of the initial signal.

𝜔𝐿𝑂 = 𝜔𝑅𝐹 →
{
𝑉𝑖 =

𝐴
2 [cos (2𝜔𝐿𝑂𝑡 + 𝜙) − cos (−𝜙)]

𝑉𝑞 =
𝐴
2 [sin (2𝜔𝐿𝑂𝑡 + 𝜙) − sin (−𝜙)]

(B.5)

low-pass filter →
{
𝐿𝑃𝐹 (𝑉𝑖) = − 𝐴

2 cos (𝜙)
𝐿𝑃𝐹

(
𝑉𝑞

)
= 𝐴

2 sin (𝜙)
(B.6)

𝐴 (𝑡)2 = 4
[
𝐿𝑃𝐹 (𝑉𝑖)2 + 𝐿𝑃𝐹

(
𝑉𝑞

)2
]

𝜙 (𝑡) = − arctan
(
𝐿𝑃𝐹

(
𝑉𝑞

)
𝐿𝑃𝐹 (𝑉𝑖)

) (B.7)
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For simplicity, I assumed lossless signal-splitting, phase-shifting, mixing, and low-
pass filtering in the equations above.

IQ mixers can also be used in the reverse of the described procedure to instead
produce a modulated RF signal. In this case, the user inputs a pair of DC values
which are up-mixed with the LO and combined (90° phase shifted) to produce the
desired signal.
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A p p e n d i x C

TRANSMISSION NOISE FROM A RANDOM SOURCE

To understand how noise in 𝑆21 is defined when the dominant noise source has
completely random phase, we must define 𝑆21 in terms of complex voltages.

𝑆21 =
𝑣𝑜𝑢𝑡

𝑣𝑖𝑛
(C.1)

The complex input voltage comes from our readout system. Let us consider it to be
at a single frequency (𝜔).

𝑣𝑖𝑛 = 𝑉𝑖𝑛,0𝑒
𝑗𝜔𝑡 (C.2)

The complex output voltage is dominated by random noise (such as that from the
input to an amplifier). We will assume its complex value is constant in amplitude
with a random phase (𝜙(𝑡)).

𝑣𝑜𝑢𝑡 = 𝑉𝑜𝑢𝑡,0𝑒
𝑗𝜙(𝑡) (C.3)

The actual measurable voltage is equivalent to the real part of each complex value.
We can then relate the measurable RMS voltage to the amplitude of the complex
voltage. This is trivial for the input voltage since the RMS of cos(𝜔𝑡) is just 1/2.

⟨𝑉2
𝑖𝑛⟩ = ⟨𝑅𝑒 {𝑣𝑖𝑛}2⟩

= 𝑉2
𝑖𝑛,0⟨cos2(𝜔𝑡)⟩

=
1
2
𝑉2
𝑖𝑛,0

(C.4)

The result is actually identical for the output voltage, in the case that its phase is
random.
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⟨𝑉2
𝑜𝑢𝑡⟩ = ⟨𝑅𝑒 {𝑣𝑜𝑢𝑡}2⟩

= 𝑉2
𝑜𝑢𝑡,0⟨cos2(𝜙(𝑡))⟩

=
1
2
𝑉2
𝑜𝑢𝑡,0⟨1 + cos(2𝜙(𝑡))⟩

=
1
2
𝑉2
𝑜𝑢𝑡,0

(C.5)

The average over cos(𝜙(𝑡)) goes to zero because cos(𝑥) is odd about 𝑥 = 𝜋/2 and
the random phase 𝜙(𝑡) will be evenly distributed about 𝜋/2 (or any other value).

We can now look for the RMS of the real part of 𝑆21.

𝑅𝑒 {𝑆21} =
𝑉𝑖𝑛,0

𝑉𝑜𝑢𝑡,0
cos(𝜙(𝑡) − 𝜔𝑡) (C.6)

⟨𝑅𝑒 {𝑆21}2⟩ =
𝑉2
𝑖𝑛,0

𝑉2
𝑜𝑢𝑡,0

⟨cos2(𝜙(𝑡) − 𝜔𝑡)⟩

=
1
2
𝑉2
𝑖𝑛,0

𝑉2
𝑜𝑢𝑡,0

⟨1 + cos(2𝜙(𝑡) − 2𝜔𝑡)⟩

=
1
2
𝑉2
𝑖𝑛,0

𝑉2
𝑜𝑢𝑡,0

=
1
2
⟨𝑉2
𝑜𝑢𝑡⟩

⟨𝑉2
𝑖𝑛
⟩

(C.7)

Here the average over cosine has gone to zero for the same reasons as above. We
only have to acknowledge that multiplying by 2 and shifting the randomly distributed
𝜙(𝑡) by 𝜔𝑡 has no effect. In the last equivalency of Eq. C.7, I used Eqs. C.4 and
C.5.

The result is the same if we had considered the imaginary part of 𝑆21.

⟨𝐼𝑚 {𝑆21}2⟩ = 1
2
⟨𝑉2
𝑜𝑢𝑡⟩

⟨𝑉2
𝑖𝑛
⟩

(C.8)

Both results show that the noise power (proportional to 𝑉2) is evenly distributed
between the real and imaginary parts of 𝑆21. This was the only reasonable conclusion
for a random noise source since it will have no preference for being in- or out-of
phase with the (completely independent) input signal.
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A p p e n d i x D

MKID SIGNAL SHAPES AND PARAMETER EXTRACTION

The response in quasiparticle density to a non-equilibrium initial value is derived
in Section 4.4.1 of [69]. The response depends on the initial density (𝑛𝑞𝑝,0), the
equilibrium density (𝑛𝑞𝑝,∞), and the quasiparticle recombination constant (𝑅).

𝑛𝑞𝑝 (𝑡) =
(
1 + 𝜒
1 − 𝜒

)
𝑛𝑞𝑝,∞ (D.1)

𝜒(𝑡) =
(
𝑛𝑞𝑝,0 − 𝑛𝑞𝑝,∞
𝑛𝑞𝑝,0 + 𝑛𝑞𝑝,∞

)
𝑒−2𝑅𝑛𝑞𝑝,∞𝑡 (D.2)

We can rewrite Eq. D.1 to provide 𝛿𝑛𝑞𝑝 which is what we actually measure in our
MKIDs.

𝛿𝑛𝑞𝑝 (𝑡) = 𝑛𝑞𝑝 − 𝑛𝑞𝑝,∞

=

(
2𝜒

1 − 𝜒

)
𝑛𝑞𝑝,∞

(D.3)

Eq. D.3 can then be directly fit to the signals found in Section 4.5.1. Extracting
𝑛𝑞𝑝,∞ allows us to convert our quasiparticle signals to absolute units (𝑛𝑞𝑝 rather
than 𝛿𝑛𝑞𝑝). Extracting 𝑅 allows us to compare with typical values in aluminum and
among different MKIDs. Example fits using Eq. D.3 can be seen in Figure D.1.
The results describe the data well, but give suspiciously large 𝑅. From [84], one can
extract an expected 𝑅 value of about 10 µm3/s. It is possible that our large 𝑅 values
are the result of inaccuracy in the conversion from 𝛿𝑆21 to 𝛿𝑛𝑞𝑝. It is also possible
that the full fit is failing to disentangle the 𝑅 and 𝑛𝑞𝑝,∞ parameters. We will discuss
another method to attempt to extract 𝑅 below.

Also discussed in [69] are the limits of Eq. D.1 for very large and very small signals.
In this context, small signals are defined as having 𝑛𝑞𝑝,0−𝑛𝑞𝑝,∞ ≪ 𝑛𝑞𝑝,∞. For small
signals, the quasiparticle response approaches a basic exponential as shown in Eq.
D.4.

𝛿𝑛𝑞𝑝 (𝑡) ≈ (𝑛𝑞𝑝,0 − 𝑛𝑞𝑝,∞)𝑒−2𝑅𝑛𝑞𝑝,∞𝑡 , 𝑛𝑞𝑝,0 − 𝑛𝑞𝑝,∞ ≪ 𝑛𝑞𝑝,∞ (D.4)
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Figure D.1: Example fitting of Eq. D.3 to the frequency-direction templates cal-
culated and displayed in Figure 4.24. Note that the "large signal" regions from
Figure 4.24 are excluded from the templates (and plots and fits). (Left) Fit to the
pulsed MKID’s calculated template. (Right) Fit to a responding MKID’s calculated
template. The extracted 𝑅 values are appear significantly different.

We see that the small-signal time constant is 𝜏𝑞𝑝 = 1/2𝑅𝑛𝑞𝑝,∞. It is beneficial to
lower the quiescent quasiparticle density if a longer quasiparticle lifetime is desired
in small-signal events. It is also notable that using Eq. D.4 to fit a small signal will
yield constraints on 𝜏𝑞𝑝 but will not necessarily allow one to separate 𝑅 from 𝑛𝑞𝑝,∞.

The results in Figure D.1 suggest that 𝑛𝑞𝑝,0 ≫ 𝑛𝑞𝑝,∞. In this case, the large signal
approximation from [69] is more appropriate. With 𝑛𝑞𝑝,0 ≫ 𝑛𝑞𝑝,∞, the prefactor
in Eq. D.2 goes to unity and 𝜒(𝑡) → 𝑒−2𝑅𝑛𝑞𝑝,∞𝑡 . This assumption alone does not
hugely simplify Eq. D.3. We can do better by rewriting the equation as shown
below.

𝛿𝑛𝑞𝑝 (𝑡) =
(

2
1
𝜒
− 1

)
𝑛𝑞𝑝,∞ (D.5)

We can then expand 1/𝜒 under the dual assumptions of 𝑛𝑞𝑝,0 ≫ 𝑛𝑞𝑝,∞ and
2𝑅𝑛𝑞𝑝,∞𝑡 ≪ 1. The latter condition can be attained in data by considering only the
initial response in time (𝑡 ≪ 1/2𝑅𝑛𝑞𝑝,∞)
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1
𝜒
(𝑡) =

(
1 + 𝑛𝑞𝑝,∞

𝑛𝑞𝑝,0

1 − 𝑛𝑞𝑝,∞
𝑛𝑞𝑝,0

)
𝑒2𝑅𝑛𝑞𝑝,∞𝑡 (D.6)

≈
(
1 + 2

𝑛𝑞𝑝,∞
𝑛𝑞𝑝,0

) (
1 + 2𝑅𝑛𝑞𝑝,∞𝑡

)
(D.7)

≈ 1 + 2
𝑛𝑞𝑝,∞
𝑛𝑞𝑝,0

+ 2𝑅𝑛𝑞𝑝,∞𝑡 (D.8)

When plugged back into Eq. 4.2.3, this gives the approximate form.

𝛿𝑛𝑞𝑝 (𝑡) ≈
1

1
𝑛𝑞𝑝,0

+ 𝑅𝑡
(D.9)

This result is analogous to equation A.28 in [69]. The addition of the 1/𝑛𝑞𝑝,0 term
gives the correct behaviour as 𝑡 → 0. With this formulation, it becomes possible
to extract 𝑅 by simply fitting a line to the inverse of 𝛿𝑛𝑞𝑝. The results of doing
so for the same data in Figure D.1 can be seen in Figure D.2. To ensure the time
assumption was satisfied, I only fit to the first 25 µs of data.
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Figure D.2: Example linear fits to the inverted frequency-direction templates cal-
culated and displayed in Figure 4.24. The fits only considered the first 25 µs of
data. The extracted 𝑅 values are consistent with those of Figure D.1. (Left) Fit to
the pulsed MKID’s inverted template. (Right) Fit to a responding MKID’s inverted
template.

We see the results are similar to those of the full fit. The inverse fitting method may be
more robust in extracting 𝑅 since it does not depend on simultaneously fitting 𝑛𝑞𝑝,∞.
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Instead, the user must ensure the data satisfies the above discussed assumptions
(large signal in a short time period). Since our 𝑅 values remain suspiciously high,
perhaps we are not truly satisfying the 𝑛𝑞𝑝,0 ≫ 𝑛𝑞𝑝,∞ assumption. With this method,
an insufficiently large signal would lead to a larger 𝑅 than realistic. As an example,
imagine fitting a line to the data in Figure D.2 for times between 60 and 85 µs. For
those times, the slope (and 𝑅) would appear even larger. If signal size is the issue,
we would need a signal larger than the small-signal condition permits to effectively
extract 𝑅.
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