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Abstract

In Part 1, the entrainment in the lowest regions of buoyant fire plumes burn-
ing from an environment of quiescent fresh air (lower layer) across an interface
into an environment of hot combustion products (upper layer) is investigated.
Measurements using 20 to 200 kW natural gas flames formed above a 0.19 m
diameter burner show that the entrained mass flux is nearly linear with distance
from the fire source and essentially independent of the fuel flow rate. Comparison
with previous results suggests that this linear dependence is valid over a wide

range of conditions, but that the magnitude of the entrainment near the burner

is influenced by the initial buoyancy of the plume.

The chemistry of the products in the upper layer is also investigated. Over
the ranges studied, the composition was a function of the upper-layer equivalence
ratio only, and independent of the temperature of the upper layer or the residence
time of the gas in it. For fuel-lean fires the product composition suggests that the
fuel reaction is nearly complete, in contrast to fuel-rich fires where some of the

stable intermediates are found to “freeze out” of the reaction prior to completion.

The experimental method is extended to entrainment measurements on
steady, axisymmetric, fully turbulent jet diffusion flames of hydrogen in air. In
the momentum-dominated regions of the flame, the nondimensional mass flux
used to characterize this regime is found to be constant as expected. The tran-
sition between momentum-dominated and buoyancy-dominated regions is also

observed.

In Part 2, a novel diagnostic technique, which makes use of laser light scat-
tered by soot particles, was used in an effort to identify flame sheets within a

natural gas diffusion flame. Soot particles, inherently created and consumed
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in the flame, were used as the scattering medium, which obviated the need for
externally supplied seed material. Since no foreign material was added to the
flame, the current technique can be considered truly nonintrusive. The soot dis-
tribution within a large buoyant natural gas diffusion flame is argued to be a
reasonable marker for the presence of a diffusion flame. Measurements made in
47.4 to 190 kW natural gas flames stabilized on a 0.5 m diameter burner show
that when soot is present within the outer boundary of the flame, it is observed
as thin sheets, which become narrower in regions where the average strain rate is
estimated to be greater. The structure of the soot distribution suggests that the
combustion occurs along sheets of diffusion flamelets that are highly wrinkled
and convoluted. Furthermore, they are distributed fairly uniformly within the
volume of the flame, based on images of the associated soot, and occupy about

40 to 60% of the volume.
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Chapter 1

Introduction

The spread of fires through buildings is a complex phenomenon enveloping a num-
ber of scientific disciplines. Complex chemical processes, heat transfer, and fluid
dynamics are all intimately interwoven in the physics describing the phenomenon.
Recently, in an attempt to understand the flow of hot and potentially flammable
gases through structures, a two-layer model has been developed, the basic as-
sumption being that each compartment or room of the structure is composed
of two homogeneous gas volumes or layers, the upper or ceiling layer containing
the hot, buoyant gases, and the lower layer containing the cooler gases (Zukoski,

1978; Emmons, 1978). This model forms the basis for the current investigation.

As a fire begins to burn near the floor of a room, it entrains fresh air and
produces a plume of hot buoyant gases that rise to the ceiling and spread out
to form an upper layer. In essence, the plume pumps mass from the lower layer
to the upper layer, changing its chemical composition and thermal energy in the
process. When the fire is small, the plume is composed mostly of air. As the fire
continues to burn, more mass reaches the ceiling layer and the layer thickens.
Any vents or openings adjacent to the ceiling layer can cause material from this
layer to “spill over” into other compartments while also allowing fresh air to enter
the room from this or other openings. The danger from the spread of these hot
gases is due to toxicity as well as to pyrolysis and possible subsequent ignition

of fuel items located adjacent to the hot gases.

A different and potentially more dangerous scenario is presented when the
fire plume is unable to entrain enough fresh air to completely burn all the fuel
in the flame. This can occur when the flame is quite large or when the upper

layer has thickened sufficiently to limit the area of the plume adjacent to fresh



-3-

air. In this case, combustible material builds up in the upper layer and can be
spread throughout the structure. This could lead to the dangerous phenomenon
of flashover if it ignites and spreads the fire throughout the room and possibly

into other compartments.

The entire process is quite complicated, and modelling it properly depends
strongly upon having reliable information to model each of its component pro-
cesses adequately. In the past decade the fire plume itself has received a great
deal of attention. Of particular interest were the entrainment rates of the plume
and the global chemistry. Although a significant amount of work on entrainment
in turbulent plumes was done before this period, most of it dealt with the far
field, i.e., in regions far from the source where the temperature and density differ
little from the ambient (Schmidt, 1941; Morton et al., 1956). Clearly, this is not
applicable to room fires where the flame size is usually a significant fraction of
the room height. For these cases, it is necessary to study entrainment in regions
of high heat release and immediately downstream. A number of these studies
(McCaffrey, 1979; Cox and Chitty, 1980; McCaffrey and Cox, 1982) have used
local point measurements of mean axial velocity and mean density (or temper-
ature), the product of which was then integrated to determine the plume mass
flux. This technique has two inherent difficulties. First, small errors in the veloc-
ity or density measurements near the outer edges of the plume will be magnified
when integrated over a large region. Also, defining the local vertical mass flux
as the product of the local mean values of axial velocity and density ignores the
correlation between fluctuations of the axial velocity and the density. This can
cause significant errors since buoyancy is the driving force of the flow. A number
of investigators have avoided these difficulties by making direct measurements of

the plume entrainment. Cetegen (1982) measured the entrainment for plumes
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that had entrained enough fresh air to be fuel-lean. As mentioned above, a more

dangerous situation occurs when the plume is fuel-rich.

Beyler (1983) and Lim (1984) made measurements in plumes that were fuel-
rich. In Beyler’s investigation, the upper layer was not well mixed and the
interface between the layers was not well defined. Although the experimental
technique gave measurements of the entrainment, the distance over which this
entrainment occurred was ambiguous. Lim’s experiment had a much clearer
interface and a well-mixed upper layer, but the instrumentation and technique

used yielded results with relatively large uncertainties.

The purpose of the current investigation is the measurement of entrainment
and resulting global chemistry from flames burning through the lower layer and
into the upper layer. Since the material in the upper layer is vitiated, a flame
burning into this layer entrains fresh air only over a limited fraction of its length.
Entrainment in the lowest regions of the flame then becomes quite important and
the resulting limited fresh air supply can significantly affect the global chemistry
of the fire.

As an aside to this work, the experimental technique was modified in order
to study entrainment in free turbulent jet diffusion flames from the momentum-
dominated to the buoyancy-dominated regimes. This technique allowed a more
direct measurement of the entrainment than the point-measurement technique
employed by Becker and Yamazaki (1978) in developing their comprehensive

model of the fully turbulent jet diffusion flame.

This report describes measurements of plume entrainment by axisymmetric
buoyant diffusion flames burning through a region of fresh air into a region of

combustion products. Measurements of the resulting chemical composition of
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the upper layer are also presented. The fuel used was natural gas and diffusion
flames from 20 to 200 kW were formed above a 0.19 m diameter burner. The
interface between the upper and lower layer was maintained at a constant height
of between 0.01 and 0.23 m above the burner surface. The initial Reynolds
number of the fuel, based on the burner diameter, varied from 150 to 1500,
while the initial Richardson number was in the range of 10~! to 10. In addition,
measurements of entrainment and flame height from fully turbulent jet diffusion
flames are presented. Hydrogen flames from a 4.25 mm diameter nozzle were
used in this part of the work and had heat release rates from 45 to 120 kW and
effective source Reynolds and Richardson numbers on the order of 25,000 and

1077, respectively.

Chapters 2 and 3 concern the work on buoyant fire plumes, while the study

of turbulent jet diffusion flames is presented in Chapter 4.

The experimental technique used for entrainment and upper layer chemistry
measurements is described in Chapter 2. By allowing the chemical composition
in a well-mixed upper layer to reach steady state, we were able to measure this
composition and to determine from these measurements the entrainment of lower-
layer fresh air into the plume. The chemical analysis of the various species in the
hot upper layer was performed using a gas chromatograph with multiple-column

switching.

The measurements of near-field plume entrainment and upper layer chem-
istry are presented in Chapter 3. It is found that the plume entrainment near the
burner is nearly linear with the length of the entrainment region and essentially.
independent of the fuel flow rate. Comparing the results with other entrainment
results (Cetegen, 1982; Beyler, 1983), we found that the initial buoyancy of thé

plume and the resulting large structures formed directly above the burner surface
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appear to have a significant effect on the entrainment in the near field. The re-
sults of chemical analysis of the upper layer are also presented in this chapter. For
lean fires, the reaction is essentially complete and the excess air simply dilutes
the products of combustion, while for rich fires, oxidation of various chemical
intermediates appears to “freeze” before completion, leading to excess hydrogen

and highly toxic amounts of carbon monoxide.

The entrainment and flame height measurements for fully turbulent jet dif-
fusions flames are presented in Chapter 4. There appear to be two entrainment
regimes separated by a transition region. The momentum-dominated regime
has a constant nondimensional plume mass flux. In the current experiments,
this constant value was determined to be substantially larger than that meas-
ured by Becker and Yamazaki (1978). In the buoyancy-dominated regime, the
nondimensional plume mass flux increased with the nondimensional streamwise
length, as expected from dimensional and similarity arguments. Flame height

measurements are also presented.

The calculations required for reduction of the natural gas flame data and
the uncertainty analysis are detailed in Appendix A, and the tabulated results

are presented in Appendix B.
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Chapter 2

Experimental Technique

The present investigation is concerned with the entrainment and chemistry of
buoyant fire plumes burning from an environment of quiescent fresh air across
an interface into an environment of hot combustion products as shown in fig-
ure (2.1). This two-environment approach follows the current models of room
fires in which the room is assumed to cqnsist of two homogeneous gas volumes or
layers, the upper or ceiling layer containing the hot-buoyant products of the fire,
and the lower or floor layer containing the cooler gases. In this way the current
investigation models the chemistry and entrainment of room fires when the fire

plume itself burns across the floor layer and plunges into the ceiling layer.
2.1 Plume Entrainment Measurement Technique

In recent years, direct measurements of jet and plume entrainment have been used
to avoid the difficulties inherent with integrating point measurements, especially
at the outer edges of the plume or jet where small errors in velocity or density
measurements can prove fatal (Ricou and Spalding, 1961; Becker and Yamazaki,
1978; Cox and Chitty, 1980; McCaffrey, 1979). These direct methods have worked
on the principle of dividing the axial extent of the jet or plume into two distinct
sections and measuring the entrainment over one of these sections. In this same
way, the current experiment used the two-layer model of fire-involved rooms
to divide the entraining region. Fresh air was allowed to be entrained only
over a certain axial region of the flame. Above this, the flame products from
a well-stirred upper layer were re-entrained. By maintaining the interface at a
given location and allowing the chemical composition of the upper layer to reach
steady state, we were able to measure the composition and then calculate the

entrainment of fresh air into the plume.
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The concept is shown schematically in figure (2.2). Fuel is delivered to the
plume at a flowrate mys. As it burns, it entrains a mass of air, 7., from below
the interface. This air is heated and chemically changed as it reacts with the fuel
and is transported via buoyancy across the interface to the upper layer where it
remains in this stably stratified, well-mixed region. The total mass flow of the
plume to the upper layer is then iy +m,. In addition, air enters the upper layer
at a rate m; due to mixing along the interface separating the two layers. Because
this interface is stably stratified, we would expect that this mixing entrainment
would be small. In fact, using smoke to visualize the flow along the interface, we

observed no mixing and so the entrainment, r2;, was assumed to be negligible.

The method used to measure the entrainment mass flux was similar to that
used by Cetegen (1982) and Lim (1984). Measuring the composition of the gas

in a well-mixed upper layer allows calculation of the ratio, m./m;.

2.1.1 Chemistry Equations

The buoyant plume was produced by a natural gas diffusion flame in air. The
chemical composition of natural gas is represented as

a1CHy4 4+ a3C2Hg + a3C3Hg + a4N3 + a5CO4, (2.1)

where the a; are the mole fractions determined by an analysis of the gas by the
Southern California Gas Company. The composition varies only slightly from

week to week and a typical representation is given in Table 2.1.

The chemical composition of dry air was taken as
b'102 + b'2N2 + b;COQ + b"5AI' , (2.2)

where the constants b} were given by their standard values (b7 = 0.2095, b}, =

0.7809, b, = 0.0003, by = 0.0093) or were measured. In addition, the vapor
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pressure of water in laboratory air was calculated by using a polynomial fit to the
Smithsonian vapor pressure data (Smithsonian Inst., 1939). We calculated the
vapor pressure for the wet-bulb temperature and then corrected it to atmospheric
conditions, using the dry-bulb temperature and laboratory barometric pressure.
The vapor pressure was then divided by the laboratory pressure to give the mole

fraction of water vapor in air. The chemical composition air is then given by
b104 + 3Ny + b3H50 + 5,CO4 + bsAr, (2.3)

where

b = (1 — bg)bL, i=1,2,4,5. (2.4)

The combustion reaction of 1 mole of natural gas and I moles of air can

then be represented as
a1CH4 4+ a2CoHg + a3C3Hg + a4No + a5CO4
+I(b;02 + byN3 + b3H20 + 5,CO5 + bsAr) =
z1Hg + 2502 + z3N2 + 24CHy 4+ 25CO + 26CO2 + z7H20
+z3CsH(s) + zoCoHs + £10C2Hy + 211 C2He + z12AT, (2.5)
where the selected products are a liberal list of products obtained for reactions of

natural gas and air. Soot is represented by the empirical formula C3H(s) (Glass-

man, 1977). In this equation there are thirteen unknowns (I, z1, zo, ..., z13)-

The unknowns in 2.5 can be evaluated by using the five conservation-of-
atoms equations for C, H, O, N, and Ar, as well as determining, through gas
analysis, independent relationships between the various z;. If eight such rela-

tionships are found, the equations can be solved.
2.1.1.1 Conservation of atoms

The five equations for conservation of atoms can be written as
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ay + 2ay +3as +as + Iby = x4 + x5 + 6 + 823 + 229 + 2210 + 2211 (2.60)

2ay + 3az + 4as + Ibs = zy + 234 + T7 + 373 + To + 2210 + 3711 (2.6)

2as + I(2b1 + b3 + 2b4) = 2I5 + 5 + 226 + 7 (2.66)
a4 + Ib2 = I3 (2.6d)
Ib5 = Ti2. (2.66)

For reasons dealing with the gas analysis technique, which will become clear

later, 2.6¢c and 2.6e were combined and the equations were rewritten as

~Bgol +Yozs + 8z = Ac (2.7a)
z7 — Byl +Ygzs + 23 = Ap (2.7b)
z7 — Bol +Yoz3 = Ao ] (2.7¢)
—ByI+Yyzs = Ay, (2.7d)

where
Ac = a1 + 2a5 + 3asz + as (2.8q)
Ay = 2a; + 3ay + 4as (2.8b)
Ao = 2a5 (2.8¢)
Ay = a4 (2.8d)
Be = by (2.9a)
By = bs (2.95)
Bo = 2(by + ¢1b5) + b3 + 2b4 (2.9¢)

By = b, (2.9d)
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Yo =ys + Ys + Ye + 290 + 2y10 + 2y11 (2.10a)
Y =y1+2ys + Yo +2y10 + 3yn1 (2.100)
Yo =2(yz + c1y12) + ys + 2ye (2.10¢)
Yy =1, (2.10d)

and each of the y; is defined as
Yi = Ti/z3, (2.11)

and ¢y is a determined constant that will be described in detail later. All of
the y; in 2.10 can be determined from the gas analysis, as will be shown later,
with the exception of y, and y;5. However, for a certain value of ¢;, the quantity
y2+c1y12 can also be determined. Because of this, all the coefficients in 2.8, 2.9,
and 2.10 are determinable. So 2.7 becomes a set of four linear equations with
four unknowns and can be solved. The solution and the uncertainty analysis are

given in Appendix A.

The original method of solving the conservation-of-atoms equations, 2.6,
was to measure y7 in addition to the other y; shown in 2.10. Then the quantity
z7 = yrzs in 2.7 is absorbed into Yz and Yo, and the set of equations becomes
the overconstrained set of four equations in three unknowns. This created no
problem,. however, since the coefficients are not exact numbers but rather are
measured quantities with experimental uncertainties. This method of solving
2.7 yielded satisfactory solutions for I, 3, and zg; however, the measured values
of yr for water vapor had an uncertainty much larger than that for any of the
other measured quantities. Since the problem was originally overconstrained, the
value of z7 was determined by neglecting the measured values of y7 and solving

the deterministic system shown in 2.7. Indeed, the variability of the calculated
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quantity, z7, was less than that obtained through direct measurements, since the

quantities used to determine z; were measured with a high degree of precision.

Once I has been calculated, the entrainment mass flux can be calculated

from
Mo

Ini :
L s (2.12)

Me =
where My, and M; are the molecular weights of air and fuel, respectively.

2.2 Upper Layer Chemistry Analysis

Once the entrainment has been calculated along with the mole quantities zs,
z7, and zg, y7 and yg can be found from 2.11. Such is not the case, however, for
Yo and Y14, since 4 and z;, are not known. But z,5 can be calculated from 2.6e

and then using 2.11, z; can be calculated from

T2 = z3(y2 + €1y12) — c1Z12 (2.13)

so that y, and y;5 can be determined. Once all the y; are determined, the mole

fractions of the sample can be calculated as

Yi
Yi=——. (2.14)
D Uk

k=1
2.2.1 Standard Heat of Reaction

Once the composition of the products in 2.5 has been determined, the standard
heat of reaction can be determined per mole of natural gas. The heat of formation

for natural gas is
AH:‘g‘ = aIAHgm + agAH82H4 + a3AH33H3 + 0,4AH§2 + (L5AIZ[COJO2 (2.15)
and for air is

gir = 018HS, + baAHY, + b3aHg o + bsaHGo, + bsaHy ;. (2.16)

air
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Likewise, for the products, the heat of formation per mole is
12
AHS = YiaHy, (2.17)
k=1
where AHp is the standard heat of formation for the kth component of the prod-
uct. Therefore, for the reaction shown in 2.5, the heat of reaction at standard
conditions is

AH? = N,aH? — IaH?;, — aH?

7.9, (2.18)
where N,, is the number of moles of product for the reaction.
2.3 Stoichiometry and Equivalence Ratio
For the stoichiometric reaction of natural gas and air, 2.5 simpifies to

a;CHy + a2CoHg + a3C3Hg + a4 Ny + a5CO,4

+1,(b102 + b2Ng + bsH20 + b4CO2 + bsAr) =

23Ny + £5CO5 + 27HoO + Z12Ar ,(2.19)

where I, is the number of moles of air required for the complete combustion of

one mole of fuel. The equations of conservation of atoms can now be simplified

to

a1+ 2aq + 3as + ag + I,by = Zg (2.20q)
2a; + 3as + 4a3 + I,bs = Zq (2.200)
205 + I,(2by + bs + 2by) = 236 + &7 (2.20¢)
as+ Ioby = 54 (2.20d)

Ibs =Zs. (2.20¢)

Solving for I, gives
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I, = (4(11 + 70.2 + 100,3)/2b1 . (221)

In addition, the mole quantities for the stoichiometric reaction, and hence the

mole fractions, can be obtained.

Once I, is calculated, the equivalence ratio for any reaction can be simply

determined by
¢=1I,/I. (2.22)

I

As with the calculations in other sections, the uncertainty analysis for the

calculations in this section is given in detail in Appendix A.
2.4 Gas-Analysis Technique

Up to now, the assumption has been made that we could measure the quantities
Y1, Y4, ¥s, Ve, Yo, Y10, Y11, and the sum y, + ¢;y;2 for a known constant ¢;. The
goal of the gas-analysis system, which will be discussed presently, was to measure

these.

The system consisted of a Hewlett-Packard HP 5890A Gas Chromatograph
with an HP 3392A Integrator and an HP 19405A Sampler/Event Controller.
The process of gas chromatography is a combination of art and science, which
is described in detail elsewhere (McNair and Boﬁelli, 1968; Thompson, 1977).
Briefly, gas-solid chromatography works on the principle that as a gas sample
mixture is carried by an inert gas through a column packed with active solids,
such as molecular sieves or porous polymers, the different components of the gas
mixture will be adsorbed or retained by the solids at different rates. The sample-
gas components are separated in this manner and carried by the inert gas to a
detector/recorder, which indicates. the presence and measures the amount of the

component in the column effluent. The separation process is a strong function
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of the carrier gas used and its flow rate, the column size and length, the solids
used, and the column temperature. All of these must be considered to provide

proper analysis of the gas sample to be tested.

The gas chromatography system is shown schematically in figure (2.3) and

consists of:
1. a carrier gas supply;
2. a sample inlet system;
3. a column and switching system:;

4. a temperature-controlled oven;

&

a detector/recorder system.
2.4.1 Gas-Analysis System Design

The first step in designing the system was to identify the components to be
measured and their quantities. These are shown in Table 2.2. Many of these
chemical components impose some limitation on the choices available for the

system components.
2.4.1.1 Detector and recorder

The most common types of detectors and those considered for this analysis
were the flame ionization detector (FID) and the thermal conductivity detec-
tor (TCD). The FID measures the conductivity of the column effluent flowing in
a hydrogen-air flame. The effluent is mixed with the hydrogen. Ions produced
by the sample component flowing through the flame change the conductivity of
the flame and are thus measured. Difficulties with this detector occur when the
components produce little or no response. Such components include hydrogen,

nitrogen, carbon monoxide, carbon dioxide, water vapor, and oxygen, making
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the FID impractical for our case.

The TCD detects the difference in thermal conductivity between the column
effluent and a reference flow of carrier gas alone. The thermal conductivity is
determined by measuring the resistance of a heated tungsten-alloy filament in the
flow using a Wheatstone bridge. The thermal conductivity of a gas determines
its ability to conduct heat away from the filament, changing its temperature and

thus its resistance.

The TCD was selected for use in the present work. Oxygen in the sample
can cause oxidation of the TCD filament if its temperature is high enough and
sufficient oxygen is present in the sample. This was avoided by reducing the sam-
ple volume and maintaining a relatively low filament temperature. In addition,
the TCD filament, a tungsten-rhenium alloy, had a chemically passivated surface

to protect against oxidation.

The recorder was the HP 3392A Integrator, which accepted the TCD voltage
and detected and integrated the peaks in the signal caused by the change in
thermal conductivity as a sample component was eluted. The integrator was
capable of plotting the signal, detecting and identifying the peaks, and integrating
the areas, all with a high degree of accuracy. In addition, calibrations were
computed, and comparisons with the calibrations allowed the integrator to report
the sample quantities directly. Combined with the controller and chromatograph,

the integrator allowed the whole run to be automated insuring reproducibility.
2.4.1.2 Carrser gas
The carrier gas was chosen with the following requirements in mind: |
1. It must be inert with the sample.

2. It must be compatible with the TCD.
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3. It must minimize diffusion of the sample components.

The carrier gases most commonly used are hydrogen, helium, nitrogen, and
argon. Since hydrogen, nitrogen, and argon are components of the sample gas,
they would be unsuitable as carrier gases. Also, hydrogen causes obvious diffi-
culties if it enters the hot detector in the presence of oxygen. Since the TCD
responds to any gas whose thermal conductivity is different from that of the
carrier gas, helium is compatible with the detector. Because the thermal con-
ductivity of helium is much higher than that for all the components in the sample
except hydrogen, the response to a mixture of helium and one of these compo-
nents was easily measured and was in fact a linear combination of the thermal
conductivities of helium and the component. Although helium does not have
a high molecular weight to minimize diffusion, it was the preferred carrier gas
and was selected for use because of its high thermal conductivity, which allowed

greater sensitivity in measurements of the heavier gases.

The use of helium as the carrier gas did create some problems. First, the
diffusivity of hydrogen in helium is so large that elution times for hydrogen were
required to be short in order to minimize the diffusion. The second problem was
more serious. The thermal conductivity of a helium-hydrogen mixture has been
measured by Hansen et al. (1964) and is shown qualitatively in figure (2.4). The
thermal conductivity initially drops with increasing amounts of hydrogen to a
minimum at 13% mole fraction hydrogen. Not only is the response curve non-
linear, but, for a given thermal coductivity, it is double-valued! This is clearly
unacceptable and makes quantitative determinations of hydrogen suspect. Re-
liable results can be obtained, however, if the hydrogen concentration is large
enough to be measured by the detector (larger than the minimum detectable

quantity, MDQ), but small enough that the hydrogen concentration in helium
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is well below the concentration of minimum thermal conductivity. Indeed, in
this range the tfxerma.l conductivity is nearly linear with hydrogen concentra-
tion. Thus, when hydrogen is in the sample, it is required to choose a sample
size small enough to guarantee that the hydrogen quantity in the sample is in
the desired range. A 0.1 cc sample size was determined to provide good response

for hydrogen samples in the range from 0.05% to 40% mole fraction.
2.4.1.3 Sample inlet system

The most precise method of introducing the gas sample into the system is
through a gas-sample valve with a sample loop as shown in figure (2.5). The
valve is a 6-port rotary valve (Valco Series HP). In the off position, the sample is
allowed to flow freely through the sample loop to purge the loop and introduce
the sample. At the same time, the carrier gas flows directly from its source to the
column. When the valve is switched to the on position, the carrier gas flushes the
sample from the loop into the column, while the sample stream itself is isolated.
Because of water vapor in the sample, it was necessary to heat the valve and

sample loop in a controlled compartment at 80°C to prevent condensation.
2.4.1.4 Column selection and switching

The testing requirements of the system created some unique problems. There
is no single column that will separate all the desired components in a reasonable
time. In fact, some of the sample components can actually reduce the per-
formance of some of the most typical packing solids used. To alleviate these
problems a multicolumn system and switching valves were used. Design of the

system required an analysis of the various separations desired.

Since hydrogen is often the most difficult component to quantify, it was

considered first. The sample volume and carrier gas selections were discussed
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above and determined to be sufficient. Separation of hydrogen and air (or other
components) can be accomplished with a molecular sieve, silica gel, or porous
polymer, although, in the case of the porous polymer, retention times would
be prohibitively long for some of the other components, if the column was long
enough to separate the hydrogen. Separation of oxygen or argon from nitrogen
requires the use of a molecular sieve, preferably MS 5A, which would also allow
satisfactory separation of hydrogen, methane, carbon monoxide, and ethane.
The only difficulty in the separation of these so-called “light gases” on MS 5A is
the separation of argon and oxygen, which are not separated on these columns
without the use of subambient temperatures and/or long columns, both of which
make quantification difficult. Since neither of these options was desirable, it was

determined to allow argon and oxygen to elute together.

The unsaturated C, hydrocarbons and carbon dioxide do not elute satis-
factorily from MS 5A columns, which must therefore be protected from these
sample constituents. This required the use of a valve-switching system as shown
in figure (2.6) to isolate and bypass the MS 5A column, while the C; hydrocar-
bons and carbon dioxide elute from a different columﬁ. In this arrangement the
“light gases” are eluted quickly from the first column (a porous polymer) and
enter the second column, the MS 5A column, which is then isolated (simply stor-
ing its contents while the “heavy gases” elute from the first column). Then the
MS 5A column is again put in-line and the previously stored gases continue their
separation and elution. Since storing the light gases can cause the hydrogen peak
to diffuse, resulting in a loss of resolution of the peak, it is preferable to elute
the hydrogen from the MS 5A before isolating this column to elute the “heavy
gases.” This juggling of elution times is an art and is accomplished through ad-

justments to column lengths, column temperatures, valve switching times, and
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carrier gas flowrates.

Separation of the C2 hydrocarbons and carbon dioxide is easily accomplished
with any of a number of the porous polymer columns. These columns also sepa-

rate water which deactivates the MS 5A column.

Water vapor tends to give unreliable measurements with the use of poly-
mer columns when low concentration are present. Although this problem was
minimized by using a very polar porous polymer, Porapak T, the results for wa-
ter were determined to be less reliable than desired. For that reason, the peak

obtained for water was neglected in the calculations.

Methane is separated by both the Porapak T and the MS 5A. Separating
methane sufficiently from air in the Porapak T column, however, requires a long
column, which is undesirable because this would greatly increase the length of

time necessary for water vapor, the slowest component, to elute.
2.4.2 Final Design

The final conceptual design is shown in figure (2.7). After the testing of various
samples to determine retention times as a function of column temperature and

length, the following design was chosen as suitable:

1. The first column was 6’ x 1/8" stainless steel tubing with 80/100 mesh size
Porapak T.

2. The second column was 8’ x 1/8" stainless steel tubing with 80/100 mesh

size washed molecular sieve 5A.
3. The carrier gas, helium, had a flowrate of 20.0 cc/min.

4. The columns were maintained at 80°C for the first 13.00 minutes. This

would allow all the components except water vapor to be eluted. Then to
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- speed up the elution of water vapor, the temperature of the controlled oven
was increased at a rate of 20°C per minute to a final temperature of 120°C.

It was held at this temperature until the water vapor eluted completely.

The history of the sample component elution is shown schematically in fig-
ure (2.8). Initially, the entire sample is introduced into the Porapak T column,
which is in series with the MS 5A column (figure (2.8a)). The “light” gases (hy-
drogen, oxygen, nitrogen, argon, carbon monoxide) flow through the Porapak T
column together while the “heavy” gases (methane, carbon dioxide, ethylene,
ethane, acetylene, and water vapor) are retained by the column in respectively
increasing degrees. The methane is retained a small amount so that it is only
slightly behind the “light” gases as shown in figure (2.8b). The “light” gases
and methane are carried into the MS 5A column and begin separating in the
order of hydrogen, oxygen plus argon, nitrogen, methane, and carbon monoxide
(figure (2.8c)). (Note that the methane, which enters the MS 5A column after
the carbon monoxide, actually passes the carbon monoxide in this column.) The
hydroden peak elutes from the column at 1.70 minutes, and at 1.90 minutes the
MS 5A column is isolated and bypassed with the oxygen plus argon, nitrogen,
methane, and carbon monoxide stored within, as shown in figure (2.8d). For the
next four minutes, carbon dioxide, ethylene, ethane, and acetylene are eluted
directly from the Porapak T column at 2.57, 2.73, 2.97, and 5.14 minutes, re-
spectively (figure (2.8¢)). Only water vapor remains in the Porapak T column
as the MS 5A column is switched back in line at 5.90 minutes (figure (2.8f)),
causing the previously stored gases to elute in the order oxygen plus argon, ni-
trogen, methane, and carbon monoxide at 6.57, 7.44, 9.28, and 11.56 minutes,
respectively, as shown in figure (2.8g). After these peaks are completed, at 13.00

minutes, the flow is again switched to the Porapak T and the oven temperature
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is increased (figure (2.8h)), allowing the water vapor peak to be eluted at 22.9

minutes.
2.4.3 Gas Chromatograph Calibration Technique

Quantitative measurements in gas chromatography are based on the assump-
tion that as a component is eluted and the TCD signal produces its peak, the
“amount” of the measured component is directly proportional to the area of its
peak. This is true if the concentration is linear with the detector response. For

the small sample volume used in this analysis, linearity was a sound assumption.

The method of calibration used is called “area normalization” and is a tech-
nique that is relatively insensitive to the size of the sample injected from one run
to the next. The relationship for this technique is represented as

fid;

Ys'= ™ ’
Y. frAs
k=1

(2.23)
where Y; is the mole fraction of the s1th component in the sample, A4; its measured
area, and f; its response factor. If a known sample is input, 2.23 can be solved

to determine the f;.

This method was used for the sample shown in Table 2.3, and the response
factors, f;, were determined for methane, carbon dioxide, carbon monoxide, hy-
drogen, oxygen, and nitrogen. The calibration was repeated a number of times

to test repeatability and to measure uncertainties.

Calibration for the C4 hydrocarbons were carried out in a similar fashion
with a different calibration standard (which also contained nitrogen) in order to
determine the f; for ethylene, ethane, and acetylene (given the previous response

factor for nitrogen).

The response factor for argon was not determined from calibration but rather
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was taken from the standard results of Dietz (1967).

Finally, water vapor was calibrated in air using saturated conditions and

condensing at a controlled temperature to produce a known content of water

vapor in air. More than twenty such tests were run to guarantee linearity and

repeatability. However, after careful analysis of the data, it became obvious

that the uncertainties in the water vapor determinations were larger than the

uncertainties that could be obtained by simply calculating the quantity of water

vapor from 2.7.

The calibrations varied only slightly over several months of testing, and these

effects were taken into account.
2.4.4 Determination of y;
From 2.11 and 2.23, we find that the y; are given by

vi = fiA;
Y fads’

i=1,4,5,6,7,9,10,11.

Also, the area under the oxygen plus argon peak is represented as

Y Y
A2+12=f—22+7§--

Therefore,

S
faAs Ys fi2 Ys

2
=Y+ Y12
12
So if ¢; is chosen as
¢1 = f2/fiz2,
then
JaAz412

Y2+ C1y12 =
fads ’

(2.24)

(2.25)

(2.26)

(2.27)

(2.28)
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and all the quantities desired of the gas; analysis have been calculated. Each of

these quantities has an uncertainty, which is calculated in detail in Appendix A.
2.5 Chemical Equilibrium Calculation

Proper modelling of the chemistry could be performed with a chemical kinetics
code and flow modelling, but would be prohibitively difficult. Only if the flow
was laminar and steady would such an analysis be feasible. Therefore, in an
attempt to obtain what might be considered a zeroth-order approximation of the
chemistry, calculations were made of the chemical equilibrium compositions of
the combustion process as a function of the equivalence ratio. The computations
were carried out with the CHEMKIN (Kee et al., 1980) interpreter and used a
computation scheme developed by Sandia National Laboratory, Livermore, and
modelled after the Stanford Equilibrium Code developed by Reynolds (1986).
This code calculates the equilibrium comf)osition of a reacting ideal gas mixture
for ﬁxéd atomic composition, temperature, and pressure based on values of the

species’ Gibb functions provided by the user.

The code was used in two different modes. First, computations of equilib-
rium conditions at constant pressure and enthalpy, the latter evaluated from the
input temperature and species mole fractions, returned an adiabatic flame tem-
perature and the equilibrium chemical composition at this temperature. This is
clearly an unrealistic estimate of the actual conditions but does provide a limit-
ing case. More realistic estimates were obtained using a scheme that calculates
the equilibrium state at a given temperature, pressure, and atomic population.
These calculations can be expected to roughly model a reaction that quenches
after having been “completed” at the given calculation temperature. In this
respect, the calculations help approximate the temperature at which a given

chemical constituent “freezes” in the reaction process. It must be emphasized,
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however, that this is indeed a crude representation of the actual physics and

chemistry of the problem.
2.6 Fire and Gas Sampling Experimental Facilities

The burner and hood assembly are the same as those used by Cetegen (1982)
and are shown in figure (2.9). The well-mixed upper layer was produced by a
1.2 m cube, open on the bottom, placed over the flame at a given distance above
the burner surface, the distance adjustable using a hoist/pulley mechanism. As
the plume delivered material to the box, the box filled until gas spilled out from
the bottom edges. The-plume was then able to entrain fresh air only up to the
interface, while the gas in the box was re-entrained into the upper layer region
of the plume and mixed in this way. The entire process was allowed to run for
more than 30 minutes to guarantee that the process had reached steady state.
The location of the interface between the two layers was determined by the use

of a shadowgraph technique.

A 0.19 m diameter burner was used to deliver natural gas fuel to the flame.
The fuel passed through a 5 cm deep porous bed of 6.3 mm diameter spherical
glass beads whose surface was made flat and flush with the outer metal edges
of the burner. The sides of the burner were vertical and extended to the floor
70 cm below the burner surface. The fuel flow rate was measured using a Merriam
laminar flowmeter and a Barocel differential pressure transducer connected to a

Datametrics electronic manometer.

The entire burner and cube assembly was located in the center of a 2.4 m
square area enclosed on the sides by a double layer of aluminum screen used
to reduce the strength of flow disturbances present in the laboratory air. The

screens were 2.4 m high and above them was a large hood, which removed exhaust
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gases from the laboratory.

The sample was withdrawn through a 9.5 mm diameter stainless steel tube
inserted into the upper layer at various depths, although the standard location
was 90 cm above the interface and hence about 30 cm below the top of the box.
The top of the probe drew in the sample through two areas of 1.5 cm?, each
separated by a distance of 5 cm. An aspirated chromel-alumel thermocouple was
placed at the entrance of the probe and was shielded from any external radiation.
The probe was placed at various heights in the box, although chemical analysis
of samples removed at different probe heights showed only very slight variance
with height. This differs with the observations of Beyler (1983) and suggests
that the technique used in the current experiment allowed better mixing of the

upper layer.

Gas samples withdrawn by the probe were transported by 6.4 mm copper
tubing to a fiberglass prefilter and a 0.1 um particle filter used to remove soot.
The samples were then transported again by copper tube to the gas chromato-
graph sample-inlet valve. The tubes and filter were heated to 65°C to prevent
water vapor from condensing. The residence time of the gas in the hot sections
of the probé before reaching the constant temperature tubing was less than one

second.
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Figure (2.8) History of the sample component elutions.
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Table 2.1. Typical Natural Gas Composition
molecular weight 17.51
heating value 35.3 kJ /¢
dynamic viscosity 108.9 uP

Mole Fractions

methane 0.9201 hexanes + 0.0005
ethane 0.0422 isobutane 0.0010
propane 0.0104 n-butane 0.0016
nitrogen 0.0159 isopentane 0.0004
carbon dioxide 0.0076 n-pentane 0.0004
Table 2.2. Design Gas Sample Mixture
Mole Fractions
argon 0-1% carbon monoxide 0-3%
methane 0-10% hydrogen 0-5%
oxygen 0-20% ethane 0-1%
water vapor 3-20% ethylene 0-1%
nitrogen 50-80% acetylene 0-1%
carbon dioxide 1-10%
Table 2.3. Calibration Gas Composition
Mole Fractions (+/- 2% relative)
Sample 1 Sample 2

methane 2.029% carbon monoxide 1.001%
carbon monoxide 0.965% carbon dioxide 0.999%
carbon dioxide 5.46% acetylene 1.001%
hydrogen 1.124% ethylene 0.999%
oxygen 1.963% ethane 0.999%
nitrogen balance methane 1.001

nitrogen balance
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Chapter 3

Experimental Results

The entrainment and chemistry of natural gas fire plumes in a two-layer environ-
ment were studied here through chemical analysis of the ceiling layer. Results
were obtained for upper-layer interfaces close to the burner surface and for com-

bustion ranging from quite lean (¢ = 0.2) to quite rich (¢ = 2.2).
3.1 Entrainment Results
3.1.1 Definition of Entrainment

Before presenting the results, it is necessary to discuss what is meant by en-
trainment, how it is measured in the present investigation, and how it has been
defined and measured in other investigations. Entrainment here is defined quite
simply as the total plume vertical mass flux at a given vertical location minus

the fuel flow rate, that is,
me(z) = m(z) —my, (3.1)

where 7 is the total plume mass flux and is defined as

27 poo
(2) = /0 /0 (r 2 0)u(r,z,0) rdrdd. (3.2)

This is the standard definition of entrainment and it merits some discussion. In
general, if the source of mass, momentum, and/or buoyancy is flush with the

floor as shown in figure (3.1a), then by conservation of mass

z

me(z) = — lim A p(r,z)v(r,2)27rrdz, (3.3)

r—00

where the density and velocity have been assumed to be axisymmetric at large r,
and the entrainment is seen to vanish at z = 0. Such is not the case, however, in

the present work where the source is located in free space, i.e., away from a floor
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or walls. In this case, due to the flux of mass through the bottom of the control

volume in figure (3.1b), 3.3 no longer accurately defines the entrainment, and

even at the origin (2 = 0), the entrainment is not necessarily zero.

The measurement of the entrainment through chemical analysis of the ceiling
layer in a two-layer experiment comes, in fact, from a direct measurement of the
quantity given in 3.2. (Actually, this is not quite correct since the two layers do
not extend to infinity in the radial direction, but the layers certainly extend to a
large enough radius that any vertical mass flux outside this region is negligible.)
Any mass crossing the plane z = H in figure (3.1b) enters the ceiling layer and is
well mixed with the other contents of the upper layer. Indeed, if this were not the
case, that is, if mass were able to cross the z = H plane and not enter the layer,
then it would eventually be required to backflow below z = H and therefore its
pathline would lead to both positive and negative contributions in 3.2 that would
exactly cancel out. Therefore, measuring the quantity of mass entering the upper
layer is a direct and correct measurement of the plume mass flux at the height
z = H, where H is the location of the plane asymptotic to the bottom of the
ceiling layer at large radii, if: 1. the upper layer extends to a radius large enough
that the vertical mass flux outside this radius is negligible, and 2. the mass flux
of lower layer air across the interface due to molecular diffusion is small. Both

of these are reasonable assumptions in the present work.
3.1.1.1 Different plume configurations

An important point that must be made about the current work is that it
is a study of fire plume entrainment in a two-layer environment with the source
located in unbounded space. Specifically, the entrainment of fresh air from the
lower layer that is subsequently deposited in the upper layer is measured. This is

not necessarily equivalent to the entrainment of a plume in a uniform environment
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or a plume propagating from a floor. To clarify these distinctions, the four

different cases are shown along with a far-field streamline cartoon in figure (3.2).

The most studied case of a turbulent plume is that discharging into a uniform
environment, as shown in figures (3.2a) and (3.2b). In modelling the irrotational
flow outside of the turbulent regions of the plume, the use of a line of sinks along
the plume centerline has proven to be valuable (Lippisch, 1958; Taylor, 1958).
For a plume discharging from a wall, the resulting image sinks induce a far-field
flow with streamlines similar to those shown in figure (3.2a). The unbounded

plume in a uniform environment (figure 3.2b) is quite different. Here the sink
line has no image and the streamlines are observed to be, at least qualitatively,

parabolic.

Adding a two layer environment to these cases can lead to significantly
different observations, as shown in figures (3.2c) and (3.2d). Using gases to study
the plume, we find the pressure gradient effect of the environment negligible for
laboratory scale experiments. However, effects due to the difference in density
between the two layers must be kept in mind. Mak (1985) studied this effect for
negatively buoyant salt-water jets. His conclusions, however, can be applied to
buoyant gas jets and imply that when the average density of the plume is less
than 0.8 times the upper-layer density, the entire plume penetrates the interface
without leaving its edges behind in the lower layer, even though the density
of the plume is distributed in such a way that its value near the edges of the
plume is greater than the upper-layer density. In the extreme case of a cool
plume trying to enter the upper layer, a significant portion of the plume may
be unable to cross the interface, resulting in the formation of jets of cool gas
spreading radially outward along the interface (Cooper, 1983). In the present

investigation, however, due to the large difference between the plume temperature
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and the temperature of the upper layer, the plume essentially entered the upper

layer unaffected by the density change.

Although the far-field streamlines in the above case might be affected by
the presence of an upper layer, the entrainment is not appreciably changed since
the significantly affected streamlines are far from the plume centerline and thus
represent quite small velocities. Therefore, if the streamlines in regions of non-
negligible velocity are effectively unchanged by the upper layer, then the results
obtained from the two-layer experiment would be applicable to cases of uniform
environment. Visual observations of the fire plume with smoke marking of the
streaklines suggested that the effect of the upper layer was small in the present

work, but the magnitude of the effect was not clearly determined.
3.1.2 Plume Entrainment Measurements

The entrainment mass flux was determined by our using the technique described
in Chapter 2. Values were obtained for interface heights of 0.01, 0.05, 0.10, 0.15,
and 0.23 m above the burner surface and for various heat release rates ranging
from 12 to 135 kW. Inlet Reynolds numbers for the fuel, based on the burner
diameter, ranged from 150 to 1500, while inlet Richardson numbers varied from
10~! to 10. Residence times of the gas in the upper layer varied from 25 seconds

to over 4 minutes.

The location of the interface appeared quite distinct, probably due to a
well-mixed upper layer and the local stability of the upper layer. As discussed
by Zukoski (1985), material added to the layer can produce either a well-mixed
layer or a continuously stratified layer depending on the details of the flow. In
the present case, measurements of gas chemistry at various heights in the box

showed the effect of probe height in the box to be minimal. That is, the upper
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layer appeared to be quite well mixed.

The interface was located by the use of a shadowgraph system to determine
the level of the upper layer at a position far enough from the plume centerline
for the plume vertical velocity to be negligible. The interface was unsteady and

possessed low-frequency internal waves with amplitudes less than 2 cm.

The entrainment results are presented in three different ways. Figure (3.3)
presents the entrained mass flux versus the fuel flow rate. Lines of constant
equivalence ratio are also shown, where the equivalence ratio is defined as the fuel-
to-air ratio divided by the stoichiometric fuel-to-air ratio. For a given interface
height, the entrained mass flux is neérly independent of the fuel flow rate. Only
for small fires (rh; < 0.5 g/s) is there any apparent depéndence on fuel flow rate.
The entrained mass flow rate decreases with decreasing fuel flow rate, but even
this effect is quite small and is, in fact, observed only at distances of 5 cm or

more from the burner surface.

Up to this point, the flames along with their resulting plumes have been dis-
cussed as if belonging to a single regime; and, for the most part, flames arising
in accidental fires are of a single type (Zukoski, 1985). The whole flame is essen-
tially buoyancy controlled and the flame has a length that is independent of the
source diameter and depends primarily on the heat release rate. The flame éhape
is that of an unsteady, but well-defined, column. The behavior of the flame can

be characterized by a dimensionless heat release parameter, Q*, which Zukoski

(1975) has defined as
Q
poocpooToo V gDng ’

Q* = (3.4)

where Q is the heat release rate of the fire, and po, ¢poo, and T, are the density,

specific heat at constant pressure, and temperature of the ambient fluid, g is the
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acceleration of gravity, and Dy is the burner diameter. For flames in the regime
described above, Q* is between about 1 and 500. For smaller heat release rates
(or larger source diameters), a transition occurs for Q* less than about 1. In this

regime, the flame breaks up into a number of independent flamelets.

The small dependence of the entrainment on the fuel flow rate (and hence
the heat release rate) can now be explained in light of the flow regimes discussed
above. For a fuel mass flow rate of less than 0.5 g/s, the dimensionless heat
release rate, Q*, is less than 1.5. Thus, it is quite possible that the results for
my < 0.5 g/s correspond to a different flame regime than those for the higher
flow rate flames. It is interesting to note that for z = 1 cm and for all but the
lowest fuel flow rate tested at z = 5 cm, the effect of a different flame regime
is not seen. This implies that, nearest the burner surface, the effect of the fuel
flow rate is negligible, a conclusion also suggested from visual observations of

this region.

The entrained mass flow rate is next presented as a function of the equiva-
lence ratio in figure (3.4). Here, there appears to be a small dependence on the

equivalence ratio; however, this can be explained rather as a dependence on Q*.

The entrained mass flux depends most strongly on the length of the region
6ver which fresh air can be entrained, i.e., the height of the interface above
the burner. Figure (3.5) presents the entrained mass flow rate as a function of
the interface height. This shows that the entrainment increases with increasing

burner-to-interface height.

As mentioned above, for some of the fires studied (those with Q* < 1.5 and
at least 5 cm from the burner surface) there is a small effect of fuel flow rate on

entrainment. The data points for these fires are neglected and the results are
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given again in figure (3.6) as entrainment mass flux versus interface height, where
this time there is no noticeable dependence on fuel flow rate. From this figure,
it appears that the entrainment is nearly linear for z < 10 cm and again for
z > 10 cm. Others have proposed various functional relationships between m,
and z, most of these being of the form rm, ~ z™ where 0.75 < n < 1.25. Indeed,
for 2z > 10 cm, this form agrees with the current results. That dependence
should not be expected to hold very near the burner surface, however, since the
entrainment for z = 0 will not necessarily vanish. The current results suggest
that the entrained mass flux was, in fact, nonzero at the burner surface. This was
also suggested by interface distortion near the fire plume. Although distortion
in the interface and the uncertainty in locating it precisely might be partially
responsible for this observation, the deviation was too large to be completely

accounted for in this manner. The complete results are given in Appendix B.

An effective origin is often used in studying fully turbulent jets and plumes
in order to clarify deviations in measurements due to the initial conditions at the
source. In the present case, however, since the very near field was of primary in-
terest, this was determined not to be of value. Visually observing the fire plumes,
we saw that the behavior very near the burner, i.e., less than one-half diameter
from the burner surface, was different from that observed farther downstream.
Near the burner surface, a cylindrical flame sheet pinches in periodically toward
the burner centerline. Farther downstream, large puffing structures dominate the
flowfield. Because of these two distinct regions, different entrainment behavior

should be expected for each region and, in fact, was observed.

Uncertainties in the determination of entrainment were calculated to be 3%
or less for the fuel-rich fires, which is the approximate magnitude of the scatter in

this data. For the fuel-lean fires, the uncertainty ranged from 3 to 10%, although
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the precision for these data seems to be good. The measurement of the interface

height seemed to be valid within 1 ¢m for z < 10 cm and to within 2 cm for

z > 15 cm. The equations for these calculations are given in Appendix A.
3.1.2.1 Effect of the soot chemical representation

Soot was represented in the above calculations as CgH, a representation pre-
sented by Glassman (1977). This corresponds to a mass fraction of nearly 99%
for carbon. The sensitivity of the results to this assumption was tested by deter-
mining the entrainment in cases where soot was assumed to be represented by
Ci6H and C4H. In neither of these cases did the entrainment results change by

more than 1%.
3.1.2.2 Effect of the probe location

Typically, the probe was placed in the upper layer at a distance of 90 ¢m
from the bottom of the upper layer (30 cm below the top of the box). Tests of
the uniformity of the upper layer were conducted by our moving the probe to
10 and 50 cm above the interface, as shown in figure (3.7). With the probe at
50 cm above the interface, the entrainment results varied by less than 3% from
the results obtained with the probe at its standard measurement position. With
the probe at 10 cm above the interface, the entrainment results were calculated
to change by about 5% from the results obtained with the probe at its standard

measurement position.
3.1.3 Comparison to Previous Results and Discussion

The current entrainment results were compared to the results of Cetegen (1982)
(also in Cetegen et al., 1984), Beyler (1983) (also in Beyler, 1986), and Lim
(1984). Cetegen measured entrainment in fuel-lean fires and proposed a theoret-

ical model that, over the initial regions of the flame, entrained mass flux increases
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as z3/%. Figure (3.8) presents Cetegen’s data (and a theoretically based fit to the
data) along with the data (and data fit) for the current investigation. It appears
that the 3/4-power model fits the Cetegen data no better than the linear fit
with the present data. In addition, the current data deviate from the 3/4-power
model. At least over the initial regions of the flame, the linear fit appears to

represent the current data and the data of Cetegen and Lim quite well.

Beyler ran experiments with propane, propene, and several alcohols as fuels
and proposed correlations based on the propane results. These correlations also
represented the propene data quite well. Beyler determined the entrainment by
measuring the mass flow rate of gas removed from near the top of the upper
layer in order tb maintain the interface at a fixed location. Because the gas was
removed from the top of the upper layer, the upper layer in Beyler’s experiments
was not well mixed and the definition of an interface was obscure. Two different
interface definitions were proposed and these differed in locating the interface by
as much as 8 cm in some cases. In fact, the interface thickness was approximately
10 cm, based on the depth of the region over which 80% of the change in measured
quantities between the two layers occurred. For each of these interface definitions,

2 or 2125, These two

a data correlation was given that was proportional to z!
correlations are shown along with the current data in figure (3.9). The magnitude
of the entrainment measured by Beyler over a given axial extent of the plume

was much lower than that determined in the present experiments.

Beyler’s propene results correlated well with the propane results, but the
methanol results did not fit the propane models. In fact, the entrainment rates

for the methanol fires were much higher than the propane and propene results.

As mentioned above, the results of Beyler were significantly lower than the

current results, which we presume might be related to the initial buoyancy of
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the fuel. Beyler used propane, which has a molecular weight of 44.10, for the
majority of his tests. In addition, his burner was water-cooled. Because of this,
the fuel was initially negatively buoyant and, rather than pinching in toward the
burner centerline, the fuel would bulge radially outward. We can only guess what
effects this might have, but it appears in the present experiments that the first
few centimeters adjacent to the burner are the most significant in the production
of the large puffing structures that characterize these flames. These structures
strongly influence the entrainment in the initial regions of these flames. In an
initially negatively buoyant flame, the “pinching in” process might occur farther
downstream after the fuel has been heated. In essence, the virtual origin of the
plume would be farther downstream, possibly as much as a diameter or two above
the burner. Further evidence for this possible effect comes from the results of
Beyler’s methanol tests. This lower molecular weight (32.04) fuel was burned in
a pool, and was thereby at above ambient temperatures. It is safe to assume
that due to the elevated temperature, the fuel was initially buoyant. Beyler
noted that not only was the entrainment higher with this fuel, but also that the
flame structure was different, the methanol flame having “particularly large flame
structures.” In the present invesigation, the natural gas had a molecular weight
of 17.51, and the burner surface was estimated to be between 400 and 600° K so
that this fuel was initially very buoyant. Considering Beyler’s propane data fit
in figure (3.9), if the virtual origin was one diameter above the burner surface,
we would find the data curve downstream of this point to be nearly linear, albeit

with a different slope than observed for the current experiments.
3.2 Upper Layer Chemistry

Some of the most profound dangers of fires within structures are the result of the

chemical composition of the plume gases entering the upper layer. Toxic gases
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and combustible gases are often transported via the plume to the upper layer,
where they can spread and possibly ignite. The most dangerous of the toxicants
is carbon monoxide, which is fatal for quantities greater than 1% in one minute
exposure time (Parker and West, 1973). The composition of gases transported by
the fire plume was analyzed by measuring the chemistry of the upper layer above
the plume after the layer chemistry and temperature were allowed to reach steady
state by permitting gas to exit the well-mixed upper layer at the same rate as
plume gas entered the layer. While in real fires the fuel chemistry is different and
the process is transient, it is hoped that the current results for natural gas fuel
will provide some understanding of actual fire-plume chemistry with a limited

oxygen supply, a scenario which is common to fires within structures.
3.2.1 Chemical Species Measurements

Using the technique described in Chapter 2, we measured the chemistry of the
combustion products in the upper layer for the same flame and interface condi-
tions used to obtain the entrainment results. In addition, once the entrainment
and the equivalence ratio had been determined, the chemical equilibrium com-
position of the reactants was computed at constant temperature and pressure.
Figures (3.10) to (3.16) give the equilibrium mole fractions of the major stable
species (Oz, Na, H,O, CO4, CO, CHy, and H,) as a function of the equivalence
ratio for various equilibrium temperatures. For fuel-lean fires, the equilibrium
composition is independent of temperature and is simply the composition of the
completed stoichiometric reaction plus excess air. Similarly, for fuel-rich fires the
composition of the completed stoichiometric reaction plus excess fuel is approxi-
mated by the equilibrium composition at the lowest temperature shown (since at
these temperatures little hydrogen or carbon monoxide is present under chemi-

cal equilibrium conditions). The actual temperatures observed in the upper layer
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during testing are given in figure (3.17) as a function of equivalence ratio for the

various interface heights tested and they range from 490 to 870° K.

Figures (3.18) to (3.24) give the actual mole fractions of the major stable
species as a function of equivalence ratio. Several interesting observations can be
made that might allow the extension of the current chemistry results to actual
room fire models. First, the chemical composition of the upper layer depends
on the stoichiometry of the layer gases and is independent of the temperature in
the layer, although the temperature of this layer varies substantially, as shown
in figure (3.17). It is also independent of the fuel flow rate, the residence time of
the gas in the upper layer, or the location of the interface. The independence of
the interface height (and hence temperafure——see figure (3.17)) on the chemistry
is particularly marked for the carbon monoxide mole fraction measurements in
figure (3.22). These results also suggest that the chemical reaction is quenched

at a temperature above 870° K.

The amounts of hydrogen, carbon monoxide, and methane in the upper layer
compare quite well with the early results of Cetegen (1982) and Lim (1984). They
also agree with the more extensive results of Beyler (1983) for hydrocarbon fuels,
despite several major differences in the apparatus and technique. These include
burner size, fuels used (Beyler ran extensive tests with propane in addition to a
limited number of tests with a variety of other fuels), burner geometry and surface
temperature, residence time in the upper layer, and upper layer homogeneity.
Perhaps the difference in the upper layer is the most significant. In Beyler’s
experiments, the upper layer was stratified; therefore, even after a rich flame
reached this layer there was still some oxygen available to the plume, especially
near the interface region. This was not the case in the current experiments

where once the fire plume crossed the distinct interface, if the process was fuel-



— 49 —

rich, the upper layer was depleted of oxygen. The only oxygen then available
for combustion was that carried in the plume itself. Yet despite these major
differences, the composition of the gas delivered by the plume to the upper layer
appears to depend exclusively on the equivalence ratio of the combustion process.
Non-hydrocarbon fuels used by Beyler, such as alcohols, did give substantially
different results. However, this was probably due to the presence of oxygen and

CO radicals in the fuel molecule itself.
3.2.2 Discussion of the Chemical Species Measurements

In the presence of sufficient air, the fuel reacts nearly completely while the excess
air simply dilutes the products of combustion. This is especially clear from
figures (3.18), (3.23), and (3.24). Oxygen concentration declines almost linearly
from ¢ = 0 to ¢ = 0.9, while over this range neither methane nor hydrogen is
detected. Near the stoichiometric mixture ratio, small amounts of oxygen are

measured.

The carbon from the fuel is partitioned between carbon monoxide and car-
bon dioxide for lean fires. For ¢ < 0.5, no significant carbon monoxide is present
and the reaction of fuel is essentially complete, but for 0.5 < ¢ < 1.0, carbon
monoxide was measured in the presence of oxygen. This indicates that the oxida-
tion of carbon monoxide is incomplete. This is not surprising since the oxidation
of carbon monoxide is a relatively slow reaction. Other investigators (Cetegen,

1982; Beyler, 1983; Lim, 1984) have made similar observations.

The results for ¢ > 1 are more difficult to explain. Figure (3.18) shows that
oxygen is absent as expected. In figure (3.21), the amount of carbon dioxide is
less than the value predicted from chemical equilibrium computations at all the

temperatures computed. Again, because the reaction producing carbon dioxide
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is relatively slow, the results seem to suggest that the reaction stops before

completion, as the reactants cool.

Figure (3.23) shows that the amount of methane appears to increase almost
linearly with equivalence ratio over the range of fuel-rich fires studied. This is as
expected, if it were assumed that the excess fuel remained as methane, a condition
modelled by the equilibrium composition at the lower temperatures. However,
while the mole fraction of methane is nearly linear, it is less than predicted if
all the excess fuel remained as methane. This is attributed to the presence of
hydrogen and carbon monoxide, as seen in figures (3.23) and (3.24). Hydrogen

and carbon monoxide appear to freeze out before being oxidized.

As discussed in Chapter 2, the chemical equilibrium calculations give a crude
approximation of the temperature at which the various chemical constituents
freeze out of the complete reaction. When we compare the data shown in figures
(3.18) to (3.24) to the chemical equilibrium calculation results shown in figures
(3.10) to (3.16), the equilibrium results can be tested as a model for the actual
product composition. For ¢ < 0.7, the equilibrium results characterize the meas-
urements quite well, while over the range 0.7 < ¢ < 1.0, deviations in the two
appear to be limited to an excess in the amount of carbon monoxide measured

along with a corresponding deficit in the amount of carbon dioxide measured.

The dependence of the equilibrium results for ¢ > 1 on temperature makes
the measurements in this region more difficult to analyze. Oxygen measurements
appear to be modelled by the equilibrium calculations quite well except fof small
amounts of oxygen (~ 1% mole fraction) measured for some of the slightly rich
(1 < ¢ < 1.5) fires. Nitrogen, methane, and water vapor measurements are char-
acterized well by the equilibriﬁm calculations at constant temperatures between

about 500 and 750° K. Carbon monoxide, carbon dioxide, and hydrogen are more
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difficult to correlate. Equilibrium hydr(;gen and carbon monoxide mole fractions
are strong functions of temperature, the hydrogen measurements falling between
the equilibrium curves at 550 and 600° K, and the carbon monoxide measure-
ments between the curves at 750 and 800° K. For both of these components,
over the temperature difference between the curves cited, the calculations vary
by about a factor of two. Finally, carbon dioxide was measured in quantities that

are about 2% mole fraction less than expected from equilibrium calculations.

Relying on these correlations, we might find it appealing to attempt to model
the measurements with equilibrium calculations between about 600 and 750° K.
This would, however, be in conflict with the point made earlier that the measured
composition was independent of upper layer temperature up to nearly 900° K.

So if any reactions freeze, they must do so at higher temperatures.

The determination of the quantity of carbon monoxide produced by a fire
still remains as an unsolved problem. -Clearly, equilibrium calculations do not
effectively model the experimental measurements. A number of models have been
proposed (Bilger and Stdrner, 1983; Peters, 1984; Liew et al., 1984; Vachon and
Champion, 1986) that use limited equilibrium or reaction processes; however,

none of these can be applied adequately to the current experiments.

It should be noted that although the C; hydrocarbons were measured, they
were only present for rich flames and then only in very small amounts. The ratio
of ethane-to-methane in the product under fuel-rich conditions was much smaller

than the ethane-to-methane ratio in the fuel.

Combustion at the interface, a phenomenon that may be associated with
some types of flashover, was observed at most of the interface heights studied.

The approximate fuel flow rates for flashover at various interface heights are
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symbolized by the open circles in figure (3.3). Beyler (1983) proposed a model
for predicting the equivalence ratio for layer-burning which, using the current

experimental conditions, gave equivalence ratios between 2.6 and 2.7.
3.2.3 Actual Heat of Reaction

The standard heat of reaction per mole of fuel was calculated for each of the
experiments, using the actual measurements of product composition. The ratio
of this actual heat of reaction, AH?, to the heat of reaction for the complete
(stoichiometric) reaction, AHY, is given as a function of equivalence ratio in fig-
ure (3.25). Also shown in this figure is a theoretical maximum for this ratio. For
fuel-lean fires, all of the fuel can, theoretically, be expected to react completely
so that the ratio AH?/AH? has a maximum value of one in this region. For
fuel-rich fires, only 1/¢ of the fuel can, theoretically, be expected to react due to
the deficiency of oxygen. Thus, in this range, the maximum value expected for
AH? /AH? is 1/¢. The actual heat of reaction appears to be consistently about

90% of the theoretically expected value.

These results suggest that for fire models, the heat release for ¢ < 1 should
be 0.9rs aAH, and for ¢ > 1 the proper estimate is 0.9rh; AH? /$, where ¢ is the
equivalence ratio for the upper layer. These results are in agreement with the
idea that the heat release can be calculated from the assumptions that for fuel-
lean mixtures 90% of the fuel in the plume is consumed, and that for fuel-rich

mixtures 90% of the oxygen in the plume is consumed.

As noted above, for fuel-lean fires the uncertainty in the results was larger
than for fuel-rich fires. This is the probable cause of the scatter in the results for

¢ < 1.
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Chapter 4

Entrainment in Fully Turbulent Jet Diffusion Flames

The technique used to determine entrainment is not limited to use on buoyant
diffusion flames. As an extension of the work on near-field entrainment from
buoyant diffusion flames, the technique was modified in order to measure en-
trainment in vertical, free-turbulent jet diffusion flames where momentum was
important. This technique allowed a more direct measurement of the entrain-
ment than the point-measurement technique employed by Becker and Yamazaki
(1978) in developing their comprehensive model of the turbulent jet diffusion

flame. Flame heights were also studied for comparison with previous results.
4.1 Experimental Technique

The two-layer technique used to measure the entrainment rates of turbulent
hydrogen flames burning in air was a modification of the technique described in
detail in Chapter 2. The concept is shown again in figure (4.1). Fuel is delivered
to the jet flame at a flow rate my. As it burns, it entrains a mass of air, 7., from
below the interface. This air is heated and chemically altered as it reacts with the
fuel and is transported in the plume to the upper layer where it remains in this
stably stratified, well-mixed region. The major difference in the new technique
was a simplification of the chemistry resulting from the use of hydrogen as the
fuel. The reaction of 1 mole of hydrogen and I moles of air can be represented

as

H, + I(b102 + b5N5 + b3H,0 + 5,CO45 + b5AI’) =

z1Hs + 2505 + 23N + £4CO5 + z5H30 + z6Ar, (4.1)
where air has been represented as

b1045 + 03Ny + b3H;0 + 54CO5 + bsAr. (42)
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The selected products are a list of the products obtained from reactions of hy-

drogen and air at atmospheric conditions. In 4.1, there are seven unknowns
(I,zy,2z2,...,%6)-

The unknowns in 4.1 can be evaluated by using the five conservation-of-

atoms equations for C, H, O, N, and Ar, as well as by determining, through gas

analysis, independent relationship between the various z;.

The five conservation-of-atoms equations can be written as

Iby = z4 (4.3a)

1+ Ibs = z; + z5 (4.3b)

I(by + %b3 + by + ¢1bs) = (z2 + ¢126) + z4 + %zs, (4.3¢)
Iby = z5, (4.3d)

where the equations for argon and oxygen have been combined in order to accom-
modate the gas analysis technique. 4.3a, 4.3b, 4.3c, and 4.3d can be combined

to get
I(b1 + Clbs) - ';- = (232 +61$6) — —é':b']_
= [(y2 + c1y6) — 3¥1]1b2, (4.4)

where y; = z;/z3. Solving for I gives

1
I= .
2{b1 + c1bs + [Sy1 — (v2 + c1ys)]b2}

(4.5)

Therefore, if the quantities y2 + ¢;¥s and y; can be measured for some constant

¢1, then I can be determined and hence . /m; can be calculated from

e Mo
= —17 .
ootk VAR (4.6)

where M, and M; are the molecular weights of air and hydrogen, respectively.
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4.1.1 Gas Analysis Technique

The gas analysis system was the same as that described in Chapter 2 except
that, in this case, only the molecular sieve column was installed. This was
possible because only hydrogen, nitrogen, and oxygen plus argon measurements
were required. Calibrations were used to determine the response factors for the

various components, and choosing ¢; as

c1= f2ffe (4.7)
allowed the required quantities, y» + ¢1y¢ and y;, to be determined.
4.1.2 Burner and Gas Sampling Facilities

The hood and gas sampling assembly were similar to those described in Chap-
ter 2. Since soot is not created by a hydrogen flame, no filtering of the sample
gas was required. Also, since water vapor in the sample was not measured, the

water was condensed out of the sample gas with an ice bath.

The burner used is shown in figure (4.2). The burner nozzle was a long-
radius flow nozzle used to measure the fuel flow rate and had a throat diameter of
4.25 mm. Temperature and static pressure were measured in the large-diameter
chamber upstream of the nozzle and an appropriate discharge coefficient was

used to determine the actual flow rate (ASME, 1971).
4.2 Entrainment Results

The entrainment of turbulent, hydrogen jet diffusion flames was studied from
regimes theorized to be momentum-dominated to those thought to be bouyancy-
dominated. As discussed in Chapter 3, the distinctions between jets in a two-layer
environment and those in a uniform environment must be kept in mind. In the
present case, however, the discrepancy between these two cases appears to be

quite small.
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4.2.1 Free Turbulent Axisymmetric Flame Theory

Dimensional arguments and self-similarity have proven quite useful in developing
a mature theory of fully turbulent jets and flames in the far field (Thring and
Newby, 1952; Ricou and Spalding, 1961; Becker and Yamazaki, 1978; Dahm,

1985). The plume mass flux can be characterized by

.
W Colrpead/4)2, (4.5)

where C; is a constant and J is the local momentum flux of the jet. The constant,
C1, is not universal since its value for momentum-dominated flow is different from
its buoyancy-dominated flow value. Also, Becker and Yamazaki (1978) argue that
an average plume density, g, would be the proper scaling density in 4.8. For
simplicity, however, 4.8 is the equation used for characterizing the plume mass
flux. This equation can be analyzed in the limits of the momentum-dominated

and buoyancy-dominated regimes.

The effect of buoyancy depends on the relative importance of the buoyancy
force with respect to the initial momentum flux in the flow. Near the flame source,
the momentum with which the fuel is injected may be so large that buoyancy
forces are unimportant over a certain region of the flame. In this region the
momentum flux, J, will be close to its initial values, Jo, and flow characteristics,
such as entrainment rates, will be those of a momentum-dominated jet with no

influence of buoyancy. In this case, 4.8 becomes
= Cy(4poodo/m) %2 (4.9)

An effective source velocity and diameter can be defined by

Jo
Ug = ';{17 (410)
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and

1/2
o )/ . (4.11)

D, = (m—pwuf
From these definitions, the effective diameter is seen to be equivalent to the di-
ameter of a jet of fluid with density po, and velocity v, providing the momentum
flux Jy. For a jet with a top-hat velocity profile, u, — ug and D, — Dy \/m ,

where uq, Dy, and pg refer to actual source conditions. A nondimensional mass

flux can then be obtained from 4.9 as

mD,

n'v,fz

Cy (4.12)
and is constant in the momentum-dominated case.

The behavior of the mass flux for the buoyancy-dominated case is quite
different. The effect of buoyancy on these flames is determined by the ratio of
the buojrancy force to the initial momentum flux. The buoyancy force can be
scaled as poogz> if we assume that the spreading rates of these jets are linear.
This representation also assumes that the density of the jet fluid is much smaller
than the density of the ambient fluid. (This assumption appears to be valid
in the region of high heat release. A more suitable scaling factor, however,
would use po, — P, where p is an average plume density.) The ratio of buoyancy
force on the plume to initial momentum flux can then be scaled by the local
Richardson number, Tpog2°>/4Jy, and the cube root of this provides a convenient

nondimensional streamwise coordinate (Becker and Yamazaki, 1978),

€ = (Tpoog/ddo) 3z = Risl/s—;— , (4.13)
where

gD,
u2 -’

8

Ris = Tpoog D3 /4Jp =

(4.14)

From this determination, £ — O corresponds to momentum-dominated flow and

£ — oo corresponds to buoyancy-dominated flow. Becker and Yamazaki have
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observed in their entrainment measurements that the transition between these

regimes occurs between £ =1 and £ = 2.5.

When buoyancy is important, a vertical momentum balance gives

d
é = Camposg2?, (4.15)
which can be integrated to obtain
J_ Cs&®+1. (4.16)
Jo

Then when C3£2 is large compared to 1,

Ji = C3€°. (4.17)
o

Substituting this into 4.8 yields an equation for the nondimensional mass flux

mD,
r'nfz

= Cy83/2, (4.18)

and thus the nondimensional mass flux is linear with £3/2. Again, the assumption
that peo — § &~ Poo has been made in 4.15 in order to obtain the m ~ 2z5/2
dependence. This technique is the technique used by Becker and Yamazaki. The

5/2_dependence has been theorized by Cetegen et al. (1982), who extended

same 2
the plume entrainment techniques of Schmidt (1941) and Morton et al. (1956) by
allowing for a large, but constant, difference between the plume temperature and

the ambient temperature, and by Delichatsios and Orloff (1984), using strictly

dimensional arguments.

It is interesting to note that the only assumption that was made in the
above analysis, relating to jet flames as compared to plumes in general, is the
assumption that poo — 7 & po. This assumption is valid in the heat-release

regions of the flame and possibly for short distances downstream from the flame

tip.
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4.2.2 Turbulence Parameters

To this point, the assumption has been made that the flames under discussion are
fully turbulent. This suggests the need for some characteristic Reynolds number
to signify the ratio of inertial forces to viscous forces. Becker and Liang (1978)
argue that two such parameters are valuable. The effective source Reynolds
number, defined by

Re, = 4202 (4.19)

oc

where v, is the kinematic viscosity of the ambient fluid, is a characteristic source
ratio. The flame jet as a whole is characterized by the overall flame-zone Reynolds

number, defined as

Re, = ———L | (4.20)

where L is the flame height, W, is the mass fraction of the source material in a
stoichiometric mixture with the ambient fluid (W, = 0.0283 for hydrogen in air),
and S is a density ratio (8 = 3.07 for hydrogen in air). The overall lame-zone
Reynolds number was derived from the intermediate definition Re = 2 /7 b,
where b is the characteristic radius of the jet and g is the average dynamic
viscosity in the jet, assuming a linear spreading rate and a stoichiometric fuel-air
mixture at the flame height, i.e., v &~ /Wy at z = L. Also, the viscosity of
the ambient fluid is used rather than an average viscosity, Z. The constant was
chosen so that in‘the case of a momentum-dominated flame, the two Reynolds

numbers, Re; and Rey,, would be equal.

While the effective source Reynolds number is a valuable parameter, it ne-
glects temperature effects on the jet density and dynamic viscosity. Actual tur-
bulence effects can be characterized by the ratio of the jet momentum flux, J,
to the jet viscous force, fitid, where % is the characteristic jet velocity, and § is

the characteristic shear-layer thickness. The characteristic jet velocity, @, can be
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scaled by

@ = (J/p6?)1/?, (4.21)

so that the Reynolds ratio goes as

= TY1/2
Re — #J)

7
— (Z%) Y 2(”7;‘;) Re, . (4.22)

Since the dynamic viscosity scales as TY/? (Reid et al. (1977)) and density as
T—1, the actual inertial-to-viscous ratio scales as T, /T times the effective source

Reynolds number, Res.

It is interesting to note that for the jet of uniform velocity issuing into a fluid
of similar density, the effective source Reynolds number simplifies to the standard
jet Reynolds number. If the densities of the jet and the ambient fluid are not
initially equal, then the ratio of inertial forces to viscous forces is not initially
Re; in the momentum-dominated case. Since the jet entrains large amounts of
ambient fluid over a relatively short distance, however, the ratio approaches Re;

quickly.

A convincing set of experiments does not yet exist for characterizing the
transition to turbulent flow in flame jets in an unambiguous manner. However,
Becker and Liang (1978) suggest that the transition occurs for Res in the range
of 2000 to 5000. This suggestion was based on the flame-height measurements of
Blinov and Khudiakov (1957). Dahm (1985) and Weddell (in Hottel, 1953) also
found that for reactions in fuel jets, the flow was turbulent for Re; greater than

3000 or 4000.
4.2.3 Compressibility Parameters

Compressibility effects in the flames were of concern and were characterized by
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three Mach numbers. The first of these, My, is the Mach number of the jet
based on actual nozzle exit conditions. This varied from 0.2 to 0.7. Since the
jet entrains significant amounts of air quickly, the Mach number of the jet with
respect to the sonic speed in air, M4, was also calculated and this varied from
0.75 to 2.6. Neither of these, however, clearly represents the initial physics of the
problem. Initially, the jet of essentially uniform velocity exits into the quiescent
air environment. A shear layer develops between these two and determines the
initial stability and mixing of the jet. In investigating the effects of Mach number
on these processes, Papamoschou and Roshko (1986) proposed that the convec-
tive Mach number should be used to characterize the flow. This convective Mach
number, M, of the fuel and air streams is based on velocities of the streams with
respect to a frame moving with the organized large structures on the interface.
(The convective Mach number was equivalent for each stream in the present in-
vestigation.) The velocity of these structures is inferred by requiring the total
pressure of the streams with respect to the structures to be equal. For equal
specific heat ratios between the two streams, this definition of Mach number can
l‘be written quite simply as Mg = ug/(¢s +¢oo), Where ug is the mean jet velocity
at the source, and ¢y and c., are the sonic velocities for each stream. In the
present experiments, it varied from 0.2 to 0.6. In this range, Papamoschou and
Roshko found that the thickness of the shear layer changes less than 25% from
incompressible results. In the presént results, therefore, we do not expect that

compressibility effects were large along the edges of the jet.

Compressibility effects near the centerline of the jet were analyzed by deter-
mining how many diameters downstream from the burner the jet required before
the centerline velocities were lower than the speed of sound in air. Assuming a

shear-layer flow at the nozzle exit and modelling the downstream flow using the
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results of Albertson et al. (1950), we calculated the compressibility effects to be
limited to, at most, the first 8 diameters downstream from the jet source. Since
all the measurements were taken at more than 40 diameters from the source, this

result also suggests that compressibility effects were small.
4.2.4 Experimental Results

Entrainment was measured using 45 to 120 kW hydrogen flames burning in air.
The effective source Reynolds number ranged from 25,000 to 50,000 and the
source Richardson numbers, Ris, varied from 108 to 10~7. Entrainment was
measured over the range of nondimensional streamwise lengths, £, from 0.5 to 2.5,
and the effective nozzle diameter was about 1.1 mm. The results are presented

in Table 4.1.

Figure (4.3) shows nondimensional plume mass flux versus nondimensional
streamwise location. This figure also presents a fit to the data of Becker and
Yamazaki (1978) along with the constant value of nondimensional plume mass
flux determined by Ricou and Spaulding (1961) for regions where the jet den-
sity nearly reaches the ambient density, which is not the case in the region of

combustion.

The results show the trends expected from the analysis presented above. For
£3/2 < 1.3, the nondimensional mass flux appears to have reached the constant
value expected for momentum-dominated flows as given in 4.12. Here C; =
0.24. Ricou and Spaulding found C; = 0.32 for their isothermal plumes, while
Becker and Yamazaki found C; = 0.16 for their hydrogen-stabilized propane
flames. It should be pointed out that Becker and Yamazaki questioned the accu-
racy of their results due to their experimental technique, which was based on the

use of a pitot probe and uncorrected thermocouple to infer point measurements
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of density and velocity. The mass flux in their measurements was evaluated
numerically from the product of these measurements. In addition to the large
errors inherent in integrating point measurements near the outer edges of the jet,
this technique also neglects the fluctuation-correlation term, which Papanicolaou

(1984) found led to errors as large as 25%.

For ¢3/2 > 1.3, the nondimensional mass flux appears to be in a state of
transition. The results are shown again on a linear scale in figure (4.4). The
dashed lines in this figure are the fits to the results of Becker and Yamazaki.
Note that the buoyancy-dominated representation of their data goes through

the origin (no virtual-origin offset) and yields C4 = 0.08. For the present results

either the transition is not yet complete or a significant virtual-origin offset exists.

For the buoyancy-dominated case, 4.18 can be rewritten in the more useful

form

= Z Cypeo\/92°/%. (4.23)

Here, the plume mass flux is independent of the fuel mass flux. In the current
results, even at the largest axial distance, there was a 25% variation in the
measured values of C4 (see Table 4.1). It is assumed that the plume had not
yet fully reached the buoyancy-dominated region. Furthermore, if the deviations
from the behavior expected from 4.18 were due to a virtual-origin offset, then

4.23 might be written as
. ” 2/5
m2/5 = (Z C4p°°\/§) / (z— 20), (4.24)

and plotting 2/ as a function of z would determine the value of the virtual-
origin offset, zo. This plot is shown in figure (4.5) and is inconclusive, again
suggesting that the buoyancy-dominated regime had not been fully reached. An-

other point worthy of consideration is that the flames corresponding to the largest
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values of ¢ measured had lengths lower than the interface heights. However, since
the interfaces in these experiments were less than 20% of the flame height from
the mean flame height, the assumption that po, — 7 = poo is still valid, and so

4.15 will still hold.

Since the data in figure (4.4) are still in the transition regime, it can only
be used to obtain an upper bound for C4. If we use the data for the largest
value of &, the current results give Cy < 0.105. Other measurements of entrain-
ment are provided by Delichatsios and Orloff (1984) and Cetegen et al. (1984).
Delachatsios and Orloff (1984) measured the entrainment using propane flames
and a Ricou-Spalding type apparatus, and determined that C, = 0.04. Cete-
gen et al. (1984) measured the entrainment in flames that were formed above
large diameter burners and found that over the turbulent range of these flames
C4 = 0.10. In the latter two experiments the effective source Reynolds numbers
were less than about 3500, and so the assumption of fully turbulent flow is ques-
tionable. It is interesting to note, however, that even with significantly different
burners and fuels, Richardson numbers, and Reynolds numbers, the constants
determined by Cetegen et al. were similar to those determined here for the fully

turbulent jet flows.

The major uncertainty in the current results stems from the inaccuracy in
locating the interface. Typically, the interface (and hence z) could be determined
only within about 5% relative uncertainty for the cases at largest z to 10%
relative uncertainty for the smallest z cases. Since the current technique measures
me/my directly, any uncertainty in measuring rny was suppressed in the final
results. Uncertainties in e /rmy were much less than 5%, so that the net errors

in mD, /mh;z and £ were simply determined by the inaccuracies in measuring z.

Although the data presented here are limited in quantity, the measurement
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technique is believed to be superior to that employed by Becker and Yamazaki
(1978) and merits further study. An extensive systematic study of entrainment

over a range of source Richardson number would prove valuable.
4.3 Flame Length Measurments

In addition to the entrainment measurements, visual flame length studies were
performed. Several experiments on flame length of turbulent diffusion flames have
been conducted. Hottel and Hawthorne (1948), Hawthorne et al. (1948), and
Wohl et al. (1948) presented the first results on turbulent diffusion flames, and
since that time major contributions have been made by Baev and Yasakov (1976),

Baev et al. (1976), Becker and Liang (1978), and Dahm (1985).

For momentum-dominated and fully turbulent “flames” in water, the equiv-
alent flame length has been found to be independent of Reynolds number or
heat release rate, scaling only with the burner diameter (Weddell, in Hottel,
1953; Dahm, 1985). However, these results were for measurements in liquids
that had little or no buoyancy effect. For all the gaseous fuel jets measured to
date, none is unquestionably in the momentum-dominated regime over the whole
flame length. Becker and Liang (1978) measured jets that appeared to be clos-
est to the momentum-dominated case. For their jet flames, £r, the value of ¢
at the flame tip, was as low as one for some of the measurements with carbon
monoxide as the fuel. For hydrogen and hydrocarbon fuels, the smallest values
of £;, appeared to be about two. For flames in which buoyancy is not negligible,
the heat addition rate and stoichiometric mixture ratio of the flame also appear

to play a role (Broadwell, 1982).

In the current work, visual flame lengths were measured for hydrogen flames

from a 4.25 mm nozzle burning in air. Velocities varied from 250 to 900 m/s
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implying effective source Reynolds numbers, Reg, from 18,000 to 70,000 and
overall flame-zone Reynolds numbers, Rer,, from 50,000 to 130,000. The flame
lengths were obtained by our measuring the top of the flame with time every
1/30 second using a video data system, and then plotting the intermittency of
the flame height. This work was performed by Mr. J. Morehart. A typical
intermittency curve is shown in figure (4.6), in this case for a source fuel velocity
of 587 m/s. The 50% intermittency length is taken as the average flame length
and the inverse of the slope of the intermittency curve at that point was defined
as the fluctuation length of the flame, A. The flame lengths and fluctuation
lengths that were measured, as well as the nondimensional quantities used to

characterize these flames, are presented in Table 4.2.

In the present experiments, the flame heights were measured by our visually
observing the radiation from the hydrogen flames. The combustion zone in these
flames was expected to be visible through a bluish chemilluminescence. In the
current experiments, however, most of the flames had distinct yellow luminosity
which we suspect was due to naturally occurring dust particles in the laboratory
air. The effect that these par\ticles have on the measurements is unclear, but
it is possible that these particles could continue burning downstream from the
hydrogen combustion regions, leading to erroneously long flame lengths. Keeping
in mind that the measured flame height might be in error, we nonetheless compare

our results to other empirical results.

In the momentum-dominated regime, the most recent flame-length estimates
(Becker and Liang, 1978; Dahm et al., 1984) make predictions based on the
assumption that the fuel will be completely consumed only after a stoichiometric
amount of air is mixed with the fuel. Broadwell (1982) noted that the mixing

must be completed on a molecular scale and that furthermore, in a fully turbulent
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jet, the extent of the molecular mixing is proportional to the entrainment of
ambient fluid into the jet. The works of Broadwell and Dahm et al. led to the
proposal of a universal flame-length relationship for fully turbulent momentum-

dominated flames
L

8

~ 10(1/W; — 1), (4.25)

where the constant was determined through correlations with their own data as
well as with the data of Weddell (in Hottel, 1953). As mentioned above, these
sets of data were for liquid jet flames. The extension to gaseous flame jets,
however, is straightforward since the flame length, for high Reynolds numbers,
is independent of the Schmidt number (Broadwell, 1982). Others (Becker and
Liang, 1978; Baev and Yasakov, 1976; Hawthorne et al., 1948) have used a similar

argument, neglecting any “molecular-mixing” concerns, and predicted

L B

where C; is a constant. Becker and Liang determined the constant as Cp =
11 by extrapolating from measurements that were not within the momentum-
dominated region. Baev and Yasakov proposed a complicated flame-length model
that simplified to 4.26 with C;, = 5.6 in the absence of buoyancy. Their deter-
mination of Cr, was unclear. Finally, Hawthorne et al. predicted Cr = 5.3 based
on correlations with a variety of fuels. However, these flames were not in the
momentum-dominated regime. For momentum-dominated hydrogen flames in

air, these various models predict

Dahm et al. (1984): L/D, = 355 (4.27a)
Becker and Liang (1978): L/D, ~ 1190 . (4.270)
Baev and Yasakov (1976): L/D, =~ 610 (4.27¢)

Hawthorne et al. (1948): L/D, =~ 575 (4.27d)
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current experimental results: L/D, ~ 460 — 630. (4.27¢)

The flame length for the most momentum-dominated of the current experiments
was L/ D, = 631, which compares well with the models of Baev and Yasakov and
Hawthorne et al., models which are based, at least in part, on correlations to
hydrogen-air flame data. This apparent dependence on fuel suggests that flame

length determination is still not well understood.

For flames that are not momentum-dominated, the most complete flame-

length correlation is due to Becker and Liang (1978),

L_2 ( L )3/2, (4.28)

D, ~ Wi \0.18 +0.022Ri,/* L

and is an implicit relation. The current results were lower than the predictions
of this model, as shown in figure (4.7). The current data, however, agree quite
well with the rather extensive hydrogen data of Baev et al. (1976), as shown in

figure (4.8).

For very buoyant plumes (Ri; > 1), 4.28 can be reduced to the form L/ Dy ~
Q*2/%, a result found by Cetegen et al. (1984) on measurements of large buoyant
diffusion flames of natural gas in air. The model developed by Cetegen et al.,
in correlation with their experimental measurements, underestimates the flame

lengths measured by Becker and Liang by about 20 to 50%.
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Table 4.1. Entrainment Results

u, (m/s) my (g/s) @ (kW) Re, 10°Ris =z (cm) ¢ m (g/s) Ci

670 0.61 86.5 48,000 25 18.5 0478 253

437 0.41 58.5 31,000 57 19.0 0.659 14.9

579 0.53 75.9 34,000 48 23.0 0.746  23.8

688 0.80 113 50,000 24 36.0 0.907 63.3

694 0.71 100 50,000 23 38.5 0.967  58.0

509 0.53 75.9 36,000 42 36.0 1.122 38.6

486 0.55 77.6 35,000 47 36.0 1.158 40.7

475 0.49 70.2 34,000 48 38.5 1.258  40.6

365 0.41 57.5 26,000 82 36.0 1.408 34.1 0.153

639 0.71 101 46,000 27 63.0 1.675 119 0.132

482 0.51 13.7 34,000 47 53.0 1.715 72.7 0.124

483 0.53 75.7 34,000 47 63.0 2.034 104 0.115

302 0.32 45.9 21,000 120 55.0 2.448 72.1 0.112

338 0.37 52.6 24,000 95 63.0 2.599 93.0 0.103

Table 4.2. Flame Length Results

u, (m/s) my (g/s) Q (kW) Re,  Rer,  10°Riy L (ecm) &, L/D, A/L
258 0.289 41.1 18,000 50,000 160 48.3 239 439 0.228
376 0.426 60.6 27,000 69,000 77 51.8 199 471 0.124
465 0.534 759 33,000 74,000 51 61.3 2.03 548 0.130
587 0.686 97.6 42,000 89,000 32 64.8 1.83 574 0.144
707 0.844 120 51,000 105,000 22 67.8 168 595 0.141
801 0.974 138 59,000 117,000 18 70.2 1.59 610 0.210
911 1.14 68,000 130,000 14 73.8 1.52 631 0.169

162
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Chapter 5

Conclusions

These experiments have investigated the entrainment of air into buoyant fire
plumes in the vicinity of the source and the chemistry produced by these plumes
burning in a room. In addition, entrainment in the far field of fully turbulent jet

diffusion flames was studied.
5.1 Entrainment and Chemistry of Buoyant Fire Plumes

The investigation of buoyant fire plumes was conducted for unsteady, axisymmet-
ric flames of natural gas above a 0.19 m diameter burner. An investigation over
the first two diameters downstream from the burner surface characterized the
entrainment in the near field of these 12 to 135 kW fires. Reynolds numbers at
the burner surface varied from 150 to 1500 and the initial Richardson numbers,
based on the burner diameter, were on the order of 107! to 10. A summary of

the results is presented below:

1. For a given interface height, the entrained mass flux was nearly independent
of the fuel flow rate. This is true for all but the smallest fires where the
flame is theorized to be in a different flame regime, one in which the upper

region of the flame breaks into a number of independent flamelets.

2. The entrained mass flux was a strong function of the interface height, i.e.,
the axial distance over which mass was entrained, and appeared to be nearly
linear with this distance at distances of more than one-half diameter away
from the fire source. This linear relationship falls in the middle of the vari-
ous functional relationships previously proposed for the entrainment, these

relationships being 3/4-power to 5/4-power functions of the interface height.

3. Nearest the burner surface, the linear dependence did not hold. In this
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region, the structure of the flame was quite different than that observed.
farther downstream. Here, a cylindrical flame sheet pinches in periodically
toward the burner centerline forming the large vortex-ring structures that
dominate the downstream flowfield. As expected, the entrainment at the

burner surface was nonzero.

. After comparing the current results with previous results (Cetegen, 1982;
Beyler, 1983; Lim, 1984), we find that the near-field entrainment appears
to be strongly influenced by the initial buoyancy of the plume. The effect
this initial buoyancy has on the development of the large, unsteady puffing
structures that characterize these flames (and strongly influence the near-
field entrainment) is the probable cause of the discrepancies in the near-field

entrainment rates measured by different experimentors.

. For the fires studied, the composition of the products supplied to the upper
layer by the plume was a function of the equivalence ratio of the upper layer
only. It was independent of the temperature of the upper layer and the

residence times of the gas in the upper layer over the ranges studied.

. For fuel-lean fires, the composition of the upper layer is modelled quite well
by the chemical-equilibrium composition of the reactants. This is essentially
equivalent to the fuel reacting completely and the excess air simply diluting

the products of combustion.

. For fuel-rich fires, the presence of 1 to 2% mole fractions of carbon monoxide
in the upper layer with a resulting paucity of carbon dioxide implies that

the oxidation of carbon monoxide was “frozen out” before completion.

. The actual heat-release rate for these fires was inferred from the chemistry

to be about 90% of that expected for complete reaction of the fuel or oxygen.
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5.2 Entrainment in Turbulent Jet Diffusion Flames

Measurements on steady, axisymmetric hydrogen flames helped to characterize
the entrainment by momentum-driven, fully turbulent jet diffusion flames. The
jet had effective source Reynolds numbers greater than 25,000 and the source
Richardson numbers varied from 103 to 10~7. Compressibility effects, deter-
mined by the convective Mach number, were small. Entrainment measurements
were taken from 50 to 150 diameters downstream of the 4.25 mm nozzle. In ad-

dition, visual flame heights were measured. The results are summarized below:

1. The nondimensional mass flux, D, /hsz, was constant over the momen-
tum-dominated regions of the jet, as expected from dimensional and simi-
larity arguments. Its numerical value of 0.24 was about 50% higher than
the value determined by Becker and Yamazaki (1978) by the use of point
measurements. Tlhe current technique is believed to be superior to that

employed by Becker and Yamazaki.

2. Measurements made in the transition region between momentum-dominated
and buoyancy-dominated flows suggest that the nondimensional mass flux,
4rh/7rp°°\/g_zzz, was approaching a value less than 0.1 for the buoyancy-
dominated regime. However, all of the entrainment results depended on the
fuel flow rate, and this result suggests that buoyancy-dominated flow was

not clearly obtained in the current experiments.

3. Average flame lengths determined from a video data system compared well
to the hydrogen data and hydrogen-based models of other experimentors,
but did not correlate well with any of the “general” flame-length models

developed using other fuels.
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Appendix A

Natural Gas Data Reduction and Uncertainty Analysis

Many of the calculations referred to in the text concerning natural gas flames in
air and the entire uncertainty analysis are included here in detail for complete-
ness. The uncertainty analysis follows the standard method discussed in Beers

(1957).
A.1 Water Vapor in Air

The vapor pressure of water in laboratory air was calculated as follows. A five-
parameter least-squares polynomial fit to the Smithsonian saturated vapor pres-
sure data (Smithsonian Inst., 1939) is represented as

p! = 4.53582 + 0.344087T,, + 0.010243T,,?

+0.001841T,,° + 3.47926 x 1077, *, (A.1)

where p], is the saturated vapor pressure in torr and T3, is the wet-bulb tem-
perature in degrees C. This polynomial fit has a numerical uncertainty of 0.02
torr. The vapor pressure is then corrected to atmospheric conditions using the

standard formula
Py = p, — 0.00066p(Ts — Ty ) (1 + 0.00115T,,) , (A4.2)

where p, is the vapor pressure in air in torr, p is the barometric pressure in torr,

and T is the dry-bulb temperature.

The uncertainty for p, can then be represented as

(6p0)% = 0.022 + (‘2’: 5p)2 + (Z;’,:s:rd)z + (:;: 5:1*,,,)2, (A.3)

where in practice all of the partial derivatives were determined numerically. The

mole fraction of water vapor in air and its uncertainty are then simply calculated
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as

bs = pu/p (A.4)
6b3\2  (6p,\2 6p\2
(&) =(5) +(3) (4.5)
A .2 Solution of the Conservation of Atoms Equations

A .2.1 Determination of the Coeflicients
The areas of the measured peaks, A;, and their uncertainties, § 4;, are given
along with the response factors, f;, and their uncertainties, éf;. From 2.18

_ fids

;= ,  i=1,4,5,6,9,10,11 A6
=7 (A.6)

and the uncertainties are then calculated as

(6;?)2 _ (5f{i)2+(5ii)2+(%‘:”_)2_{_(%)2, i=1,4,5,6,9,10,11. (A.T)

In addition, from 2.23

A
Y2 +c1yiz = —————f2f3f4_;12 (A.8)

and its uncertainty is given by
6(ys + ¢ 2 6fa\2 6A 2 6f3\2 6A3\2
(Hmtemaly’ _ (S, (o), (SR (). ag
(y2 + c1y12) f2 Aszyio f3 As
The mole contents of natural gas, a;, and dry air, b, and their uncertainties,
ba; and 6b, are also easily determined and are input to the analysis. The water

vapor content of air is determined above and the gross mole content of lab air,

b;, and their uncertainty, 6b;, are easily determined.

From this information the coefficients A;, B;, and Y; to the set of linear

equations, 2.7, are determined from 2.8, 2.9, and 2.10. The uncertainties of
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each are calculated as
(6A¢)% = (6a1)? + 4(6a2)? + 9(6as)? + (6as)?

(6Af)% = 4(6a1)% + 9(6az)? + 16(6as)?

6Ap = 26ag
6AN = 6(14
6Bc = 6by
6By = 6bs

(6Bo)? = 4(6b1)% + 4¢3 (8bs)? + 4bZ(6¢1)? + (6b3)% + 4(6b4)>

6By = 6ba

(A.10a)
(A.108)
(A.10¢)

(A.104)

(A.110)
(A.11b)
(A.11¢)

(A.11d)

(6Y2)? = (6y4)? + (8ys)? + (8y6)? + 4(6yo)? + 4(6y10)% + 4(6y11)T4.12a)

(6Y#)?% = (6y1)% + 4(6y4)® + (6y0)? + 4(8y10)* + 9(6y11)?

(6Y0)? = 4(8(y2 + c1y12))® + (6ys)® + 4(6ye)?

0Yy =0.

A.2.2 Solution to the Four Linear Equations

The equations, 2.7, can be solved to determine I as

_ YN(lﬁAH —Ap — 16A0) - AN(IGYH -Yo — 16Y0)

I
From 2.7d z3 is determined as
z3 = (Axy + BnI)/Yn . |
Likewise, z7 and zg are determined from 2.7c and 2.7a as
z7 = Ao + Bol — Yozs

rg = %(AC + Bel — Y(;123) .

"~ Byn(16Yy — Yo — 16Yy) — Yy (16Byr — Bo — 16Bo)

(A.12b)

(A.12¢)

(A.12d)

(4.13)

(A.14)

(4.15)

(A.16)
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The uncertainties can also be determined as

(61)2[Bn (16Yy — Yo — 16Yp) — Yy (16By — Bg — 16B,)]” =
Y2[256(6Ax)% + (6Ac)® +256(640)%] + A% [256(8Yw )% + (6Yc)? + 256(8Y0)?]
+I?{Y2 [256(6 Bx)? + (6 Bc)? + 256(6 Bo)?]
+B3 [256(6Yx)? + (6Yc)? + 256(6Y0)?%] }
+(16Ax — Ac — 1640)?%(6YN)? + (16Yy — Yo — 16Y5)%(6AN)>

+12[(16Yy — Yo — 16Y0)?(6By)? + (16 By — Be — 16B0)?(6YN)?], (A.17)

(@-‘3’-)2 = (&)ZJF (-——L—)z[(&AN)?H?(&BN)z+BN2(51)2], (4.18)

I3 YN An + BnyT
(6z7)% = (640)% + I?(6Bo)? + Bo2(81)? + Yo ?(6z3)% + 23%(6Y0)?, (A.19)
(6z5)% = -1-—[(5Ac)2+302(51)2+12(5BC)2+YCZ(5z3)2+z32(5YC)2} . (A.20)

64
A.3 Upper-Layer Chemistry Calculations

Once z3, z7, and z3 have been determined, y7 and yg can be calculated as

Ty

Y = ';:; (A.Zl)
5y,- 2 _ 5:53 2 5:5,; 2
(55 =) +(5) (4.22)
In addition from 2.6e
190 — Ib5 (A.23)
(6z12)% = I?(6b5)2 + bs%(61)2, (A.24)
and finally from 2.12
zg = z5(y2 + c1Y¥12) — €1T12 (A.25)

(5.’52)2 = x32(5(y2 -+ clylz))z + (yz -+ c1y12)2(5a:3)2 + 612(6.’2:12)2 + :22122(501)2 .
(4.26)
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Now y» and yi2 and their uncertainties can be calculated from A.21 and A.22.

Now that all the y; and 6y; have been determined, the mole fractions, Y,

can be calculated from 2.13 as

Y:= (A.27)
2 Yk
k=1
and the uncertainties as
12 )
6
(5Y;)2 _ (61/«;)2 + kzz:l( Ye) (4.28)
Y; Yi 12\ % '
<E yk)
k=1
A .4 Stoichiometry Calculations
From 2.16 the stoichiometric reaction entrainment is calculated as
Is = (40,1 + 7a2 + 10(13)/21)1 . (A29)
The uncertainty is then
0I,\2  (6by\2 1 5 5 5
( T ) =( - )+ 5 [16(6a1)? + 49(60)? + 100(5a3)7].  (4.30)
Finally, the equivalence ratio is calculated from 2.17 as
p=1/I (A.31)
and has uncertainty
6\ 2 6I,\2 612
(5) =(7) +(F) (4w
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Appendix B

Tabulated Results

The results of the entrainment measurements on buoyant natural gas flames,
obtained by the data reduction program, are presented here in full. All of the

results should be self-explanatory with the following exceptions:

1. The sample temperature is the temperature of the upper layer measured at

the sampling location. p
2. The fuel inlet Reynolds number is defined as

Re; = 2P0 (B.1)
vy _

where uq is the average fuel velocity at the burner surface, Dg is the burner

diameter, and vy is the kinematic viscosity of the fuel.

3. The fuel inlet Richardson number is defined as

(Poo — P£)9Do : (B.2)

Rif =
p_fug ’ .

where g is the acceleration of gravity, and po, and p; are the ambient and

fuel densities, respectively.

4. The compositions are given in mole fractions.
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# # & & & DATA REDUCTION PROGRAM OUTPUT # # & &% &
RUN NUMBER

INTERFACE HEIGHT

FIRE SIZE
SAMPLE TEMPERATURE 216 DEG.

12.0

FLOWRATES G/S

FUEL
AIR

0.252
15.285

TOTAL 15.537

FUEL INLET RE 1

FUEL COMPOSITION

METHANE 0.9201

ETHANE 0.0422

PROPANE 0.0141

NITROGEN 0.0159

co2 0.0076

FUEL VISCOSITY 108.89 MICROPOISE.
FUEL MOLECULAR WEIGHT 17.51
EQUIVALENCE RATIO 0.273 +/- 0.023
PRODUCT COMPOSITION .
OXYGEN 0.1503 +/- 0.00742
NITROGEN 0.7493 +/- 0.03548
ARGON 0.0090 +/- 0.00127
CARBON DIOXIDE 0.0227 +/- 0.00112
WATER VAPOR 0.0675 +/~- 0.0474k0
CARBON MONOXIDE 0.0006 +/~ 0.00014
HYDROGEN 0.0000 +/- 0.00000
METHANE 0.0000 +/- 0.00000
ETHANE 0.0000 +/=- 0.00000
ETHYLENE 0.0000 +/~- 0.00000
ACETYLENE 0.0000 +/- 0.00000
SOOT (C8H) 0.0006 +/- 0.00026
HEAT OF FORMATION, FUEL -18.38%
HEAT OF FORMATION, AIR -0.886
HEAT OF FORMATION, PROD. -6.054
HEAT OF FORMATION, STOICH PROD. -20.

DATE 08/12/85

ABOVE BURNER

KW.

47.

4y

TIME 11:43

15.0
c.

FUEL INLET

CM.

RI 1.13E+01

AIR COMPOSITION

OXYGEN
NITROGEN

WATER

co2
ARGON

327

ACTUAL HEAT OF REACTION -178.004 KCAL/MOLE

HEAT OF STOICH.

RATIO HEATS OF REACTION 0.928
" RATIO ACTUAL TO MAX 0.253

REACTION -191.722 KCAL/MOLE

0.2051
0.7705
0.0147
0.0004%
0.0093
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# # & & & DATA REDUCTION PROGRAM OUTPUT # & & & &

INTERFACE HEIGHT ABOVE BURNER
FIRE SIZE
SAMPLE TEMPERATURE 210 DEG.

RUN

12.0 KW.

FLOWRATES G/S

FUEL
AIR

0.252
13.627

TOTAL 13.879

FUEL INLET RE 1

FUEL COMPOSITION

METHANE
ETHANE
PROPANE
NITROGEN
co2

FUEL VISCOSITY
FUEL MOLECULAR WEIGHT

EQUIVALENCE RATIO

0.9201
0.0422
0.0141
0.0159
0.0076

47.

PRODUCT COMPOSITION

OXYGEN

NITROGEN

ARGON

CARBON DIOXIDE

WATER VAPOR

CARBON MONOXIDE

HYDROGEN

METHANE
ETHANE

ETHYLENE
ACETYLENE
SOOT (C8H)

HEAT OF FORMATION,
HEAT OF FORMATION,
HEAT OF FORMATION,
HEAT OF FORMATION,

NUMBER
DATE 08/12/85

45
TIME

15.0

c.

FUEL INLET

108.89 MICROPOISE.

17.51

0.306 +/- 0.023
0.1486 +/- 0.00652
0.7464 +/- 0.03116
0.0090 +/- 0.00116
0.0207 +/- 0.00091
0.0734% +/- 0.04179
0.0007 +/- 0.00013
0.0000 +/~ 0.00000
0.0000 +/- 0.00000
0.0000 +/- 0.00000
0.0000 +/- 0.00000
0.0000 +/- 0.00000
0.0013 +/- 0.00023

FUEL -18.384

AIR -0.886

PROD. -6.206

STOICH PROD.

-20 .

13:40

CM.

RI 1.13E+01

AIR COMPOSITION

OXYGEN
NITROGEN
WATER
co2
ARGON

327

ACTUAL HEAT OF REACTION -162.671 KCAL/MOLE

HEAT OF STOICH.

RATIO HEATS OF REACTION 0.847
RATIO ACTUAL TO MAX 0.259

REACTION ~192.137 KCAL/MOLE

0.2051
0.7705
0.0147
0.0004
0.00893
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# & & & # DATA REDUCTION PROGRAM OUTPUT % # & & &
RUN NUMBER 46
DATE 08/12/85 TIME 14:16

INTERFACE HEIGHT ABOVE BURNER 15.0 CM.

FIRE SIZE 23.4 KW.
SAMPLE TEMPERATURE 313 DEG. C.

FLOWRATES G/S
FUEL 0.493
AIR 16.220
TOTAL 16.713

FUEL INLET RE 288. FUEL INLET RI 2.95E+00

FUEL COMPOSITION AIR COMPOSITION
METHANE 0.9201 OXYGEN 0.2051
ETHANE 0.0422 NITROGEN 0.7705
PROPANE 0.0141 WATER 0.0147
NITROGEN 0.0159 co2 0.0004
coz2 0.0076 ARGON 0.0093

FUEL VISCOSITY 108.89 MICROPOISE.
FUEL MOLECULAR WEIGHT 17.51

EQUIVALENCE RATIO 0.504 +/- 0.022

PRODUCT COMPOSITION

OXYGEN 0.10T74 +/- 0.00279
NITROGEN 0.7323 +/- 0.01628
ARGON 0.0088 +/- 0.00079
CARBON DIOXIDE 0.0399 +/~ 0.00100
WATER VAPOR 0.1097 +/- 0.02230
CARBON MONOXIDE 0.0006 +/~ 0.00013
HYDROGEN 0.0000 +/- 0.00000
METHANE 0.0000 +/~ 0.00000
ETHANE 0.0000 +/- 0.00000
ETHYLENE 0.0000 +/- 0.00000
ACETYLENE 0.0000 +/- 0.00000
SO00T (C8H) 0.0013 +/- 0.00024%

HEAT OF FORMATION, FUEL -18.38%

HEAT OF FORMATION, AIR -0.886

HEAT OF FORMATION, PROD. =-10.109

HEAT OF FORMATION, STOICH PROD. =-20.327
ACTUAL HEAT OF REACTION -176.170 KCAL/MOLE
HEAT OF STOICH. REACTION -193.878 KCAL/MOLE
RATIO HEATS OF REACTION 0.909

RATIO ACTUAL TO MAX 0.u458
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@ &# & & # DATA REDUCTION PROGRAM OUTPUT ® # & & &
RUN NUMBER

INTERFACE HEIGHT
36.4 KW.

FIRE SIZE
SAMPLE TEMPERATURE 397 DEG.

FLOWRATES G/S

FUEL
AIR

0.768
18.040

TOTAL 18.808

FUEL INLET RE y

FUEL COMPOSITION

DATE 08/12/85

ABOVE BURNER

49.

47
TIME

15.0

c.

FUEL INLET

METHANE 0.9201

ETHANE 0.0422

PROPANE 0.0141

NITROGEN 0.0159

coz2 0.0076

FUEL VISCOSITY 108.89 MICROPOISE.
FUEL MOLECULAR WEIGHT 17.51
EQUIVALENCE RATIO 0.705 +/- 0.022
PRODUCT COMPOSITION

OXYGEN 0.0662 +/~- 0.0014%
NITROGEN 0.7184 +/- 0.01062
ARGON 0.0086 +/~ 0.00067
CARBON DIOXIDE 0.0593 +/~- 0.00106
WATER VAPOR 0.1454 +/- 0.01487
CARBON MONOXIDE 0.0009 +/- 0.00013
HYDROGEN 0.0000 +/- 0.00000
METHANE 0.0000 +/- 0.00000
ETHANE 0.0000 +/- 0.00000
" ETHYLENE 0.0000 +/- 0.00000
ACETYLENE 0.0000 +/- 0.00000
SOOT (C8H) 0.0011 +/~ 0.00026
HEAT OF FORMATION, FUEL -18.38%4
HEAT OF FORMATION, AIR -0.886
HEAT OF FORMATION, PROD. ~14.008
HEAT OF FORMATION, STOICH PROD. =20.

14:52
CM.
RI 1.22E+00
AIR COMPOSITION
OXYGEN 0.2051
NITROGEN 0.7705
WATER 0.0147
co2 0.0004
ARGON 0.0093
327

ACTUAL HEAT OF REACTION -183.293 KCAL/MOLE

HEAT OF STOICH.

RATIO HEATS OF REACTION 0.937
RATIO ACTUAL TO MAX 0.660

REACTION -195.621 KCAL/MOLE
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# # & &# & DATA REDUCTION PROGRAM OUTPUT & & & & &

RUN NUMBER 48

DATE 08/12/85 TIME
INTERFACE HEIGHT ABOVE BURNER 15.0
FIRE SIZE 49.7 KW.
SAMPLE TEMPERATURE 459 DEG. C.
FLOWRATES G/S
FUEL 1.047
AIR 18.603
TOTAL 19.649
FUEL INLET RE 612. FUEL INLET
FUEL COMPOSITION
METHANE 0.9201
ETHANE 0.0422
PROPANE 0.0141
NITROGEN 0.0159
coz2 0.0076
FUEL VISCOSITY 108.89 MICROPOISE.
FUEL MOLECULAR WEIGHT 17.51
EQUIVALENCE RATIO 0.932 +/~- 0.025
PRODUCT COMPOSITION
OXYGEN 0.0246 +/- 0.00083
NITROGEN 0.7020 +/- 0.00814%
ARGON 0.0084 +/- 0.00062
CARBON DIOXIDE 0.0770 +/- 0.00118
WATER VAPOR 0.1796 +/~- 0.01171
CARBON MONOXIDE 0.0055 +/- 0.00015
HYDROGEN 0.0000 +/- 0.00000
METHANE 0.0021 +/- 0.00017
ETHANE 0.0000 +/- 0.00000
ETHYLENE 0.0000 +/~ 0.00000
ACETYLENE 0.0000 +/- 0.00000
SOOT (C8H) 0.0006 +/- 0.00031
HEAT OF FORMATION, FUEL -18.384
HEAT OF FORMATION, AIR -0.886
HEAT OF FORMATION, PROD. ~-17.811
HEAT OF FORMATION, STOICH PROD. -20.

15:28

CM.

RI 6.56E-01

AIR COMPOSITION

OXIGEN
NITROGEN

WATER

co2
ARGON

327

ACTUAL HEAT OF REACTION -183.023 KCAL/MOLE

HEAT OF STOICH.

RATIO HEATS OF REACTION 0.925

RATIO ACTUAL TO

MAX 0.862

REACTION -197.968 KCAL/MOLE

0.2051
0.7705
0.0147
0.0004
0.0093
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@ & & & & DATA REDUCTION PROGRAM OUTPUT & % & & &

RUN NUMBER 49
DATE 08/12/85 TIME 16:03

INTERFACE HEIGHT ABOVE BURNER 15.0 CM.

FIRE SIZE 62.3 KW.
SAMPLE TEMPERATURE 482 DEG. C.

FLOWRATES G/S
FUEL 1.314
AIR 19.260
TOTAL 20.574

FUEL INLET RE 768. FUEL INLET RI 4.16E-01

FUEL COMPOSITION AIR COMPOSITION
METHANE 0.9201 OXYGEN 0.2051
ETHANE 0.0422 NITROGEN 0.7705
PROPANE 0.0141 WATER 0.0147
NITROGEN 0.0159 coz2 0.0004
co2 0.0076 ARGON 0.0093

FUEL VISCOSITY 108.89 MICROPOISE.
FUEL MOLECULAR WEIGHT 17.51

EQUIVALENCE RATIO 1.130 +/- 0.028

PRODUCT COMPOSITION

OXYGEN 0.0034 +/~ 0.00066
NITROGEN 0.6871 +/~ 0.00697
ARGON 0.0082 +/- 0.00059
CARBON DIOXIDE 0.0806 +/- 0.00115
WATER VAPOR 0.1998 +/- 0.01027
CARBON MONOXIDE 0.0124 +/- 0.00025
HYDROGEN 0.0000 +/- 0.00000
METHANE 0.0077 +/- 0.00019
ETHANE 0.0000 +/~ 0.00001
ETHYLENE 0.0000 +/- 0.00002
ACETYLENE 0.0000 +/- 0.00002
SO0T (C8H) 0.0006 +/- 0.0003%

HEAT OF FORMATION, FUEL -18.38%

HEAT OF FORMATION, AIR ~0.886

HEAT OF FORMATION, PROD. -19.597

HEAT OF FORMATION, STOICH PROD., =20.327
ACTUAL HEAT OF REACTION -169.452 KCAL/MOLE
HEAT OF STOICH. REACTION -200.391 KCAL/MOLE
RATIO HEATS OF REACTION 0.846

RATIO ACTUAL TO MAX 0.955
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# & & & # DATA REDUCTION PROGRAM OUTPUT & & & & &

INTERFACE HEIGHT ABOVE BURNER
FIRE SIZE
SAMPLE TEMPERATURE

DATE 08/13/85

73.9 KW.

FLOWRATES G/S

FUEL
AIR

1.558
18.331

TOTAL 19.889

FUEL INLET RE 9

FUEL COMPOSITION

METHANE
ETHANE
PROPANE

NITROGEN

co2

FUEL VISCOSITY

FUEL

EQUIVALENCE RATIO

RUN NUMBER 54
TIME 14:38
15.0 CM.
477 DEG. C.
11. FUEL INLET RI 2.96E-01

PRODUCT COMPOSITION

OXYGEN

NITROGEN

ARGON

CARBON DIOXIDE

WATER VAPOR

CARBON MONOXIDE

HYDROGEN

METHANE
ETHANE

ETHYLENE
ACETYLENE
S00T (C8H)

HEAT OF FORMATION,
HEAT OF FORMATION,
HEAT OF FORMATION,
HEAT OF FORMATION,

0.9201
0.0422
0.0141
0.0159
0.0076
108.89 MICROPOISE.
MOLECULAR WEIGHT 17.51
1.407 +/- 0.034
0.0020 +/- 0.00063
0.6659 +/- 0.00649
0.0080 +/- 0.00057
0.0793 +/- 0.00119
0.1892 +/- 0.00974
0.0165 +/- 0.00033
0.0103 +/- 0.00115
0.0278 +/~ 0.00055
0.0003 +/- 0.00004
0.0002 +/~ 0.00008
0.0001 +/- 0.00005
0.0004% +/- 0.00041
FUEL -18.38%
AIR -0.861
PROD. -19.325
STOICH PROD. ~20.

AIR COMPOSITION

OXYIGEN 0.2052
NITROGEN 0.7708
WATER 0.0143
co2 0.0004
ARGON 0.0093
312

ACTUAL HEAT OF REACTION -135.463 KCAL/MOLE

HEAT OF STOICH.

RATIO HEATS OF REACTION 0.663
RATIO ACTUAL TO MAX 0.933

REACTION -204.229 KCAL/MOLE
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# # & & ®# DATA REDUCTION PROGRAM OUTPUT & # # & &
RUN NUMBER

INTERFACE HEIGHT ABOVE BURNER

FIRE SIZE
SAMPLE TEMPERATURE

DATE 08/13/85

87.6 KW.

FLOWRATES G/S

FUEL
AIR

1.847
18.236

TOTAL 20.083

FUEL INLET RE 10

FUEL COMPOSITION

METHANE
ETHANE
PROPANE

NITROGEN

co2

FUEL VISCOSITY

HEAT

0.9201
0.0422
0.0141
0.0159
0.0076

OF FORMATION,

80.

471 DEG.

55
TIME

15.0

c.

FUEL INLET

STOICH PROD.

108.89 MICROPOISE.

FUEL MOLECULAR WEIGHT 17.51
EQUIVALENCE RATIO 1.67T7 +/- 0.040
PRODUCT COMPOSITION

OXYGEN 0.0004 +/- 0.00061
NITROGEN 0.6480 +/- 0.00601
ARGON 0.0078 +/- 0.00055
CARBON DIOXIDE 0.0789 +/- 0.00116
WATER VAPOR 0.1814% +/- 0.00922
CARBON MONOXIDE 0.0186 +/- 0.00037
HYDROGEN 0.0161 +/- 0.00127
METHANE 0.0470 +/- 0.00092
ETHANE 0.0004 +/~- 0.00004
ETHYLENE 0.0004 +/- 0.00008
ACETYLENE 0.0009 +/~- 0.00009
-S00T (C8H) 0.0000 +/=- 0.00000
HEAT OF FORMATION, FUEL ~18.384
HEAT OF FORMATION, AIR -0.861
HEAT OF FORMATION, PROD. -19.192

_20 .

15: 1%

CM.

RI 2.11E=-01

AIR COMPOSITION

OXYGEN
NITROGEN

WATER

co2
ARGON

312

ACTUAL HEAT OF REACTION -113.569 KCAL/MOLE

HEAT OF STOICH.

RATIO HEATS OF REACTION 0.548
RATIO ACTUAL TO MAX 0.919

REACTION -207.233 KCAL/MOLE

0.2052
0.7708
0.0143
0.0004
0.0093
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# & % # # DATA REDUCTION PROGRAM OUTPUT # # # & &

RUN NUMBER 56
DATE 08/13/85 TIME
INTERFACE HEIGHT ABOVE BURNER 15.0
FIRE SIZE 99.4 KW.
SAMPLE TEMPERATURE 483 DEG. C.

FLOWRATES G/S

FUEL 2.094

AIR 19.459

TOTAL 21.553

FUEL INLET

FUEL INLET RE 1224.

FUEL COMPOSITION

METHANE 0.9201

ETHANE 0.0422

PROPANE 0.0141

NITROGEN 0.0159

co2 0.0076

FUEL VISCOSITY 108.89 MICROPOISE.
FUEL MOLECULAR WEIGHT 17.51
EQUIVALENCE RATIO 1.782 +/- 0.042
PRODUCT COMPOSITION

OXYGEN 0.0005 +/- 0.00060
NITROGEN 0.6424 +/- 0.00592
ARGON 0.0077 +/- 0.00054
CARBON DIOXIDE 0.0772 +/=- 0.00113
WATER VAPOR 0.1802 +/- 0.00913
CARBON MONOXIDE 0.0200 +/- 0.00040
HYDROGEN 0.0155 +/- 0.00128
METHANE 0.0543 +/- 0.00107
ETHANE 0.0006 +/- 0.00004
ETHYLENE 0.0005 +/- 0.00016
ACETYLENE 0.0011 +/- 0.00029
SOOT (C8H) 0.0000 +/- 0.00000
HEAT OF FORMATION, FUEL -18.38%
HEAT OF FORMATION, AIR -0.861
HEAT OF FORMATION, PROD. =19.117
HEAT OF FORMATION, STOICH PROD. =20.

15:55

CM.

RI 1.64E-01

AIR COMPOSITION

OXYGEN
NITROGEN
WATER
co2
ARGON

312

ACTUAL HEAT OF REACTION -106.463 KCAL/MOLE

HEAT OF STOICH.
RATIO HEATS OF REACTION 0.512
RATIO ACTUAL TO MAX 0.912

REACTION =-207.997 KCAL/MOLE

0.2052
0.7708
0.0143
0.0004
0.0093
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# &# & & ®& DATA REDUCTION PROGRAM OUTPUT & % & & &

INTERFACE HEIGHT ABOVE BURNER
FIRE SIZE
SAMPLE TEMPERATURE

DATE 08/13