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ABSTRACT

Solid-state defects have emerged as leading candidates for quantum network nodes
due to their compatibility with scalable device engineering and local nuclear spins
for quantum processing. Rare-earth ions in crystalline hosts are particularly attrac-
tive due to their long optical and spin coherence times at cryogenic temperatures.
However, until recently, detection and utilization of single rare-earth ions in quan-
tum technologies has been hindered by their inherently weak optical transitions.
In this thesis I present progress towards realizing a novel quantum network node

architecture using single 7' Yb** ions in YVO4, coupled to a nanophotonic cavity.

First, we demonstrate coherent operation of single ! Yb®* ions as optically ad-
dressed qubits. To do this, we leverage first order insensitivity of optical and spin
transitions to electric and magnetic fields, thereby protecting the qubits from envi-
ronmental noise. We demonstrate initialization, high fidelity control and readout
of a hyperfine spin qubit with long quantum storage times. We also characterize
the optical transitions and find a lifetime-limited echo coherence, thereby enabling

a coherent spin-photon interface.

Next, we focus on realizing an auxiliary quantum register. The high-fidelity spin
control of our '71Yb3* qubit is leveraged to access local nuclear spins. These spins
comprise a dense ensemble which serves as a deterministic quantum resource. We
utilize Hamiltonian engineering to generate tailored interactions, enabling polariza-
tion, coherent control and preparation of many-body nuclear spin states. Finally,
we implement a spin-wave based memory protocol and demonstrate storage and

retrieval of quantum states.

Moving beyond a single quantum node, in the final section of this thesis we will
realize a small-scale quantum network using this platform. As a first step we
demonstrate time-resolved quantum interference between photons emitted by ions in
two separate devices. Then, we demonstrate a novel heralded entanglement protocol
which incorporates optical dynamical decoupling and frequency erasure via precise
photon detection. This protocol counteracts both static and dynamic inhomogeneity
in the ions’ optical transition frequencies, thereby enabling entanglement generation

between any pair of qubits in a scalable fashion.

These results showcase single rare-earth ions as a promising platform for the future

quantum internet.
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Chapter 1

INTRODUCTION

Over the past 100 years, the development and impact of quantum physics on society

has been accelerating at an unprecedented rate.

The first quantum revolution, led by pioneers like Heisenberg and Schrodinger!
caused a paradigm shift in our understanding of the physical world, enabling a
comprehensive description of matter and light at the most fundamental level. This
propelled the development of technologies like the laser, transistor, magnetic reso-

nance imaging (MRI) and atomic clocks.

We are currently in the midst of a second quantum revolution [1] where technologies
that exploit the full power of quantum mechanics will be leveraged to perform useful
tasks. Its distinguishing characteristic is the utilization of quantum entanglement
in many-body quantum systems which can be engineered and controlled at an un-
precedented level (the entanglement frontier [2]). The most promising applications

include computation, simulation, communication, sensing and metrology.

For example, the discovery of quantum algorithms which leverage entanglement and
superposition to achieve exponential speedup over their classical counterparts [3]
have spurred the development of quantum computers [4]. A number of promising
platforms have emerged based on trapped ions, atoms and superconducting qubits.
A major goal is to achieve the fault-tolerance threshold where error correcting codes
applied to many physical qubits can implement a logical qubit with reduced error
rate [5, 6].

Another application leverages the no cloning theorem? to share a random key be-
tween two parties in a provably secure manner [7, 8]: quantum key distribution [9].
Sending keys over global length scales will require robust, macroscopic entangle-

ment distribution.

Finally, in the context of metrology, entanglement enables the estimation of physical
parameters with improved sensitivity [10]. This approach has been applied to

gravitational wave detection [11], atomic clocks [12, 13] and magnetometry [14] (to

IMax Planck, Albert Einstein, Niels Bohr, Louis de Broglie, Max Born, Paul Dirac, Wolfgang
Pauli, and Richard Feynman.
21t is impossible to make an identical copy of an unknown quantum state.
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name but a few examples). Ultimately, the Heisenberg limit dictates that estimation

error scales inversely with the number of entangled quantum probes.

A common feature in all three of these fields is the requirement to scale both the
number of qubits and physical extent of quantum systems in order to realize useful
technologies. The concept of a quantum internet was proposed to overcome these
challenges [15]. In this thesis I will present progress towards a novel quantum
network implementation consisting of single rare earth ions in a solid state host,
coupled to nanophotonic cavities; this will be used as a test-bed for the future

quantum internet.

1.1 Outline of This Thesis
The remainder of this chapter will provide an introduction to the field of quantum
networking and an overview of the current state of the art with a particular focus on

solid state systems and single rare-earth ions.

In Chapter 2, I will provide an introduction to the !”!'Yb* platform utilized in this
thesis, including the energy level structure, nuclear spin environment and coupling

to nanophotonic cavities.

In Chapter 3, I present results demonstrating single !”1'Yb>* ions as good optically-
addressed qubits with stable optical transitions, coherent optical and spin control

and a long-lived quantum memory.

In Chapters 4 and 5, I will lay the groundwork for utilizing the nuclear spin environ-
ment around the !7'Yb** as a quantum resource. This will involve first developing
a comprehensive understanding of ytterbium-vanadium interactions followed by the
development of a novel quantum storage scheme which utilizes dynamic Hamilto-

nian engineering to implement coherent quantum information transfer.

Chapter 6 presents experimental results of this quantum storage protocol, demon-
strating that vanadium nuclear spins can be utilized as a deterministic quantum

memory.

In Chapter 7, I will change focus and start working towards remote quantum net-
working protocols. In this chapter I demonstrate indistinguishable emission from

two 71Yb3* ions in separate devices via Hong-Ou-Mandel interferometry.

In Chapters 8, 9, and 10, I present a novel scheme for heralding remote entangle-

ment between optically-addressed qubits. I provide a detailed description of a new
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setup that I built for these experiments. Finally, I also present experimental results

demonstrating entanglement between two remote !’ Yb** ions.

The final chapter will conclude with a discussion of new experiment directions,

some of which we are actively pursuing, and future opportunities/challenges for this
platform.

1.2 Applications and Progress in Quantum Networking

®
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Figure 1.1: Quantum networks consist of nodes which can store and process quantum
information and quantum channels (usually implemented via itinerant photons)
which interconnect the nodes.

The quantum internet [15] was proposed as a method to overcome the scaling
challenges associated with local quantum systems. Quantum networks consist of
nodes which can store and process quantum information and quantum channels
which interconnect the nodes in a manner that preserves quantum coherence (Figure
1.1). This enables generation of non-local entanglement without the need for direct
(local) interaction. Whereas the Hilbert space size of classically connected quantum
nodes would scale as ~ A2 (where there are A nodes, each with N qubits), it would
scale as ~ 24V for a fully connected quantum network. In this sense, a quantum
network can be considered as a non-local quantum many body system with tailorable

topology defined by the quantum interconnects.

Since this proposal, many implementations, platforms and applications of quantum
networking have been studied. A recent review paper [16] categorized different
approaches to quantum networking in terms of technological functionality, breaking

development into four stages:



1. Prepare and measure networks;
2. Entanglement distribution networks;
3. Quantum memory networks;

4. Fault tolerant networks.

The first stage consists of nodes which can exchange qubits; however, both transmis-
sion and measurement are not deterministic. Such networks are useful for quantum
key distribution (QKD) [7] and have been implemented commercially. The sec-
ond stage involves deterministic or heralded entanglement distribution where an
entangled state is known to exist without needing to collapse its wave-function (ap-
plications include device-independent QKD [17]). The third stage adds quantum
memory functionality to each node combined with a universal local gate-set on the
node qubit(s). This stage will enable advanced applications such as extending the
baseline of telescopes [18] and enhancing the stability of a distributed set of atomic
clocks [19]. In the final stage, each node consists of a local quantum computer which
can process and store information fault-tolerantly. This is the holy-grail of quan-
tum networking and will enable the implementation of fully distributed quantum

processing and simulation [20, 21].

State of the art quantum memory networks have been experimentally implemented
and used to realize non-local quantum gates [22, 23], entanglement distillation3 [24,
25], deterministic teleportation [26-28], verifiable blind quantum processing [29]

and preparation of tripartite GHZ states [30] useful for quantum secret sharing [31].

However, the quality of qubit control, storage and entanglement generation needs
to be addressed in order to access the advanced applications associated with these
networks (and ultimately build fault tolerant networks). This motivates the search

and development of novel quantum networking platforms.

SEntanglement distillation is the process by which a higher fidelity entangled state can be
generated from two lower fidelity entangled pairs. It relies on local operations at each node combined
with classical communication (LOCC).



1.3 Large Scale Quantum Networking: The Quantum Repeater

While there have been demonstrations of advanced quantum networking protocols
over small distances, expanding these to global length scales is an outstanding
challenge and even the most basic (prepare and measure) quantum networks have

not been realized over such large scales.

The fundamental issue is an exponential decrease in entanglement rate with increas-
ing channel length (L):
R oc LomLi2Ly (1.1)
L
where L is the attenuation length of the fiber and R is the entanglement rate [32]
(Figure 1.2a).
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Figure 1.2: Quantum repeater schematic. a) Using direct entanglement generation
schemes the entanglement rate exponentially decreases with channel length. b) A
schematic of an n = 2 quantum repeater. Entanglement is generated simultaneously
between adjacent segment of length Lj;y, a series of nested entanglement swapping
operations (1-3) lead to entanglement of end nodes with rate inversely proportional
to channel length.
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To overcome this challenge, the quantum repeater protocol has been proposed [33].

The protocol operates as follows:

1. A single quantum channel is divided into 2" elementary segments of length

Ljinx with 2" — 1 intermediate quantum repeater nodes.

2. Each repeater node consists of two qubits which are entangled with adjacent

nodes, thereby establishing a set of 2" entanglement links.
3. The entanglement links are purified to achieve the required link fidelity.

4. Pairs of adjacent entanglement links are combined via entanglement swapping
at every second node, leading to links of distance 2Ljjpx. The entanglement
swapping operation involves a Bell-state measurement (BSM) of the two

qubits within a repeater node.

5. The process of entanglement purification and subsequent entanglement swap-
ping is repeated in a nested-fashion with exponentially increasing entangle-

ment lengths achieved after each round.

6. In total, n nested purification and entanglement swapping steps are performed

culminating in a link with length L.

By entangling the individual elementary links simultaneously, the quantum repeater
protocol can beat the exponential scaling of the direct approach, leading to an
entanglement time of’:

1
R « Ze—Llink/ZLo (1.2)

where L is the total channel length and Ljj is the length of an elementary repeater
link. We can see that this scales polynomially with L. See Figure 1.2b for a

schematic of this protocol with n = 2.

We also note that there are some more advanced one-way quantum repeater proposals

that rely on photonic cluster state transmission between adjacent nodes [34].

The functionality and requirements for implementing a quantum repeater are slightly
less strict than for the end nodes discussed in the previous section. It turns out that
these requirements can be satisfied using atomic ensembles [35] and their application
for the quantum repeater protocol is motivated by an enhanced atomic cooperativity
with light fields.



7

However, one important distinction between ensemble and single-qubit based re-
peater nodes needs to be highlighted. Specifically, it is impossible to perform a
deterministic bell state measurement (BSM) using linear optics with these ensem-
bles [36]. The time required to transfer classical messages, signalling BSM success
for ensemble-based quantum repeaters will scale as L/c. Hence, given the finite co-
herence time of matter qubits, the entangled state fidelity will scale as F oc e=L/<T2,
In order to mitigate this detrimental exponential scaling with channel length, it is

preferred to encode the repeater node qubits using single atoms/ions.

1.4 Requirements for Quantum Network Nodes

From the previous two sections we can see that building application-oriented quan-
tum network nodes and establishing long-range entanglement are somewhat different
(if complementary) goals. Hybrid approaches to quantum networking use two dif-
ferent physical systems for the end nodes and repeater nodes, combined with a
transduction protocol to convert quantum information between these systems [37—
39]. However, there are inherent advantages in system complexity and efficiency

associated with developing a single platform that is useful for both applications.

The subsequent list and Figure 1.3 summarize the requirements for a quantum
memory network node which is also compatible with the requirements of a long-

range quantum repeater:

A qubit which can be initialized, controlled and read-out with high fidelity.

A quantum memory (usually the qubit itself) which can robustly store quantum

information during entanglement generation and subsequent processing.

* A coherent photonic interface which couples the qubit to optical photons for

remote entanglement*.

Auxiliary qubits + Bell-state measurement functionality with the primary

qubit. These enable multi-node entanglement and entanglement swapping>.

The goal of my PhD has been to demonstrate all of these key areas of functionality

in a novel quantum networking platform.

“Ideally these photons should be in the low-loss telecom band to minimize transmission losses.

SIf the auxiliary qubits have an optical interface, then a BSM is sufficient to implement the
quantum repeater protocol. However, if they do not, we additionally need a SWAP gate between the
primary and auxiliary qubits.
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Figure 1.3: Quantum repeater nodes require a qubit with quantum memory and a
coherent optical interface, they also require at least one auxiliary qubit with Bell
state measurement functionality (a SWAP gate is also necessary if the auxiliary
qubit doesn’t have an optical interface).

1.5 Cavity QED in Quantum Networking

Optical photons are ideal carriers of quantum information between remote quantum
network nodes due to their inherently weak interaction with the environment. Un-
fortunately, this also impedes our ability to coherently interface them with matter

qubits.

One solution is working with atomic ensembles with a collectively enhanced light-
matter interaction strength [35]; however, there are considerable challenges associ-

ated with realizing multi-qubit registers with universal quantum control.

Cavity quantum electrodynamics (CQED) is an alternative approach which generates
an enhanced light-matter interaction by confining optical fields in resonators with
high quality factor and small mode volumes. The study of CQED and its application
to novel matter systems has been instrumental in the development of experimental

implementations of quantum networking.

The nature of light-matter interaction is characterized by four key parameters:

* g, the interaction strength between the atom and cavity mode,
* «, the energy loss rate from the cavity,
* I, the atomic decay rate,

* v, the transition line-width.

See Figure 1.4 for a schematic.
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Figure 1.4: Cavity QED parameters. Atom has free-space decay rate I" and line-
width y and is coupled to the cavity mode with interaction strength g. The cavity
mode decays with over-all rate k which can be divided into emission into a detected
1D waveguide mode ki, and loss to other channels «;.

The strong coupling regime is characterized by g dominating all other rates, i.e.,
g > {«,T',y}. Strong coupling in the optical frequency domain has been achieved
with trapped atoms [40], ions [41], and quantum dots® [43, 44]. In this regime
reversible transfer of excitations between the atom and cavity can be achieved

(vacuum Rabi oscillations).

Many solid-state quantum networking platforms operate in the so-called ‘bad cavity
regime,’”” characterized by a dominant cavity decay rate k > g > I'" [45]. In this
context any photon occupation of the cavity mode will quickly dissipate, and the
coupling of the atom to the cavity effectively adds another decay pathway to the
atom with rate 4g2/k. The Purcell factor is defined as the ratio of this enhanced
rate to the intrinsic atomic decay rate: F), = 4g?/kT. Cavities are often engineered
such that their dominant energy decay pathway is into a specific 1D waveguide
mode. Hence atomic emission is funneled into a quantum channel: precisely the
functionality required for quantum networking. An added benefit of this regime is
the reduced ion lifetime, which is particularly important for the detection of single
rare-earth ions. This regime has been demonstrated in many quantum networking
platforms [46-54].

Another crucial parameter in the context of CQED is the cooperativity: C = 4g2/ky
which quantifies the ratio between coherent atom-cavity interaction and other de-

phasing mechanisms. For radiatively broadened?® systems I'/y = 1; however, in the

®Despite not operating in the optical regime, it would be remiss not to mention the pioneering
experiments by Haroche in a discussion of cavity QED [42].

7Quantum dots are a notable exception.

8This condition is often referred to as fourier, transform or lifetime limited.
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context of solid state emitters, dephasing mechanisms often dominate and I" < 7.
In this case, the bad-cavity regime can be subdivided into two further categories:
C < 1l and C > 1. The benefits of the bad cavity regime mentioned in the previous
paragraph are universal (regardless of C). When C > 1, coherent atom-cavity inter-
actions enables additional quantum network node functionality, including the ability
to mediate spin-spin interactions via the photonic mode [55], the perfect absorption
of optical photons [56, 57] and the ability to generate deterministic interactions with

and between itinerant photons [58, 59].

As we will see later in the thesis, the generation of remote entanglement relies on
the coherent emission of photons, entangled with the internal state of an emitter.
One might assume that this precludes the use of the C < 1 bad cavity regime
when generating remote entanglement; however, this is not the case. It turns out,
that if photonic emission occurs within a short window (6 < 1/v) after optical
excitation, the post-selected photons will be coherent. However since this is a non-
deterministic process, the ratio I'/y will limit the entanglement heralding rate [60].
Operating in the C > 1 regime would enable an increased entanglement efficiency
(and potentially even deterministic entanglement generation if system losses are

minimized).

1.6 Solid State Systems for Quantum Networking

In this section I will review platforms that have been proposed and, in many cases,
have demonstrated the necessary quantum node functionality described in Section
1.4. While there has been considerable interest and progress in the development of
single trapped ion [61-63] and atom [64-66] quantum networks, in this thesis we

are going to focus on solid state systems for the following reasons:

* Solid state systems can be integrated with devices including nanophotonic
cavities and microwave circuits. Fabrication of these devices is often readily

scalable using established nanofabrication techniques.

* Qubits’ microscopic environment is resource-rich containing nuclear spins,

electronic spins, and phonons which can be leveraged as quantum resources.

* Defects can be doped or implanted into these materials, often with determin-

istic positioning, without the need for complex trapping infrastructure.

Initial efforts in solid-state quantum networking focused on quantum dots and nitro-

gen vacancy centers in diamond. Both of these platforms were used to demonstrate
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two-node entanglement at a fairly early stage [67, 68]; however, progress has been
hindered for different reasons. Quantum dots have very strong optical coupling
leading to high entanglement rates [69], though, their noisy nuclear spin environ-
ment has limited the implementation of a quantum memory with coherence time
longer than a few microseconds [70]. Nitrogen vacancy centers, on the other hand,
have an excellent intrinsic quantum memory (~ 1 s coherence time [71]) and access
to a large resource of 'C nuclear spins (these can implement large registers with
> 10 qubits [72] and coherence times > 1 minute [73]). However, their optical
transitions are considerably weaker; furthermore, transition enhancement using the
CQED protocols discussed previously has been hindered by a first order DC Stark
sensitivity leading to reduced optical coherence properties when incorporated into
nanostructures [74]. Despite this limitation, NV centers have recently been used to

implement state of the art three node quantum networks [30, 75].

Motivated by the early success of these solid state platforms, in recent years, there
has been an explosion in the study of novel optically addressed solid-state qubits,
with the goal of finding a platform that can simultaneously be incorporated into
nanophotonic cavities and satisfies the requirements for a quantum network node. I

will attempt to summarize these platforms:

Group IV defects in diamond such as SiV (both negatively [76] and neutrally [77]
charged), SnV~ [78, 79], GeV~ [80] and PbV™ [81] centers lead to an interstitial
defect with centrosymmetric site symmetry and no 1st order DC stark shift. The
SiV™ is the most developed of these platforms, but requires cooling to millikelvin
temperatures (in dilution fridges) to prevent phonon transitions between two orbital
branches separated by ~ S0GHz [82]. There has been recent progress using strained
sites with increased orbital splitting [83] to relax the operating temperature require-
ments. Using heavier interstitial elements like the SnV™ center leads to a larger
spin-orbit interaction and higher operating temperature (1.7K); however, this also

requires increased strain to enable efficient spin driving [79].

Interest in SiC as a host material has been motivated by its compatibility with
advanced CMOS fabrication techniques [48, 84, 85]. A range of defects and
vacancies have been explored in this material with the neutral divacancy [86] and
silicon vacancy [87] being the most actively studied. These have both demonstrated
millisecond-level spin coherence times and stable optical transitions. Emerging
defects like the nitrogen vacancy [88], Cr** ion [89] and V** ion [90] have also been

studied, with the latter exhibiting transitions in the telecom O band.
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Recently, there has been significant interest in so-called ‘radiation damage centers’
in silicon which boast telecom O-band transitions. Of all solid state host materials,
silicon is the easiest to nano-fabricate, so identification of a good quantum emitter
would lead to rapid scalability. There have been several studies of G centers
as single photon sources [50, 91]; however, they lack a ground state spin. T
centers are emerging as a promising candidate [92] as they have a ground state spin;
however, their optical transitions are relatively weak compared to other diamond-
based defects® (lifetimes are typically ~ 1 us). There have been DFT-based studies
to idenitfy novel defects in silicon which simultaneously satisfy the requirements of

a ground state spin and fast telecom transition with no DC stark sensitivity [93].

Molecular qubits have demonstrated a bottoms-up approach with the potential for
microscopic configurability [94, 95]. This field started three decades ago with the
detection of single dye molecules in organic host matrices [96] which have been
explored as single photon sources and coupled to cavities with high cooperativity
[97]. However, their application to quantum networking has been hindered by the
lack of an optically addressed spin. Two platforms recently emerged that could
overcome this challenge: chromium bonded to organic ligands demonstrated 10 us
coherence times, albeit with poor optical properties [98]. Europium molecular
crystals demonstrate exceptionally narrow optical line-widths (5-30kHz) but lack
an electronic spin, necessitating storage in nuclear spin states that couple weakly to

microwave control fields [99].

Motivated by their extensive utilization in condensed matter physics, 2D materials
have been explored as single photon sources [100]. In particular, hexagonal boron
nitride (hBN) has a wide bandgap and hosts optically addressable spin qubits like the
Vy defect [101]. This defect has demonstrated radiatively-limited optical transitions
[102] and can be coupled to nanophotonic devices [103]; however, spin coherence
times are fairly low (~ 4 us) due to the noisy boron nuclear spin bath [104, 105]. Of
particular interest are techniques to deterministically place defects in 2D materials
[106].

Rare earth ions will be discussed in detail in the next section of this thesis and are

just mentioned here for completeness.

I would also point the interested reader to the following review articles for a more

comprehensive overview of these solid state platforms [107-109].

9Still faster than rare-earths though!
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1.7 Overview of Rare Earth Ions

This thesis will explore the use of single rare-earth ions as quantum network nodes.
In this section I will introduce the reader to some basic properties and aspects
of rare-earth ion physics. A more detailed discussion of our specific platform is
provided in Chapter 2, the reader is also directed to these textbooks [110, 111] and

review papers [112, 113] for a more comprehensive overview.

Electronic Configuration and Energy Levels

Rare-earth elements comprise the Lanthanide series in the periodic table, they are
usually found in solids in the trivalent state with electron configuration given by
[Xe]4fN consisting of a Xenon core and partially filled 4f shell (Figure 1.5). The 4f
orbitals are closer to the nucleus compared to the filled 5s and 5p orbitals and hence
do not contribute significantly to bond formation. As a result, the 4f electrons are
shielded from the crystalline environment and the properties of inter-4f-transitions
are largely independent of the host material (at least compared to other solid state
defects). This has motivated the exploration and use of a wide variety of different

solid-state hosts.

55+ 5p

Figure 1.5: Rare-earth elements comprise the Lanthanide series of the periodic
table. They are commonly found in solids in the 3+ charge state where unfilled 4f
electronic orbitals are shielded by filled 5s and Sp orbitals.

The energy level structure of the 4f electrons can be understood by a hierarchy of

different interactions (listed in order of decreasing strength) [111]:

¢ Free ion Hamiltonian,
* Crystal field interaction,
* Hyperfine interaction,

* Superhyperfine interaction.
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The free ion Hamiltonian consists of energy terms independent of the crystalline host
(i.e., kinetic energy, coulomb attraction to the nucleus, spin-orbit interaction and
coulomb repulsion of the electrons). Energy levels can be derived using Hartree-
Fock and yield levels that are labelled >S*' L; (where S, L and J are the spin, orbital
and total angular momenta). These levels have (2J + 1) degeneracy and are spread

by frequencies ~ 300 THz (i.e., optical frequencies).

The crystal field interaction breaks the degeneracy of these multiplets leading to
so-called crystal field levels (with ~ 10 THz splittings). For rare-earth ions with
odd numbers of electrons, Kramers’ theorem states that the resulting energy levels
will have a minimum twofold degeneracy (in the absence of magnetic fields). Site
symmetry determines the number of crystal field levels and corresponding transition
selection rules. We prefer to work with Kramers ions since they have electronic-
like spin transitions. These can be driven more easily and quickly with microwave
fields!?, compared to nuclear spin transitions in non-Kramers ions, and thus can lead

to more reliable qubits.

For rare-earth ions with a nuclear spin, the hyperfine interaction with the electronic
spin will break the degeneracy imposed by Kramers’ theorem leading to 2(27 + 1)
hyperfine levels (some of which may be degenerate). This splitting is usually on the
scale of ~ 1 GHz.!

Finally, for nuclear-spin-rich hosts, the hyperfine interaction with lattice nuclear
spins can yield spectrally resolvable transitions dependent on the surrounding nu-
clear spin states. This is termed superhyperfine structure and is usually in the range
of 10 kHz-1 MHz.

This rich energy level structure consisting of optical transitions for photonic inter-
faces, electronic transitions that can be driven strongly and nuclear spin states for
long-term storage make rare-earth ions a versatile platform for quantum information

applications.

10ns—pus timescales

"For rare-earth ions with nuclear spin greater than 1/2 the nuclear quadrupole interaction will
also add an energy term (~ 10 MHz).
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Spin Properties

For large temperatures, the spin relaxation rate in Kramers rare-earth ions scales as
T? and is limited by two-phonon Raman processes [114]. In order to mitigate this
effect, experiments are performed at cryogenic temperatures < 4 K12, At sufficiently
low temperatures, the spin relaxation rate becomes limited by spin exchange with
other rare-earth ions, this can be mitigated by using more dilute ensembles or

optically polarizing the spin bath [115].

Under these conditions, the coherence properties of spin transitions are usually
limited either by interactions with nuclear spins or paramagnetic defects in the
host lattice. The most common host materials (YVOy4, YAG, Y;Si05) have dense
nuclear spin baths, additionally, they contain Yttrium which is difficult to purify and
often contains non-negligible quantities of paramagnetic rare-earth impurities (see
Appendix A). As a result, there has been considerable recent effort to identify and
work with magnetically quiet hosts [116]. Paramagnetic defects can also be frozen-
out (their spin bath dynamics can be suppressed) by operating at large magnetic

fields and low temperatures [117].

The longest coherence times measured in any optically-addressed solid state platform

were achieved with Europium nuclear spins in Y,SiO5 with 7, = 6 hours [118].

Optical Properties

4f-4f optical transitions of rare-earth ions are quite weak, with lifetimes in the
range of ~ 100 us to ~ 10 ms. In free-space these transitions would be parity-
forbidden, but, in the presence of a crystal field they become perturbatively allowed 3.
Furthermore, due to the isolated nature of 4f electrons, these optical transitions are

highly radiative with coherence properties often limited by the spin coherence.

The final key advantage of rare-earth ions is that they often have considerably
narrower optical ensemble inhomogeneities compared to other solid state systems
(frequency distributions as narrow as ~ 10 MHz were observed in Nd: YLiF, [120]).
In the context of remote entanglement heralding between single ions, we will see
that this narrow inhomogeneity enables the preparation of entangled states between

any pair of ions using measurement-based frequency erasure.

2For 171YDb studied in this work, experiments were performed at 0.5 K, coherence and lifetimes
were robust up to 1 K.

BInterestingly, in some rare-earth ions the strength of weakly allowed electronic dipole transitions
is comparable to magnetic dipole transitions [119].

14As we will see, the optical linewidth of the single ions in this work might be limited by electric
field fluctuations; this is likely due to nearby interfaces associated with the nanophotonic cavity.
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Applications of Rare-earths in Quantum Information
In this subsection I will summarize quantum information-related applications of
rare-earth ions focusing on the utilization of ensembles. A detailed discussion of

progress with single rare-earth ions is presented in the next subsection.

Rare-earth ion ensembles have found extensive application as photonic quantum
memories. Under ideal operating conditions, these memories should perfectly ab-
sorb a photon, store it for some duration (which could either be pre-determined
or dynamically selected) and subsequently re-emit the photon with high efficiency
whilst preserving the original quantum state [121]. Some key demonstrations in-
clude multi-mode storage [122], high efficiency storage [123] (69%), long storage
times up to 20 ms [124] and on-demand recall using spin-wave memories [125]. Fur-
thermore, there have been recent demonstrations of remote entanglement between
pairs of ensemble-based memories [126, 127]. A related topic is the proposed ap-
plication of rare-earth ion spin ensembles as memories for superconducting qubits.
Information would be stored as a delocalized spin excitation in a similar manner to

the optical quantum memories [128].

Motivated by the progress in superconducting qubit-based quantum computing,
microwave to optical transduction aims to convert single photons between between
the microwave and optical frequency domains (with high efficiency and low added
noise), thereby enabling large-scale quantum networking of superconducting qubits.
For transduction mediated by rare-earth ion ensembles, the basic idea is to use a
Raman scattering protocol in a three-level system, combined with ensemble strong
coupling to both optical and microwave resonators [129]. There have been a number
of experimental demonstrations using this approach [39, 130-132]. More recently,
there have been efforts to utilize stoichiometric crystals (where the rare earth ion
is fully concentrated in the crystal lattice). In this context, microwave photons
would couple to a collective ferromagnetic (or antiferromagnetic) resonance of the

electronic spin ensemble [133, 134].
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Progress with Single Rare-earth Ions

The first detection of single rare earth ions in a crystal was performed with Pr** ions
in yttrium aluminium garnet (YAG) [135], this was achieved using an upconverted
readout scheme, whereby population in an excited 4f> level was transferred to a 4f5d
state, from where fast, parity-allowed emission at ultraviolet wavelengths enabled
efficient detection. However, the incoherent nature of this photon emission process
meant that it could only be used for readout and precluded a coherent spin-photon
interface. Nevertheless, this enabled a range of optical and spin coherence properties
of these ions to be studied [136], and a demonstration of nanometer-precision
implantation [137]. We note that a similar approach was also used to detect single
Pr3* ions in LaF3 [138] and to detect and measure coherence properties of single
Ce’" ions in YAG [139-142], including demonstration of coupling to individual
nuclear spins [143].

Around a similar time, a very different approach utilizing photoionization was
pursued to demonstrate detection of single Erbium ions in silicon. After optical
excitation on a coherent 4f—4f transition, the ion can undergo non-radiative relaxation
causing a nearby charge trap to ionise, this process was detected using a single
electron transistor [144]. This approach has been leveraged to perform spectroscopy
[145, 146] and characterize the relaxation and optical coherence properties of single
Er ions [147-149]. It has also been used to detect interacting Erbium ion pairs
[150] and to perform atomic-scale mapping of electric and strain fields [151].
However, demonstrating a spin memory and correlating the electrical detection with

fluorescence detection remain outstanding challenges.

The first demonstration of single ion detection using photoluminescence on the
coherent inter-4f optical transitions was performed with Pr3* jons in Y,SiOs [152]
using an anomalously fast transition with 2 us lifetime (detection using a slower
transition with ~ 100 us lifetime was also demonstrated [153]), these measurements

were performed using bulk samples.

The first demonstrations of Purcell-enhanced detection of single rare-earth ions cou-
pled to nanophotonic cavities (using the coherent 4f—4f transitions) were demon-
strated by our lab using single Nd** ions in YVO, [154] and the Thompson Lab
at Princeton using single Er’* ions in Y»SiOs [46]. In order to demonstrate a
coherent qubit, our lab switched to studying '7'Yb in YVO,, which has ground

state and optical clock transitions?, using this platform we demonstrated coherent

ISWhich are robust against the noisy magnetic environment in the YVOy crystal.
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optical transitions, spin memory and single-shot readout of the spin state [155].
Concurrently, the Thompson lab demonstrated similar spin functionality using the
Er’*:YSO platform [156] and parallelized measurement of six Er** ions in a single
device combined with independent spin control [157]. Both labs also used these plat-
forms to study interactions with environmental nuclear spins, we realized a quantum
register using four local Vanadium ions [158] while the Thompson lab demonstrated

quantum control of an impurity hydrogen nuclear spin (a proton) [159].

There is a specific focus in the community on single Erbium ions due to their in-
trinsic telecom transitions. However, a major limitation of the Er3*:YSO platform
is the presence of a 1st order DC stark shift, which has lead to poor optical coher-
ence in nano-fabricated platforms (in fact, this sensitivity has been used recently
to demonstrate Stark tuning of individual emitters [160]). This has motivated sys-
tematic studies of new host materials for Er ions with low magnetic noise and no
DC stark sensitivity [116], single Er ions have also been detected in MgO [119],
Si [53, 161], LiNbO3[162, 163] (which has also been demonstrated as a host for
single Yb ions [164]) and CaWQO, [165]. The latter result is particularly notable
as it demonstrated coherent optical and spin transitions (measured via time-delayed

two-photon interference and spin dynamical decoupling, respectively.)

It is worth noting that there are three different approaches currently pursued by the
community for fabricating optical cavities and Purcell-enhancing single rare-earth
ions, these each have their respective advantages/disadvantages:

1. Monolithic nanophotonic cavities fabricated directly from the host crystal
using focused ion beam milling [166] (the approach utilized in this thesis). The
modal field maximum is removed from nanophotonic interfaces maximizing
optical coherence; however the fabrication process needs to be re-optimized

for different host materials.

2. Hybrid approaches where the cavity is fabricated from silicon [46, 167] or
GaAs [168] and transferred onto a pristine crystal surface, enhancement occurs
via an evanescently decaying field. This approach is easily translated to
different host materials; however, since it preferentially enhances ions close

to the crystal surface it might cause a limitation to coherence properties.

3. Macroscopic Fabry-Perot cavities [169]. As with approach (1) this enables
enhancement of ions that are removed from interfaces. However, ensuring
narrow cavity line-widths requires vibration isolation in cryostats which is

quite challenging [170].
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Of all these platforms, the two which are most promising as quantum network
nodes (i.e. have demonstrated the most comprehensive range of functionality) are
71Yb:YVO, and Er:CaWOy,. The next step in the development of these platforms is
to demonstrate basic quantum networking protocols involving remote entanglement
generation. This will be discussed further (and demonstrated) in the second half of
this thesis.

Finally, I would also like to note a novel (and recently developed) approach to
detect single Er ion spins in CaWOy4 [171]. In this work a 7GHz spin transition
was Purcell-enhanced, the microwave fluorescence was detected using a microwave
single photon detector and g(® autocorrelation and spin coherence measurements

were performed.
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Chapter 2

OVERVIEW OF EXPERIMENTAL PLATFORM

2.1 Introduction

The specific rare-earth ion platform investigated in this thesis is the '7'Yb®* ion
doped into YVOy4 (see Figure 2.1). It is a Kramers rare-earth ion (odd number of
electrons), having an electronic spin 1/2 ground state. This enables fast control of

spin qubits using magnetic dipole like transitions.

Furthermore, '7'Yb3* is the only Kramers rare-earth ion with a nuclear spin of 1/2
[110]. This leads to the simplest possible hyperfine energy level structure consisting
of four states associated with each crystal field level (see the following section for
more detail). The mixing of nuclear and electronic degrees of freedom via the
hyperfine interaction, leads to clock transitions with reduced sensitivity to magnetic
field noise (we note that there are several other solid state systems that also use clock

transitions to reduce noise sensitivity [95, 118, 172, 173]).

These properties make '7'Yb** a promising rare-earth ion to study and utilize in
quantum technologies, over the past few years it has been studied in a range of host
materials [173—177] with several demonstrations of single-ion addressability [155,
164].

Our choice of host material (yttrium orthovanadate, YVO,) is motivated by two
considerations. First, the local Y site symmetry (which the Yb substitutes) is non-
polar (D,4) which precludes a first order DC Stark shift and reduces the sensitivity of
optical transitions to electric field noise. Second, Yb** has a relatively large optical
dipole moment in this host (compared to other rare-earth ions/host materials) with
f =54x107% (Ju| = 1.06 x 103! C-m) for the main transition used in this
thesis. The radiative lifetime of this transition is 267 us [175]. While this is still
prohibitively long to address single ions directly, it relaxes the requirements on
device fabrication (i.e., requires lower Purcell factor devices to achieve a specific

lifetime compared to other hosts).

We also note that there are established methods for fabricating nanophotonic devices

in this material [166], demonstrated previously in our research group.

The wavelength of the optical transitions used in this work is 984.5 nm. This near-
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infra-red portion of the spectrum incurs fiber transmission losses of approximately
2 dB/km. While this is better than diamond-based defects (e.g., 637 nm for NV
centers), for minimal losses over long distances we would want to operate in the
telecom band (1260-1675 nm). Luckily frequency conversion between these wave-
lengths is fairly straightforward [178—183], we note that this is not demonstrated in
this work and is left for future projects.

There are two potential downsides to this host material choice. First, its large
concentration of (Vanadium) nuclear spins which generate magnetic field noise
with 2 G standard deviation [158]. It is for this reason that the clock transitions
mentioned previously are crucial for coherent operation of this qubit. In fact, as we
will see in Chapters 4 and 5, there are benefits to operating with this dense nuclear

spin environment as it provides a deterministic quantum resource.

The second downside is that Yttrium is hard to purify and often contains substantial
concentrations of Lanthanide elements. The YVO,4 material used in this thesis has
a 140ppb concentration of Yb>* of which 20ppb is '71'Yb* (a full characterization
of impurities in these crystals can be found in Appendix A). While this concen-
tration was suitable for the work considered here, being able to operate with lower

concentrations would be beneficial for improving spin lifetimes.

In this section we will provide a detailed description of the energy levels and
transitions associated with "1Yb3*:YVO,, the nuclear spin environment and an
overview of the nanophotonic cavities/device platform used to address single rare-

earth ions.

2.2 1"1Yb:YVO4 Energy Level Structure
The energy level structure of 71 Yb:YVOy at zero magnetic field is shown in Figure
2.2.

The free ion energy levels under consideration are shown in Figure 2.2a and consist of
two sets of degenerate multiplets: the ground state has J = 7/2 with 8 levels and the
excited state has J = 5/2 with 6 levels. When embedded in a crystal, the degeneracy
of these levels is lifted into so-called crystal field levels (Figure 2.2b) leading to four
doubly-degenerate levels in the ground state and three doubly-degenerate levels in

the excited state.

In this work we focus on the lowest ground state and lowest excited state crystal
field levels (Fs /2(0) and 2Fy /2(0)) which are separated by an optical transition at
984.5 nm [184]. Operating with the lowest ground state level prevents decay via
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Figure 2.1: The crystal structure of YVOy4, Yb substitutes for Y in a single site with
non-polar (D74) symmetry.

thermal processes/spontaneous emission. Thermal excitation is inhibited by working
at cryogenic temperatures. This also prevents the excited state level, 2 Fs /2(0), from
thermalizing with any other excited state levels; however, decay from this state
can occur to all four ground state levels. In fact, the branching ratio to 2F; /2(0)
is only § = 0.45. The optical cyclicity of this transition is improved via Purcell
enhancement: since the cavity is only resonant with the 2Fs 12(0) 2 /2(0) and

not with any other crystal field transitions.

Focusing on these two crystal field levels, Figure 2.2c shows the hyperfine structure
resulting from the interaction between the Yb electronic and nuclear spins. The
effective spin-1/2 Hamiltonian for the 2F7/2(0) 71Yb** ground state is given by
[175]:

Her=upB-g-S+1y,-A-S 2.1)

where B is the magnetic field, S and Ty, are vectors of 7'Yb electron and nuclear

spin-1/2 operators, respectively, and we neglect the nuclear Zeeman term. The
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ground state g tensor is given by [185]:

g 0 0\ (08 0 0
g=[0 g 0= 0 08 o0 |, (2.2)
0 0 g 0 0 -6.08

which is a uniaxial tensor with the extraordinary axis parallel to the c-axis of the
crystal and the two ordinary axes aligned with the crystal a-axes. The ground state

A tensor is given by [175]:
0.675 0 0
A=2rxx| 0 0.675 0 |[GHz (2.3)
0 0 -4.82

with the same principal axes. The excited state spin Hamiltonian has the same form
but with different uniaxial tensors [175]:

1.7 0 0 337 0 0
g=[0 17 0 |,A=2rx| 0 337 0 |GHz 24)
0 0 251 0 0 486

The principal axes of the excited state tensors are the same as the ground state
tensors. (Note here that we have taken the convention 7z = 1 and neglected the

nuclear Zeeman interaction).

b c
Free lon Crystal Field Hyperfine
2 746 MH Jauxe)
z A A A
, 15.6 THz ; " yy |1e>
Fs/o 72 THz 3.37 GHz [f
0 [0c)
A
984.5 nm Alg| 1|c|Fla|H
3 4 1g)
2F 5.5 THz 675 MHz L Z y 7
7/2 26THz f 10 10,)
6.8 THz 2.07 GHz 44
0 |aux)

Figure 2.2: Energy level structure of '7'Yb*:YVOQ,. a) Free ion energy levels
with degenerate / = 5/2 and J = 7/2 multiplets. b) Crystal field splitting into
doublets. We utilize the lowest excited and ground state levels separated by 984.5
nm. c) Hyperfine level structure of these two doublets. Yellow levels have no
1% order sensitivity to magnetic fields, red (blue) transitions are polarized parallel
(perpendicular) to the crystal ¢ axis. Microwave transitions with magnetic field
polarization along the ¢ axis are labelled in black.
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Denoting the ground state electron spin as ||,) and the ground state nuclear spin as

|U;), the ground state energy levels have the following form:

1
1) = = (1ebo) +1L610)
0) = —= (ITele) — ILTe)) 2.5)

V2
laux) = |Tgﬂg> > |~LgUg>

where the |aux) state is doubly degenerate. Note that |0,) and |1,) have no 1* order
sensitivity to magnetic fields, i.e., (O, | §x/y/z |0g) = (1] Sx/y/z |1g) = 0. This means
that the |0,) <> |1,) transition at 675 MHz is a clock transition; indeed, this is why
we use it as our qubit. The transition can be driven with an oscillating z-directed
magnetic field! since (O] S, 1) # 0.

To predict the sensitivity of our qubit transition to magnetic fields, we consider
second-order effects which generally scale as ~g%/AE, where AE is the energy
separation between a pair of unperturbed eigenstates. By taking into account the
fact that g, is roughly 7 times larger than g,, g, and S, terms in Heg mix |0g) and [1,)
with small AE whereas S, and S, mix the '”!'Yb qubit states and |aux) with large
AE, we identify that perturbations along the z axis (crystalline ¢ axis) dominate.

Hence we can approximate this second order detuning with magnetic field as:

_ giuyB:

A=
2wo1 %

(2.6)

where wy; is the frequency of the |0,) <> [1g) transition. This is why, experi-
mentally, we primarily care about cancelling residual fields along the z direction to

optimize qubit coherence.

The expressions for the excited state energy levels (in terms of nuclear and electronic
spins) can be found in [175]. For the purposes of this discussion it is sufficient to

note that |0,) and |1, ) also have no 1% order sensitivity to magnetic fields.

This also means that any optical transitions connecting |0,), [1,) to [Oc), |1.) will

also be insensitive to magnetic field noise (i.e., the A and E transitions).

Considering the optical transitions in Figure 2.2c, the three transitions highlighted
inred (A, E, I) are polarized parallel to the c axis of the crystal. The blue transitions

(C, F, G, H) are polarized perpendicular to the ¢ axis.

IThroughout this thesis we adopt a convention that z is parallel to the crystalline ¢ axis.
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Note that experimentally we observe a small splitting of both the doubly-degenerate
|aux) and |aux, ) energy levels, typically around 0—-40 MHz. We attribute this to local
strain in the crystal which reduces the site symmetry. As a result the F transition
(which we use during our initialization protocol) is split into two distinct frequencies
which we label F; and F>.

2.3 Nuclear Spin Environment

The '"1Yb* jon substitutes for yttrium in a single site of the YVO, crystal. The
local crystalline environment consists of 89y, 51V and 10 ions. Naturally abundant
V and Y contain 99.8% 'V and 100% %Y isotopes with nuclear spins of 7/2 and
1/2, respectively. Hence each '7'Yb ion experiences a near-identical nuclear spin

environment?2.

Note that there is a stark difference between this nuclear spin environment compared
to most other solid state platforms. The most commonly studied regime consists
of a localized electronic spin coupled to a sparse, non-interacting nuclear spin
bath (Figure 2.3a). In this case, individual spins are spectrally resolvable via their
different hyperfine interaction strengths with the central electronic spin and can be
used as independent qubits, this regime occurs with '*C nuclear spins in diamond
coupled to NV [186—-192] and SiV centers [193], hydrogen nuclei coupled to Er ions
in Y,SiOs [159] and ?°Si nuclear spins coupled to vacancies in SiC [194], Ce ions
in Y,Si0s5 [143], donors in silicon [195] and gate-defined quantum dots [196]. An
alternative regime is encountered with InGaAs strain-defined quantum dots where
a highly delocalized electronic spin (spanning ~ 10 nm) is homogeneously coupled
to a large number (typically ~ 10°) of dense, interacting, indistinguishable nuclear
spins [197-201] (Figure 2.3c). High fidelity initialization and quantum control of
such a large many-body system is difficult and utilizing nuclear spins as a quantum

resource in this regime is an outstanding challenge.

Our system realizes an intermediate regime where a highly localized electronic spin
is coupled to a dense, confined, nuclear spin ensemble consisting of ~ 10 nuclear
spins (Figure 2.3b). This yields a deterministic quantum resource with nuclear spin
positions and interactions prescribed by the lattice. Furthermore, due to the small
number of spins this is a highly controllable quantum many-body system (as we will

see later in this thesis)3.

Naturally abundant oxygen contains a negligible fraction of nuclear spinful isotopes.
3Note that this regime has been partly explored in the context of rare-earth ion ensembles
coupling to local nuclear spins.[54, 202].
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b c
Sparse + Localized Dense + Localized Dense + Delocalized
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@ Nuclear spin

Figure 2.3: Different nuclear spin bath regimes encountered in solid state platforms.
a) A sparse nuclear spin bath is coupled to a localized electronic spin. Nuclear
spins can be spectrally resolved and used as independent qubits. b) A dense nuclear
spin bath is coupled to a localized electronic spin (our regime). Leading to a
confined, deterministic many-body system. c) A dense nuclear spin bath coupled to
a delocalized electronic spin yields a complex, large many body system.
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Figure 2.4: Vanadium nuclear spin environment. a) V spins around the Yb are
arranged in equidistant shells. The second shell contains 4 spins and is termed
the register. All other spins belong to the bath. b) Zero field nuclear quadrupole
structure of I=7/2 Vanadium register spins consisting of four quadratically spaced
doublets.
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1V with nuclear spin 7/2 has the largest magnetic dipole moment and zero-field
structure due to a quadrupole interaction with the lattice electric field [203], we will

therefore focus our subsequent discussion exclusively on this ion/isotope.

The resulting zero-field energy level structure of the 'V spins is given by:
Ay = OF 2.7)

where Q /27 = 171 kHz measured using nuclear magnetic resonance (NMR) on
bulk YVOj crystals [203] and 1. is the 3!V nuclear spin-7/2 spin operator along the
¢ = z axis. This leads to four quadratically-spaced, doubly degenerate energy levels,
{lxmp)} ={|x1/2), |£3/2), |£5/2), |+£7/2)}, and three magnetic-dipole allowed
transitions a, b, ¢ (Figure 2.4b).

The local >V ions surrounding the 7! Yb qubit experience a frozen-core detuning,
likely due to a modification of the electric field environment. They are arranged in
shells of equidistant nuclear spins. Due to symmetry, all nuclear spins within a given
shell have equal frequency detuning and are indistinguishable from the perspective

of interaction with the Yb (see Section 4.2 for more discussion).

The positions of the six nearest > V ions are tabulated in Table 2.1, where r = [x y 7]
is the 171'Yb—>1V position vector with magnitude r and direction cosines {/, m, n}.

Their positions are also depicted in Figure 2.4a.

STVion# [ Shell [rA) [xA) [y RA) [zA) | 1 m n
1 | 31 0 0 | 31| 0 0 -1
2 1 | 3.1 0 0 3.1 0 0 1
3 2139 0 | 36| 16 0 |-0.91] 040
4 2 139 0 36 | 1.6 0 | 091 | 040
5 270 139 | 36| 0 [ -16 [-091] 0 [-040
6 271739 | 36 0 | -16 | 091 ] 0 |-040

Table 2.1: Positions and direction cosines of local Vanadium nuclear spins.

We divide these spins into two distinct classes, register spins and bath spins. Specif-
ically, the register spins comprise the second shell. They are distinguished by two
factors: first their frozen core detuning spectrally resolves them from other bath
spins (Q/2n = 165 kHz, Figure 2.4b). They are also distinguished by the nature
of their interaction mechanism with Yb, this will be discussed in more detail in
Chapter 4. We will see in Chapter 5 how we can use these spins as a many-body

quantum register.
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We also note that the 'V ions have a uniaxial g-tensor with form [204]:

g O 0
gv=(0 8vx 0 (2.8)
0 0 g

with g« = 0.6 and g,, = 1.6 [158].

2.4 Purcell Enhancement and Devices

As discussed previously, the weak dipole moments and long lifetimes of the 4f-4f
transitions make it difficult to address single rare-earth ions (REIs). For comparison,
other solid state platforms such as nitrogen vacancy centers and InGaAs quantum
dots have lifetimes of ~ 10 ns and ~ 0.5 ns whereas REIs typically have lifetimes

between 0.1 — 10 ms.

The accepted approach to resolve this issue (which has been adopted by many labs
studying single rare-earth ions) is to couple them to an optical cavity [46, 53, 154,
162, 164, 169]. By engineering the photonic environment around the emitter, we
can preferentially enhance its coupling to a specific optical mode, thereby enabling
a faster channel for extracting photons from the emitter compared to ‘natural’ decay

into free-space radiation modes.

Understanding the coupling of a single atom to a cavity is described by cavity quan-
tum electrodynamics. Many textbooks/course notes cover this topic (for example
[205] and [206]) while here I will provide quick overview; a more detailed discussion

is presented in section 8.5.
The three key processes needed to understand an atom coupling to a cavity are as
follows:

1. Unitary dynamics associated with a two level system coupling to an optical

mode via an electric-dipole-like transition.

2. Dissipative dynamics associated with the two level system radiating into free-

space optical modes.

3. Dissipative dynamics associated with radiation leakage out of the cavity.
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The first item is described via the Jaynes Cummings Hamiltonian:
H=ng(ao++a"o7) (2.9)

where 4, a' are bosonic annihilation/creation operators for the cavity mode, 67,

IR R—
2eeghV with
u the transition dipole moment, €€y the permittivity of the medium surrounding

0~ are raising/lowering operators for the two level system and g =

the emitter, w the transition frequency and V the optical mode volume. We have
assumed that the ion is resonant with the cavity and moved into a rotating frame for

both the emitter and cavity mode.

The second item can be described by Lindbladian dynamics, i.e., a master equation

with the following form:

1
p=T (&_pﬁ'+ -3 {6’+6'_,p}) (2.10)
where I is the optical decay rate, I" = ;}:Z’;’;

The third item can be described by a second master equation:
~ ot Loy
p =«k\|dpd —E{aa,p} (2.11)

where « is energy decay rate of the cavity (i.e., Q = w/k).

See Figure 2.5b for an illustration of these different rates where we have separated
cavity dissipation into two separate channels, kg is associated with light scattered
into unobserved optical modes, ki, corresponds to light coupled to a 1D waveguide

(optical fiber), these are connected to the overall cavity decay rate via: kK = kg + Kijn.*

The relative magnitudes of k, g and I' determine which regime of cavity QED we
are operating in. All examples in this thesis will be in the ‘bad cavity regime’ where
k dominates over all other rates: x > g > I'. In this regime, any photon occupation
of the cavity mode will quickly dissipate, hence the coupling of the atom to the

cavity effectively adds another decay pathway.

If we solve the dynamics associated with these processes we find that the atomic

2
decay rate is modified from I" to I' + 4%. The ratio of these two rates is 1 + F, where

“Note that, in principle, coupling to the waveguide is a coherent (non-dissipative) process. This
is why photonic emission into the waveguide can be used as a channel for mediating long-range
spin entanglement. In section 8.5 we will use an alternative formalism where the decay into the
waveguide is separated from the scattered light and treated using unitary dynamics.
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Figure 2.5: Device and cavity QED a) SEM image of the nanophotonic cavity milled
from the YVO, host crystal (grey) with a surrounding gold coplanar waveguide
(yellow). Light impinges vertically onto the chip, the angled coupler reflects it into
the waveguide mode. The cavity mode is highlighted in red in the center of the
nanobeam. b) Schematic of rates relevant for ion-cavity coupling. c¢) Schematic of
coplanar waveguide on chip. The magnetic field direction is indicated with a red
arrow, the devices sit in the gaps between the ground plane and center strip.

F, = % is termed the Purcell factor [45]. By substituting expressions for «, g, I’

3
we can derive F), = ﬁQ WV" )" As we can see, reducing the lifetime of our emitter

boils down to fabricating cavities with a small mode volume and large quality factor.

Note, for multi-level systems there is a subtlety in the definition of the Purcell
3 2 2
factor. In this case, 8 %Q% = 28 where § is the branching ratio. Both 2 and

%Q% can be termed the Purcell factor.

The optical cavities used in this thesis are nanophotonic cavities directly fabricated
from the YVO4 host crystal using focused ion beam milling (see Figure 2.5a). This
process is detailed in [166]; briefly, it involves first milling a suspended triangular
nanobeam via a series of angled cuts. Subsequently, a photonic crystal is fabricated
via a series of periodic cuts orthogonal to the beam. The period of the cuts is
quadratically tapered towards the center of the beam to define a TM cavity mode
with electric field along the ¢ axis of the crystal. There are more mirror periods
on one side of the tapered region compared to the other, this leads to preferential
emission of cavity light into one side of the suspended waveguide. A 45 degree
angled cut at the end of the waveguide couples light into free space (via total internal

reflection) in a direction travelling orthogonally to the chip surface. These cavities
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have a quality factor of ~ 10,000 and a mode volume of approximately (1/n)3.

The first cavity used in this work was fabricated by Jake Rochman; it has survived
for 5 years and has been used for three separate projects with negligible degradation,
a testament to the robustness of these devices. We fabricated a second cavity more

recently for the entanglement project using the same recipe.

The cavity QED parameters for the best coupled ions in the first device are: g =
21 x 23.5 MHz, « = 2n x 31 GHz, I" = 3.7 kHz leading to a lifetime reduction of
122. The ratio i/« ~ 0.12, meaning that approximately 12% of light in the cavity

couples into the waveguide mode.

In addition to reducing the lifetime of the emitter there are two additional benefits to
the Purcell enhancement. First, it leads to preferential emission of photons into the
cavity mode: BF,/(1 + BF,) = 0.99 of emitted light goes into the cavity. Second,
it enhances the cyclicity of cavity coupled transitions, the branching ratio of the
|0.) state decay via the A transition is 84 = 0.35, in the cavity this is boosted to
(1+F,)Ba/(1+BaF,) = 0.999.

We note that since the cavity mode is polarized along the ¢ axis of the crystal,
A, E and [ transitions are Purcell enhanced whereas C, F, G, and H are not. These
transitions can then be used for different applications. Cyclic transitions are good
for qubit readout as we can repeatedly excite the ion and detect photons without
deteriorating the qubit populations. Un-enhanced transitions (in combination with
an enhanced transition, forming a A system) are useful for qubit initialization as

discussed in Section 3.3.

In addition to the optical cavities, we fabricate a coplanar waveguide (CPW) on the
surface of the chip (gold-colored regions in Figures 2.5a and c). The nanophotonic
cavities are fabricated in the slots between the ground planes and center strip of
the waveguide. This exposes them to an RF magnetic field perpendicular to the
chip’s surface (parallel to c¢), this is the correct polarization for driving the ground
state qubit transition between |0,) < |1,) (transition g) and also the excited state

transition between |0,) <> |1,) (transition f).

More detail regarding the experimental setup for single ion measurements presented
in this thesis can be found in [155]. The experimental setup for two device mea-

surements is described in Chapter 9.
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Chapter 3

SINGLE "'YB:YVO, QUANTUM NODES

3.1 Detection and Verification of Single Ions

To detect single ions we first perform resonant photoluminescence (PL) spec-
troscopy. We apply a long (10 us) laser pulse which drives any ions’ optical
transitions to saturation. We subsequently detect emitted photons which are tem-
porally resolved from the laser excitation. We sweep the laser frequency in an 800
MHz range around the optical A transition and plot the integrated (and normalized)
PL counts at each frequency (Figure 3.1a). The spectrum shows a set of clustered
peaks, the isolated peak labelled ‘Ion 1’ is a single !”'Yb ions which is studied

further in this section.

Figure 3.1b shows a histogram of photon emission times after the optical excitation.
We see a mono-exponential decay with lifetime of 2.18 +0.04 us. This corresponds
to a lifetime reduction of BFp = 122 and a Purcell factor of 350. The single photon
coupling rate is g = 27 X 23.5 MHz. Based on these results, the probability that the
ion emits into the cavity mode is 99.2%.

Finally, to verify that this is indeed a single ion, we perform a pulsed g® auto-
correlation measurement [207]. This yields a value of g?(0) = 0.015 + 0.002.
The slight bunching feature observed around O time delay indicates that there is
some degree of correlation between photon emission events after near-consecutive
excitations. This could be due to imperfect hyperfine initialization combined with
spin pumping dynamics. Essentially, the combination of laser excitation and spin
thermalization lead to an effective hyperfine relaxation rate. A photon detection
indicates that the ion is currently in the |I,) state, and there will be an elevated

probability of detection within the relaxation timescale.

3.2 Optical Control and Coherence

Next, we demonstrate the ability to coherently control the optical A transition. We
apply an optical pulse of varying duration and plot the integrated photon emission
in Figure 3.2a. We see a Rabi oscillation with Rabi frequency equal to Q = 27 X
3.9 MHz. The solid curve corresponds to a simulation which includes optical decay,
quasi-static frequency fluctuations and pure dephasing, parameters for the simulation
were independently measured using the subsequently described experiments. The

model fits remarkably well to the data with no free parameters.
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Figure 3.1: Verification of single '7'Yb:YVO,. a) A pulsed luminescence mea-
surement centered on the A transition. The isolated peak labelled Ion 1 is a single
ion investigated in this chapter. b) Optical lifetime of a single ion obtained by
time-resolving the photoluminescence. Fit is to a mono-exponential decay with
lifetime Ty = 2.18 + 0.04 us. c) Pulsed g® autocorrelation measurement with
2@ (0) = 0.015 + 0.002 verifies that this is a single ion.

Next, we use the optical Rabi experiment to calibrate an optical 7/2 pulse and
perform a Ramsey coherence measurement (Figure 3.2b). This data is integrated for
approximately one hour and yields a Gaussian decay with timescale 75 = 320+ 10 ns
corresponding to a FWHM linewidth of 1.7 MHz. We note that this is considerably
broader than the transform limited linewidth of 99 kHz, equivalently, the Ramsey
coherence is much shorter than the lifetime limit: 75 < 27} = 4.36pus.

The Gaussian decay envelope in the Ramsey measurement indicates that frequency
fluctuations may be quasi-static. Therefore, in Figure 3.2c we add a single optical
7 pulse to rephase contribution from quasi-static frequency variation (i.e., perform
an optical echo). The resulting coherence time of 3.4 + 0.1 us is much closer to the
lifetime limit, we predict an excess pure dephasing rate of 69 + 9 kHz. The ability
to extend the optical coherence in this manner will be leveraged in Section 10.2 to

obtain a considerably increased two-ion entanglement rate.
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Finally, we explore the temporal correlations in ion emission frequency. To do this,
we first perform an optical Ramsey measurement as described previously, then we
apply a weak frequency-selective probe pulse and count any photons emitted after
the probe, this experiment is repeated many times. Each Ramsey measurement
will only be accepted if the number of probe photons in a 3.5 ms window centered
at some fixed separation Ty, exceeds a certain threshold (in this case N > 2).
When 74, = 0 we observe an extended Ramsey decay timescale of 75 = 0.77 +
0.05 us (Figure 3.2d). This verifies the presence of temporal frequency correlations,
note that in this case the Ramsey measurement was performed with a 1 MHz
detuning. We plot the Ramsey decay timescale as a function of the offset (sep)
between the measurement and probe acceptance window. Assuming that the optical
detuning A(z) is a Gaussian stochastic process we expect the frequency correlation
to decay according to Caa(f) = (A(1)A(0)) oc e~/ Figure 3.2d shows an extracted

correlation timescale of 9 + 1 ms.

Based on our modelling of the nuclear spin environment (see Chapter 4) the contri-
bution to optical linewidth due to interactions with local nuclear spins is ~ 40 kHz.
Furthermore, due to the low doping concentration of '71'Yb, spin-spin interaction
strength is ~ S0Hz. We therefore postulate that the optical linewidth is limited by
electric field fluctuations combined with a DC stark shift. This could either be a
quadratic shift as predicted by the ideal site symmetry, or a small residual linear
shift caused by reduced site symmetry from local strain. Further experiments are
required to ascertain the DC stark susceptibility and source of optical linewidth

broadening.

3.3 Spin Initialization and Readout

Since experiments are performed at 0.5K, the equilibrium population is distributed
between |1g), |Og) and |aux) levels in the ratio 1:1.1:2.6. Initialization starts by
pumping population out of the |aux) state into the qubit manifold. This is achieved
by applying alternating 2.5 us pulses to the F; and F, transitions, followed by a
2.5 us wait for optical decay. This process is repeated 200 times. We measure the
initialization fidelity by comparing the photon count rate from the |1,) and |0, ) states
right after initialization with the count rates achieved after the ions have thermalized
(see discussion of spin 77 times in Section 3.5). We extract an initialization fidelity
into the qubit manifold of 95 + 5%.
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Figure 3.2: Optical control and coherence of single 7' Yb:YVOy. a) Optical Rabi
oscillation on the A transition with Rabi frequency Q = 27 X 3.9 MHz. b) Optical
Ramsey coherence measurement yields ;' = 320 + 10 ns and a 1.7 MHz line-width.
c¢) Echo coherence time of 7, = 3.4 + 0.1 us is nearly lifetime limited with an
excess pure dephasing rate of 69 + 9 kHz. d) Post-selected Ramsey measurements:
Ramsey photon counts are accepted conditional on emission after a weak, frequency-
selective probe. The separation between the probe and Ramsey measurement is
varied yielding a frequency correlation timescale of 9 + 1 ms.
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Next, we pump population out of the |1,) state into |0, ). Note that since there are no
two-photon A transitions connecting these levels at B=0, we employ a three-photon
scheme. More precisely, we optically excite |1,) population into |0,) via a 7 pulse
on the A transition. Then we apply a microwave 7 pulse on the excited state spin
transition thereby transferring |0,) to |1.). Population from the |1,) state decays to

|0¢) via the cavity enhanced E transition. This process is repeated 15 times.

To estimate the fidelity, we read out the |1,) population by applying a single optical 7
pulse and collecting photons. We subtract dark counts and contributions from other
ions by temporally resolving the photon count distribution and only considering the
portion that decays at the pre-determined ion optical lifetime. We compare this to
the |0,) population by applying a qubit 7 pulse followed by the same single optical
7 pulse photon measurement. With these results we estimate a qubit initialization
fidelity of 0.9976 + 0.0003. We also estimate a single photon detection efficiency
of (9.81+0.07) x 1073 and a dark count rate of 16.3 +0.5 Hz. We measure the dark
count rate with all laser pulses far-detuned from any Yb optical transitions, this lets
us further distinguish two separate dark count contributions: an off resonant rate of
8.0+0.2 Hz coming from laser leakage or ambient light, and a resonant contribution

of 8.3 + 0.5 Hz likely coming from off-resonant excitation of long-lived ions.

The cyclicity of the optical A transition is measured to be 0.9978, during typical
experiments, we can leverage this to read out the qubit with a higher efficiency.
First we read out the |1,) state by applying a train of 100 optical 7 pulses to the A
transition, each followed by a 10 us photon counting time. We then apply a qubit
7 pulses and repeat the process to read out the |Og) state. We assign the qubit state
to |04) (|1,)) if we get O (> 1) photons during the first readout and > 1 (0) photons
during the second readout. The resulting readout efficiency is 59%. However, this
yields a lower readout fidelity compared to the single optical & pulse case, primarily
due to spin relaxation during the readout process. We estimate the readout infidelity
by noting that it will be several orders of magnitude larger than the initialization
infidelity. We prepare |Og) and |1,) states and measure their populations, this yields
Fi1,y = 0.961 £0.002 and Fjp,y = 0.977 £ 0.001. We can use these measurements

to calculate a correction matrix for the readout process:

Piy| [ 1.048  -0.025
Pp,) \-0.048 1.025

Py,

s (3.1)
Po,)

where Py, P)1,) are the actual qubit populations for the |0,) and [I) states

respectively, and 15|0g>, P|1g> are the corresponding measured qubit populations.
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3.4 Spin Control and Randomized Benchmarking

We demonstrate coherent spin control by initializing the qubit as described in the
previous section, applying a microwave pulse of variable duration and frequency and
then reading out the qubit population. Figure 3.3a shows the experimental results
with a characteristic Rabi chevron. We typically operate experiments with Rabi
frequencies in the range Q = 27 X (5 — 10) MHz. We use the spin Rabi oscillation
to calibrate 7 and 7/2 pulses.

We characterize our single qubit gate fidelity using randomized benchmarking [208],
which provides a value independent from state preparation or measurement (SPAM)
errors. We apply randomly sampled single qubit Clifford gates constructed using
m and m/2 rotations around the x and y directions followed by the single-gate
inverse operation. When the number of gates, M., increases, the sequence error
accumulates and the probability of returning to the initial |0, ) state reduces according
to an exponential decay:

P = 0.5 + PydMee, (3.2)

When ensemble-averaged over a sufficiently large number of random gate sets (in our
case 100), f = %(1 + d) becomes a reliable estimate of the average single-qubit gate
fidelity. Measurement results are presented in Figure 3.3b, leading to an extracted
average single qubit gate fidelity of f = 0.99975 + 0.00004.

a Spin rabi b Randomized benchmarking
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~ 05¢
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Figure 3.3: Spin control. a) Spin Rabi oscillation dependence on pulse duration and
frequency b) Randomized benchmarking yields an average single qubit gate fidelity
of 0.99975 + 0.00004.
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3.5 Spin Coherence and Lifetime

Figure 3.4a shows a Ramsey coherence measurement on the qubit transition with
1 MHz detuning. The solid line is the result of a Monte Carlo simulation of the
local Vanadium nuclear spin environment (see Section 6.4 for more details). The
decay timescale is approximately 8 us; however, this is not a trivial Gaussian or
exponential decay profile due to the discrete nature of the spin bath and also the
asymmetric frequency distribution (due to the quadratic magnetic field sensitivity).
Note that the model is fitted to the data with one free parameter: the nuclear spin

z-directed g factor which is estimated to be g,, = 1.6.

The nuclear spin environment that limits the Ramsey coherence is slowly fluctuating
and we can therefore use dynamical decoupling to extend the spin coherence. Figure
3.4b shows the result of a Hahn-echo experiment with coherence time 43 + 1 us.
More generally, we can use sequences with larger numbers of 7 pulses, e.g., the Carr-
Purcell-Meiboom-Gill sequence (CPMG) [209, 210]. We investigate the increase
in spin coherence time with increasing number of 7 pulses (N) in Figure 3.4c. We

N0.7Oi0.01

extract a power-law dependence of the form 75 o . This indicates a noise

spectral density of the form S(w) o @ 23*0-1

, which agrees well with the expected
S(w) o w™? for coupling to a dipolar spin bath approximated by a classical source

of Ornstein-Uhlenbeck noise [211].

To extend the coherence time even further, we operate with a fixed pulse separation
and measure the coherence time by increasing the number of dynamical decoupling
periods in a floquet fashion. The inter-pulse separation is chosen to be 27 = 5.8 us
and satisfies two requirements: 1) It avoids accidental driving of the local nuclear
spin environment as discussed in Section 4.6 and 2) it is as small as possible to filter
out the 1/w? noise identified earlier. We also switch from using a CPMG sequence
to an XY8 sequence [212, 213]. This is because CPMG is only robust to pulse
errors for superposition states prepared parallel to the 7 pulse Rabi axis, whereas
XY8 is robust to pulse errors for any prepared superposition state. Therefore, XY 8
coherence times are more experimentally useful as they robustly preserve coherence
for any quantum state. We measure an XY8 coherence time of 21.2 + 0.7 ms,
combined with the spin relaxation time measurements we can extract a pure spin

dephasing rate of 38 + 2 Hz.

It is currently unknown what causes excess dephasing in the dynamically-decoupled
spin coherence times. One possibility is interactions between nuclear spins which

would cause a time-varying nuclear Overhauser field. These interactions could
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either be direct nuclear magnetic dipole-dipole interactions or interactions that are
enhanced by the presence of the Yb (see Chapter 4 for more details). However, we
note the presence of a frozen-core effect which prevents Vanadium ions at different
distances from the Yb from exchanging spin excitations. For instance, the two Vana-
dium ions closest to the Yb (Shell 1 in Figure 2.4a), which are primarily responsible
for the Ramsey decay, cannot interact with any other more distant V ions due to a
relative frequency shift. Furthermore, due to the local symmetry, any spin exchange
between these two V ions preserves the total magnetic field at the Yb location.
Therefore magnetic field fluctuations due to these two ions are doubly forbidden.
An alternative explanation is the presence of paramagnetic defects in the crystal, for
example other rare earth ions or quadruply ionized Vanadium (V4*) [214], identify-
ing the limitation in these coherence measurements is a topic of current experimental
investigation via DEER (double electron-electron resonance )sequences [213] and

will be verified via correlated-cluster-expansion (CCE) simulations [215].

Finally, we also characterize the spin population relaxation rates. We measure the
qubit lifetime by initializing, waiting for a variable time and then reading out the
difference in population between the |0,) and |1,) states. As shown in Figure 3.4e,
this yields 77 = 53 + 3 ms. We also measure the decay rate to the |aux) state
by measuring the time-dependence of the combined |0,) and |1,) population, this
yields a decay time of 26 + 2 s. Spin lifetime measurements were performed at
cryostat temperatures up to 1.2 K. We observed less than a factor of two change in
the decay rate on the |0,) <> [1,) transition over this range, indicating that this is
unlikely to be dominated by a phonon-assisted process that would be expected to
scale strongly with temperature [114]. Instead, we postulate a direct spin-spin relax-
ation mechanism mediated by magnetic dipole-dipole interactions with other '71Yb
ions in the crystal. This is expected to be a significant effect in this system due to
the narrow inhomogeneous line-widths of the spin transition at zero field (<1 MHz).
Furthermore, the large difference between the [0,) < |14) and [0,), [14) <> |aux)
relaxation rates is in agreement with the g* scaling for this mechanism (corre-
sponding g-factors for these two transitions are -6.08 and 0.85, respectively). More
measurements are necessary to further investigate the underlying relaxation mecha-
nism, for example we are currently evaluating crystals from alternative vendors with
lower doping concentrations which should hopefully lead to longer qubit relaxation
times. Alternatively, polarization of the entire 7' Yb ensemble could also be used

to extend this relaxation timescale [115].
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Figure 3.4: Spin coherence and lifetime. a) Spin Ramsey measurement with 1
MHz detuning. Solid line is a Monte-Carlo simulation modelling different local
nuclear spin configurations. The decay timescale is approximately 8 us. b) Spin
echo yields a coherence decay with timescale 43 + 1 us ¢) CPMG measurements
with increasing numbers of 7 pulses (N) yield an improvement in coherence time
that scales as N%790-01 " d) XY8 coherence measurement performed with a fixed
pulse spacing of 5.8 s measured by increasing the number of dynamical decoupling
periods yields 7, = 21.2 + 0.7 ms., e) Qubit transition lifetime measurement yields

71 =53 £ 3 ms.
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Chapter 4

NUCLEAR SPIN INTERACTIONS

4.1 Introduction

Solid-state nuclear spins surrounding individual, optically addressable qubits [216,
217] provide a crucial resource for quantum networks [30, 33, 73, 218-220], com-
putation [54, 112, 191, 192, 221, 222] and simulation [223]. While hosts with
sparse nuclear spin baths are typically chosen to mitigate qubit decoherence [109],
developing coherent quantum systems in nuclear spin-rich hosts enables exploration

of a much broader range of materials for quantum information applications.

As discussed previously, the 1 V>* lattice ion nuclear spins surrounding the !”'Yb
ion generate a noisy magnetic field environment due to their large magnetic moment
and high spin (I=7/2). Coherent '"1'Yb qubit operation is enabled by magnetically-
insensitive transitions, leading to long coherence times (21 ms) and high gate fi-
delities (0.99975) (see Sections 3.4 and 3.5). Whilst decoupling from sources of
magnetic noise achieves an excellent operating regime for the '’ Yb qubit, the >V
nuclear spins could also provide a readily accessible resource for quantum informa-

tion storage due to their inherently weak interactions with the environment.

Critically, interfacing with these nuclear spins whilst preserving high qubit coher-
ence necessitates a comprehensive understanding of Yb-nuclear spin interactions

which will be the focus of this section.

4.2 Intuitive Understanding and Basic Model (Theory)
In this section we provide a basic perturbation theory model for the Yb-V interac-

tions.

At zero field, the 1"1Yb |0,), |1,) states have no intrinsic magnetic dipole moment
and thus dipole-dipole interactions with >V register spins are forbidden to first order.
Therefore, one might assume a direct second-order interaction with the register spins

dominates. It turns out, this is not entirely correct.

Instead, a weak '"!'Yb dipole moment is induced by a random magnetic field orig-
inating from the bath (the nuclear Overhauser field, with z component B?H). This
weak induced dipole moment can then mediate a !’ Yb—'V register interaction. It
turns out that this mechanism dominates over direct second order interactions with

the register spins. A schematic of this process is shown in Figure 4.1.
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Figure 4.1: Dominant mechanism for Yb interaction with the nuclear spin register. A
weak dipole moment is induced on the Yb via two magnetic field sources: a random
Overhauser field generated by the bath spins and any externally applied field(s).
This induced dipole moment mediates an electronic-nuclear magnetic dipole-dipole
interaction between Yb and the register. Since the Overhauser field fluctuates in
time its contribution to the interaction cannot be used for coherent quantum control.

17lYb->'V Interactions
The magnetic dipole-dipole interaction between the "' Yb qubit and a single 'V

ion can be described by the following Hamiltonian:

Ho My -y 3(pyp 1) (pty - T) @.1)

Ay =
4n r3 r

where pyy, = —UBg - S, Hy = UNSV - I (note that S and I are vectors of '7'Yb
and >'V spin operators, respectively), up is the Bohr magneton, uy is the nuclear
magneton, yo is the vacuum permeability and r is the '7'Yb-3!V displacement
vector with magnitude . Due to the highly off-resonant nature of the '"'Yb-!V
interaction, a secular approximation would be appropriate. To first order; however,
all secular terms involving the !"!'Yb qubit basis are zero, i.e., (Oy| Hua |0;) = 0,
<1g| I:Idd |1g> =0.
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To proceed, we consider second-order effects which generally scale as ~g2/AE,
where AE is the energy separation between a pair of unperturbed eigenstates. By
taking into account the fact that g, is roughly 7 times larger than g, g, and S, terms
in A,y mix |0¢) and [1,) with small AE whereas S, and §y mix the '7'Yb qubit

states and |aux,) with large AE, we restrict our consideration to the S, terms in Hyg:

A /JONB,UNgz

Hyy =~ Sz [3lngvxl +3mngvx1 +(3n l)g"zfz] (4.2)

where {l, m,n} are direction cosines of the Myp-Sly displacement vector. Note
that the S, operator is the electron spin-1/2 operator defined as S, = 1/ 2(10g) (1g] +
|1¢) {Og]) in the basis of the hybridized eigenstates of the 17Yb qubit.

Nuclear Overhauser Field
As introduced in the Section 2.3, we can divide the 21V spins into two ensembles:
register spins and bath spins. The bath spins comprise 'V ions which are not driven

by the '71'YDb qubit for the following two reasons:

1. Ions which are not driven due to position: certain ions (such as 1 and 2
in Table 2.1) only interact via an Ising-type S./. Hamiltonian. Hence the
71Yb qubit cannot be used to drive transitions between the °'V z-quantized

quadrupole levels.

2. Tons which are not driven due to detuning: As discussed in Section 2.3 and
experimentally demonstrated in Section 6.2, more distant spins are spectrally

separated from the nearby ions comprizing the register.

We assume that the bath spins are in an infinite-temperature mixed state: py =
Iy /Tr{ly}, where I, is the identity matrix in the Hilbert space for the bath spins. In
the mean field picture, their effect on the !”!'Yb can be approximated as a classical
fluctuating magnetic field, commonly termed the nuclear Overhauser field [224].
As mentioned previously, since g% > g)%’y, the z-component of the Overhauser field

is dominant, given by

OH _ HOHUNE vz ()2 (z)
B = ) ey G0 = D) (43)
i€bath

where ) and n are the distance and z-direction cosine between the !71Yb and

i™ bath spin, and m}i) e {-7/2,-5/2,...,5/2,7/2} is the nuclear spin projection

at site i. Note that B?H is randomly fluctuating due to the stochastic occupation of



44

the 8 possible |m;) states; however, it is quasi-static on the timescale of our control

sequences, hence we do not label the time dependence.

Crucially, the nuclear Overhauser field generates some weak mixing between |0,)
and |1¢) leading to perturbed eigenstates |()g) and |1 ¢) Which have a small, induced,

z-directed dipole moment. These states have the form

- (B + BRE(1

00 =10 - P2

- (B + BRE(;

o=l ZE I (44)

where y, = g,up is the longitudinal gyromagnetic ratio of the '"'Yb qubit and
wo1 /27 = 675 MHz is the unperturbed '71'Yb |0g) < |1,) transition frequency.
Here we have added the effect of an externally applied, z-directed, RF magnetic
field BRF(¢) with amplitude BRY which will be used in the next chapter to mediate
a coherent interaction with the nuclear spins. In addition, these fields induce a
detuning of the 7yp |0g) < |1,) transition, which can be calculated using second-
order perturbation theory as A(t) = yf(B?H + BRE(1))2 /2w

Interaction with Register Ions

The second nearest shell of four 3!V ions (ions 3—6 in Table 2.1) comprise the
register. These four ions are equidistant from the '7'Yb and interact via both an
S.I. term and S. 1, or § ny terms. To identify an effective interaction Hamiltonian
in the perturbed basis {|()g> 1 ¢) }» we consider only secular matrix elements of Hyy
(equation (4.2)):

where

pounyz (B2 + B (1))
8r3wo;
pounyz (B + BRE (1))
8nr3wo;

(Og| Haq10,) = - [3ingyc ki + 3mngu. 0y + (30 = 1)gy. 1]

<Tg| I:Idd |ig> =+ [3lngvxfx + 3mngvxiy + (3712 - 1)gvziz] .

Hence the effective interaction between the 7! Yb qubit and the four register spins,

Hp =Y ieregister I-QISO)I, can be described by

Ao =SB+ 8% (0) Y (101044010 +a010) a6)

ieregister
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with
J(i) _ 3ﬂ0ﬂNY§gvxl(i)n(i)
* 47r(r(i))3w01
0 3uouny2gumPnt
Y A (r)3we
. 26 (3(n)2 =1
70 _ HOUNY:8v:(3(n')= — 1)
¢ 47r(r(i))3w01
and

2 1 - - ~ ~
Sz = E(|1g> <1g| - |0g> <0g|)-
Finally, we perform local basis transformations of each >'V ion to further simplify
the Hamiltonian form. Specifically, we apply the following unitary rotation:
ﬁint - UI:IintUT
U= 1—[ exp[ie(f')fgj)],

J €register

where 1) = tan~! (m") /1()), which leads to

A= 5B + B () Y |ad? +a @.7)

ieregister

with a, = \/ (J)2 4 (Jy))2 and a, = Jz(i). Note that the coupling coefficients a,
and a, are homogeneous (i.e., independent of site index ) since the four register
spins are equidistant from the central !71'Yb and have directional cosine factors with

equal magnitude.

Hereafter we simplify our notation and use |0,) and |1,) without tildes to represent

the weakly perturbed eigenstates in the presence of any small magnetic field.

Full System Hamiltonian
Combining the various energy and interaction terms, the full system Hamiltonian
(in a '"'Yb frame rotating at wo; /27 = 675 MHz) becomes:

2
y2 (B + BRE(1))
2wo;

N 2 ’/.\’ NE N
> Q(IZ“)) +5.(BM 4+ B¥F (1)) ] [ax1£’)+azlz(’) .

ieregister ieregister
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Hpa =

o+
(4.8)
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4.3 Schrieffer-Wolff Transformation (Theory)

While the preceding section provides a sufficient description for modelling interac-
tion with the register, there are various mechanisms which it does not capture, for

instance:

* direct second order interactions with the register,
* the quantum state of the spectator nuclear spins,

* Yb-mediated interactions between different nuclear spins.

In this section I will present an analysis of the Yb-V interactions using the Schriefter-
Wolff transformation [225, 226] which provides a more rigorous way to derive the
results of the preceding section and also enables modelling of all these additional

effects.

The Schrieffer-Wolff transformation is a method in perturbation theory which en-
ables the adiabatic elimination of fast degrees of freedom. Essentially, it expresses
the Hamiltonian A = Hy+ V in a dressed basis which is diagonal in the perturbation
V. Consider an unperturbed Hamiltonian Hy which consists of slow and fast degrees
of freedom (A and B, respectively) such that Hy = Hs + Hg. Le., if Hy (Hp) has
eigenstates |a) (|8)) with energies E, (Ep) then the energy difference between any
pair of A eigenstates is much lower than the energy difference between any pair of

B eigenstates.

Utilizing the Schrieffer Wolf transformation up to second order, we can derive a
Hamiltonian that is diagonal in the fast degree of freedom with elements |3) (8] Hf &

where: N
1B BV 1B
Eg — Eg '

No BV

HE = (Bl Ho+V |B) + | (4.9)
BI

Applying this to our system Hamiltonian we identify the fast degrees of freedom as

the Yb terms, the slow degrees of freedom are the Vanadium terms and the pertur-

bation consists of all magnetic-dipole-dipole interactions and the nuclear Zeeman

interaction of external magnetic fields with the Yb.

We can then write the effective system Hamiltonian as:

2 2
. 2 S @ S
_ 0\, Se| Yo pre,, . V@I @ 36) L () 7(0)
Aa= Y Q(IZ ) > (—\/w_mB (t)+—yz 2 [ax 19 4 a0 ])

ieregister

(4.10)
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where we note that the index i now runs over all nuclear spins (not just the register),
hence the coupling coefficients a)(cl) and agl) are now no longer homogeneous and

depend on the nuclear spin index, i.

Note that if we were to take the equation for the Overhauser field (Equation (4.3)),
substitute it into this result and take the dominant terms, we would arrive at equation
4.8).

4.4 Nuclear Spin Coherence (Theory)
It turns out that interaction between the Yb ion and V nuclear spins also acts as a

source of decoherence for the nuclear spins.

Figure 4.2: Sources of decoherence for the V register. a) The Overhauser field
generated by bath spins causes frequency shifts via the nuclear Zeeman interaction.
b) The Yb dipole moment (induced by the bath) also generates a magnetic field
termed the Knight field. This field fluctuates with the Overhauser field and is
amplified by approximately 3, hence this source of decoherence dominates.

Specifically, the bath-induced !’ Yb dipole moment generates a randomly fluctuating
magnetic field (termed the Knight field [224]) at each >'V ion, with z component
given by:
- OH

By,: = Fgv:unB; A, (4.11)
with ) )

A poyz (1 —3n%)
¢ 8nr3wy
Here, the — and + cases in equation (4.11) correspond to "1Yb in |1,) and |0,),

respectively. We note that A, corresponds to an effective local field amplification
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factor with value A, ~ 3.1 for the register spins.

The second source of decoherence for the register spins is the nuclear Zeeman
interaction with the Overhauser field from the bath: Since the energy levels are
quantized along the z-axis, magnetic fluctuations along the z-direction dominate,

which can be captured by the following Hamiltonian

A= ) ungeBX (r) 1Y) (4.12)
ieregister
where B?H (r;) is the z-component of the Overhauser field evaluated at the position

of the i register ion, ;.

We note that since the local field amplification factor A, is greater than 1, the Knight
field is the dominant source of decoherence. Luckily, as we will see in Section
6.5, we can effectively cancel this interaction by driving the Yb. Specifically, by
applying periodic 7 pulses to the '71Yb, we flip its state between |0g) and |1,),
thereby switching the sign of the Knight field. This leads to the cancellation of
1V phase accumulation between successive free evolution periods, in a process

analogous to motional narrowing, resulting in a longer coherence time.

Finally, it is also interesting to note the difference in spatial correlation of these two
fields at each of the register ion positions. This is depicted in Figure 4.2. Since the
register is embedded in a dense nuclear spin environment the Overhauser field is
highly uncorrelated. The Knight field, on the other hand, is perfectly correlated due

to the symmetry of the four register ion positions relative to the Yb.
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4.5 Summary of System Parameters
Table 4.1 summarizes physical and experimental parameters relevant to the joint

T1Yb-31V register system, relevant for Chapters 4, 5, and 6:

Physical parameter description Symbol Value
7TYb qubit frequency wo1 21 X 675 MHz
7TYD electronic g-factors {8x: &y> 82} {0.85, 0.85, —6.08}
7TYb qubit drive Rabi frequency Q 271 x 10 MHz
3TV electric quadrupole parameter Q 2 x 165 kHz
TV register transition frequencies | {wq, wp, we} | 27 x {330, 660, 991} kHz
STV register nuclear g-factors {8vxs 8vy» 8vz} {0.6, 0.6, 1.6}
Overhauser field mean value BOH 0G
Overhauser field standard deviation std[B?H] 1.9G
TV register coupling coefficients {lax|, la;|} 21 x {6.1,22} kHz/G
RF amplitude for swap gate BRF 1.6 G
Spin exchange rate for swap gate Jex 2r x 11 kHz
Knight field amplification factors {lAxyl, AL} {6.7, 3.1}
RF amplitude for 31V direct driving B 1.9G
STV direct drive Rabi frequency Qp 2 x 7.7 kHz

Table 4.1: System parameters relevant for interaction with vanadium nuclear spin
ensemble.

4.6 CPMG Spectroscopy (Experiment)

The first sign of interaction with nuclear spins was observed while performing
time-resolved Carr-Purcell-Meiboom-Gill (CPMG) coherence measurements [209,
210]. Specifically, we apply an 87 pulse CPMG sequence and sweep the inter-pulse

separation 27. The experimental results are shown in Figure 4.3a and b.

There are two features worth noting here: first an underlying stretched exponential
decay with a timescale of ~ 10 us!. This is due to dynamics of a dipolar spin

=2.3 a5 discussed in Section

bath with noise spectral density of the form S(w) « w
3.5. Second, there are pronounced, periodic dips in the coherence at specific pulse

separations.

We perform a simulation of the CPMG sequence using the model of Yb—V interac-
tions described in Section 4.2 (Figure 4.3c) and find a very close correspondence
with the experimental data (Figure 4.3b). Based on the simulation we find that the
three labelled dips correspond primarily to interaction with the a, b and ¢ transitions

of the V spins.

Note: this decay timescale is in units of pulse separation, 27, not coherence time.
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Figure 4.3: Time resolved CPMG measurements. a) and b) Experimental results
showing the qubit coherence as a function of pulse separation for an 87 pulse CPMG
sequence. ¢) Simulations of the same sequence. The labels indicate resonances with
the a, b and c transitions of surrounding Vanadium nuclear spins.

An intuitive explanation of this phenomenon is as follows: the Overhauser field
induces a dipole moment on the Yb. Applying periodic 7 pulses repeatedly flips
the YD state, leading to the generation of a toggling magnetic field at each V ion
location with period 27. This field drives a given quadrupolar transition of the V
ions when the pulse spacing satisfies the condition: wy/p/c = Mm/T where M is
an odd integer. Under these resonance conditions there exists a Fourier harmonic
of the toggling field that is resonant with (and can drive) the nuclear spins. As the
nuclear spins undergo Rabi oscillation they become entangled with the Yb state,

thus appearing as a source of decoherence.

Note that this effect is caused by the S/, interaction between the Yb and V spins.
In Chapter 5 we will consider the interplay between these dipole-dipole interactions
and periodic pulsed control of the Yb in a much more formal context using average
Hamiltonian theory. We also note that the CPMG results can also be treated using
the filter function formalism described in detail in [227]. Since we already have
simulations which adequately reproduce the data we will not go into more detail on

this formalism here.
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In section 3.5 we demonstrated long spin coherence times (21 ms), these measure-
ments were performed by choosing a pulse separation which optimally decouples
from any V transition resonances (arrow, Figure 4.3b) and probing the coherence

by varying the number of dynamical decoupling periods.

4.7 Hartmann-Hahn Spectroscopy (Experiment)

We also use Hartmann-Hahn (HH) double resonance [228] to perform spectroscopy
of the nuclear spin environment. This method enables spin exchange between two
systems with different transition frequencies by resonantly driving a qubit with a
Rabi frequency that matches the energy level splitting of the environmental nuclear
spins. In our case, we resonantly drive the !7'Yb at 675 MHz to generate a pair
of dressed states |+) = % (10g) £i]14)) with splitting Q which we sweep over a
range ~ 2wx(0-2.3) MHz (Figure 4.4). The '"Yb qubit is initialized into the |-)
dressed state by a 77/2 pulse preceding the driving period. If resonant with a nuclear
spin transition, the "1 Yb qubit undergoes spin exchange at a rate dictated by the
interaction strength. Finally we read out the '71Yb |+) dressed state population to

determine whether spin exchange has occurred.

Figure 4.4b shows experimental results of HH spectroscopy where we vary both
the HH drive Rabi frequency (£2) and also the HH pulse duration (#). The counts
plotted on the colour-bar are proportional to the |+) dressed state population. We
find three clear resonances at evenly spaced pulse amplitudes 0.15, 0.30 and 0.45
corresponding to the a, b and ¢ SV transitions; notably, unlike CPMG, the HH
sequence only has one harmonic leading to a single resonant interaction per transi-
tion. Note the lack of oscillations when varying the pulse duration, ¢, on resonance
with either of the three transitions: this is because the spin exchange is driven by
the randomized, Overhauser field induced 7' Yb dipole moment. For this reason,
the HH sequence cannot be used to generate a coherent interaction with the nuclear
spins. In the case of no driving (2 = 0), the signal rapidly saturates as ¢ increases
as a result of Ramsey dephasing of the initial state. However, as Q exceeds the
7yp spin line-width (~ 50 kHz [155]), this effect diminishes due to the emergence
of spin-locking effects and consequently leads to an increased saturation timescale
when not resonant with the 3!V transitions. The resolution of this measurement is
also limited by the !71'Yb spin line-width, and we therefore cannot resolve separate
resonances associated with the register and bath transitions as observed in Chapter
6. The results agree well with simulations (Figure 4.4c) indicating that interactions

with the 'V quadrupolar structure dominate these measurements.
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Figure 4.4: Hartmann Hahn spectroscopy. a) Hartmann Hahn (HH) sequence used
to perform spectroscopy of the nuclear spin environment. During the HH pulse
(red), the '"'Yb |0,) < |1,) qubit transition is driven resonantly for duration
with y-phase leading to a pair of dressed states, |+) = %(mg) +1i|lg)), separated
by energy splitting equal to the Rabi frequency, Q. An initial —x-phase /2 pulse
prepares the !71'Yb qubit in the |-) dressed state. When the Rabi frequency of
the HH pulse is tuned to equal one of the 'V transition frequencies, the '71Yb is
transferred into the |+) dressed state as a result of resonant population exchange
(green arrows). The |+) state population is mapped to |1¢) with a final x-phase /2
pulse for readout. b) HH spectroscopy experimental results. To identify nuclear
spin resonances, both the HH pulse amplitude and duration are varied. The three
evenly-spaced horizontal resonance features occurring at pulse amplitudes of 0.15,
0.3, and 0.45 (in arbitrary units, a.u.) correspond to interaction with the w,, w, and
w, transitions, respectively. In the no driving (Q = 0) case, the sequence probes
the decoherence dynamics of the prepared |—) state, i.e., it measures the Ramsey
coherence time. c¢) HH spectroscopy simulation results. Simulation results agree
well with the experiment, corroborating that '”'Yb—>!V interactions are dominant
in our system.



53
Chapter 5

NUCLEAR SPIN STORAGE PROTOCOL AND PULSE
SEQUENCE DESIGN

5.1 Introduction

As outlined in Section 1.4, auxiliary quantum storage at each node is critically im-
portant for building long-range quantum networks, this can be used to implement
the quantum repeater and other advanced networking protocols. In the context of
nitrogen vacancy centers in diamond, '*C nuclear spins have been utilized for high
fidelity, versatile long-term storage for precisely these applications. One might
assume that we could therefore utilize equivalent protocols to store quantum infor-
mation on the >V nuclear spins surrounding our Yb qubits; however, this is not the

case for two key reasons.

First, at zero field, the 7'Yb |0,), |1,) states have no intrinsic magnetic dipole
moment and thus interactions with 'V register spins are forbidden to first order.
Furthermore, as introduced in Section 4.2, a weak '"'Yb dipole moment is induced
by a random magnetic field originating from the bath (the nuclear Overhauser field,

with z component BOM), giving rise to a '’ Yb->!V register interaction of the form:
A= 58 Y (ad +a.l"). (5.1)

ieregister
Note that B?H varies randomly in time as the bath changes state in a stochastic
fashion, rendering this second order interaction Hamiltonian unreliable for register

quantum state manipulation.

Second, the four register ions are spectrally indistinguishable, meaning that we
cannot interact with a single isolated nuclear spin. This prevents us from using
individual nuclear spins as qubits (the regime which has been extensively stud-
ied/utilized for '3C in diamond). Thus, we need to explore methods of quantum

storage using collective states of all four register spins.

It turns out that collective modes of dense nuclear spin ensembles have been pro-
posed as a basis for quantum storage in the context of quantum dots [229]. However,
experimental realizations of these protocols have thus far remained elusive, limited

by the large number of nuclear spins addressed by a single quantum dot (typically
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~ 10%) and the associated complex polarization dynamics. Realizing this protocol
for our system would require a coherent spin-exchange interaction (as will be de-
scribed in the next section), which unfortunately, is not natively present in our Yb—V

interaction Hamiltonian.

The focus of this chapter will be to describe how we can, in fact, generate a deter-
ministic !7'Yb—1V spin exchange interaction via Hamiltonian engineering which

will subsequently be utilized for implementing auxiliary quantum state storage.

Unlike conventional, disordered nuclear spin based quantum memories [143, 187—
190, 193-196], this approach is deterministic and reproducible, ensuring identical
quantum registers for all '7'Yb** qubits. This provides a framework for utilizing
the complex structure of dense nuclear spin baths, paving the way for building
large-scale quantum networks using single rare-earth ion qubits [152, 154, 155,
157, 230].

5.2 Nuclear Spin Storage Protocol

As originally proposed for quantum dots [229], single spin excitations of a polarized
nuclear spin ensemble can be used for quantum information storage. These states
are often termed spin waves or nuclear magnons and can be generated by spin-
preserving exchange dynamics. Specifically, preparing these collective nuclear spin
states relies, first, on initializing the thermal register ensemble into a pure state,
10,) = [LLL), where {|T),[1)} = {|£5/2),|+7/2)} is a two-level sub-manifold of
the nuclear spin-7/2 >V ion (Figure 5.1a,b).

Next, with access to coherent exchange dynamics of the form fiaex ) ; (§ _ I:(j) + §+f Ei))

and '71Yb initialized in |1,), the system undergoes time evolution given by:
W(l‘)) = |1g> |0v> COS(Jext/z) -1 |0g> |Wv> Sin(-]ext/z) (52)

where the spin-exchange frequency is given by Jox = 2VNaex (With N = 4 being the

number of V spins in the register) and |W,,) [231] is given by

1TV + LTLD + LT + [LLD
2

(Figure 5.1c). Note that this state consists of a single spin excitation equally delocal-

[Wy) = (5.3)

ized across the four register spins, this is due to coupling homogeneity as determined

by the lattice geometry and naturally realizes an entangled four-body W-state.! Note

Note that even if the spins were not homogeneously coupled, this storage protocol could be
used. However, the contributions of the different single spin excitations in the W state would no
longer be equally weighted, see [229] for details.
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also that the spin-exchange rate is collectively enhanced by a factor of VN, leading
to faster dynamics for larger numbers of participating spins. When we fix t = 7/Jex

we can perfectly transfer a single excitation from the !”1'Yb to the register.

If the !7'Yb qubit is initialized into |0g) there are no spin excitations in the system

and the 'V register remains in |0,).

Crucially, these dynamics realize a quantum swap gate between a target state pre-
pared by the 1"1Yb qubit, [) = @ |0,) + B |1,), and the |0, ) state of the 'V register,
leading to

(€ 10) + B11) 10,) = [05) (@ [0,) + B[WS)). (5.4)

After waiting for a period of time, the stored quantum state can be retrieved by
applying a second swap gate (Figure 5.1d). Note that the spin-wave like state |W,)
of the nuclear ensemble is being utilized as a constituent of the quantum memory

basis.

We also note that in this protocol it is possible to transfer a second spin excitation
to the register. More specifically, the spin-preserving exchange interaction couples
the state |1,) |W,) to |Og) |2,), where [2,) is a 1V state with two spins in |T). To
avoid undesired excitation to states outside of the effective {|0,) , |W, )} manifold,
we always prepare the '71'Yb qubit in |0g) before retrieving stored states from the
1V register. Hence the swap gate realized by this interaction operates on a limited

basis of states.

To realize this storage protocol we require 7' Yb—>'V spin-exchange interactions that
are independent from the random, bath-induced dipole moment (equation (5.1)), the

next section describes how we generate such interactions.
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Figure 5.1: Illustration of quantum storage protocol. a) Energy levels of register
nuclear spins, with effective spin-1/2 manifold highlighted. b) Nuclear spins are
polarized into the uppermost quadrupole level (spin down). c) States used as
quantum memory basis: the fully polarized state |0, ) and the W-state |W,,) consisting
of a single spin excitation equally delocalized across all four nuclear spins. d)
Quantum memory protocol demonstrating the storage (and retrieval) of a quantum
state  |0,) + B |1,) on the nuclear spins as a [0,) + 8 |W,)
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5.3 ZenPol Pulse Sequence

We consider a system of a single !”!'Yb qubit coupled to four neighbouring nuclear
spin-7/2 'V ions. This hybrid spin system is described by the effective Hamiltonian
(setting 1 = 1):

A=A0S.+ Y 0D+ > 5. [B%+ B (1) [axiﬁi) +azi§">] (5.5)
ieregister ieregister

where A(7) = y2(B + BRE(1))2 /2w, is the effective energy shift due to both
z-directed nuclear Overhauser (B?H) and external RF (BRF(I)) magnetic fields,
wo1/2m = 675 MHz is the "1 Yb qubit transition frequency, v, /27 = —8.5 MHz/G
is the 171Yb ground-state longitudinal gyromagnetic ratio, Q/2r = 165 kHz is the
>V register nuclear quadrupole splitting, S . is the 71'Yb qubit operator along the
Z-axis, IAX,Z are the >V spin-7/2 operators along the x- and z-axis, and a,_; are the
effective coupling strengths between '"'Yb and 'V along the x- and z-axes. See

Section 4.2 for a detailed derivation of this effective Hamiltonian.

Coherent polarization transfer between the '"'Yb and 3!V and can be achieved
via periodic driving of the '7'Yb qubit. Specifically, periodic pulsed control can
dynamically engineer the original Hamiltonian (equation (5.5)) to realize effective
spin-exchange interaction between '’ Yb and >''V ions of the form, ¥, S O +5_ IAJ(ri) ,
in the average Hamiltonian picture [213, 232]. One example of such a protocol
is the recently developed PulsePol sequence [233]; however, it relies on states
with a constant, non-zero magnetic dipole moment and therefore cannot be used
in our system since the '"'Yb qubit has no intrinsic magnetic dipole moment.
Motivated by this approach, we have developed a variant of the PulsePol sequence
that accompanies a square-wave RF magnetic field synchronized with the sequence
(Figure 5.2a).

The base sequence has a total of 8 free-evolution intervals with equal duration
(1/4) defined by periodically spaced short pulses and is repeatedly applied to !71Yb.
Following the sequence design framework presented in [232], we judiciously choose
the phase and ordering of the constituent /2 and & pulses such that the resulting
effective interaction has spin-exchange form with strength proportional to the RF
magnetic field amplitude (BRF), whilst decoupling from interactions induced by the
nuclear Overhauser field (B?H). We also design the sequence to cancel detuning
induced by both of these fields and to retain robustness against pulse rotation errors
to leading order. We term this new sequence ‘ZenPol’ for ‘zero first-order Zeeman

nuclear-spin polarization.’
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ZenPol sequence

171Yb Yy X . X Y . - X , X

2 2 ‘ 27 El : 2
control
pulses

RF
M =30 filter function
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0 ™ 27 3 am 5m 6m e
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Frequency, w

Figure 5.2: ZenPol sequence detail. a) ZenPol sequence with the toggling-frame
transformation of the S, operator for the !”!Yb qubit. The Overhauser- and RF-

induced interactions are determined by the toggling-frame transformations of S,

which are given by §x OH Sy fyOH and S, fRF + fy yRF, respectively (see yellow

and purple lines). b) ZenPol sequence filter functions corresponding to the Fourier
transforms of fOH (yellow) and fRF (purple). For a sequence with fixed 7, the peak
positions determine the resonant frequencies at which !7'Yb—>'V interactions can
occur. Note that the incoherent Overhauser-induced interactions occur at even-k
resonances and are spectrally separated from the coherent RF-induced interactions
occurring at odd-k resonances.

A
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To understand how the ZenPol sequence works, one can consider a toggling-frame
transformation of the '”!'Yb qubit operator along the quantization axis (§ Ztog(1)):
we keep track of how this operator is transformed after each preceding pulse. For
example, the first /2 pulse around the y-axis transforms §Z into —§x and the
subsequent 7 pulse around the y-axis transforms —§x nto +§x. Over one sequence
period, the toggling-frame transformation generates a time-dependent Hamiltonian
Fltog(t) that is piecewise constant for each of 8 free-evolution intervals, which can

be expressed as

Aog() = AW [R5+ 108, + Y, o)+

ieregister

>, B MW+ 08| [0k +adP]+ (s

ieregister

> BSOS |+ a ]

ieregister

Here, f- H(t) describes the time- dependent modulation of the '71'Yb qubit operator
along the z axis (Sz,tog(t) = H(t)S +fyOH(t)S ) (Figure 5.2a). Note that fOH(r) =
0 for all intervals. Since the externally-applied square-wave RF field is constant for
each half-sequence period, we can replace BRF(¢) with the amplitude BRF and
transfer the time dependence to f, OH by applying sign flips, thus leading to redefined
modulation functions f;'y RF (Figure 5.2a).

The spin-7/2 >V ion exhibits three distinct transitions at frequencies w,_p . (Figure
5.1a). In the following, we consider an effective spin-1/2 system for the >''V ions us-
ing the v, manifold, () = +5/2). 1) = 1+7/2). with I, = 5 (1) (U + 1) (1), £y =
5 (IN =1 (1) and I = 3 (IT) (71 = [1) {L]). In a rotating frame with respect
to the target frequency We, the nuclear spin operators become I — I cos(wct) +
sm(wct) and I — I Thus, the leading-order average Hamiltonian, Havg =

i T dt Htog(t), in the rotating frame is given by:

_ ax\/_ T {

H. avg —

ieregi ster

BH| fxOH(t)§x+ nyH(z)SA“y] |1 cos(wen+ sinwen |+ GD)

BRF [ FRE()S 4 fyRF(z)§y] [f,&” cos(wet)+? sin(wct)] }

Here, various terms are excluded as they time average to zero (rotating-wave approx-

imation). The V7 prefactor comes from mapping the original spin-7/2 operators
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to the effective spin-1/2 ones. Additionally, the energy shift induced by B?H and
time-dependent BRY is cancelled. The Fourier transforms of the modulation func-
tions f ,(#), termed the filter functions [227], directly reveal resonance frequencies
at which equation (5.7) yields non-zero contributions (Figure 5.2b). Resonant in-

teractions with strength proportional to the nuclear Overhauser field are achieved at

wc wc DY
2aX2° 2nx4° 27r><6’

tional to the RF field occur at sequence periods satisfying - 57 =

; interactions propor-

We We We oo
2ax1? 27%x3° 2aX5° :

Critically, these two sets of resonances occur at different values of 27, hence we

sequence periods 27 which satisfy zlr =

can preferentially utilize the coherent, RF-induced interactions whilst decoupling
from those induced by the randomized Overhauser field. We also note that the w,
transition cannot be independently addressed by the ZenPol sequence due to the

multiplicity of the three 'V transitions determined by the quadratic Hamiltonian
(Wa = wp/2 = wc/3).

To achieve a targeted interaction with the w, transition, we use the RF-driven

resonance identified at % = 27'r><5 by setting the free-evolution interval to 7 =

457”. Under this resonance condition, the average Hamiltonian (equation (5.7)) is
simplified to

N 1+V2 z: R Y R Y4
Havg:ﬁ( 5\/_) axBRFX ((Sx+Sy)I)El)+(_Sx+Sy)I)()l))
T

ieregister

V7 (“ - 2) B S (5045 1)
ieregister
= bw)BY Y (81045 1).
ieregister

Here, going from the first to the second line, we change the local 171Yb basis by
rotatmg 45 degrees around the z-axis such that S’ = (S + Sy) /N2 \/_ = (—§x +
S )/\/_ 2, and from the second to the third line, S’ = S’ +zS’ and I+ = IxJ_er are used.
We define the coeflicient b( kw)) which determines the interaction strength for the
k™ resonance addressing transition w; (for example, b(s,.) = V7 (\/z +2)a,/10x).
Hereafter, we omit the primes on the !7!'Yb qubit operators for the sake of notational
simplicity. The same analysis can be performed for other transitions, yielding a
similar spin-exchange Hamiltonian, albeit with different interaction strength given
by b(k,wj)BRF.

Combining this effective Hamiltonian with the dynamics discussed in the previ-
ous section, we identify the spin-exchange rate to be Jox = 2VNBRFb( ) =
4BRFb(k’wj).
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We note that while the nuclear spin can stochastically occupy either the {|+m;)} or
{|-m/)} manifold of states, our protocol is insensitive to this sign. We emphasize
that the ZenPol sequence operates at zero magnetic field where a long !”1'Yb coher-
ence time can be maintained; it is insensitive to the presence of random noise from

the bath; and is also robust against pulse rotation errors.
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Chapter 6

NUCLEAR SPIN REGISTER EXPERIMENTAL RESULTS

6.1 Introduction

In this section we will present experimental results implementing the protocols
discussed in the previous chapter. This will involve first performing spectroscopy of
the nuclear spin environment and identifying transitions associated with the isolated
register and more distant bath ions. Next, we will polarize the register ions, thereby
preparing them into the initial state |0,). We will examine various aspects of the
spin exchange dynamics between this polarized ensemble and the Yb qubit. We
will then demonstrate quantum information storage in the register ensemble and
examine different methods of extending the register coherence time. Finally, we
will demonstrate preparation and measurement of joint Yb-V Bell states, which

serve as vital components of the quantum repeater protocol.

6.2 ZenPol Spectroscopy
We use the ZenPol sequence to perform spectroscopy of the !7''Yb nuclear spin
environment. Figure 6.1 shows a ZenPol spectrum obtained by initializing the
71Yb into |0¢), applying an M = 30 period ZenPol sequence with variable inter-
pulse spacing (7/4) followed by '7'Yb population readout. We anticipate resonant
interactions when the following condition is satisfied:

1 w;

2t 27k’

where w; with j = a, b, c is the frequency of a given nuclear spin transition.

6.1)

As a result of the engineered, coherent, RF-induced exchange interaction, we find
that the |0,) population decreases at T values corresponding to the odd-k 'V
resonances (red line, Figure 6.1). Even-k resonances are also observed even in the
absence of the RF field, and are associated with incoherent interaction generated by
the random nuclear Overhauser field (blue line, Figure 6.1). As discussed previously,
since the coherent, RF-induced interactions are spectrally resolved (occur at different
pulse spacing) we can mitigate the effect of incoherent interaction by only working
with the odd k resonances. The addressed transition and resonance orders are
labelled above each resonance dip. Note the degeneracy for certain resonances

resulting from w, = wp/2 = w./3 due to the quadratic Hamiltonian.
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Figure 6.1: ZenPol sequence spectroscopy, using M = 30 and BRF = 0.6 G. "1 Yb-
51V resonance is achieved for a given SV transition, w j» when 1 /2T = w j /2nk with
integer k. We use the isolated, RF-induced w. (k = 5) and w; (k = 3) transitions
to interact with the nuclear spins of neighbouring >V ions (dashed boxes). Split-
resonance features are attributed to two distinct >' V ensembles: the four 'V register
spins experience a frozen-core detuning relative to the more distant bath.

In particular, we note that all odd-k resonances are split near each isolated 'V tran-
sition (dotted boxes, Figure 6.1). For example, resonance frequencies of {660 kHz,
685 kHz} and {991 kHz, 1028 kHz} are identified around the w; (k = 3) and
w,. (k =5) transitions, respectively. In both cases, the higher-frequency resonance
agrees well with values extracted using NMR on YVO; crystals [203]. We there-
fore postulate the presence of two nuclear spin ensembles: a distant large ensemble
with unperturbed frequency (constituents of the bath) and a local ensemble with a
frequency shift due to the modified electric field distribution in the vicinity of the
71Yb ion (the register). The line-widths of the register resonances are limited by

that of the filter function.
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6.3 Nuclear Spin Polarization

Polarization of the nuclear spin register relies on repeated application of the ZenPol
sequence, resonant with a targeted transition, interleaved with re-initialization of the

171Yb qubit leading to unidirectional transfer of 'V population.

Polarization dynamics are explored using the PROPI method (polarization readout
by polarization inversion) [234]. This sequence uses the back-action of the 'V spins
on the '"1Yb to measure the register polarization after successive ZenPol polarization
cycles. For instance, when polarizing into |T) = |+5/2) on the w, transition, the
71Yb is initialized into |1,) and undergoes spin exchange with any >!'V population
in ||) = |+7/2). The '"'Yb |0¢) population after interaction is therefore related to
the residual >'V ||) population. As presented in Figure 6.2a, we measure the '’ Yb
population after each of 20 consecutive polarization cycles and observe a saturation
after 10 cycles, indicating that the !7''Yb polarization has been transferred to the
1V register. The high-contrast signal obtained in this measurement is enabled by
alternating the !V polarization direction, i.e., periods of polarization into |T) are
interleaved with periods of polarization into ||). This mitigates the need to wait for
slow register thermalization (TI(O) = 0.54 s, see Section 6.6) between consecutive
experiment repetitions. These measurements are repeated with ZenPol sequences
on the w; transition, demonstrating similar levels of polarization saturation after

approximately 10 cycles (Figure 6.2b).

These results inform the design of polarization sequences used in subsequent single-
spin excitation experiments where 40 polarization cycles interleaved between the
wp and w, transitions are sufficient to polarize the register into |0,) = |[]]]). Based
on simulations discussed in Section 6.4 we estimate this protocol achieves ~ 84%
single spin polarization fidelity into the || ) state. Note that we do not use the ZenPol
sequence to directly polarize the w, transition due to spectral overlap with w, and
we, 1.e., an attempt to use ZenPol on w, would lead to unintentional population
redistribution on wj, and w.. We postulate that the high degree of polarization
can still be achieved even in the absence of direct w, transition control due to two

factors:
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1. The thermalization timescale of the w, transition is significantly shorter than
the interrogation time. Specifically, our experiments typically run for several
minutes whereas the w, thermalization rate is likely similar to TI(O) =0.54s.
Thus, undesired population in the |+1/2) level can still pumped to |+7/2)

once it relaxes to |+3/2).

2. Once successfully initialized into the w, manifold the probability of shelving
into the |+1/2) level is small as it necessitates two consecutive decays on
the wp and w, transitions, both of which are considerably slower than our

experiment/polarization repetition rate (20 ms).

We tried to improve the polarization fidelity by incorporating driving on the w,
transition (using the method in Section 6.5) during the polarization protocol, thus
leading to fast population exchange between |+1/2) and |+3/2). However, there was
no improvement to the contrast of the resulting spin exchange oscillations thereby

indicating that shelving into |+1/2) is not a limiting factor in our experiments.

We also note that pumping into dark states (such as the other single-spin excitation
states, {|a@,), |Byv), |yy)}identified in Section 6.6) is unlikely to be a limiting factor
in the polarization fidelity. This is because our density matrix coherences decay on
a considerably shorter timescale (7, = 58 us) than the wait time between ZenPol
polarizing cycles (170 us). This leads to a sufficiently long time for population
to be redistributed between dark states and bright, polarizable states during the

polarization sequence.

Finally, we perform pump-probe spectroscopy where, after polarizing the register
ensemble, we probe the nuclear spins using a ZenPol sequence with variable 7 (as
in Section 6.2). As we can see in Figures 6.2¢ and d (which compare ZenPol spectra
with/without polarization), the w; and w, register transitions nearly completely
disappear. Note that the resonances at 685 kHz and 1028 kHz are unaffected,

corroborating the existence of two distinct 'V ensembles.
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Figure 6.2: Polarization of multi-level nuclear register spins. a) Polarization readout
by polarization inversion (PROPI) experiments for the >! V register w, transition. The
PROPI sequence performs a repeated swap operation based on the ZenPol sequence,
periodically interleaved with !71'Yb qubit readout and re-initialization into |1). A
total of 20 polarizing cycles are applied to the w, transition to polarize the 'V
register into |+5/2). As a result of register polarization, the !”!'Yb population in
|1¢) increases over time, indicating the accumulation of the 31V population in |+5/2)
(left panel). We observe that the register polarization saturates after approximately
10 cycles. Subsequently, we perform repolarization cycles where !7''Yb is initialized
into |0,) and 1V register spins are transferred to |+7/2) with similar saturation
timescale (right panel). b) Equivalent measurements for the w,, transition. The !V
register is polarized into |+5/2) (|£3/2)), left panel (right panel). c) and d) After
polarizing the b and c transitions, ZenPol spectroscopy reveals a near complete
suppression of the register resonances and no change in the bath resonances. Purple
lines are unpolarized spectra for reference.
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6.4 Coherent Spin Exchange
After initializing all four register >V spins into a polarized state |0,) = |[|]]), the
ZenPol sequence (Figure 6.3) can also induce coherent oscillations of a single spin

excitation between the !”1'Yb qubit and the polarized >V ensemble.

ZenPol sequence 7Yb 51V x4
T m w
S Ty T oy Yy Yy o

I71Yb
control
pulses

RF

Figure 6.3: Engineered spin-exchange interactions via the ZenPol sequence.
Equidistant 7/2 and 7 pulses combined with a square-wave RF magnetic field
with amplitude BRF are applied to the '”1'Yb qubit. The sequence has period 27 and
is repeated M times.

Figure 6.4a shows the !71Yb population as a function of sequence period, M, when
the single-spin exchange is targeted at the w, transition (by fixing the ZenPol period
to 27 = 5.048 us). With '7Yb initialized in |1 ¢)» the quantum state evolves

according to:

[ (tm)) = 1) 10,) cos(Jextnr /2) — i [0g) [Wy) sin(Jextyr /2) (6.2)

with spin-exchange rate Jex = 4b(5’wc)BRF (red, Figure 6.4a) and interrogation
time ty; = 2tM. Note that when Jetys = 7, the sequence realizes a swap gate
(black arrow), whereby a single-spin excitation is completely transferred to the
register, i.e., [1,)]0,) — |04) |W,). Furthermore, Jex can be accurately controlled
by varying BRF, allowing for swap gate fidelity optimization. By contrast, with
71Yb initialized in |0,), exchange interactions are forbidden and thus oscillations

are suppressed (blue, Figure 6.4a).

In the following subsections we will examine different aspects of these spin exchange
dynamics and provide detail on the simulations which we use to interpret our

experimental results and extract the degree of register polarization.
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Figure 6.4: Spin exchange between !”1Yb and >V ions. a) The '’ Yb qubit and °'V
register spins are initialized into |1,) and [0,) (= []ll])), respectively. Our pulse
sequence induces resonant spin exchange on the w, transition leading to oscillation
between [14) [0,) < [0g) [W,) where |W,) is a spin-wave like W-state (red markers).
Oscillation envelope beating arises from a residual |+5/2) initial population. With
71Yb in |0,) oscillations are suppressed (blue markers). A ZenPol sequence with
M = 10 periods (¢3; = 50 us) realizes a swap gate (black arrow). b) Spin-exchange
dynamics with a single >'V nuclear spin. Three >'V spins are shelved in |+3/2)
and a single spin is prepared in |T) = |+£5/2), leading to a reduced w, transition
spin-exchange frequency. In a,b, equal values of BRF = 1.6 G are used and solid
lines are from simulations with phenomenological decay constants.
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Collective Enhancement of Exchange Rate
The spin-exchange rate is collectively enhanced by a factor of VN, where N is the
number of indistinguishable spins forming the register. We verify this by controlling

the number of spins in the w, transition manifold and measuring the effect on J.

Specifically, the ability to shelve population in different quadrupole levels enables
the operation of the >V register with an alternative set of many-body states: |0/,)
and |17). For this experiment we polarize the 3!V spins down the energy ladder on
the wp and w, transitions leading to polarization primarily into the |+3/2) level,
with a small residual population in |+1/2). For the purpose of this analysis we
will assume perfect polarization into |+3/2); however we note that w, transition

polarization would be required for this.

We prepare the register |1/,) state by injecting a single spin excitation on the w, tran-
sition (i.e., from |+3/2) — |T) = |£5/2)), this is achieved using the corresponding

ZenPol resonance at wp, k = 3:
1 333 3 33
115) = 5 ( > +|=.7 > +

27272222
Here we omit the + sign in the state label for simplicity. Subsequently, we prepare the

T

33 3
z’z’T’z>+

333
377 T>) . (6.3)

7Yb in |0¢) and induce a spin exchange oscillation between [T) and ||) = |+7/2)

via a ZenPol sequence resonant with the w, transition. The resulting time evolution

is given by:
’ J,xt . , . J,Xl
w0y = |og>|1v>cos( - )—z|1g> |ov>sm( - ) (6.4
where 1l 333\ 13 33\ (33 3\ [333
|0],) = 3 ( L, 37 §> + 'E’l’ 3 §> + 'E’ E,l, §> + 375 §’l>) (6.5)

and J/, = 2bs,.)BR. Notice that the spin-exchange oscillation rate, J/,, no longer
has a VN rate enhancement; this is because every ket in the |17) and |0]) states

contains only a single spin in the w -transition manifold.

Experimental results for this protocol are shown in Figure 6.4b, where we find that the
resulting exchange frequency is reduced by a factor of ~ V4 compared to the standard
initialization method.! Based on this experimental result and our understanding of
the YVOq lattice structure, this verifies our hypothesis that the register consists of the
second-nearest shell of four equidistant >'V ions. This assumption is also supported

by close agreement between experiment and numerical simulation.

Note that the measurements in Figures 6.4a and b are performed with the same value of BRF
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We note that using the {|0’v> , |1’v)} manifold of states for information storage
would have several benefits. For instance, direct microwave driving of the register
w, transition would lead to Rabi oscillation between |0;,) and |1/,) and could therefore
be used to realize local gates in this basis. Additionally, a second spin excitation is
not allowed in this scheme, therefore the ZenPol sequence reproduces a complete
two-qubit swap gate regardless of the "1 Yb state. For these reasons, we believe
that there may be some advantages to working with the {|07), |1/)} manifold if
the state initialization fidelity into |+3/2) can be improved via direct w, transition
polarization. We leave this for future work.

Interaction Frequency

Analogous to the Rabi oscillation of a two-level system, the oscillation frequency
and contrast of these spin exchange oscillations also depend on the detuning of the

ZenPol sequence relative to the 3!V transition. Specifically, we expect the following

relations:
Jex(é) = VJeX(0)2 +62 (66)
_ Jx(0)?
C() = —Jex(0)2 sl (6.7)

Here J.x and C are the spin-exchange frequency and oscillation contrast, respectively,
and ¢ is the detuning of the ZenPol sequence resonance relative to a target nuclear
spin transition. We polarize the register into |0, ) and measure the frequency detuning
dependence of the spin-exchange oscillations in Figure 6.5b. These results agree

well with the corresponding simulations shown in Figure 6.5a.
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Figure 6.5: Spin-exchange dynamics near the w, transition at k = 5, probed as a
function of sequence resonance frequency w and the number of ZenPol periods,
M. a) Simulation results. b) Measured spin-exchange dynamics showing good
agreement with the numerical simulation in a.
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Polarization

We demonstrate the effect of incomplete register polarization on the spin-exchange
oscillation by varying the number of polarization cycles on the w; and w, transitions
prior to each experiment (Figure 6.6a). As expected, we see that coherent spin-
exchange oscillations emerge as an increasing number of polarization cycles are
applied.

a Number of polarizing cycles b BFF field amplitude
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Figure 6.6: Spin exchange dynamics. a) Experimental results of ZenPol spin-
exchange with varying degree of !V register polarization. As the number of
polarization cycles used to prepare |0,) = |+7/2)®* increases, the subsequent spin-
exchange oscillations become more pronounced. b) Experimental demonstration
of tunable spin-exchange rate by varying BRF. When increasing BRXF from 0.8 G
to 2.0 G, we observe a corresponding linear increase in the spin-exchange rate.
In all cases, numerical simulations (solid lines) show reasonable agreement with
the experimental data (markers). A simulation result without a phenomenological
exponential decay (dashed line) displays a discrepancy, which needs further inves-
tigation.
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Exchange Rate

We also demonstrate control of the spin exchange frequency by varying the RF
magnetic field amplitude (BRF). Figure 6.6b shows the spin-exchange dynamics
for four different values of BRF = 0.8 G, 1.2 G, 1.6 G and 2.0 G. The inset plots
extracted spin exchange frequencies Jex for a range of different BRF demonstrating
linear dependence as expected. This leads to accurate control of the engineered

interaction strength enabling optimization of the swap gate.

Simulating Spin Exchange
We simulate our coupled spin system using the effective Hamiltonian derived in

Section 4.2; however, we add three additional terms:

1. Nuclear Zeeman interactions of the 'V register spins with the Overhauser
field from the bath: Since the energy levels are quantized along the z-axis,
magnetic fluctuations along the z-direction dominate, which can be captured

by the following Hamiltonian

A= ). ungeBX (r) I (6.8)
ieregister
where B?H (r;) is the z-component of the Overhauser field evaluated at the
position of the i™ register ion, r;.
2. Nuclear magnetic dipole-dipole interactions of the register spins:

@ ) (@)

()
. o |[Hy " H 3(py” - ri)(py 1)
Aogq = Z M 14 . v 14 US v ij 6.9)
.. . r. r.
i,] €Eregister ] ij
i<j

with r;; the displacement vector between 1V register spins at sites i and j.

3. "I'Yb-enhanced register spin-spin interactions: These terms are derived by
considering second-order perturbations using the Schrieffer-Wolff transfor-
mation (see Section 4.3). For example, the dominant Ising-type terms take
the form

Heaq = Z L [(3712 - 1) w]zifzﬁ)ﬁj)a (6.10)
01

L 4nr3
i,] €Eregister

where 7 and n are the magnitude and z-direction cosine of the !7'Yb-'V
register ion displacement vector. However, we note that the ZenPol sequence

cancels these interactions to first order.
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By simulating !”'Yb Ramsey coherence times we extract g,, ~ 1.6. We note that
estimation of the bare 'V coherence time indicates a potential discrepancy in this
value by up to 25%, discussed further in Section 6.5; however, this has a negligible
impact on the ZenPol sequence simulations. We obtain an estimate for g, = 0.6 by
calibrating the RF field amplitude and comparing with the experimental results of

direct 3V spin driving in Figure 6.9.

We compute the nuclear Overhauser field B?H according to equation (4.3) by ran-
domly sampling the bath states for each Monte-Carlo simulation repetition. We
include a simple model of the bath dynamics by incorporating stochastic jumps of

the bath spins on magnetic-dipole allowed transitions.

We simulate the register spin dynamics in a reduced Hilbert space by considering
only the w, manifold. This enables fast simulation of all four register spins plus the
171Yb qubit transition (Hilbert space with dimension 32). Imperfect polarization of
the 3!V register into ||) = |+7/2) is categorized into two distinct types:

1. Imperfect polarization within the w, transition, i.e., a small residual population
erin [T) = [+5/2).

2. Imperfect polarization outside the w, manifold, i.e., a small residual popula-
tion € in |+1/2) and |+3/2).

This leads to a ||) population of 1 — €] — €;. We incorporate incomplete polarization
by sampling different register initial states for each Monte-Carlo repetition. For case
1, this involves occasionally initializing a given !V ion into |T), while for case 2
this involves reducing the Hilbert space dimension by removing the 3!V ion from
the simulation. We note that our assumption of a mixed >'V register initial state is
justified by the relatively short density matrix coherence decay time (7, = 58 us).
In experimental sequences we wait for 1.7 ms after >!V register polarization which
ensures this condition is met. We also take into account finite pulse duration effects

by modeling the ZenPol sequence using 25 ns /2 and 50 ns 7 pulses.

As shown in Figure 6.6b, the spin-exchange oscillations from numerical simulation
(red dashed line) exhibit slower decay than the measured experimental results (red
markers). We add a phenomenological exponential decay envelope, ce™/™ _to the
simulation results where ¢ and 7, are free parameters, and M is the ZenPol sequence
period. The additional decay could be caused by heating due to the RF field,

excess ' ’'Yb dephasing or additional register spin interactions which we have not
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considered here. We fit this model by optimizing multiple parameters: €|, ;, BRF, ¢
and 7y;. The resulting values of €] and €; are 0.12 and 0.04, respectively, indicating
~ 849% polarization into ||); the RF magnetic field amplitude is BRF ~ 1.6 G and the
phenomenological exponential decay parameters are ¢ = 0.8 and 1), = 90 leading
to a close fit with the experimental results (red solid line, Figure 6.4a and Figure
6.6b). Additional simulation results following this methodology with varying 7 are
presented in Figure 6.5.

Finally, we model the results with a single-spin excitation in the w.-manifold by
including the |+3/2) level in the simulation (Figure 6.4b). The initial state used in
this simulation is partially polarized between the |+3/2) level with population 1 — €
and the |+1/2) level with population €. We use the same value of BRF = 1.6 G as
in Figure 6.4a, and optimize the polarization level leading to 1 — € = 0.8. The close
correspondence between the measured and simulated oscillation profiles suggests
that the register does indeed consist of the second shell of four homogeneously

coupled >'V ions.

6.5 Quantum Information Storage

To evaluate the performance of the 'V register as a quantum memory, we char-
acterize its information storage times under various conditions. Specifically, we
first transfer a superposition state from the !’''Yb qubit, % (|Og> +i|l g)), to the
1V register via the ZenPol-based swap gate. Subsequently, the transferred state
% (10,) + |W,)) is stored for a variable wait time, t. Finally, we swap the state
back to the '7'Yb and measured along the x-axis, thereby probing the coherence
of the retrieved state. The full pulse sequence for this experiment (including Yb

initialization and register polarization) is depicted in Figure 6.7.

Ramsey Coherence Time

First consider the case where we leave the system unperturbed during the wait time
t, which is equivalent to a Ramsey coherence measurement. Figure 6.8a shows the
experimental result where the coherence undergoes Gaussian decay with a 1/e time
of T = 58 £ 4 us, predominantly limited by local magnetic field noise from two
sources: a fluctuating !71'Yb dipole moment (’'Yb Knight field) and the nuclear

Overhauser field (as described in Section 4.4).
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Figure 6.7: Pulse sequence detail for quantum information storage and retrieval ex-
periments. After initializing the Yb into the qubit manifold, the nuclear spin register
is polarized via repeated unidirectional spin exchange on the b and c transitions,
interleaved with Yb qubit initialization. Subsequently, the Yb qubit is prepared in
a superposition state which is swapped onto the register, stored for duration ¢ and
then swapped back. Finally, the Yb coherence is read out.

Decoupling from Knight Field

In Figure 6.8b, we decouple the V register from the Knight field by applying
periodic 7 pulses to the "Yb. This flips its state between |0,) and [1,), thereby
switching the sign of the Knight field and leading to the cancellation of 3!V phase
accumulation between successive free evolution periods, in a process analogous
to motional narrowing [235]. This leads to an increased 1/e coherence time of
T; =225+9 ps.

Decoupling from Overhauser Field

In Figure 6.8c, we further extend the coherence time by performing dynamical
decoupling on the 7'V register to mitigate the decoherence effect of the nuclear
Overhauser field. Specifically, during the wait time, ¢, we apply two & pulses to
the nuclear spins’ ¢ transition (in addition to the Yb n pulses used to decouple
the Knight field). This leads to a significantly extended 1/e coherence time of
T, = 760 + 14 us. A detailed explanation of how we drive the nuclear spin ¢
transition for this dynamical decoupling sequence is provided later in this section.
Note that even numbers of °'V 7 pulses are necessary to return the register to the

{10,) , |W,)) } manifold prior to state retrieval.
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Figure 6.8: Quantum information storage in the nuclear spin-wave register. a)
Ramsey coherence measurement with no decoupling during the wait time, ¢. Fast
oscillations are observed at the °'V w./27 = 991 kHz frequency (inset) and the
coherence is derived from the oscillation contrast. The coherence is normalized to
have maximum value 1 when in a perfect superposition state and at ¢ = 0 is limited
by the swap gate fidelity. The resulting 1/e coherence decay time is measured to be
58 + 4 us. Note that the wait time excludes the swap gate duration. b) Coherence
time extension via motional narrowing of the !’ Yb Knight field. By applying x-axis
m pulses spaced by 2¢,, = 6 us to the !71'Yb qubit, the coherence time of the >'V
register is extended to 225 +9 us. c) Further coherence enhancement via dynamical
decoupling of the 3!V register. In addition to the 7 pulses acting on '"'Yb, two 7
pulses are applied to the >V register with a variable inter-pulse delay time, 2fp.
This rephases contributions to the detuning from the nuclear Overhauser field and
leads to an extended memory time of 760 + 14 us.
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Coherence Simulation

We numerically simulate the register coherence times using the method outlined in
Section 6.4. When limited by the '”1'Yb Knight field, simulation yields a Gaussian
decay with a 1/e coherence time of 33 us (equivalent to experimental results in
Figure 6.8a). We also predict an upper bound for the coherence time when de-
coupled from the '"1'Yb Knight field by turning off Hamiltonian terms associated
with equation (4.11), yielding an extended Gaussian decay of 417 us (equivalent to
experimental results in 6.8b). These simulated values are consistent with the corre-
sponding experimental results (58 + 4 us and 225 + 9 us, respectively) to within a
factor of two. We note that this could indicate an error in our estimation of g,, by
up to 25%, potentially caused by a small discrepancy in the position of the two >'V
bath spins closest to !7'Yb. Further analysis of these parameters is left for future

work.

Nuclear Spin Driving

Performing dynamical decoupling on the register requires selective driving of the
froze-core >'V nuclear spins without perturbing the bath and is achieved through
a two-fold mechanism. First, with the '7'Yb qubit in |0g) we apply a sinusoidal
z-directed RF magnetic field at w. /27 = 991 kHz through the coplanar waveguide to
induce an oscillating '7!'Yb magnetic dipole moment (Figure 6.9a). This generates
an x or y-directed field component at each >'V spin, where the driving Hamilto-
nian is given by Hgrive = UNEvxAx,yBY* sin(wct)fx,y with A, = —3lnyoyf/8ﬂr3w01
and Ay = —3mn,uoyf /87r3wor. The lattice symmetry of the host leads to equidis-
tant spacing of the four proximal >'V spins from the central !”!'Yb qubit allowing

homogeneous coherent driving of all register spins.

In this direct driving scheme, we note that the effect of B*® is amplified by a factor
of |A, | = 6.7 for the frozen-core register spins at a distance of r = 3.9 A. Crucially,
the amplification factor scales as A, , o« 1/ r3 with distance r from the "' Yb qubit,
leading to a reduced driving strength for distant >!'V bath spins. Moreover, the
transition frequency of the bath, w%®" /27 = 1028 kHz, is detuned by 37 kHz from
that of the register, w. /27 = 991 kHz, further weakening the bath interaction due to

off-resonant driving provided that the Rabi frequency is less than the detuning.

In a rotating frame at frequency w,, the driving Hamiltonian Hycive gives rise to
Rabi oscillation dynamics of the register spins within the w, manifold, {|T) =

|£5/2),|1) = |+7/2)}. To calibrate >V 7 pulse times, we initialize the register into
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|0,) = |[ll]), drive the register for variable time, and read out the |0,) population
by preparing the !’ Yb qubit in |1 ¢) and applying a swap gate to the w, transition. If
the final 'V spin state is in |]) (|T)) the swap will be successful (unsuccessful) and
the '"1Yb qubit will end up in |0g) (|1g)). Using this method, we induce resonant
Rabi oscillations of the register at a Rabi frequency of Qp = 27 X (7.65 = 0.05)
kHz (blue markers, Figure 6.9¢) which exhibit exponential decay on a 280 + 30 us
timescale, limited by dephasing caused by the fluctuating !”''Yb Knight field. This
can be decoupled using motional narrowing techniques whereby we periodically
apply 7 pulses to the !71Yb every 6 us during the drive period. In order to drive
the 'V spins in a phase-continuous manner, we compensate for the inversion of the
171Yb magnetic dipole moment after each 7 pulse by applying a 7 phase shift to
the sinusoidal driving field (Figure 6.9b). This leads to an extended 1/e Gaussian
decay time of 1040 + 70 us (red markers, Figure 6.9¢).

The arrow in Figure 6.9¢ indicates the 69 us >'V « pulse time used for dynamical
decoupling. In contrast to the spin-preserving exchange interaction, this direct
drive protocol provides independent, local control of the four 7'V spins with no
constraints on the number of excitations, thereby coupling the >!V register to states
outside the two-level manifold spanned by |0,) and |W,). For example, at odd

multiple 7 times, we find

0) = [TTTD)

(LTD + T + 1T + 11T
3 :

[W,) —

both of which contain more than a single excitation. For this reason, we use an
even number of °>'V 7 pulses in our decoupling sequences to always return the 'V

register to the memory manifold prior to state retrieval.
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Figure 6.9: Direct 'V nuclear spin driving. a) To directly drive the >'V nuclear spin
w, transition, a sinusoidal z-directed RF magnetic field, BY* sin(w.t), is applied to
the system at a frequency of w./2n = 991 kHz (Drive Protocol 1). This induces an
oscillating magnetic dipole moment on the !”!'Yb qubit which in turn generates an
amplified transverse driving field at each >'V. Consequently, the four 'V register
spins undergo independent Rabi oscillation. b) To improve the nuclear spin control
fidelity, a train of equidistant 7 pulses are applied to the '’ Yb during the driving
period, thereby cancelling dephasing due to the 7! Yb Knight field (Drive Protocol
2). Each & pulse is accompanied by a m phase shift of the sinusoidal field to
ensure phase continuity of the nuclear Rabi driving. c) Measured >'V register
Rabi oscillations using the aforementioned schemes. The black arrow at ¢ = 69 us
indicates the 'V 7 pulse time.
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6.6 T; Relaxation
We measure the population decay of both the |0,,) and |W,) states (timescales TI(O)
and TI(W), respectively) by preparing the >'V register in the appropriate state and

waiting for a variable time, ¢, before swapping to the 71 Yb for readout.

The |0,) state exhibits slow exponential decay with 1/e time constant TI(O) =0.54+
0.08 s (Figure 6.10b). There are two contributions which could be limiting this
decay:

1. Resonant population exchange between the register spins and unpolarized
frozen-core ‘dark spins.” For instance, the two nearest °''V ions (ions 1 and
2 in Table 2.1) may interact resonantly with the neighbouring register spins.
However, we cannot detect or polarize these dark spins since they only interact
with the 171Yb via Ising-like S.I. terms.

2. Off-resonant population exchange between the register and detuned unpolar-

ized bath spins.

As for the |W,,) state, it exhibits a Gaussian decay with a much faster 1 /e time constant
of TI(W) = 39.5 £ 1.3 us (Figure 6.10a). This can be explained by considering the
effect of dephasing on the register spins. Specifically, the |W,) state which our
71Yb qubit interacts with is given by

W) = % (MU + LT + UL + L) -

Crucially, there are three additional orthogonal states required to span the >'V

register single excitation subspace:

|avy) = ! (LD + T = T = [T

2
1Bv) = % (T = LTD + LT = L)
lyv) = % (T = LD = WTD + LT -

We assume uncorrelated noise at each of the four 3!V spins and apply a pure-

dephasing master equation model. In the single excitation subspace, this becomes:

p =2 [D (ML) (TLUD + D (LT ATUD (6.11)
+D ([T LD + D (LD WD o (6.12)



81
where the dephasing channel (Lindbladian) is given by

D (@) p = apa’ - ={a'a, p} (6.13)

and T is the dephasing rate on the w, transition of a single 'V spin. We solve this
equation for different initial states p(0). When p(0) = |0,) (0,|, dephasing does
not contribute to Tl(o), i.e., p(t) = p(0). However, when p(0) = |W,) (W, | the state
evolves according to

1
p(1) = W) (W, €720 4 (1= 20 ) 1B (6.14)
where ISEM) is the single excitation manifold identity operator:

1(SEM) _ W) (Wo| + |ay) {av| + |Bv) (Bul + [v) ol s

i.e., dephasing leads to decay of |W,) into ISFM) at rate 2I". For completeness we
also consider the decay of the off-diagonal coherence term pg; = (0,| o |W,) and
find that

po1 (1) = por(0)e™"". (6.15)
Essentially, the pure dephasing model predicts T, = 2T1(W) for our system.

We verify that dephasing is the main source of |W,) population decay by demon-
strating lifetime extension using the same motional narrowing approach employed
to improve the coherence time. Specifically, during the wait time, we apply a se-
ries of 7 pulses to the !71'Yb separated by 6 us leading to an extended lifetime of
Tl(W) = 127 £ 8 us (Figure 6.10a). We note that both the bare and motionally-
narrowed TI(W) and T times are close to the 75 = 2T1(W) limit identified above. We
further extend the TI(W) lifetime to 640 +20 us using two >V 7 pulses applied during
the wait time, thereby achieving dynamical decoupling from the nuclear Overhauser
field.

Finally we note that if TI(W) is limited by the 7' Yb Knight field as a common noise
source, there may be some discrepancy in the predictions of this model due to a
high degree of noise correlation between the four >V register spins arising from
lattice symmetry. However, when performing motional narrowing we decouple the
171Yb Knight field and are likely limited by the, considerably less correlated, local
Overhauser field. Further exploration of these correlated/uncorrelated fields is left

for future work.
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Figure 6.10: >'V spin register population relaxation. a) Measured relaxation
timescales, TI(W), of the entangled register state, |W,), under various conditions.
Top: with no dynamical decoupling we obtain TI(W) = 39.5 + 1.3 us (blue trace),
limited by dephasing of the entangled |W,) state. Middle: the Tl(W) lifetime can be
extended by motionally narrowing the '7'Yb Knight field leading to an extended
1/e lifetime of TI(W) = 127 £ 8 us (red trace). Bottom: further extension of
the TI(W) lifetime via dynamical decoupling leads to TI(W) = 640 + 20 us (yellow
trace). b) The polarized register state |0,) relaxation timescale is measured to be
TI(O) =0.54 £ 0.08 s, likely limited by incoherent population transfer to the bath.
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6.7 Population Basis Measurements

We develop a sequential tomography protocol [25] to read out the populations of the
joint "'Yb-31V density matrix p in the effective four-state basis, {|0,0,), [0,W,),
[150,), [1,W,)}. This is achieved using two separate sequences: Readout sequence
1 and Readout sequence 2, applied alternately, which measure the {|0,0,), |0, W, )}
and {|150,), |1,W,)} populations, respectively. As shown in Figure 6.11a, these
sequences are distinguished by the presence (absence) of a single & pulse applied
to the !”1'Yb qubit at the start of the sequence. This is followed by a single optical
readout cycle on the A transition; results are post-selected on detection of a single
optical photon during this period. Hence the presence (absence) of the first «
pulse results in [04) (|1,)) state readout after post selection. Furthermore, in all
post-selected cases the '"'Yb qubit is initialized to |1 ¢) by taking into account
this conditional measurement outcome. Subsequently, an unconditional 7 pulse
is applied to the '71Yb, preparing it in |0g) and a swap gate is applied, thereby
transferring the 'V state to the !7'Yb. Finally, we perform single-shot readout of
the '71'YD state according to the protocol developed in [155]. Specifically, we apply
two sets of 100 readout cycles to the A transition separated by a single 7 pulse
which inverts the !”1'Yb qubit population. The 3!V state is ascribed to |W,) (|0, )) if
> 1 (0) photons are detected in the second readout period and O (> 1) photons are
detected in the third. We summarize the possible photon detection events and state

attributions in Figure 6.11b.

We demonstrate this protocol by characterizing the state preparation fidelities of the
four basis states. The measured histograms are presented in Figure 6.11c alongside
the respective gate sequences used for state preparation. The resulting uncorrected

(corrected) preparation fidelities for these four basis states are:

Flo,0,y = 0.79 £ 0.01 (0.82 £0.02),
Flo,w,) = 0.50 +0.02 (0.64 = 0.02),
Fi1,0,) = 0.79 £0.01 (0.82 £ 0.02),
Fi,w,) = 0.50 +0.02 (0.64 £ 0.02).

We note that the reduced fidelity of |0,W,) and |1,W, ) relative to |[0,0,) and |1,0,)
arises from the swap gate used for the |W,) state preparation. The procedure for

correcting readout infidelity is described in Appendix B.
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Figure 6.11: Population measurement histograms for register fidelity characteriza-
tion. a) Sequential tomography protocol for characterizing ! Yb—>!V populations
in the basis spanned by {|0,0,), |0;W,), |1,0,), [1,W,)}. b) Table summarizing
the post-processing criteria for state attribution. c¢) Reconstructed population dis-
tributions for estimating state preparation fidelity. The four basis states, {|0,0,),
[0sW,), [150,), [1,W,)}, are independently prepared (see the insets of each subplot).
Subsequently, the sequential tomography protocol for state readout (RO) is applied
iteratively, alternating between Readout 1 and 2 sequences to fully reconstruct the
population probability distributions.
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6.8 Bell State Preparation and Measurement

We benchmark our multi-spin register by characterizing fidelities of '"'Yb->!V
Bell state generation and detection, serving as a vital component of the quantum
repeater protocol [33]. In particular, the maximally entangled Bell state |P*) =
% (11g) 10,y =i |04) |[W,)) can be prepared by initializing the system in |14) |0,)
and applying a +/swap gate based on the ZenPol sequence satisfying Jexty = /2
(equation (6.2)). The Bell state coherence is evaluated by waiting for a free evolution
time ¢, during which a parity oscillation occurs between |¥*) and its conjugate,
P~ = % (I1¢)10,) +i]0g) [W,)) at the w, transition frequency [236] (Appendix
C). Finally the coherence is measured via a second +/swap gate which maps the
parity to '”1Yb population. Figure 6.12a shows the measured parity oscillations
decaying with a 1/e time of T}

2.Bell
of the 71Yb qubit [155]. To improve the coherence, we apply an XY-8 decoupling

= 8.5+ 0.5 ps, limited by the 7 dephasing time

sequence [212] to the '71'Yb which simultaneously extends the Yb coherence time
and motionally narrows the Knight field. This leads to an enhanced value of
TZ*,Bell =239 + 6 us (Figure 6.12b); now limited by the Overhauser field interacting
with the 3!V register.

In order to estimate the Bell state preparation fidelity, defined as F = (¥*|p|P™),
we perform a sequential tomography protocol [25] to reconstruct the density matrix
p in the effective manifold spanned by four states {]0,0,), [0, W,),|1,0,), |1, W,)}
(Figure 6.11 and Appendix C). Taking into account errors in state readout, we
obtain a corrected Bell state fidelity of 0.76+0.01, as summarized in Figure 6.12c
(the uncorrected fidelity is measured to be 0.61+0.01). We speculate that this is
limited by incomplete register initialization, imperfect Hamiltonian engineering and
dephasing during Bell state generation (see Appendix C for a detailed explanation

of fidelity estimation).

6.9 Register Reproducibility

We stress that utilizing the dense, lattice nuclear spins ensures near identical reg-
isters for all '7!'Yb ions. Figure 6.13 shows ZenPol spectra near the w, transition,
collectively enhanced spin-exchange oscillations and motionally-narrowed 77 times
for three 3!V registers coupled to three different !”'Yb ions. The '71Yb optical and
microwave frequencies were re-calibrated for each ion; however, all aspects of the
experimental sequences related to register control and readout were identical. This

demonstrates that the 4-spin V register is a deterministic quantum resource.
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Figure 6.12: Characterization of maximally entangled "' Yb—>!V register Bell state.
a) Parity oscillations between |#*) and |¥~) revealing the Bell state coherence time

with a 1/e decay timescale of 75, = 8.5 £ 0.5 us. b) During the parity oscilla-

tion, we apply an XY-8 decoupling sequence to the "' Yb qubit. This leads to a
significantly extended Bell state coherence time of Tz*, Bell = 239 £ 6 ps. ¢) Recon-
structed Bell state density matrix. Diagonal entries representing populations are
extracted through a sequential tomography protocol. Off-diagonal matrix elements
representing coherences are obtained from the parity oscillation contrast. Note that
all density matrix values have been corrected to account for readout error, yielding

a fidelity of 0.76 + 0.01.
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Figure 6.13: Experimental demonstration of deterministic nuclear spin register. To
demonstrate the deterministic nature of the nuclear spin register, we perform the
same measurements on two additional 7! Yb ion qubits present in the device: Ion 2
(red) and Ion 3 (yellow). Results for Ion 1 (blue) are reproduced from the previous
figures for ease of comparison. a) ZenPol spectra near the w. (k = 5) resonance
of the 'V register spins. Notice that for all three ions, the bath and register
transitions are identified at the same resonance frequencies of w?*"/27 = 1028 kHz
and w./2m = 991 kHz, respectively. b) Dynamically engineered spin-exchange
dynamics between the 7' Yb qubit and >V register. Using constant ZenPol square-
wave RF amplitude we obtain equal spin-exchange rates for all three ions. c)
Characterization of 'V register coherence times with decoupling from the !7'Yb
Knight field. The 1/e coherence times are measured to be 225 + 9 us, 273 + 12 us
and 261 + 9 us for Ions 1, 2 and 3, respectively.
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Chapter 7

HONG-OU-MANDEL INDISTINGUISHABILITY
MEASUREMENTS

7.1 Introduction

In the second half of this thesis we will work towards preparation of remote entangled
states of two ions in two separate devices. This process relies on coherent emission
of single photons, entangled with the internal state of the ion [237]. These photons
need to be interfered and measured in a basis which projects the two ions into an
entangled state (entanglement swapping [238]). Coherently measuring two photons
in this manner is commonly referred to as ‘which-path-erasure’ [239] and requires

the two photons to be mutually indistinguishable.

In this section we examine two-photon indistinguishably using a Hong-Ou-Mandel
(HOM) interference experiment [240]. When two perfectly indistinguishable pho-
tons impinge on two ports of a beamsplitter, interference of their quantum wave-
functions leads to their emergence from the same output port. By monitoring the
two output ports we therefore expect to measure bunching in the auto-correlation of
detection times from any single detector and anti-bunching in the cross-correlation
between the two detectors. The number of two-photon coincidences measured
between the two output ports is therefore used as a measure of the photon distin-
guishability. This effect was first demonstrated in photons generated via spontaneous
parametric down-conversion (SPDC) [240], but has since been observed in emission
from trapped atoms [241], ions [242], quantum dots [243-245], molecules [246]
and solid state emitters [247-250].

The degree of indistinguishability is limited by various factors [251]:

1. static frequency difference between the two photons (Awy),

2. a variable frequency difference between the two photons, linked to emitter

dephasing (dw),
3. the wavepacket shape of the two photons,

4. the polarization of the photons.

Regarding (1), a static frequency difference will cause temporal oscillation in the

HOM interference (commonly referred to as ‘quantum beating’ [252, 253]). Specif-
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ically, an oscillation between bunching and antibunching with detection time dif-
ference. Since this is a coherent phenomenon, this form of distinguishability is not
detrimental and can be accommodated in entanglement protocols, we therefore use

the contrast of this oscillation as a revised definition of indistinguishability.

Regarding (2), variation in the photon emission frequency across multiple experi-
mental repetitions leads to a Gaussian decay in the indistinguishability with relative
measurement time. Generally, the Gaussian decay time constant is inversely pro-

portional to the root-mean-square frequency fluctuation.

Regarding (3), photons generated via spontaneous emission will have an exponen-
tially decaying spatio-temporal wavepacket shape, indistinguishability is caused by
different decay time constants. Interestingly, even with dramatically different decays,
two photons will still appear indistinguishable for sufficiently short detection time

differences. Usually, variation in emission frequency dominates over this effect.

Regarding (4), photons are always emitted in a definite polarization state, unitary
transformations (implemented with waveplates) can be used to match the photon

polarizations at the beamsplitter.!

The results presented in this section are the first demonstration of HOM interference
from two separate rare-earth ions, and serve as a crucial demonstration of mutual

photonic coherence, a pre-requisite for the subsequent entanglement experiments.

7.2 Experimental Setup
The setup used for this experiment is explained in detail in Chapter 9. Specific

aspects relevant to the following discussion are as follows:

We utilize two separate devices located in the same cryostat. We study one ion in
each device, their optical frequency difference is 32.9 MHz (Figure 9.1). Light from
the two devices exits the cryostat in two separate optical fibers which are combined
on a polarizing beamsplitter (PBS), such that they exit in the same spatial mode, but
with orthogonal polarizations.? Subsequently the light passes through a half wave
plate which rotates the polarization by 45° before passing through a second PBS,
the two output ports of this PBS are fiber coupled and sent to two separate single

photon detectors (Figure 7.1).

I'The specific experimental setup used (elaborated in section 7.2) uses polarizing beamsplitters
and ensures that photons incident on the same detector always have the same polarization.

2The polarization of light in each of the two fibers prior to the PBS is adjusted to optimize the
transfer of light from each device into the same spatial mode afterwards.
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7.3 Theory

This section presents theoretical detail for the HOM measurement depicted in Figure
7.13. The photons we consider travel in a 1D waveguide (optical fiber). Electromag-
netic fields in this waveguide can be described via a set of continuum operators. For
example, single-frequency operators {d,,} that satisfy [d,,, dl,] =0(w— ') [255].
Note, however, that emitters will generate photons in a specific spatio-temporal

mode with wavepacket given by:
1
VT

where H (¢) is the Heaviside step function and the photon is emitted at # = 0 [256].

(o(z.1) = —H (t)e 7 @k (7.1)

We can simplify our analysis considerably by describing our 1D electromagnetic
fields with a mode set that includes this specific mode. This process is termed
‘discretizing the continuum’ and involves defining a new set of operators Ay (with
associated spatio-temporal modes (¢ (z, 7)) that satisfy [A, AAk/T] = Ok.x’» Whereby

Ag 1s our emission mode of interest.

Crucially, the field operator in this new basis is defined according to:
E*(z,0) = ) Gz DA (7.2)
k

which provides a simple approach to extract photodetection probabilities [257].

Now consider the polarizing beamsplitter in Figure 7.1. We define two electric
field operators for the orthogonally polarized input channels, E;'\ (z,1) (horizontal)
and El“;(z, t) (vertical), where modes Ao and By are populated by Ion 1 and Ion 2,
respectively. The electric field operators for the two photodetection channels are
EAg(z, t) and EB (z,t) for transmission and reflection, respectively. The half wave

plate and PBS transform the input channels into the output channels according to:

El(z,1) = cos(20)E% (z,1) +sin(20) E5(z, 1)

L . . (7.3)
E}(z,1) = —cos(20)Ef(z, 1) +sin(20)E (z, 1)

where 6 is the rotation angle of the half wave plate. Note, when 6 = /8, the
input mode contributions to the output mode are balanced, this is the condition for

optimum HOM visibility.

3For more detail, there are many textbooks/papers that comprehensively cover this topic [251,
254].
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The joint photon detection probability (probability of detecting a photon at time ¢

in detector C and ¢’ in detector D) is given by:
P(t ') = (0 AOBOEC(t)ED(t )E (t)E (7' )AT B, 10)

= 2 [P0 )P 412 )P P - el 02 (1 (02 )y

(1) (2) (1) (2)
oce—t/Tl e—z’/T1 e—t’/Tl e—z/T1 — ¢~

+ 5 cos((wi — wy) (1= 1))

(7.4)

where, for simplicity, we have dropped the positional coordinate and ¢ (i), w; and
Tl(i) are the wavepacket, frequency and lifetime of ion i, respectively. 7 is defined

according to 1/7 = 1/T](1) + l/Tl(z).

Finally, we define the photon arrival time difference A7 = ¢’ — ¢ and marginalize over

the remaining temporal degree of freedom to arrive at the coincidence probability:

P(Ar) =nBCyAP Az/T(2)+nACUBDe—At/Tl<1)

(7.5)
—2\/173Cn pACYBD =A1/2T o =AC? (s (A Al).

Note here that we have introduced efficiencies 74¢ and 74P which are the proba-
bilities for photons originating from Ion 1 to reach detectors C and D, respectively.
Similarly, 7%¢ and n8? are the probabilities for photons originating from Ion 2 to
reach detectors C and D, respectively. We have also assumed that the measurement
window size is much larger than either of the two ions’ lifetimes. Furthermore, we
have taken an ensemble average over frequency differences between the two ions,
o is given by: o = \/1/(T2*(1))2 + 1/(T2*(2))2, where T;(i) is the optical Ramsey

coherence time for ion i. Awy is the static frequency difference between the two

ions.

Note that the condition for perfect HOM interference is given by:

L
77AD UBD

(7.6)

experimentally, this condition is obtained by choosing an appropriate half wave plate
angle. If we assume some imperfection in this condition we can account for this with
a parameter @ according to nA¢n8P = anAPnBC. The visibility of the two-photon

correlation measurement is then given by:

o) \/5 o A1/27 e—At20'2

_ (2) _ 1 -
e At/T, +ae At/T,

V(Ar) = (1.7)
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This is also termed the photon indistinguishability. Note that if @ = 1 we have
perfect indistinguishability at At = 0.

Note, when modelling the two-photon coincidences we also consider the effect of
dark counts on either of the two detectors. We assume that dark count rates are
sufficiently small that the probability of coincidences due to a double dark count
are negligible. Instead, the dominant contribution occurs when a dark count is
measured at one detector and an ion count is measured at the other detector. We
also take into account the effect of a finite window size. These expressions are not

written out here for conciseness.

7.4 Experimental Results

This section presents experimental results summarized in Figure 7.1. The setup is
described in Section 7.2 whereby the half-waveplate angle is optimized to ensure
the ratio of probabilities matches equation (7.6). We measure the resulting balance

ratio @ = 0.993. The two ions’ optical frequency difference is 32.9 MHz.

Figure 7.1a shows a normalized histogram of coincidences between the two de-
tectors with a bin size of 160 ns. Since this is much larger than the inverse of
the optical frequency difference, we obtain an average count rate and the photons
appear distinguishable. In other words, by measuring imprecisely we do not erase

frequency information.

Figure 7.1b shows the same measurement with a 3 ns window size where the window
positions are chosen to coincide with the trough of each oscillation. In this case,
a conventional Hong-Ou-Mandel result is obtained. Figure 7.1c shows the central
region with |At| < 200 ns, we can clearly observe an oscillation between bunching
and antibunching at 32.9 MHz.

In Figure 7.1d we consider the HOM visibility when averaged over a window which
extends from —W /2 < At < W/2. We plot the average visibility against the window
size, W. For the smallest window size (W = 6 ns) we obtain a visibility of 96 + 4%.
Given the measured imbalance (@ = 0.993), the bin size (3 ns) and the optical
frequency 32.9 MHz, we expect the maximum possible measured visibility to be

97.95%. This agrees well, given the measurement error.
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Figure 7.1: Hong-Ou-Mandel two photon interference. Photons from two ions in
two separate devices interfere via a polarizing beamsplitter (PBS). Two single photon
detectors on the PBS output ports are used to study time-resolved coincidences. a)
Coincidences are binned with 160 ns window size, thereby rendering the photons
distinguishable. b), c¢) Coincidences are binned with a 3 ns window size leading
to frequency erasure. In (c) we see the emergence of quantum beats at the optical
frequency difference. In (b) we plot the counts at the trough of each oscillation,
thereby obtaining a ‘conventional’ Hong-Ou-Mandel anti-bunching feature. d) The
average interference visibility plotted vs acceptance window size. For the smallest
window size of 6 ns, a 96% visibility is achieved.
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Chapter 8

TWO ION ENTANGLEMENT OVERVIEW AND THEORY

8.1 Introduction
As discussed in Section 1.2, distributing entanglement between remote qubits is a

critical component of future long-range quantum networks [16].

To date, several quantum networking platforms have achieved this milestone: trapped
atoms [64, 258], trapped ions [61, 62], quantum dots [68, 69] and nitrogen vacancy
centers in diamond [67, 218, 259]. While initial demonstrations were limited to two
node entanglement, recent results using NV centers have demonstrated entanglement
of three remote nodes [30, 75]. Note that there have also been demonstrations
of heralded entanglement between a pair of silicon vacancy centers in diamond;

however, these were within the same cavity [260].

In the next three chapters of this thesis we develop protocols and experimentally
demonstrate remote entanglement between two single rare-earth ion qubits. To do
this, we will leverage a variety of properties that were previously demonstrated,
including long spin coherence times (Section 3.5), coherent optical transitions (Sec-

tion 3.2) and two-photon interference (Section 7.4).

There are three main challenges that need to be addressed in order to demonstrate

entanglement using our platform:

1. low photon detection efficiencies (typically around 1%),
2. non-transform-limited optical linewidths (= 10X broader),

3. static disorder (inhomogeneity) in the optical transition frequencies (200
MHz).

To overcome these challenges we develop a single-photon entanglement heralding
protocol which will be elaborated in this chapter. This protocol incorporates a novel
type of dynamical decoupling (which we term dynamic rephasing). It is designed
to mitigate the effect of stochastic phase accumulation associated with random

photon emission during entanglement heralding, it also enables lifetime limited
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entanglement rates and fidelities even in the presence of non-transform limited line-
widths. Relaxing the photonic coherence requirements for entanglement heralding
will enable the re-evaluation of a broad range of solid state emitter platforms which

were previously discarded due to excessive spectral diffusion.

Furthermore, the narrow optical inhomogeneous line-widths of rare-earth ions pro-
vides us with a unique advantage in addressing static disorder. This is because,
generally, frequency information can be erased if photons are detected with a tim-
ing resolution much smaller than the inverse of the optical frequency difference.
Compared to other solid state platforms, rare-earth ions are the only system compat-
ible with the timing resolution of commercially available single photon detectors.
Our platform can uniquely leverage frequency erasure for scalable entanglement

distribution between any pair of emitters.

In Chapter 9 we will present details of the experimental setup used for these mea-

surements, in Chapter 10 we present the experimental results.

8.2 Single Photon Entanglement Protocols

Nearly all remote entanglement protocols consist of two key ingredients:

* the ability to entangle the internal spin state of an atom/ion with an itinerant

photon;

* entanglement swapping, where a measurement of the photon(s) projects the

ions/atoms into an entangled state.

There are many different proposed protocols [32