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Abstract

This thesis presents the theoretical and experimental investigation of volume holography operated with broadband/polychromatic light sources, i.e., in both continuous-wave (linear) and femtosecond-pulse (nonlinear) regimes.

The first chapter reviews the concept of volume holography and provides a tacit introduction to some basic properties of volume holograms and compares the operation of holograms in the spatial and temporal domains, preparing the readers for later chapters.

The second chapter introduces a powerful theoretical tool for the analysis of volume holograms in the reflection geometry: the matrix formulation, laying the foundation for the application of holographic gratings utilized as WDM filters.

The third chapter takes into consideration the effects of the practically inevitable finite beam-widths. By means of Fourier decomposition, the deviation of the filtering properties of volume holographic gratings from the ideal plane-wave case can be satisfactorily explained and predicted. Experiments and simulations are performed and compared to confirm the validity of the theory.

Volume holographic gratings in the reflection geometry serve as excellent WDM filters for telecommunication purposes thanks to their low cross-talk and readily engineered filtering properties. The theoretical design and experimental realization of athermal holographic filters are presented in the fourth chapter. By incorporating a passive, thermally actuated MEMS mirror, the temperature dependence of the Bragg wavelength of a holographic filter can be compensated.

The analysis of holographic gratings in the 90 degree geometry requires a two dimensional theory. The relevant boundary conditions give rise to some peculiar behaviors in this configuration. Theory, simulations and some experimental results of the 90-degree holography are presented in chapter five.

The sixth chapter delves into the subject of instantaneous Kerr index grating established by two intense, interfering femtosecond (pump) pulses at 388 nm owing to the omnipresent third-order nonlinearity. The coupled-mode equations describing the incident and diffracted (probe) pulses at 776 nm are written down; the solution is experimentally corroborated. It is further demonstrated that the temporal resolution in such a holographic pump-probe configuration does not degrade appreciably as the angular separation between pump pulses increases.

Chapter seven investigates the nonlinear absorption processes in lithium niobate crystals with
femtosecond pulses. The model of two-photon absorption well explains and anticipates the transmission coefficients of single pulses over a wide range of intensity. Collinear pump-probe transmission experiments are then carried out to look into the nonlinear absorption suffered by the probe pulse at 776 nm owing to the pump pulse at 388 nm; the dependence of the probe pulse transmission coefficient on the time delay between pump and probe pulses is characterized by a dip and a long-lasting plateau, which are attributed, respectively, to direct two-photon transitions involving pump and probe photons and the existence of free carriers.

Building on the experimental experience and theoretical understanding of the previous two chapters, the results of holographic pump-probe experiments in lithium niobate crystals are presented in the final chapter. The behavior is much more complicated because it encompasses all phenomena explored in the two preceding chapters, i.e., both the real and imaginary parts of the third-order susceptibility come into play in the instantaneous material response; furthermore, another mixed grating due to excited charge carriers exists long after the pump pulses pass through. Valuable information on the grating formation process is obtained thanks to the sub-picosecond temporal resolution of such configurations.
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Chapter 1

Introduction

In this thesis we investigate the operation of holographic gratings with broadband light sources. We begin this chapter by introducing some of the important definitions and properties of volume holographic gratings (VHG) and then review several interesting properties and applications of volume holograms in the context of spatial and temporal domains, which are the manifestations of the selectivity inherent in volume holograms.

For the rest of the thesis, we will devote our attention to the investigation of temporal and spectral properties of volume holograms by means of polychromatic operations.

1.1 Volume holographic gratings and their filtering properties

A volume holographic grating consists of a modulated refractive index pattern imprinted inside a bulk recording material (e.g., photorefractive crystals[1], photosensitive polymers[2]). Without loss of generality, such a grating can be represented as

\[ n(r) = n + \Delta n \cos K \cdot r, \]

(1.1)

Figure 1.1: A schematic illustration of the Bragg condition: the wavevectors of the optical fields and the grating vector \( \mathbf{K} \) constitute the sides of a triangle.
where \( n \) is the average refractive index of the material and \( \mathbf{K} \) is the grating vector and is related to the grating period \( \Lambda \) by \( |\mathbf{K}| = K = 2\pi/\Lambda \). Once recorded, the grating can act as an efficient coupler between plane waves. The coupling property is largely specified by two important parameters. The first is the grating period \( \Lambda \), which determines the Bragg condition and therefore the appropriate interacting optical wavelength \( \lambda \). As shown in Fig. 1.1, if the wavevectors of two optical fields and the grating vector \( \mathbf{K} \) constitute the sides of a triangle, the optical fields can be coupled through the holographic grating when the conservation of momentum and energy is satisfied. The relevant Bragg condition in this case is

\[
\lambda = 2n\Lambda \cos \theta, \tag{1.2}
\]

where \( \theta \) is the angle of incidence. Plane wave components that meet the Bragg condition will be diffracted by the grating and those that do not will be transmitted instead. Therefore the holographic grating can act as a filter, discriminating between various plane wave components based on the Bragg condition.

\[\begin{array}{c}
\text{(a) Bragg-matched case.} \\
\text{(b) Bragg-mismatch case}
\end{array}\]

Figure 1.2: Angular selectivity of a volume hologram.

1.2 Spatial-domain perspective

The angular selectivity of volume holograms is responsible for their various applications in the spatial domain. The principle can be explained with the help of Fig. 1.2. In Fig. 1.2(a) we show the Bragg-matched case where the conservation of momentum is satisfied and most of the incident light (with wavevector \( \mathbf{k}_1 \)) is coupled into the diffracted light (with wavevector \( \mathbf{k}_2 \)). Also shown is the \( k \)-diagram of this particular configuration and the selectivity curve of the grating, which represents
the diffraction efficiency $\eta$ of the VHG as a function of the phase mismatch $\Delta k$ defined as

$$\Delta k = k_2 - k_1 - K.$$  

(1.3)

In the Bragg-matched case, $\Delta k = 0$ and we achieve maximum, in this case 100%, energy coupling.

If now we change the incident angle, as shown in Fig. 1.2(b), a corresponding change (tilting) of $k_2$ comes about as a result, giving rise to a nonzero phase mismatch denoted by the horizontal double-headed arrow. The diffraction efficiency will therefore decrease; in this case $\eta$ happens to be 0, and no beam coupling will be observed. In general, the longer the interaction length between the grating and the light field is, the more selective the VHG will be.

Various spatial-domain properties and applications of holograms are attributed to their angular selectivity; for instance, angle multiplexing[3], shift multiplexing[4], holographic storage[5], image processing[6] and pattern recognition, to name just a few.

1.3 Temporal-domain perspective

On the other hand, the volume holograms’ wavelength selectivity is responsible for their temporal/spectral properties. Refer to Fig. 1.3(a) for the Bragg-matched case where 100% of the incident light (with wavevector $k_1$) is coupled into the diffracted light (with wavevector $k_2$). The $k$-diagram in this case is similar to the one in Fig. 1.2(a).

If instead of changing the incident angle, we change the wavelength of the incident field, as shown in Fig. 1.3(b), another corresponding phase mismatch transpires, and we end up with diminished diffraction efficiency again as implied by the $k$-diagram. Here the $k$-diagram is constructed with a smaller value of $|k_1|$, signifying a bigger incident wavelength.

In turn, the temporal-domain properties and applications of holograms are direct results of
the wavelength selectivity; examples include wavelength multiplexing[7], nondestructive readout, 1D photonic bandgap[8], WDM filtering[9], dispersion management[10] and VHGs’ applications in spectroscopy.

Comparison between Fig. 1.2 and Fig. 1.3 reveals that the two perspectives of the operation of holograms are closely related through the parameter $\Delta k$, which is a function of both incident angles and light wavelengths.

1.4 Recording and readout of holographic gratings with polychromatic light sources

Fig. 1.4 encompasses four possible recording and readout configurations of holography with monochromatic and polychromatic light sources. In our context, monochromatic light sources are usually continuous-wave (cw) lasers and polychromatic light sources can be either tunable cw lasers or pulse lasers.

In this thesis, we investigate the more general cases (c) and (d) in Fig. 1.4. The second chapter
introduces the matrix formulation for the analysis of VHGs in the reflection geometry, which will be used in the next three chapters. Chapters 3, 4 and 5 are then devoted to the case (c) where a uniform holographic grating is recorded by two interfering monochromatic fields and then read out with a continuously tunable laser source. Photosensitive glass and lithium niobate (LiNbO$_3$) will be our materials of choice.

In the last three chapters we will concern ourselves with case (d), where gratings are recorded and read out by femtosecond pulse sources; we will discuss several observed nonlinear phenomena in the regime of femtosecond holography. Experiments are conducted in calcium fluoride (CaF$_2$) and lithium niobate samples.
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Chapter 2

Matrix formulation for holographic filters in the reflection geometry

In this chapter, we will introduce a powerful analytical tool, matrix formulation, for volume holograms in the reflection geometry. We will then apply the matrix formulation to the sinusoidal grating structure as illustrated in Fig. 2.1. Sinusoidal index modulation has a fundamental importance because any profile of index modulation can be represented as the linear combination thereof by means of Fourier transform. The ability to analyze such structures will play an important part in the next two chapters.

2.1 Matrix formulation for optical layered media

The well-established coupled mode analysis\cite{1, 2} gives an accurate description of volume holographic gratings in the vicinity of the Bragg condition and is highly useful for the characterization of one dimensional photonic bandgap; however, it is not applicable away from Bragg condition; moreover, it can not deal with the cases of chirped gratings due to an implicit assumption in the analysis that only a number of propagating modes are strongly coupled by the grating structure. A more flexible method will be investigated here.

Before dealing with the sinusoidal grating structure, we first consider the more straightforward

\[
\begin{align*}
\text{n}(z) &= \text{n} + \Delta \text{n} \cos Kz \\
\end{align*}
\]

Figure 2.1: A sinusoidal grating structure.
Figure 2.2: A stratified dielectric structure. The layers are homogeneous in the x and y dimensions. The layer $i$ has a thickness $h_i$ with a refractive index $n_i$, where $i = F, 1, 2, \ldots, N, L$.

case of optical layered media. By optical layered media, we refer to stratified dielectric structures similar to the one depicted in Fig. 2.2 where homogeneity is assumed in each layer. We would like to know the frequency response of this structure; more specifically, we want to calculate the reflection and transmission coefficients of a plane wave of this structure as a function of its propagation direction specified by its incident angle $\theta_F$ and frequency $\omega$.

We first consider the simplest case, i.e., a single-layer structure with index $n_1$ sandwiched between infinite space with indices $n_F$ and $n_L$. Without loss of generality, we assume that the plane of incidence (the plane containing the incident ray and the normal to the boundary) is the $yz$ plane; $z$ is the direction of stratification of the optical layer(s). We need to consider separately the TE case (whose electric field has only an x component) and the TM case (whose magnetic field has only an x component) for a specific monochromatic wave with angular frequency. Boundary conditions dictate that across the interfaces (specified by $z = h_1$), the tangential components of the electric and magnetic fields ($E_x, E_y, H_x, H_y$) must be continuous. We also know from the source-free Maxwell’s equations that

$$
H = \frac{j}{\omega \mu} \nabla \times E,
$$

$$
E = -\frac{j}{\omega \varepsilon} \nabla \times H.
$$

(2.1)

2.1.1 TE case

We can write down the electric fields in all three layers for the TE case:

$$
E_x(y, z) = \begin{cases} 
A_F \exp[-j(\beta_F y + \gamma_F z)] + B_F \exp[-j(\beta_F y - \gamma_F z)] & : z \leq 0 \\
A'_1 \exp[-j(\beta_1 y + \gamma_1 z)] + B'_1 \exp[-j(\beta_1 y - \gamma_1 z)] & : 0 \leq z \leq h_1 \\
A'_L \exp\{-j[\beta_L y + \gamma_L (z - h_1)]\} + B'_L \exp\{-j[\beta_L y - \gamma_L (z - h_1)]\} & : z \geq h_1
\end{cases}
$$
where $\beta_i^2 + \gamma_i^2 = \omega^2 n_i^2/c^2 = k_i^2 = (2\pi n_i/\lambda_0)^2$, and $i = F, 1, L$. $A_i(B_i)$ represents the amplitude of forward(backward)-traveling wave referred to the right-side boundary of layer $i$, while $A_i'(B_i')$ represents the amplitude of forward(backward)-traveling wave referred to the left-side boundary of layer $i$. We then apply Eq. (2.1) to get the tangential component of the magnetic fields:

$$H_y(y, z) = \begin{cases} \frac{\omega}{\mu} \{ A_F \exp[-j(\beta_F y + \gamma_F z)] - B_F \exp[-j(\beta_F y - \gamma_F z)] \} & : z \leq 0 \\ \frac{\omega}{\mu} \{ A_1' \exp[-j(\beta_1 y + \gamma_1 z)] - B_1' \exp[-j(\beta_1 y - \gamma_1 z)] \} & : 0 \leq z \leq h_1 \\ \frac{\omega}{\mu} \{ A'_L \exp[-j(\beta_L y + \gamma_L(z - h_1))] - B'_L \exp[-j(\beta_L y - \gamma_L(z - h_1))] \} & : z \geq h_1 \end{cases}$$

To apply the boundary conditions at interfaces $z = 0$ and $z = h_1$, it is required that the phase terms must be equal for all points on the interfaces, i.e., for all $y$:

$$\begin{align*}
\exp(-j\beta_F y) &= \exp(-j\beta_1 y), \\
\exp(-j\beta_1 y) &= \exp(-j\beta_L y).
\end{align*}$$

We then have $\beta_F = \beta_1 = \beta_L$ and therefore $n_F \sin \theta_F = n_1 \sin \theta_1 = n_L \sin \theta_L$, which is the famous Snell’s Law. More intuitively, since the whole structure is homogeneous along the $y$ direction, there cannot be a momentum change in the $y$ direction for the photons. Application of the continuity of $E_x$ and $H_y$ across the first interface $z = 0$ gives us

$$\begin{align*}
A_F + B_F &= A'_1 + A'_2, \\
\sqrt{\frac{\omega}{\mu}}(A_F - B_F) \cos \theta_F &= \sqrt{\frac{\omega}{\mu}}(A_1' - B_1') \cos \theta_1,
\end{align*}$$

or in the matrix form

$$\begin{bmatrix} 1 & 1 \\ n_F \cos \theta_F & -n_F \cos \theta_F \end{bmatrix} \begin{bmatrix} A_F \\ B_F \end{bmatrix} = \begin{bmatrix} 1 & 1 \\ n_1 \cos \theta_1 & -n_1 \cos \theta_1 \end{bmatrix} \begin{bmatrix} A'_1 \\ B'_1 \end{bmatrix},$$

where we have used $\varepsilon_i = n_i^2 \varepsilon_0$. In shorthand, it becomes

$$\mathcal{D}_{F,TE}A_F = \mathcal{D}_{1,TE}A'_1,$$

where $\mathcal{D}_i$ and $A_i$ are the corresponding $2 \times 2$ and $2 \times 1$ matrices. The subscript TE or TM is placed for the purpose of distinguishing between TE and TM cases. We now have

$$A_F = \mathcal{D}_{F,TE}^{-1} \mathcal{D}_{1,TE} A'_1.$$
Obviously, the same relationship will transpire at the interface $z = h_1$ as well:

$$A_1 = D_{i,TE}^{-1}D_{L,TE}A'_L.$$  

We therefore reach the conclusion that the matrix $D_{i,TE}^{-1}D_{i+1,TE}$ takes care of the interface effect between layers $i$ and $i+1$.

Now let us account for the relationship between $A'_i$ and $A_i$. Since

$$A'_i \exp[-j(\beta_1 y + \gamma_1 z)] + B'_i \exp[-j(\beta_1 y - \gamma_1 z)]$$

and

$$A_i \exp\{-j[\beta_1 y + \gamma_1(z - h_1)]\} + B_i \exp\{-j[\beta_1 y - \gamma_1(z - h_1)]\}$$

are just two expressions of the same electric field in layer $i$, they must be equal. By equating the two expressions we get

$$A'_i = \begin{bmatrix} A'_1 \\ B'_1 \end{bmatrix} = \begin{bmatrix} \exp(j\phi_1) & 0 \\ 0 & \exp(-j\phi_1) \end{bmatrix} \begin{bmatrix} A_1 \\ B_1 \end{bmatrix} = P_i A_i,$$

where $\phi_1 = \gamma_1 h_1 = k_1 \cos \theta_1 h_1$. It is conspicuous that the matrix $P_i$ takes care of the propagation effect inside layer $i$ with thickness $h_i$. Now, rather straightforwardly, we may write down

$$A_F = D_{F,TE}^{-1}D_{1,TE}P_1D_{1,TE}^{-1}D_{L,TE}A'_L = D_{F,TE}^{-1}M_{1,TE}D_{L,TE}A'_L,$$

where

$$M_{1,TE} = \begin{bmatrix} \cos \phi_1 & jn_1 \sin \phi_1 \\ jn_1 \cos \theta_1 \sin \phi_1 & \cos \phi_1 \end{bmatrix}$$

is the layer matrix of dielectric layer 1 for TE wave propagation and, interestingly, $|M_{1,TE}|$. We point out that all layer matrices are unimodular.

### 2.1.2 TM case

In the TE case we derive the layer matrices for field components $E_x$ and $H_y$, while in the TM case we turn to $E_y$ and $H_x$. Following a procedure similar to that in the TE case, we have

$$D_{i,TM} = \begin{bmatrix} \cos \theta_i & \cos \theta_i \\ n_i & -n_i \end{bmatrix}$$
and the layer matrix
\[ M_{i,TM} = \begin{bmatrix}
\cos \phi_i & j \cos \theta_i \sin \phi_i \\
\frac{1}{n_i} \sin \phi_i & \cos \phi_i
\end{bmatrix} \]
for TM waves. Just as in the TE case, \( M_{i,TM} \) is unimodular.

### 2.1.3 Diffraction efficiency of a multilayer medium

Now that we have accounted for the effects of interfaces and propagation, we are ready to handle the configuration as shown in Fig. 2.2. We can directly write down
\[ A_F = D_F^{-1} M_1 M_2 \cdots M_N D_L A'_L, \tag{2.3} \]
where \( D_i \) and \( M_i \) are the corresponding interface and layer matrices for TE or TM waves. In either case, Eq. (2.3) can be simplified and recast as
\[
\begin{bmatrix}
A_F \\
B_F
\end{bmatrix} = \mathcal{J} \begin{bmatrix}
A'_L \\
B'_L
\end{bmatrix} = \begin{bmatrix}
J_{11} & J_{12} \\
J_{21} & J_{22}
\end{bmatrix} \begin{bmatrix}
A'_L \\
B'_L
\end{bmatrix}.
\]

The reflection coefficient is \( r = B_F/A_F = J_{21}/J_{11} \) and the transmission coefficient is \( t = A'_L/A_F = 1/J_{11} \), where \( B'_L = 0 \) has been adopted because the electromagnetic radiation is incident from the left side and there is no backward travelling wave in the rightmost medium. The coefficients \( r \) and \( t \) are in general complex. The reflectance of such a structure is defined as
\[ R = -\frac{\mathbf{S}_{FB} \cdot \mathbf{a}_z}{\mathbf{S}_{FA} \cdot \mathbf{a}_z} = \frac{|B_F|^2}{|A_F|^2} = |r|^2, \tag{2.4} \]
where \( \mathbf{S}_{FB} \) (\( \mathbf{S}_{FA} \)) stands for the Poynting vector of the forward (backward) travelling wave in the leftmost medium. Similarly, the transmittance is defined as
\[ T = \frac{\mathbf{S}_{LA} \cdot \mathbf{a}_z}{\mathbf{S}_{FA} \cdot \mathbf{a}_z} = \frac{n_L \cos \theta_L |A'_L|^2}{n_F \cos \theta_F |A_F|^2} = |t|^2 \frac{n_L \cos \theta_L}{n_F \cos \theta_F}. \tag{2.5} \]
If the indices of the dielectric layers are all real, there will be no loss and therefore \( R + T = 1 \).

### 2.2 Matrix formulation for sinusoidal gratings

Now we can deal with the sinusoidal grating structure as drawn in Fig. 2.1. The trick is to “slice” a single period (length \( \Lambda \)) of the grating into \( L \) layers, as illustrated in Fig. 2.3. By approximating each layer as homogeneous with the value of the refractive index at its center, we wind up with the effective transfer matrix of a single period: \( C = M_1 M_2 \cdots M_L \).
\[ n(z) = n + \Delta \cos Kz \]

Figure 2.3: The “slicing” of a single period of a sinusoidal grating structure.

\[ \Lambda, L \text{ layers} \]

\[ \text{Figure 2.4: Convergence of the effective matrix } C \text{ of a single grating period } \Lambda. \]
It is conceivable that the finer we slice the period, the closer the effective matrix will be to the “real” transfer matrix of a single period. Let’s say $C_L$ is the effective matrix obtained by slicing a single grating period $\Lambda$ into $L$ layers. Fig. 2.4 shows that as we increase $L$, the effective matrix $C_L$ converges. There $RMS(C_{L+1} - C_L)$ stands for the root-mean-square value of the four elements of the difference between matrices $C_{L+1}$ and $C_L$.

If the grating has $N$ periods in total, we shall get

$$A_F = D_F^{-1}C^N D_L A'_L$$

and we may then calculate the reflection and transmission coefficients. This method is computationally favorable because of the fact that the determinant of $C$ is 1; it greatly facilitates the calculation of the matrix $C^N$:

$$C = \begin{bmatrix} C_{11} & C_{12} \\ C_{21} & C_{22} \end{bmatrix} \Leftrightarrow C^N = \begin{bmatrix} C_{11}U_{N-1}(a) - U_{N-2}(a) & C_{12}U_{N-1}(a) \\ C_{21}U_{N-1}(a) & C_{22}U_{N-1}(a) - U_{N-2}(a) \end{bmatrix}$$

where $a = (C_{11} + C_{22})/2$ and

$$U_N(a) = \frac{1}{\sqrt{1-a^2}} \sin[(N + 1) \arccos(a)]$$

is known as the Chebyshev polynomial of the second kind[3].

In Fig. 2.5, we simulate the reflectance, according to Eq. (2.4), of two gratings at normal incidence (therefore TE and TM cases are degenerate). The index modulation is the same for the two gratings ($\Delta n = 4 \times 10^{-4}$), while the medium (LiNbO$_3$ in this case) lengths are 0.5 cm and 2 cm, respectively. The number of slices for a single period is 35.

The bandgap centered at the Bragg wavelength 1550 nm is about 0.14 nm (corresponding to about 17.5 GHz), and it is not affected much by the sample length. This phenomenon can also be explained by the coupled mode analysis: within the bandgap of the filter, $\kappa > |\Delta \beta|$. Since $\kappa$ is determined by the index modulation, the sample length should not affect the filter bandwidth. In the context of Bloch formalism[4], the range of frequency components that possess complex propagation constants is also determined by the index modulation.

We also observe local maxima and minima outside the bandgap. These “ripples” occur more frequently on the wavelength axis for a longer sample. To explain this, we can think of the grating as a collection of numerous mirrors distributed along the $z$-axis. If the optical path length inside the sample is an integral multiple of a half wavelength, i.e., $n_1h_1 = m\lambda/2$ where $m$ is an integer, the reflection from the distributed mirrors will cancel out exactly, and this is the location of a local minima. Simple calculation shows that the difference between optical frequencies of the adjacent
Figure 2.5: Simulated grating reflectance as a function of incident wavelength (wavelength selectivity) for $\Delta n = 4 \times 10^{-4}$. The dotted curve is obtained for a sample length of 2 cm; the solid curve, 0.5 cm.

Figure 2.6: Simulated grating reflectance as a function of incident wavelength (wavelength selectivity) for a sample length of 2 cm. The dotted curve is obtained for an index modulation $\Delta n = 4 \times 10^{-4}$; the dashed curve, $\Delta n = 1 \times 10^{-4}$; the solid curve, $\Delta n = 2.5 \times 10^{-5}$. 
minima satisfy $\Delta \nu = c / 2 n_1 h_1$. Therefore the longer the crystal is, the more frequent is the ripple oscillation.

In Fig. 2.6, we show simulations for three gratings with different index modulation but the same sample length. The bandgaps grow with increasing $\Delta n$, but the frequencies of the out-of-band oscillation are the same for all three gratings.

### 2.3 Experimental results

![Recording and readout geometry.](image1)

![The corresponding K-diagram](image2)

**Figure 2.7:** Recording a holographic grating in the transmission geometry and reading it out in the reflection geometry as a WDM filter.

#### 2.3.1 Recording holographic WDM filters in reflection geometry in LiNbO$_3$

As shown in Fig. 2.7(a), we record a holographic grating in the transmission geometry and read out from the side. By properly choosing the half angle $\theta$ between the recording beams, we can control the (target) Bragg wavelength $\lambda_{\text{tar}}$ when the grating is operated in the reflection geometry.

According to the K-diagram depicted in Fig. 2.7(b),

$$2k_{\text{tar}} = K_{\text{grating}} = 2k_{\text{rec}} \sin \theta \implies \theta = \arcsin \left( \frac{n_{\text{tar}} \lambda_{\text{rec}}}{\lambda_{\text{tar}}} \right).$$

In our experiment, the parameters are as follows:
The target readout wavelength at normal incidence $\lambda_{\text{tar}} = 1550$ nm.

The recording wavelength $\lambda_{\text{rec}} = 514.5$ nm.

The refractive index $n_{\text{tar}}$ of the medium at $\lambda_{\text{tar}}$. We use LiNbO$_3$ samples in our experiment and $n_{\text{tar}} = 2.2116$.

The half angle between the recording beams (outside the LiNbO$_3$ sample) is calculated to be 47.23°.

A typical recording curve is shown in Fig. 2.8. A stabilization system has been incorporated into the system, and a piezo mirror is introduced to adjust the optical path of one of the recording beams in order to optimize the recording process. The “over-the-hump” behavior is rather obvious, and the modulation depth of the refractive index $\Delta n$ is estimated to be $3.26 \times 10^{-4}$.

### 2.3.2 Measured filter response

The measured transmittance at normal incidence as a function of the incident wavelengths is plotted in Fig. 2.9. The Bragg wavelength (center wavelength) of the filter is estimated to be 1563.6 nm with a bandwidth of 0.115 nm (about 14.5 GHz). The criterion used to calculate them is as follows: we first find the two points of the filter whose through-channel transmittances are 0.5 dB higher than
the minimum transmittance (that is, about 90% reflectance); they are defined as the edges of the filter stopband; Bragg wavelength is then calculated as the average of the two edge wavelengths, and the bandwidth is the difference between them. As we can see, the Bragg wavelength is not exactly the target wavelength we have designed. This indicates that the angle $\theta$ in the experimental setup can be slightly different from the theoretical value.
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Chapter 3

Beam-width dependent filtering properties of volume holographic gratings

The finite dimension of the incident beam used to read out volume holographic gratings has interesting effects on their filtering properties. As the readout beam gets narrower, there is more deviation from the ideal response predicted for monochromatic plane waves. In this chapter, we experimentally explore some beam-width-dependent phenomena such as wavelength selectivities, angular selectivities and diffracted beam profiles. Volume gratings in both reflection and transmission geometries are investigated near 1550 nm. Numerical simulations utilizing the technique of Fourier decomposition provide satisfactory explanation and confirm that the spread of spatial harmonics is the main contributing factor.

3.1 Introduction

The coupling effects between plane waves mediated by VHGs has been treated rigorously before using various theoretical approaches, e.g., coupled-mode analysis[1, 2] and matrix formulation as discussed in the previous chapter. We will use these well-established results as given for our numerical simulations in this chapter.

Unlike thin gratings, VHGs are very sensitive to phase mismatch because of less ambiguity allowed in the momentum space. Thanks to its excellent selectivity, VHGs have become an ideal candidate for various promising technological applications such as neural networks[3], optical correlators[4] and holographic data storage[5, 6]. VHGs also prove useful in telecommunications. Essentially a one-dimensional photonic crystal when $\Delta n$ is appreciable ($\Delta n \geq 10^{-4}$), holographic gratings in the reflection geometry can serve as superior filters[7, 8] for wavelength division multiplexing (WDM) thanks partly to their low crosstalk and readily engineered bandwidths.

The versatility of VHGs provides the motivation behind our work presented here. In this chapter,
we show the experimentally measured beam-width dependence of the wavelength selectivity, angular selectivity and diffracted beam profiles of VHGs in both the reflection and transmission geometries for s-polarized fields. With the help of Fourier analysis, we can satisfactorily explain the interesting discrepancies between the experimental data and the ideal results predicted for plane waves.

3.2 Theoretical consideration

In Fig. 3.1, we consider how a VHG affects a monochromatic incident optical field whose complex amplitude is \( E_i(x, y, z) \). The length of the grating measures \( L \) along \( z \)-axis and is assumed to be infinite in the other two dimensions. With the knowledge of \( f(x, y) = E_i(x, y, z = 0) \), the complex amplitude \( E_i(x, y, z) \) can be uniquely determined by the diffraction integral in the case of propagation in a homogeneous medium:

\[
E_i(x, y, z) = \int \int F(k_{ix}, k_{iy}) \exp[-j(k_{ix}x + k_{iy}y + k_{iz}z)] \frac{dk_{ix}}{2\pi} \frac{dk_{iy}}{2\pi},
\]  

(3.1)

where \( k_i = |k_i| = \sqrt{k_{ix}^2 + k_{iy}^2 + k_{iz}^2} \) is the wavenumber of the monochromatic radiation and \( F(k_{ix}, k_{iy}) \) is the 2D Fourier transform of \( f(x, y) \). Each \( F(k_{ix}, k_{iy}) \) represents a constituent plane-wave (or angular) component of \( E_i(x, y, z) \). Basic Fourier transform relationships tell us that the narrower the incident beam is, the more spread-out its angular components will be. The “non-planeness” of \( E_i(x, y, z) \) can be thought of as a natural manifestation of the linear combination of all plane wave elements \( F(k_{ix}, k_{iy})e^{-jk_i \cdot r} \). For an obliquely incident optical field (tilted by \( \theta \)), such as \( E'_i(x, y, z) \)
in Fig. 3.1, a simple change of variable can be used to simplify the mathematical expressions:

\[
\begin{align*}
x' &= x \cos \theta + z \sin \theta \\
z' &= -x \sin \theta + z \cos \theta.
\end{align*}
\]

Incidentally, the angle of incidence, \( \theta \), is the angle between the beam propagation direction and the normal of the input face \( z = 0 \). Unless noted otherwise, \( \theta \) is measured inside the VHG.

The presence of the VHG with frequency response \( H(k_i; k_d) \) provides the opportunity for some of the plane wave components \( F(k_{ix}, k_{iy})e^{-j k_{i} \cdot r} \) in the incident field to be diffracted and gives rise to the (diffracted) plane wave components:

\[ F(k_{ix}, k_{iy})H(k_i; k_d)e^{-j k_d \cdot r}. \]

Since this is a linear system, the diffracted beam will be the integral sum of all diffracted plane waves:

\[ E_d(x, y, z) = \iint F(k_{ix}, k_{iy})H(k_i; k_d)e^{-j k_d \cdot r} \frac{dk_{ix}}{2\pi} \frac{dk_{iy}}{2\pi}. \tag{3.2} \]

Placing a detector at the output plane \( \Sigma_o \) to measure the diffracted field intensity, the diffraction efficiency \( \eta \) can be calculated from the diffracted and transmitted field intensities:

\[
\eta = \iint_{\Sigma_o} |E_d(x, y, z)|^2 d\Sigma_o + \iint_{\Sigma_o} |E_i(x, y, z)|^2 d\Sigma_o.
\]

Another parameter of interest is the group delay, which specifies the dispersive properties of the VHG. At \( \Sigma_o \), a diffracted plane wave component can be written as \( A(\omega)e^{j \Phi(\omega)} \), where \( A(\omega) \) and \( \Phi(\omega) \) are both real quantities and can be uniquely determined from the diffracted field representation; \( \omega \) is the angular frequency of the radiation. The group delay \( \tau_d \) of the diffracted plane wave component is defined as

\[ \tau_d = \frac{\partial \Phi(\omega)}{\partial \omega}. \tag{3.4} \]

However, the diffracted beam consists of a large number of diffracted plane wave components, and we define the group delay of the diffracted beam \( \tau_D \) as the (intensity) weighted average of the respective group delays of its constituent plane waves.

The derivation of the appropriate transfer function \( H(k_i; k_d) \) of a VHG has been treated by an abundance of literature[1, 2, 9]. We shall therefore use the results in our simulations as given.
3.3 Numerical simulations and experimental results

In this section, we present the experimental results and numerical simulations of VHGs in the reflection and transmission geometries separately. In all cases, the electric fields are perpendicular to the plane of incidence (s-polarized). For each geometry, we first describe the experimental setup and then compare the measurements and theoretical predictions for two different beam widths. All VHGs used are provided by Ondax Inc. and recorded in photosensitive glass plates. The absorption inside the glass of the wavelengths used is negligible.

3.3.1 Reflection geometry

In telecommunication, WDM filters are needed to select and/or manipulate a desired wavelength from a bank of available channels. In reconfigurable communication systems, tunable optical filters play an increasingly important part. Examples include tunable arrayed waveguide gratings (AWG) [10], wavelength tuning based on varying temperature [11] and the application of stress [12]. Tunable filters have also been realized in reflection-geometry VHGs by means of angular tuning[13]. To appreciate and efficiently utilize this filtering configuration, it is important to know how oblique incidence impacts the filtering properties.

Figure 3.2: Experimental setup. TL: tunable laser source (from 1520 nm to 1600 nm); EXP(5×): beam expander; VHGR/T: volume holographic grating in the reflection/transmission geometry; Dtr/diff: detector for the transmitted/diffracted beam; RS: rotational stage; RB: razor blade controlled by a translation stage for measurement of the diffracted beam profile.
3.3.1.1 Experimental setup

The experimental setup is schematically shown in Fig. 3.2; a reflection-geometry VHG, denoted by VHGR, whose grating period $\Lambda$ is about 532 nm (the corresponding Bragg wavelength at normal incidence is about 1581 nm) is mounted on a rotational stage for precise angular control. The light from a tunable laser source (tuning range 1520 nm $\sim$ 1600 nm) is channeled through a fiber collimator (Newport model f-col-9-15) and then used to conduct measurements. The interaction length at normal incidence $L$ is 14 mm. The output laser beam profile from the collimator is Gaussian with a diameter of 0.5 mm, which is the spatial width across its intensity profile where it drops to $1/e^2$ of the peak value. A beam expander ($5\times$) consisting of two cylindrical lenses (a negative lens with focal length -15 mm and a positive lens whose focal length is 75 mm) can be moved in to widen the incident beam. The angular spread of the (un-)expanded beam is calculated to be $(0.15^\circ)0.03^\circ$ inside the glass, corresponding to $(0.225^\circ)0.045^\circ$ in the air.

For each incident angle $\theta$ and wavelength $\lambda$ of interest, the power of both the transmitted and diffracted beams are monitored, from which the diffraction efficiency can be calculated. A razor blade motion-controlled by a translation stage can be moved across the diffracted beam to measure its intensity profile. The distance between the razor blade and the output face is about 50 mm.

3.3.1.2 Wavelength selectivity

![Figure 3.3](image_url)

(a) $W = 0.5$ mm (b) $W = 2.5$ mm

Figure 3.3: Reflection geometry. Wavelength selectivity curves from normal to oblique incidence. The measured curves in both parts (a) and (b) correspond, from right to left, to incident angles $0^\circ$, $1^\circ$, $2^\circ$, ..., $19^\circ$ outside the glass sample (about $0^\circ$ to $13.3^\circ$ inside the glass).

To measure wavelength selectivity curves, the incident angle $\theta$ is first set to one of a series of predetermined values, from $0^\circ$ to $13.3^\circ$, and then a wavelength scan is carried out. Fig. 3.3(a) shows the results obtained with the narrow/unexpanded beam $B_N$ (beam width $W = 0.5$ mm); the transmittance ($= 1 - \eta$) curves are plotted out in dB. Each valley-like feature corresponds to
Figure 3.4: Summary of the wavelength selectivity measurements. The increasing transmission of the narrow beam at oblique incidence contrasts strongly with the transmission of the expanded beam, which does not increase much at oblique incidence.

Strong coupling of the incident beam to the diffracted beam, and the wavelength of its transmission minimum, defined as the Bragg wavelength $\lambda_B$, is specified by the incident angle through the relationship

$$\lambda_B = 2n\Lambda\cos\theta.$$  \hfill (3.5)

The same set of measurements done for the wide/expanded beam $B_W$ (beam width 2.5 mm) is summarized in Fig. 3.3(b). As we can see, the almost constant transmittance of $B_W$ at oblique incidence contrasts strongly with the increasing trend of $B_N$, which is predicted by numerical simulations as well. The quantitative comparison is further summarized in Fig. 3.4; the numerical simulations (calculated with an index modulation $\Delta n = 4.7 \times 10^{-4}$) agree very well with the experimental data.

### 3.3.1.3 Angular selectivity

To measure the angular selectivity curves, the incident angle is first set to one of a series of predetermined values. With the wavelength tuned to the appropriate Bragg wavelength $\lambda_B$, an angular scan is then performed. Fig. 3.5(a) and Fig. 3.5(b) show the measured angular selectivities for $B_N$ and $B_W$, respectively. The 0.5 dB angular bandwidths $\Delta \theta_{BW}$ are summarized in Fig. 3.6 along with the numerically simulated results.
Figure 3.5: Reflection geometry. Angular selectivity curves from normal to oblique incidence. The solid curves in both parts (a) and (b) correspond, from left to right, to incident angles $0^\circ$, $1^\circ$, $2^\circ$, ..., $19^\circ$ outside the glass sample (about $0^\circ$ to $13.3^\circ$ inside the glass). The dashed curves in both plots are measured for an incident angle of $0.5^\circ$ outside the glass.

Again, the minimum transmittance increases much more rapidly for $B_N$ than for $B_W$ as we tilt the beam from normal to oblique incidence. An interesting feature common to both $B_N$ and $B_W$ is the dramatic decrease of the angular bandwidth $\Delta \theta_{BW}$ at oblique incidence.

Two of the angular selectivity curves, as traced out by dashed lines in Figs. 3.5(a) and 3.5(b), near normal incidence have a funny “twin-valley” ($\omega$) shape. Each of them can be thought of as the “fusion” of two normal, single-dip angular selectivity curves positioned close together. Owing to geometrical degeneracy, the effects caused by a positive $\theta$ is equivalent to those caused by a negative one in the reflection geometry; whenever $\theta$ is small compared with $\Delta \theta_{BW}$, such “fusion” will inevitably occur. This is the reason why we observe the increase of $\Delta \theta_{BW}$ prior to its drastic decrease.

The angular and wavelength selectivity curves are not behaving independently. The relationships between them can be unraveled if we consider the spatial harmonic components of the incident beam. At normal incidence, the VHG’s angular bandwidth $\Delta \theta_{BW}$ is wide and diffracts most spatial harmonics contained within both $B_N$ and $B_W$; therefore $\eta$ approaches 100%. If we slightly tilt the incident beam away from the normal, we effectively increase $\Delta \theta_{BW}$, and almost all spatial harmonics remain strongly diffracted and the wavelength selectivity curve does not change much. Around normal incidence where we get the $\omega$-shaped angular selectivity, the wavelength selectivity of $B_N$ differs little from that of $B_W$. However, as we tilt the incident beam past an angular threshold (about $1^\circ$ in our case), $\Delta \theta_{BW}$ decreases sharply, and only a smaller portion of the spatial harmonic content of $B_N$ gets diffracted efficiently by the grating. At the same time, $B_W$ is not affected as much thanks to its narrower spatial frequency spread. At oblique incidence $B_W$ has a higher diffraction efficiency because a bigger part of the energy of $B_N$ spills out of the $\Delta \theta_{BW}$ angular stop band along
Figure 3.6: Summary of the angular selectivity measurements. The 0.5 dB angular bandwidth, $\Delta \theta_{BW}$, is plotted against the angle of incidence $\theta$. Numerical simulations are seen to agree well with the experimental data.
with the undiffracted spatial components. To put it succinctly, the product of a VHG’s angular selectivity curve and the angular spectrum of the incident beam determines the diffraction efficiency and filter shape of the VHG.

### 3.3.1.4 Diffracted beam profiles

![Diffracted beam intensity profiles](image)

**Figure 3.7**: Reflection geometry. Diffracted beam intensity profiles from normal to oblique incidence.

In Fig. 3.7(a) and Fig. 3.7(b), we show the experimentally measured and numerically simulated diffracted beam intensity profiles for \( B_N \) and \( B_W \), respectively. The legend in Fig. 3.7(a) applies to both plots. At oblique incidence, we see that the diffracted beam of \( B_N \) is flattened out from the ideal Gaussian profile. On the contrary, the diffracted beams of \( B_W \) maintain their Gaussian-like profiles. This phenomenon is attributed to the strong angular filtering suffered by \( B_N \) thanks to the VHG: its wider diffracted beam profiles are results of less diffracted spatial harmonic components. This effect is not readily observable for \( B_W \) because most of its spatial harmonics are diffracted. Again, the simulations can accurately predict the measured data.

### 3.3.2 Transmission geometry

#### 3.3.2.1 Experimental setup

For the measurements of a VHG in the transmission geometry, we replace VHG\(_R\) with VHG\(_T\) in Fig. 3.2. The only differences are the grating vector orientation and the position of the detector for the diffraction beam. The intensity profile of the diffracted beams are measured 50 mm from the output face.

The grating period \( \Lambda \) of the VHG used is about 5.94 \( \mu \)m. Since the Bragg condition in the transmission geometry is equivalent to \( \lambda = 2n\Lambda \sin \theta \), the Bragg angle \( \theta_B \) at 1560 nm is roughly 5\(^\circ\). The index modulation \( \Delta n \) is estimated to be \( 4.7 \times 10^{-4} \), and the interaction length \( L \) at normal
incidence is 3 mm. For plane waves, \( \eta = \sin^2 \left( \frac{\pi \Delta n L}{\lambda \cos \theta} \right) \) when Bragg matched. We see that \( \eta \) reaches 100% when the parameter \( \frac{\pi \Delta n L}{\lambda \cos \theta} \) is equal to 0.5\( \pi \), 1.5\( \pi \) ... In our experiments, this parameter turns out to be 0.9\( \pi \), and therefore the maximum value of \( \eta \) will not be registered when Bragg-matched but when a phase mismatch is present. This behavior transpires because part of the diffracted beam is coupled back into the transmitted beam and \( \eta \) is reduced.

### 3.3.2.2 Wavelength selectivity

The procedure for measuring the wavelength selectivity curves is as follows: we first rotate the VHG such that \( \theta \approx 5.1^\circ \) and the Bragg condition is satisfied for \( \lambda = 1590 \) nm, and then the wavelength is scanned from 1520 nm to 1600 nm. The resulting selectivity curves for \( B_N \) and \( B_W \) are shown together in Fig. 3.8. Along with the measured data we also plot the numerically simulated curves. The selectivity curves are seen to be quite wide. This is because of the very shallow incident angle (small value of \( \theta \)).

### 3.3.2.3 Angular selectivity

The angular selectivity curves are measured by scanning around the Bragg angle when the wavelength is fixed at 1560 nm. The measured curves for \( B_N \) and \( B_W \) along with the theoretically predicted responses are plotted in Figs. 3.9(a) and 3.9(b). We do not get the maximum diffracted intensity...
Figure 3.9: Transmission geometry. Angular selectivity curves around Bragg angle $\theta_B \approx 5^\circ$.

at the Bragg angle but at a certain amount of angular detuning ($\Delta \theta \sim \pm 0.14^\circ$). As we increase the absolute angular detuning $|\Delta \theta|$ from $0^\circ$, our angular selectivity curves are traced out almost symmetrically around the Bragg angle $\theta_B$. The numerical simulation matches the experimental data so well that even the absence/presence of a local “bump” at $\theta_B$ for $B_N/B_W$ is accurately depicted.

3.3.2.4 Diffracted beam profiles

We plot two measured diffracted beam profiles for both $B_N$ and $B_W$ in Fig. 3.10. The normalized intensity profiles (a), (b), (c) and (d) correspond to indices in Roman numerals from I to IV as marked in Figs. 3.9(a) and 3.9(b). While the diffracted beam profiles (b), (c) and (d) remain Gaussian, the beam profile (a) shows a dip in the center (as predicted by the simulations). The explanation for this interesting phenomenon is that the phase relationship between the constituent diffracted plane wave components dictates destructive interference at the center of the diffracted beam.

3.4 Conclusion

Taking advantage of the technique of Fourier decomposition combined with plane wave solutions to the VHG’s proves to be extremely useful for accurately characterizing and predicting the diffraction effects suffered by a finite incident beam owing to a VHG. Such characterization will be useful for evaluating the performance of optical systems employing VHG’s, determining the optimal parameters at the design phase and improving existing optical systems.
Figure 3.10: Normalized diffracted intensity beam profiles in the transmission geometry around Bragg angle $\theta_B \approx 5^\circ$; $\Delta \theta = \theta - \theta_B$. All beam profiles are measured 50 mm from the output face. The circles represent experimental measurements and the dashed lines are the numerical simulations.
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Chapter 4

Athermal holographic filters

4.1 Introduction

Holographic filters[1] have been widely used for wavelength division multiplexing (WDM) filtering applications[2, 3]. Temperature dependence is a critical concern for telecommunications. In thin film filter technology, by proper selection of materials, we are able to combat the thermal drift of Bragg wavelengths[4]. Athermal filter designs were also reported for arrayed-waveguide gratings (AWGs)[5] and fiber Bragg gratings (FBGs)[6]. However, such flexibility is not available in bulk holographic filters. In this chapter a feasible system solution for athermalizing holographic filters will be proposed and experimentally shown to compensate for the effects of temperature changes.

4.2 Theory

A grating holographically imprinted inside a recording material can be operated as a WDM filter in the reflection geometry, as shown in Fig. 4.1. The wavelength satisfying the grating equation

\[ \lambda_B = 2n(T_0)\Lambda(T_0)\cos \theta_B \]  

(4.1)

Figure 4.1: Recording a holographic grating inside a LiNbO₃ crystal at \( \lambda_{rec} = 488 \text{ nm} \) in the transmission geometry and then operating it as a WDM filter in the reflection geometry.
will be strongly reflected, whereas the other wavelengths pass through the filter unaffected. In Eq. (4.1), \( n(T_0) \) is the refractive index of the material at \( \lambda_B \) at temperature \( T_0 \), and \( \Lambda(T_0) \) is the period of the index grating at \( T_0 \). By inspecting Eq. (4.1), we notice that we can Bragg match the grating to a shorter wavelength if we tilt the incident beam away from the normal.

Temperature changes affect holographic filters mainly through two mechanisms: (Other possible effects will be neglected here, e.g., the thermal dependence of the piezoelectric tensor will manifest itself when stress is being applied.)

1. Thermal expansion or contraction of the bulk material (in our experiments, LiNbO\(_3\) : Fe).

2. Thermal dependence of the dielectric constant of the bulk material.

Assume that the Bragg wavelength of the filter is \( \lambda_B \) corresponding to an incident angle \( \theta_B \) (\( \theta_B \) is the angle measured inside the crystal, whereas \( \theta_B' \) is measured outside the crystal) at temperature \( T_0 \). When the temperature changes to \( T_0 + \Delta T \), the Bragg wavelength of the filter will have a corresponding shift and move to \( \lambda_B + \Delta \lambda \). If we adjust the incident angle by \( \Delta \theta \) such that the Bragg wavelength shifts back to \( \lambda_B \), we will have

\[
\lambda_B = 2n(T_0 + \Delta T)\Lambda(T_0 + \Delta T) \cos(\theta_B + \Delta \theta). \tag{4.2}
\]

If the thermal expansion coefficient (TEC) and the refractive index dependence on temperature are both linear within the temperature range of interest, we have \( n(T_0 + \Delta T) \approx n(T_0)(1 + a\Delta T) \) and \( \Lambda(T_0 + \Delta T) \approx \Lambda(T_0)(1 + b\Delta T) \). From Eqs. (4.1) and (4.2), we can derive a relation between \( \Delta \theta \) and \( \Delta T \) for a constant Bragg wavelength in spite of temperature changes:

\[
\frac{\cos(\theta_B + \Delta \theta)}{\cos \theta_B} = \frac{1}{(1 + a\Delta T)(1 + b\Delta T)}. \tag{4.3}
\]

Since both thermal coefficients \( a \) and \( b \) are positive\([7, 8]\), we conclude that as the temperature rises, the Bragg wavelength of a given filter will shift upward, i.e., to a longer wavelength. To compensate for such a shift, we tilt the beam away from the normal. On the other hand, to undo the effect caused by a temperature drop, we adjust the beam toward the normal.

Based on Eq. (4.3), we propose an athermal design to maintain the Bragg wavelengths of WDM filters as invariant as possible with respect to temperature fluctuations. The principle of operation is illustrated in Fig. 4.2. We use a bimetallic composite beam to control the direction of the incident beam. The device makes use of the TEC discrepancy between two properly chosen materials (in our case, aluminum and silicon) and deflects as the temperature changes\([9]\). We operate the filter away from normal incidence because compensation for negative temperature drifts cannot be carried out near normal incidence and to avoid nonlinearities (\( \Delta \theta \) is a highly nonlinear function of \( \Delta T \) near normal incidence).
Figure 4.2: The athermal design of a holographic filter utilizing an Al-Si composite beam microactuator whose tip deflects as the temperature changes.

4.3 Experiment and results

Figure 4.3: Filter response measured in the through channel at $\theta_B' = 5^\circ$ for three different temperatures (a) without and (b) with the compensating MEMS mirror.

In our experiments, holographic filters are recorded in an iron-doped lithium niobate (LiNbO$_3$: Fe, 0.05 wt. % Fe$_2$O$_3$) crystal by interfering two coherent continuous wave (cw) laser beams inside the crystal, as shown in Fig. 4.1. The crystal sample dimensions are 2.0 cm $\times$ 1.0 cm $\times$ 0.3 cm with its c-axis running parallel to the longest edge, and the concentration of Fe$^{2+}$ is $1.28 \times 10^{24}$ m$^{-3}$. A stabilization system has been incorporated into the recording setup in order to prevent the interference pattern from drifting. By properly choosing the angle $2\theta$ between the recording beams we are able to control the Bragg wavelength of the grating operated in the reflection geometry.
Figure 4.4: The solid curve represents the calculated optimal compensation angle $\theta'_B$ as a function of temperature change $\Delta T$. The dash-dot curve is the measured angular deflection of the MEMS mirror subject to $\Delta T$.

The transmittance of a typical filter at an incident angle $\theta'_B = 5^\circ$ is shown in Fig. 4.3(a) for three different temperatures. The Bragg wavelength $\lambda_B$ of the recorded filter at 21.79°C is measured to be 1556.61 nm. The filter efficiency is dropping due to hologram decay at elevated temperatures since the hologram was not thermally fixed[10].

To specify the MEMS mirror parameters, we first figure out the Bragg wavelengths for a series of incident angles at four different temperatures (21.79°C, 33.36°C, 45.68°C, 58.46°C). Temperature monitoring is made possible by reading the resistance off a thermistor in close contact with the LiNbO$_3$ crystal when the whole system is in thermal equilibrium. A thermoelectric (TE) cooler is used to control the temperature of the system. The Bragg wavelength corresponding to the incident angle $\theta'_B = 5^\circ$ ($\theta_B \approx 2.25^\circ$) at the lowest temperature is chosen as the target wavelength that will be maintained constant through angular compensation. By doing a fit of the data to Eq. (4.3), we end up with the optimal compensation angles as a function of temperature change. This is plotted as a solid line in Fig. 4.4.

Our data suggest that for operation around an incident angle $\theta'_B = 5^\circ$, an angular correction of
1.18° will be required for a temperature change of 100°C. The aluminum-silicon composite beam was designed to deflect about 0.59° for a temperature change of 100°C.

A photograph of the MEMS mirror is shown in Fig. 4.5. It is composed of two parts: a mirror part (surface dimensions 1.0 mm × 3.0 mm, 50 nm of gold deposited on 0.45 mm silicon gives a reflectance of 85% at 1550 nm) and a beam (surface dimensions 2.0 mm × 0.5 mm, 500 nm aluminum deposited on 0.025 mm silicon), which deflects as the temperature varies. The measured deflection angle of the mirror as a function of temperature is also plotted in Fig. 4.4.

We mount the holographic filter and the MEMS mirror on two separate TE coolers as depicted in Fig. 4.5. Two identical thermistors are used to monitor the temperatures of the filter and the mirror. The output from a tunable laser is reflected off the mirror toward the filter at an (outside) incident angle of 5 degrees. At this point both the filter and the mirror are at room temperature. The filter response is measured, and the Bragg wavelength is determined. Then the TE coolers are turned on, and the temperatures of both are raised. The readings of the two thermistors are kept the same throughout the measurements of filter response. The filter shapes at θ_B′ = 5° for three different temperatures are plotted in Fig. 4.3(b). Compared with Fig. 4.3(a), the drift of the Bragg wavelength is indeed compensated for by the deflection of the mirror. The compensation can be done easily in practice because the response time of the MEMS mirror is much shorter than that of the bulkier LiNbO_3 crystal.

In Fig. 4.6 we plot the Bragg wavelengths measured with the athermal design for three different incident angles. The dashed lines indicate the drifts of Bragg wavelengths due to the raised temperature in the absence of mirror compensation. We can see that for θ_B′ = 5°, the Bragg wavelength remains constant between 21°C and 60°C, which corroborates the plausibility of our athermal design.
Figure 4.6: The Bragg wavelengths measured with the athermal design for three different incident angles versus temperature.

Without the athermal mechanism, the Bragg wavelength would drift about 0.16 nm (20 GHz) from 21°C to 60°C. The Bragg wavelengths for \( \theta'_B = 4^\circ \) are seen to increase with the rising temperature despite the counteracting MEMS operation although they do not increase quite as much as when there is no compensation mechanism; on the other hand, the Bragg wavelengths for \( \theta'_B = 6^\circ \) are decreasing with the rising temperature obviously because they are overcompensated by the MEMS mirror deflection. The athermal WDM filter design employing the MEMS mirror keeps the Bragg wavelength constant; however, to couple the reflected or transmitted beam back into a fiber, another counteracting MEMS mirror must be used to undo the beam walk-off.

Since many thermally actuated MEMS devices consist of materials that possess different mechanical properties, they can suffer from hysteresis. The Bragg wavelength of the athermal filter system undergoes a 0.09 nm (11.25 GHz) decrease after we cool it back down to room temperature. A possible solution to this problem is to anneal the MEMS device at an elevated temperature (about 300°C) before use. The drift in the Bragg wavelength due to hysteresis was experimentally shown to reduce to 0.01 nm (1.25 GHz) after annealing.
4.4 Conclusions

We have shown that the temperature dependence of the Bragg wavelength of a holographic filter can be compensated by incorporating a passive, thermally actuated MEMS mirror into the system. The packaging should be such that the mirror and the filter thermally track each other. To improve the performance of the athermal filter design, it's vital to gain a deeper understanding of the evolution of filter shapes away from normal incidence. Other topics such as beam walk-off, polarization dependent loss (PDL) and the elimination of mirror hysteresis are also important considerations in practical applications.
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Chapter 5

Holographic filters in the 90 degree geometry

Holograms in the 90 degree geometry have been theoretically treated before for the Bragg-matched case, but little has been done experimentally to corroborate the analytical results. In this chapter, we adopt coupled-mode equations to analyze such holograms in the presence of wavelength detuning. Then we numerically simulate the field distribution and diffraction efficiency for both the Bragg-matched and Bragg-mismatch cases, taking advantage of the characteristic spatial causality inherent in this geometry. Experimental results of beam profiles and filtering properties will also be presented and compared with the theoretical predictions.

5.1 Introduction

Holography has found widespread applications in modern optics. High-density data storage has been demonstrated in transmission, 90 degree and reflection geometry holography with numerous multiplexing schemes[1]. Over the last couple of decades, holography has also proved itself to be a promising candidate for WDM filters, mainly in the reflection geometry[2, 3]. However, the beam profiles and filtering properties of holograms in the 90 degree geometry remain relatively unexplored[4]. In this chapter, we will present some experimental results for the 90-degree-geometry holography as well as numerical simulations based on coupled mode analysis.

This chapter is organized as follows. In section 2 we define a hologram of interest in the 90 degree geometry and summarize theoretical predictions by Kenan[5] in the Bragg-matched condition. In section 3 we take a step farther and derive the coupled mode equations in the presence of wavelength mismatch, therefore laying the foundation for numerical simulation, the results of which will then be subsequently presented in section 4. Section 5 will be devoted to showing some of the relevant experimental results and comparing them with the theoretical and numerical analyses. In section 6, we draw our conclusion as to the possible applications of the 90-degree-geometry holograms in
5.2 Beam propagation in the 90 degree geometry holograms

A grating in the 90 degree geometry is shown in Fig. 5.1. It is formed by interfering two coherent beams inside a piece of photorefractive material (LiNbO$_3$, for example) whose refractive index is therefore periodically modulated. Assume that the two beams used to generate the grating are polarized perpendicular to the xy plane and have the following field profiles:

$$E_1(r) = E_{10} \exp(-j\mathbf{k}_1 \cdot \mathbf{r}), \quad (5.1)$$

$$E_2(r) = E_{20} \exp(-j\mathbf{k}_2 \cdot \mathbf{r}), \quad (5.2)$$

where $E_{10}$ and $E_{20}$ are the amplitudes of the plane wavefronts and $\mathbf{k}_1 = (k/2, -k/2, k_z)$, $\mathbf{k}_2 = (-k/2, k/2, k_z)$. Furthermore, $k$ and $k_z$ are related to the recording wavelength $\lambda_{rec}$ by the following equation:

$$|\mathbf{k}_1| = |\mathbf{k}_2| = \frac{2\pi n_{rec}}{\lambda_{rec}} = \sqrt{\frac{k^2}{2} + k_z^2}, \quad (5.3)$$

where $n_{rec}$ stands for the bulk refractive index of the medium at the recording wavelength $\lambda_{rec}$. The two beams interfere with each other throughout the crystal and create a grating of constant index.
modulation $\Delta n$ on each plane defined by a constant $z$:

$$n(x, y) = n_0 + \Delta n \cos k(x - y). \quad (5.4)$$

The bulk index of the medium $n_0$ and the index modulation $\Delta n$ are constants whose values will be determined by the readout wavelength $\lambda'_0$. We will assume $\Delta n \ll n_0$, as is usually the case. Now say we have an incident beam (assumed to be polarized along the $z$-axis) with a beam profile $Q(x, y)$ and wave vector $k'_2 = k'a_x$ (here $a_x$ is the unit vector along the $x$-axis and $k' = 2\pi n_0\lambda'_0 = k'_0 n_0$, where $\lambda'_0$ is the incident wavelength in vacuum) as in Fig. 5.1. If $k' \approx k$, the total field distribution inside the grating region that thus ensues can be cast into the form:

$$E(x, y) = P(x, y) \exp(-jk'_1 \cdot r) + Q(x, y) \exp(-jk'_2 \cdot r), \quad (5.5)$$

conceivably, $k'_1 = k'a_y \approx ka_y$ and $P(x, y)$ is the diffracted field distribution. Kenan has detailed the Bragg-matched case (i.e., $k' = k = 2\pi n_0/\lambda_0$, where $\lambda_0$ is the Bragg wavelength) in his paper[5], and we repeat his analytical results below:

$$Q(x, y) = Q_0 J_0(2\kappa \sqrt{xy}) - jP_0 \sqrt{\frac{x}{y}} J_1(2\kappa \sqrt{xy}),$$
$$P(x, y) = P_0 J_0(2\kappa \sqrt{xy}) - jQ_0 \sqrt{\frac{y}{x}} J_1(2\kappa \sqrt{xy}), \quad (5.6)$$

where $\kappa = \pi \Delta n/\lambda_0$. We therefore realize that for the Bragg-matched case, the incident and diffracted beam profiles within the uniform grating region can be described analytically by the zeroth- and first-order Bessel functions of the first kind. What Kenan did not consider in his paper, however, are the cases where we have a Bragg-mismatch component either due to a wavelength detuning or an angular deviation.

In the 90 degree geometry, the diffracted beam is nonuniform for a constant refractive index modulation and a uniform incident beam. As a result, the diffraction efficiency is defined as the total power ratio of the incident and diffracted beams[6]. We have from Eq. (5.6):

$$\eta = 1 - J_0^2(2\kappa \sqrt{W_1 W_2}) - J_1^2(2\kappa \sqrt{W_1 W_2}). \quad (5.7)$$

It is worth pointing out that the diffraction efficiency $\eta$ is a non-decreasing function that has zero derivatives only at zeros of the Bessel function of the first kind, order 1.
5.3 Wavelength selectivity

Now we consider the case where the incident wavelength $\lambda_0'$ is different from the Bragg wavelength $\lambda_0$ assuming the absence of angular detuning for simplicity, i.e., $\mathbf{k}_1'//\mathbf{a}_y$, $\mathbf{k}_2'//\mathbf{a}_x$ and $\mathbf{k}_1' = \mathbf{k}_2' \neq k$. We also assume that the difference between $\lambda_0$ and $\lambda_0'$ is small enough that the material dispersion is negligible. Substituting Eq. (5.5) into the Helmholtz equation we get:

$$
\left[ \frac{\partial^2}{\partial x^2} P + \frac{\partial^2}{\partial y^2} P - 2jk' \frac{\partial}{\partial y} P - k'^2 P \right] \exp(-jk'y) + \left[ \frac{\partial^2}{\partial x^2} Q + \frac{\partial^2}{\partial y^2} Q - 2jk' \frac{\partial}{\partial x} Q - k'^2 Q \right] \exp(-jk'x)
+k_0'^2 \left[ n_0^2 + 2n_0 \Delta n \cos k(x-y) \right] [P \exp(-jk'y) + Q \exp(-jk'x)] = 0. \tag{5.8}
$$

We have neglected the term involving $\Delta n^2$ because it is minute compared with terms associated with $n_0^2$ and $n_0 \Delta n$; we further adopt the parabolic approximation that entitles us to ignore the second order partial differential terms. After some straightforward algebraic manipulations, we end up with

$$
\frac{\partial Q}{\partial x} + j\kappa' P \exp[j(k'-k)(x-y)] = 0,
\frac{\partial P}{\partial y} + j\kappa' Q \exp[j(k'-k)(x-y)] = 0, \tag{5.9}
$$

where $\kappa' = \pi \Delta n/\lambda_0'$. To get back the Bragg-matched case, we can simply set $k' = k$. Although the analytical solution to Eq. (5.9) is not available, we can numerically simulate the Bragg-mismatch case and still get the desired beam profiles and diffraction efficiency, which will be presented shortly.
Figure 5.3: Working principle of the numerical simulation. The inherent causality of gratings in the 90 degree geometry facilitates the algorithm.

5.4 Numerical simulations

In this section we shall simulate for the wavelength detuning case. We start by discretizing Eq. (5.9):

\[
\begin{align*}
Q(x+\delta_x,y) - Q(x,y) &+ j\kappa'P(x,y)\exp[j(k'-k)(x-y)] = 0, \\
P(x,y+\delta_y) - P(x,y) &+ j\kappa'Q(x,y)\exp[-j(k'-k)(x-y)] = 0,
\end{align*}
\]

which can be further simplified to

\[
\begin{align*}
Q(x + \delta_x, y) &= Q(x, y) - j\delta_x\kappa'P(x, y)\exp[j(k' - k)(x - y)], \\
P(x, y + \delta_y) &= P(x, y) - j\delta_y\kappa'Q(x, y)\exp[-j(k' - k)(x - y)].
\end{align*}
\]

Eq. (5.10) implies that if we divide the grating region into tiny rectangular cells with dimension \(\delta_x \times \delta_y\) as shown in Fig. 5.2 and happen to know the values of both \(P(x, y)\) and \(Q(x, y)\) in a certain cell, we can calculate both the value of \(P(x, y + \delta_y)\) in the next cell along the \(y\)-direction and the value of \(Q(x + \delta_x, y)\) in the next cell along the \(x\)-direction. In our simulations, the incident beam is uniform over the input face defined by \(x = 0, 0 \leq y \leq W_2\), and no diffracted beam is present at the face defined by \(y = 0, 0 \leq x \leq W_1\); therefore we have the following boundary conditions:
1. \( Q(0, 0 \leq y \leq W_2) = Q_0 \).

2. \( P(0 \leq x \leq W_1) = 0 \).

Refer to the five plots in Fig. 5.3. The grating has been divided into \( M \times N \) cells (say, \( \delta_x = W_1/M, \delta_y = W_2/N \)). In Fig. 5.3(a), we put in the boundary conditions specified above. A red solid (blue dotted) line or red dot (blue square) in a cell denotes that the value of \( P(x, y) \) (\( Q(x, y) \)) within that cell is known to us. Using Eq. (5.10), we can go on and figure out all the \( P(Q) \) values in the first column (row), which is illustrated in Fig. 5.3(b). We then continue to obtain the value of \( P(Q) \) in the cell \((2,2)\) and afterwards all the values in the cells belonging to the second row and column as shown in Figs. 5.3(c) and (d); if we stick to this algorithm, we’ll get all the values inside the grating region. Obviously, the smaller the cell size is, the more details of the beam profiles we can grasp. This method works extremely well in the 90 degree geometry holograms due to the inherent causality in the geometry: the field value in a cell can only be affected by field values in the cells that are lower or to the left. On the other hand, holograms in the reflection geometry do not possess this property because multiple reflections will inevitably destroy such causality. Before presenting some simulated results, the parameters adopted in our simulations are as follows:

- \( W_1 = W_2 = 10^{-2} \) m.
- \( M = N = 100 \), which implies \( \delta x = \delta y = 10^{-4} \) m.
- The index modulation \( \Delta n = 1 \times 10^{-4} \).
- The Bragg wavelength \( \lambda_B \) of the grating is 1550 nm.

![Figure 5.4: Simulated incident (a) and diffracted (b) beam profiles for the Bragg-matched case.](image)
Figure 5.5: Simulated incident (a) and diffracted (b) beam profiles for the Bragg mismatch case.

We numerically simulate the beam profiles in Fig. 5.1 using Eq. (5.10) for the Bragg-matched case where $\Delta n$ is constant and the incident beam is uniform over the input face. The beam profiles at Bragg wavelength are shown in Fig. 5.4. We can see that the field distribution of the incident beam is symmetric with respect to the line $x = y$, which is consistent with the analytical prediction; furthermore, the grating directs most of the incident beam towards the output face, and the diffracted beam has a tendency to concentrate as close to the input face as possible. The stronger the grating is, the more obvious the phenomenon will be. A uniform incident beam will invariably result in a nonuniform diffracted beam profile. In light of Eq. (5.6), the diffracted beam profile at the output face can be described by the Bessel function of the first kind. The diffracted beam intensity profile at the crystal output face obtained from the numerical simulation is indistinguishable from the analytical expression.

Being confident that our numerical method does produce results confirmed by the analytical solution, we go on and simulate the diffracted beam profile in the Bragg-mismatch case for a uniform incident beam, the result of which is plotted in Fig. 5.5 for a wavelength mismatch $\Delta \lambda = \lambda_0 - \lambda_0' = 0.1$ nm, other parameters are the same as those adopted in Fig. 5.4. We notice that the beam deflection ability is weaker for this (Bragg-mismatch) case, and less incident light manages to make its way to the output face.

Plotted for comparison in Fig. 5.6 is the normalized diffracted beam intensity along the output face; they have been normalized to the peak diffracted intensity of the Bragg-matched case.

To visualize the magnitude response of a given grating, we run the program for different wavelengths of interest and then calculate the diffraction efficiency for each wavelength. For wavelengths other than the Bragg wavelength a mismatch phase factor has to be included in the simulation. To
Figure 5.6: Normalized diffracted beam intensity profiles for the Bragg-matched (traced out by crosses) and Bragg-mismatch cases (denoted by squares). The solid curve is plotted according to the analytical solution of the Bragg-matched case Eq. (5.6), which fits excellently with our numerical prediction.

Figure 5.7: Simulated magnitude response of 90 degree geometry gratings for various index modulation $\Delta n$. 
compare the magnitude responses of different values of refractive index modulation, we carry out
the simulation for $\Delta n = 5 \times 10^{-4}$, $2 \times 10^{-4}$, $1 \times 10^{-4}$, $5 \times 10^{-5}$. The rest of the parameters remain
the same as those in Fig. 5.4. The results are shown in Fig. 5.7. We can see clearly that as we
increase the index modulation $\Delta n$, the bandwidth of the magnitude response will broaden, and the
peak diffraction efficiency goes up.

5.5 Experimental results

5.5.1 Beam profile experiment

The experimental setup used to explore the temporal evolution of the diffracted beam profile is
shown in Fig. 5.8. A laser beam is first split into two (for future reference, we call one of them
the reference beam, the other signal beam) and then recombined to imprint the interference pattern
inside our photorefractive crystal. Cerium (Ce) doped LiNbO$_3$ is used because of its sensitivity to
632 nm radiation. Both of the beams cover the entire crystal. Each beam has an intensity of 1.35
mW/cm$^2$ in the beam center, which is the part used to record the gratting. After passing through
the crystal, the intensity drops to 0.543 mW/cm$^2$. We monitor the diffracted beam profile every
15 minutes by blocking the signal arm and grabbing the image formed on the CCD camera. The
total recording time is 5 hours, therefore we obtain 20 frames depicting the temporal evolution of
the diffracted beam. Since the diffracted beam profile is highly nonuniform, a measure of diffraction
efficiency should be defined. In our experiment, the diffraction efficiency is calculated as the ratio
of the average diffracted intensity to the reference beam intensity attenuated by the crystal without
hologram.

Four of the frames taken are shown in Fig. 5.9. Each of them describes a two-dimensional intensity
distribution corresponding to the diffracted beam profile at the output crystal surface. (Refer to
Fig. 5.10.) We can see that as time goes by, not only does the average diffracted intensity increase,
but more light is also squeezed toward the input surface. These phenomena can be explained if we write down the analytical solution of the diffracted beam intensity profile at the output surface according to Eq. (5.6):

$$I_P(x) = I_{Q0}W\frac{J_1^2(2\kappa\sqrt{Wx})}{x},$$  (5.11)

where $\kappa = \pi\Delta n/\lambda_0$ is the coupling constant and the variable $x$ represents the distance along the output face measured from the input plane, as shown in Fig. 5.10. $W$ is the dimension of the crystal, which is 1 cm in our case. To illustrate the squeezing effect brought about by the buildup of index modulation, we plot the theoretical $I_P(x)/I_P(0)$ for three different coupling constants in Fig. 5.11. It is obvious that as $\Delta n$ increases, the relative intensity of the diffracted beam close to the input face will also increase.

To explain the increasing trend of overall diffraction efficiency $\eta$, we remember that the analytical solution for the diffraction efficiency is (from Eq. (5.7), substitute $W$ for $W_1$ and $W_2$):

$$\eta = 1 - J_0^2(2\kappa W) - J_1^2(2\kappa W).$$  (5.12)

Eq. (5.12) is seen to be a monotonically non-decreasing function of $\kappa$ ($\partial\eta/\partial\kappa \geq 0$). Therefore, we
Figure 5.11: Theoretical plot of the normalized beam profile for different values of index modulation.
Figure 5.12: Averaged diffracted beam profile at different temporal points. (Experimental)

will definitely get more diffracted light over time as $\Delta n$ goes up. At the end of our 5-hour recording session, the average diffracted beam intensity is 0.427 mW/cm$^2$, accounting for a diffraction efficiency of 80.57%, and this corresponds to an index modulation of $2.89 \times 10^{-5}$.

We can also estimate the index modulation $\Delta n$ by fitting the beam profile captured by the CCD camera to Eq. (5.12). Care, however, must be exercised when we perform the curve fit. First, a dark frame should be taken on the CCD as the background frame, which will be subsequently subtracted from other frames taken later. Then parts of the images may have to be discarded in order to get rid of the funny beam structures caused by the crystal edges and CCD saturation, if any. The averaged diffracted beam profiles are shown in Fig. 5.12. These profiles are derived from the data in Fig. 5.9, and the first 1.875 mm and the last 0.625 mm are cut off to discard the saturated CCD image parts and edge effects. The temporal behavior of the diffracted profile does follow the prediction of Eq. (5.12). A fit according to the equation is then performed to extract the index modulation information from the 30 frames taken over a time duration of 5 hours, which is plotted in Fig. 5.13. The index modulation $\Delta n$ at $t = 5$ hrs is estimated to be $\Delta n = 3.69 \times 10^{-5}$, which is larger than $\Delta n = 2.89 \times 10^{-5}$ deduced from the diffraction efficiency. This could be due to the clipping of the beam profiles when we process them prior to the fitting. The processed beam profiles are relatively
Figure 5.13: Temporal evolution of index modulation $\Delta n$ derived by fitting the diffracted beam profile to Eq. (5.12).
free from imperfections such as the edge effects. Moreover, the grating seems to build up very fast during the first 30 minutes of recording.

5.5.2 Filtering properties of the 90 degree geometry holograms

Holographic filters in the 90 degree geometry are special because they separate the through and drop channels naturally; in the reflection geometry, such a separation will have to be achieved by slightly tilting the beam or by using a circulator. This property renders the add-drop operation easier in the 90 degree geometry. Except for this, the idea of a 90 degree geometry holographic filter is not too different from that in the reflection geometry: both of them target the Bragg wavelength determined by the grating period and separate it from other frequency components. The principle of operation of a holographic filter in the 90 degree geometry is shown in Fig. 5.14. Such a filter is generated by interfering two coherent beams onto the surface of a photosensitive material. The angle between the recording beams will determine the Bragg wavelength in the 90 degree geometry through the following equation:

$$\theta = \arcsin \left( \frac{n_{tar} \lambda_{rec}}{\sqrt{2} \lambda_{tar}} \right),$$  \hspace{1cm} (5.13)$$

where \(\lambda_{rec}\), \(\lambda_{tar}\) and \(n_{tar}\) are the recording wavelength, target wavelength and the refractive index of the material at the target wavelength. In our experiment, \(\lambda_{tar} = 1556\) nm, \(\lambda_{rec} = 488\) nm and the refractive index of the material (LiNbO\(_3\)) at \(\lambda_{tar}\) is \(n_{tar} = 2.2113\) for an ordinarily polarized readout beam; therefore the external angle for recording should be \(\theta = 29.37^\circ\). We record the holographic filter in the transmission geometry with beams of intensity 15 mW/cm\(^2\) each for 2
hours. The crystal specifications are as follows:

- Crystal dimension: LiNbO$_3$ 2 cm by 1.5 cm by 0.5 cm with c-axis parallel to the 2 cm by 1.5 cm face at 45 degrees to the edges.
- Doping level: 0.05 wt% Fe doping.
- Oxidation states: $C_{Fe^{2+}} = 1.26 \times 10^{18} \text{ cm}^{-3}$.

The setup for measuring the diffraction efficiency of such a filter is shown in Fig. 5.15. The output from a tunable laser source (1520 nm to 1600 nm) is first expanded in one dimension by the combination of two cylindrical lenses ($f_1 = -3 \text{ cm}$, $f_2 = 25 \text{ cm}$) and then passed through the holographic filter. The output of the laser has a beam diameter of 0.5 mm, carrying a power of 1.5 mW (or 1.76 dBm). After widening, the beam dimension will be approximately 4 mm by 0.5 mm. Another lens is placed behind the crystal to collect the transmitted light onto a detector for the purpose of measurement. The filter response in the through channel is plotted in Fig. 5.16. The Bragg wavelength is 1556.44 nm with a diffraction efficiency close to 58%. To explain why we expand the beam, we refer to the analytical expression of the diffraction efficiency in Eq. (5.7).

$W_1$ is the beam width, and $W_2$ is the crystal dimension parallel to the propagation direction of the input beam. In our case, $W_1 = 4 \text{ mm}$ and $W_2 = 15 \text{ mm}$, from which an index modulation of $6.05 \times 10^{-15}$ can be inferred. Without the beam expansion, the diffraction efficiency is a smaller 10.5% and harder to measure. Sometimes a small dip may even be masked by the background fluctuation and be practically invisible to the observer. By inspection of Eq. (5.7), to increase the diffraction efficiency of the 90 degree geometry filter, we have to increase either the dimensions of the crystal (and therefore the width of the incident beam) or the index modulation $\Delta n$. 

---

Figure 5.15: Experimental setup for testing the 90 degree holographic filter.
Figure 5.16: Experimental filter response measured in the filter through (transmission) channel. (This corresponds to an index modulation of \( \Delta n = 6 \times 10^{-5} \).)

5.6 Conclusion

Experiments on beam profiles in the 90 degree geometry holography corroborate the theoretical predictions and give us a clear idea of how an incident beam interacts with the grating. The selective behavior demonstrated in the frequency response is certainly reminiscent of holographic filters. Holographic filters in the 90 degree geometry have the advantage of naturally separating the diffracted frequency components from the transmitted ones. Nevertheless, deliberation on the filter geometry also reveals the fact that strong dispersion will be introduced for the diffracted wavelength components. Such a property is generally undesirable in WDM filters, but it may be valuable in applications regarding dispersion compensation.
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Chapter 6

Femtosecond holography in Kerr media

The femtosecond holographic pump-probe technique is useful for investigating ultrafast material phenomena. We demonstrate, in theory and experiment, that the temporal resolution in such configurations does not degrade appreciably despite increasing angular separation between the pump pulses. Transient Kerr gratings are generated inside calcium fluoride (CaF$_2$) crystals by two interfering femtosecond (pump) pulses at 388 nm and read out by a Bragg-matched probe pulse at 776 nm. The solution to the coupled mode equations of pulse holography is well corroborated by the experimental results, yielding a value of Kerr coefficient $4.4 \times 10^{-7}$ cm$^2$/GW for CaF$_2$.

6.1 Introduction

Femtosecond pump-probe techniques have become a very powerful tool for investigating various ultrafast phenomena in materials. They proved fruitful in many research areas, e.g., characterization of carrier dynamics in semiconductors[1, 2], parametric up-conversion processes[3], femtosecond spectroscopy[4] and nondestructive examination of materials[5], just to name a few.

In a holographic pump-probe experiment, two intense, identical pump pulses overlap temporally and spatially in a nonlinear medium to induce (by interference) periodically modulated material responses within the region of intersection. A probe pulse then experiences the ensuing optical perturbations and gets diffracted when the Bragg condition is met. The diffracted probe pulse is picked up by a detector; the detected signal as a function of the time delay between the pump and probe pulses is then mapped out and gives information about the involved ultrafast mechanisms of interest.

The coupled mode equations of femtosecond holography are different from those of continuous-wave holography[6]. In this article, the coupled mode equations for pulse holography are solved in the case of Kerr nonlinearity for an undepleted, Bragg-matched probe pulse. The nonlinear responses
Figure 6.1: The temporal resolution in two-pulse pump-and-probe experiments is strongly affected by the transverse pulse widths and the angle $\theta$ between the pulses involved. Optimal resolution is obtained when the pulses propagate collinearly, as in case (a); deviation from collinearity causes the resolution to deteriorate due to the transverse dimensions of the pulses, as in case (b).

of the medium are assumed to be instantaneous compared with the pulse duration[7].

In the conventional single-pump-and-single-probe experiments[8], the temporal resolution cannot be better than the cross-correlation trace of the pulses involved. Optimal resolution is obtained when the pulses propagate collinearly; deviation from collinearity generally causes the resolution to deteriorate as a result of the transverse dimensions of the pulses[9, 10].

For a simple illustration, refer to Fig. 6.1. We consider two extreme cases, i.e., when the pump and probe pulses are propagating parallel, in case (a), or perpendicular, in case (b), to each other. For clarity, we assume that the two pulses are spatially and temporally rectangular and they have the same group velocity $v$. In the figure, $\tau/W$ specifies the pulse temporal duration/transverse dimension and subscript $p/r$ stands for pump/probe. In case (a), the temporal resolution is approximately $\tau_p + \tau_r$; on the other hand, in case (b) it will roughly be $\tau_p + \tau_r + \frac{W_p + W_r}{v}$. When propagating collinearly, the pulse temporal durations alone determine the temporal resolution. Moving away from collinearity, the pulse transverse dimensions start to affect temporal resolution, dominating in the perpendicular case. The bigger $W_p$ and $W_r$ are, the more pronounced such an effect will be. We will show that such a phenomenon is almost absent in the holographic pump-and-probe configuration.

In this chapter, experiments conducted in calcium fluoride (CaF$_2$) samples are used to verify the theoretical prediction; the temporal resolution of the femtosecond holographic configuration is investigated. An advantage of this configuration is that the natural separation between the diffracted probe pulse and the pump pulses mitigates the difficulty of detection suffered by collinear pump-and-probe experiments.
Figure 6.2: Configuration of a femtosecond holographic experiment in the transmission geometry; 1 and 2 are the pump (recording) pulses, while 3 and 4 are the probe and diffracted pulses. The ζ- and ξ- axes are parallel and perpendicular to the direction of propagation of the diffracted probe pulse.

6.2 Theory

Consider the holographic configuration depicted in Fig. 6.2: the spatial and temporal overlap of two pump pulses 1 and 2 results in interference and thus the modulation of light intensity, which modifies the refractive index of the material through the optical Kerr effect

\[
n(I) = n_0 + n_2 I, \tag{6.1}
\]

where \(n_0\) is the usual, weak-field refractive index of the medium, \(n_2\) is the Kerr coefficient and \(I\) is the optical intensity. The probe pulse 3 is diffracted from the resulting index grating, giving rise to the diffracted pulse 4. The quantities \(E_i(r, t), \omega_i\) and \(k_i\) represent the electric field, carrier frequency and wavevector of pulse \(i\). Here \(\theta_i\) is the angle between \(z\)-axis and \(k_i\), \(r = (x, y, z)\). We know \(\omega_1 = \omega_2 \equiv \omega_p\) and \(\omega_3 = \omega_4 \equiv \omega_r\), where subscripts \(p\) and \(r\) denote pump and probe.

Let \(s_i = (\sin \theta_i, 0, \cos \theta_i)\) be a unit vector along the direction of the wavevector \(k_i\) and \(k_i = |k_i| = \omega_i n_0/c\). We have

\[
E_i(r, t) = \frac{1}{2} A_i(r, t) e^{j(\omega_i t - k_i \cdot r)} + c.c.,
\]
where \( A_i(r, t) \) is the slowly varying field amplitude of \( E_i(r, t) \). For convenience, the quantity \( E_i(r, t) \) has been normalized such that \( |A_i(r, t)|^2 = I_i(r, t) \), the optical intensity.

The Kerr coefficient \( n_2 \) is closely related to the third-order nonlinear susceptibility of the material[7]; the polarization of the diffracted pulse is determined by the polarizations of pulses 1, 2 and 3 as well as the tensorial properties of the medium.

In the subsection to follow we resort to the scalar electromagnetic theory for its simplicity to deal with the case when all four pulses are polarized along y direction. It is straightforward to extend this approach to a full tensorial notation. We will write down the equations describing the coupling between the probe and diffracted pulses owing to the concurrent pump pulses. Solutions under the assumption of undepleted probe pulse for the Bragg-matched case will be derived.

### 6.2.1 Coupled mode equations for pulse holography

We start from the following wave equation for the light field \( E_r(r, t) = E_3(r, t) + E_4(r, t) \),

\[
\nabla^2 E_r(r, t) - \frac{n_r^2(I_p)}{c^2} \frac{\partial^2}{\partial t^2} E_r(r, t) = 0, 
\tag{6.2}
\]

which applies when the variation \( \Delta n_0 \) of \( n_0(\omega) \) is small within the spectral width \( \Delta \omega \) of the probe pulse and the effects of dispersion broadening is negligible for the sample thickness \( d \) satisfying \( d \ll c/\Delta n_0 \Delta \omega \). This inequality holds for most reasonably thin samples; for example, it is satisfied in a 1-mm thick calcium fluoride crystal (1 mm \( \ll \) 700 mm) for a Gaussian pulse at 776 nm whose temporal FWHM is 0.22 psec.

The refractive index \( n_r(I_p) \) in Eq. (6.2) is specified by Eq. (6.1). In our formalism, the nonlinear contribution \( n_2 I_p \) comes from the perturbation caused by pump pulses and couples the probe pulse to the diffracted pulse when the Bragg condition

\[
\mathbf{k}_1 - \mathbf{k}_2 = \mathbf{k}_3 - \mathbf{k}_4
\]

is satisfied. The Kerr effect transcribes the intensity pattern established by the two intense, interfering pump pulses into an instantaneous, transient index modulation

\[
n_2 I_p = n_2 \left( |A_1|^2 + |A_2|^2 + A_1^* A_2 e^{jK \cdot r} + A_1 A_2^* e^{-jK \cdot r} \right). 
\tag{6.3}
\]

The spatially oscillating part on the right-hand side of Eq. (6.3), which can be cast as \( \Delta n(r, t) \cos(K \cdot r) \), is responsible for the coupling between the (much weaker) pulses 3 and 4. Here \( \mathbf{K} = \mathbf{k}_1 - \mathbf{k}_2 \) is the grating vector.

In general, a set of four equations is required to describe the coupling effects between the four field amplitudes in Fig. 6.2, just as in the optical four-wave mixing (FWM) configuration. In our
The femtosecond holographic setting, the pump amplitudes $A_1$ and $A_2$ are barely affected by the probe amplitudes $A_3$ and $A_4$ because pump pulses are much more intense. Moreover, it is justifiable to neglect the coupling effects between $A_1$ and $A_2$ due to a weak coupling strength. As a result, we can conveniently discard the differential equations associated with $A_1$ and $A_2$ and incorporate their effects into the term $\Delta n(r, t)$.

We can write down the following coupled mode equations for pulse holography when the Bragg condition is satisfied ($v_r$ is the group velocity of the probe pulse):

\[
\begin{align*}
\left( s_3 \cdot \nabla \right) + \frac{1}{v_r} \frac{\partial}{\partial t} A_3 &= -j \frac{\pi \Delta n}{\lambda_r} A_4, \\
\left( s_4 \cdot \nabla \right) + \frac{1}{v_r} \frac{\partial}{\partial t} A_4 &= -j \frac{\pi \Delta n}{\lambda_r} A_3.
\end{align*}
\]

In arriving at the equations Eqs. (6.4a) and (6.4b) above, several approximations have been adopted:

- Only the third-order material nonlinearity comes into play. The second-order nonlinearity term is discarded for irrelevance; higher order terms are also ignored because the third order term dominates in magnitude.

- We ignore the terms associated with $(\Delta n)^2$ and keep those involving $n \Delta n$ because typically (and in our experiments) $\Delta n/n \leq 10^{-4}$.

- We ignore the second order terms $\frac{\partial^2}{\partial t^2} A_i$ compared with $\omega_r \frac{\partial}{\partial t} A_i$ since the spectral bandwidth $\Delta \omega_i$ of $A_i$ is much smaller than its carrier frequency $\omega_r$.

- The longitudinal second-order derivative $(s_i \cdot \nabla)^2 A_i$ is ignored compared with $k_r (s_i \cdot \nabla) A_i$ because the spatial bandwidth $\Delta k_i$ of $A_i$ is much smaller than its carrier $k_r$ (slowly varying amplitude approximation). The transverse second-order derivative are also ignored thanks to the next two conditions.

- Diffraction broadening is negligible because the Rayleigh range of the pulse is much longer than the sample thickness.

- The self-focusing effects experienced by the intense pump pulses can be ignored when the self-focusing distance is much larger than the sample thickness[7].

The main difference between the coupled mode equations Eqs. (6.4a) and (6.4b) for pulse holography and those for continuous-wave (cw) holography is the presence of the time derivative to account for the short pulse temporal duration. Furthermore, the amplitude $A_i$ is a function of both $x$ and $z$ since the pulses have finite spatial extent[11].
6.2.2 Solution of the diffracted pulse: undepleted incident probe

We can solve for the amplitude of the diffracted pulse $A_4$ using only Eq. (6.4b) if we make the assumption that the probe pulse is undepleted by the transient grating; this is equivalent to the first Born approximation[12]. To facilitate the solution, we convert to a retarded time frame by performing the following change of variables:

$$
\zeta = z \cos \theta_4 + x \sin \theta_4,
\xi = x \cos \theta_4 - z \sin \theta_4,
\tau = t - \frac{z}{v_r} \cos \theta_4 - \frac{x}{v_r} \sin \theta_4,
$$

where $\tau$ is the retarded time and $\zeta/\xi$ is the longitudinal/transverse spatial coordinate of the diffracted pulse, as shown in Fig. 6.2. Let $r' = (\xi, y, \zeta)$; straightforward substitution leads us to a much more simplified differential equation from Eq. (6.4b):

$$
\frac{\partial A_4(r', \tau)}{\partial \zeta} = -j \frac{\pi \Delta n(r', \tau)}{\lambda_r} A_3(r', \tau).
$$

The boundary condition $A_4 (z = -\frac{d}{2}) = 0$ translates into $A_4 (\zeta = -\frac{d}{2} \sec \theta_4 + \xi \tan \theta_4) = 0$ and leads to the solution at $z = d/2$

$$
A_4(\xi, y, z = d/2, \tau) = -j \frac{\pi}{\lambda_r} \int \frac{\Delta n A_3 d\zeta}{-\frac{d}{2} \sec \theta_4 + \xi \tan \theta_4}.
$$

The diffraction efficiency $\eta$ is defined as the energy ratio between the diffracted pulse and transmitted pulse.

$$
\eta = \frac{\iint_{-\infty}^{\infty} |A_4(\zeta = \frac{d}{2} \sec \theta_4 + \xi \tan \theta_4)|^2 d\xi dy d\tau}{\iint_{-\infty}^{\infty} |A_3(z = \frac{d}{2})|^2 dx dy dt}.
$$

The amplitudes of pump and probe pulses ($i = 1, 2, 3$) can be represented as $A_i(r', t) = \sqrt{I_{i0}} e^{\phi_i(r', \tau)}$, where $I_{i0}$ is the peak intensity of the $i$-th pulse. Let pump and probe pulses possess temporally and spatially Gaussian profiles and be incident simultaneously onto the sample. Then the exponent $\phi_i$, which describes the free propagation of pulses 1, 2 and 3, obeys the following relation:

$$
\phi_i(r', \tau) = -4 \ln 2 \left[ \left( \frac{\tau + \frac{\zeta \cos \alpha_i + \xi \sin \alpha_i}{v_i}}{\tau_i^2} \right)^2 + \left( \frac{\xi \cos \alpha_i - \zeta \sin \alpha_i}{D_i^2} \right)^2 + \frac{\tau^2}{D_i^2} \right],
$$

where $v_i (v_1 = v_2 \equiv v_p, v_3 = v_4 \equiv v_r)$ is the group velocity, and $\tau_i$ and $D_i$ ($\tau_1 = \tau_2 \equiv \tau_p, \tau_3 \equiv \tau_r, D_1 = D_2 \equiv D_p, D_3 \equiv D_r$) are the temporal and spatial FWHM of the pulse amplitude, $\alpha_i = \theta_i - \theta_4$. 
Now we solve for the case when the incident probe pulse is delayed by $\Delta t$ with respect to the pump pulses. The diffracted pulse amplitude $A_4(z = d/2)$ becomes

$$
-\frac{j\pi}{\lambda_r} \int 2n_2 \sqrt{I_{10} I_{20}} e^{i\phi_1(r', \tau) + \phi_2(r', \tau) + \phi_3(r', \tau - \Delta t)} d\zeta,
$$

(6.9)

where we have used $\Delta n(r', \tau) = 2n_2 \sqrt{I_{10} I_{20}} e^{\phi_1 + \phi_2}$. Carrying out the integral and placing the result in Eq. (6.7), we end up with an analytical expression of the diffraction efficiency, whose form lends to numerical evaluation:

$$
\eta(\Delta t) = \eta_{\text{peak}} \exp \left[ -8 \ln 2 \left( \frac{\Delta t}{\delta \tau_r} \right)^2 \right],
$$

(6.10)

where

$$
\mathcal{I}(\Delta t) = \int_{-\infty}^{\infty} \left[ \text{erf} \left( \frac{d/2 \sec \theta_4 + S}{\delta \tau_r} \right) + \text{erf} \left( \frac{d/2 \sec \theta_4 - S}{\delta \tau_r} \right) \right] \exp \left\{ 8 \ln 2 \left[ \frac{Q^2}{\mathcal{P}} - R \right] \right\} d\xi d\tau,
$$

$$
\mathcal{P} = \sum_{i=1}^{3} \left( \frac{\sin \alpha_i}{D_i} \right)^2 + \sum_{i=1}^{3} \frac{1}{\tau_i^2} \left( \cos \alpha_i \frac{v_i - 1}{v_r} \right)^2,
$$

$$
Q(\xi, \tau, \Delta t) = \xi \sum_{i=1}^{3} \left( \frac{\sin \alpha_i}{2D_i^2} \right)^2 + \sum_{i=1}^{3} \frac{1}{\tau_i^2} \left( \xi \cos \alpha_i \frac{v_i - 1}{v_r} \right)^2 + \Delta t \frac{1 - \cos \alpha_3}{v_r \tau_r^2},
$$

$$
R(\xi, \tau, \Delta t) = \xi^2 \sum_{i=1}^{3} \left( \frac{\cos \alpha_i}{D_i} \right)^2 + \sum_{i=1}^{3} \frac{1}{\tau_i^2} \left( \xi \sin \alpha_i \right)^2 + \frac{1}{\tau_r^2} \left( \tau - \Delta t - \xi \sin \alpha_3 \frac{v_i - 1}{v_r} \right)^2,
$$

$$
S(\xi, \tau, \Delta t) = \xi \tan \theta_4 - \frac{Q}{\mathcal{P}}.
$$

To gain some insight into how the parameters $\theta_p$ and $\Delta t$ affect the diffraction efficiency, we adopt the paraxial approximation: $\sin \theta_p \approx \theta_p$ and $\cos \theta_p \approx 1$. By setting $\tau_p = \tau_r$ and $v_p = v_r$, we obtain after some straightforward algebraic manipulations:

$$
\eta(\Delta t) \approx \eta_{\text{peak}} \exp \left[ -8 \ln 2 \left( \frac{\Delta t}{\delta \tau_r} \right)^2 \right],
$$

(6.11)

The peak value of the diffraction efficiency $\eta_{\text{peak}} = \eta(\Delta t = 0)$ and the dimensionless broadening factor $\delta$ are given by

$$
\eta_{\text{peak}} = \left( \frac{2\pi d}{\lambda_r} \right)^2 \frac{n_2^2 I_{10} I_{20}}{\sqrt{3 + 14q(1 + 2D_r^2/D_p^2)}},
$$

and

$$
\delta = \sqrt{\frac{3 + 14q}{2 + 4q}},
$$

(6.12)
where we have used $D = D_p D_r / \sqrt{D_p^2 + 2D_r^2}$, $\theta_1 = -\theta_2 = \theta_p$ and $q = (D\theta_p / r v_r)^2$. The function $\eta(\Delta t)$ gives us a measure of the temporal resolution of the holographic pump-and-probe setup through the broadening factor $\delta(\theta_p)$, which is the ratio between the FWHM of $\eta(\Delta t)$ and that of our probe pulse intensity profile. Although $\delta(\theta_p)$ is a monotonically increasing function of $\theta_p$, it has a rather narrow range: $1.22 \leq \delta < 1.87$ according to Eq. (6.12). It is explicit that the temporal resolution is not severely affected by the angle of intersection.

The assumption of negligible difference between the pump and probe group velocities, being applicable to some materials (for instance, CaF$_2$), cannot be justified in the general case. The velocity difference can result in an additional broadening of $\eta(\Delta t)$.

6.3 Experimental results and discussion

Our experimental setup is illustrated in Fig. 6.3. An axially symmetric pulse at $\lambda_r = 776$ nm is obtained from a Ti:Sapphire amplified laser system CPA-2010 from Clark-MXR, Inc. The temporal and spatial FWHM of the pulse intensity are measured to be 0.22 psec and 3.5 mm, respectively. Four percent of the pulse energy is tapped and serves as the probe pulse displaced by a variable delay stage. The rest of the pulse is passed through a 1-mm-thick BBO ($\beta$-BaB$_2$O$_4$) crystal to generate a pulse at $\lambda_p = 388$ nm, which is split into two identical pump pulses and then focused down to one-fifth of their original diameter inside the 1 mm thick calcium fluoride sample for more pronounced nonlinear response. The angle between the pump pulses $2\theta_p$ is the value “inside” the
Figure 6.4: Comparison between theory and experiment ($\theta_p = 2.77^\circ$). Polarization dependence of the measured diffracted probe trace $\eta(\Delta t)$ is shown. The dashed lines are obtained from the theory. The solid lines are scaled probe pulse intensity profiles. $\Lambda$ stands for the grating period.

sample. The peak intensity of each of the pump pulses inside the sample is about 180 GW/cm$^2$. The diffracted pulse is detected by a photodiode, in front of which a polarizer is used to extract the desired polarization. The optimal overlap of the pulses is then obtained by maximizing the detected diffracted pulse energy.

Calcium fluoride (chemical formula: CaF$_2$) is an ionic crystal with a face centered cubic structure (point group symmetry $m3m$). It has a very wide bandgap of about 12 eV[13] and a Kerr coefficient $n_2$ of $3 \times 10^{-7}$ cm$^2$/GW around 580 nm[7, 14]. Since the photon energy carried by our pump pulses (3.2 eV) is far lower than the bandgap, the bound electrons are responsible almost exclusively for the observed nonlinear effect. In our experiment, the third-order, nonresonant nonlinearity (or Kerr nonlinearity) is the dominant effect.

The measured diffraction efficiency for $\theta_p = 2.77^\circ$ as a function of probe delay, $\eta(\Delta t)$, is shown by the symbols in Fig. 6.4 for two different probe polarizations: parallel (the $\eta/_//$, trace) or perpen-
Figure 6.5: Temporal resolution of the holographic pump-and-probe setup. The dashed curve is calculated numerically according to the theory; the solid curve is plotted under paraxial approximation, using Eq. (6.12). The dash-dot curve, drawn here for comparison, is the temporal resolution for the single-pump-single-probe configuration.

dicular (the $\eta_\perp$ trace) to the pumps’ polarization. The dashed and dash-dot lines are the theoretical predictions; the appropriate group velocities used in numerical evaluations are calculated with the help of the data compiled in Ref.[15]. The peak diffraction efficiency of each experimental trace is interpolated by quadratically fitting the three highest values of $\eta(\Delta t)$. For the purpose of comparison, the scaled profiles of the incident probe intensity are also shown as solid lines. Numerical simulation shows that the trace $\eta(\Delta t)$ is symmetric and its maximum always occurs at $\Delta t = 0$ when the intensity peaks of all three pulses coincide at the center of the CaF$_2$ sample, which is also the origin of our coordinate system. We can see that the experimental results agree well with the theory. Moreover, the fitted value of the nonlinear refractive index $n_2$ from our experiment is $4.4 \times 10^{-7}$ cm$^2$/GW, a reasonable value compared with that from the literature.

According to the isotropic, anharmonic model of nonlinear electronic response away from material
resonance, the peak diffraction efficiency of the $\eta_{//}$ trace is expected to be 9 times as large as that of the $\eta_{\perp}$ trace[7]. In our experiment, this factor turns out to be $8.2 \pm 0.4$; the discrepancy can be explained by the deviation from Kleinman's symmetry[14].

The broadening factor as a function of the half-angle between pump pulses $\delta(\theta_p)$ is plotted in Fig. 6.5: the dashed curve is computed numerically according to the theory, and the solid curve is plotted using Eq. (6.12) under the assumption of paraxial approximation. Experiments are carried out for three different values of $\theta_p$, namely, $2.77^\circ$, $5.55^\circ$ and $8.35^\circ$. We see that the experimental results closely track the theoretical trend, and $\delta(\theta_p)$ almost remains constant for the experiments, as opposed to the conventional two-beam pump-and-probe setup[10, 9], whose broadening factor is defined based on the cross-correlation trace of the pump and probe intensities. We reproduce the two-beam broadening factor (in this case, $\theta_p$ is the half-angle between the pump and probe) as the dash-dot curve in Fig. 6.5 for the same parameters as used in our holographic experiment.

The key to this almost undegraded temporal resolution in the holographic pump-and-probe
setup lies in the concept of “composite pump,” which can be explained with the help of Fig. 6.6. For simplicity, we consider the case when the pump pulses have rectangular spatial intensity distribution with transverse and longitudinal dimensions $D_p$ and $W_p = v_p \tau_p$ ($W_p \approx 46\mu m$ in CaF$_2$ if $\tau_p = 220$fs).

The overlap of pump pulses is shown in the upper part of the figure as a diamond-shaped region traced out by dotted lines. As the pump pulses travel and intersect, this region of overlap, the composite pump, propagates along the $z$-axis with a velocity $v_c = v_p / \cos \theta_p$ and has an effective transverse width of $D_c = W_p / \sin \theta_p$ (shown in the lower part of the figure); this effective width becomes smaller when $\theta_p$ gets bigger. As evident from the expression, $D_c$ is independent of the spatial dimension $D_p$ of the pump pulses and solely determined by the pulse temporal duration $\tau_p$ and the angle of intersection. If we increase the angle $2\theta_p$ between the pump pulses, the incident angle $\theta_3$ of the probe pulse must also get bigger in order to satisfy the Bragg condition.

Now we can consider the influence of the composite pump on the probe pulse just as in a two-beam case. Two-beam cross-correlation simulation suggests a broader temporal response for the increased angular intersection; on the other hand, it produces a narrower temporal response owing to a shrinking $D_c$. The reduction in the transverse width of the composite pump constantly counteracts the effect of an augmented probe incident angle and leaves the temporal resolution in this configuration almost unchanged.

6.4 Conclusion

With the assumption of an undepleted incident probe pulse, we solved the coupled mode equations for the femtosecond holography in the case of instantaneous material response. The solution is well corroborated by the experiments conducted in calcium fluoride crystals. An important implication of the experimental data obtained for different intersection angles and grating periods is that the temporal resolution in the holographic pump-and-probe setup is not reduced much by the non-collinearity. This result will be useful for probing grating-period-dependent mechanisms, such as diffusion, in materials.
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Chapter 7

Nonlinear absorption processes in lithium niobate crystals investigated with femtosecond light pulses

7.1 Introduction

Femtosecond high-power light pulses have become increasingly important in physics and technology of light-matter interactions. One crucial advantage of such pulses is the possibility to deposit rapidly and precisely light energy in solids. The relevant experiments have led to the discovery of a number of new effects in wide-gap transparent optical materials including the direct recording of 3D photonic structures[1, 2], self-organized nanogratings[3] and light-induced anisotropy in glasses[4]. Some publications, see[5, 6] and references therein, dealt with determination of Kerr and two-photon absorption coefficients in wide-gap optical materials, including liquids.

Several publications were devoted to pulsed studies of the photorefractive effect in semiconductors, mostly in the sub-nanosecond range, i.e., $10^{-11} \sim 10^{-9}$ sec, see[7, 8, 9] and references therein. It was found that a free-carrier contribution to the refractive index change and two-photon absorption can be important in the high intensity range in addition to the conventional photorefractive nonlinearity caused by charge separation and the linear electro-optic effect.

In this chapter we present the results of the experimental and theoretical studies of the light-induced nonlinear absorption processes in lithium niobate crystals (LiNbO$_3$) on the sub-picosecond ($\sim 10^{-13}$ sec) time scale. This material is rather important for various nonlinear and photorefractive applications including frequency conversion[10], optical parametric oscillation, holographic data storage[11], Bragg reflection[12, 13, 14] and domain engineering[15].

Moving from the sub-nanosecond to the subpicosecond range is expected to result in a strong change of the character of nonlinear-optical effects, in particular, direct two-photon absorption
processes and the Kerr nonlinearity, the latter of which has been addressed in the previous chapter for intense femtosecond pulses. Two-photon absorption processes will therefore be the main topic of this chapter.

7.2 Collinear pump-and-probe experimental setup

The pump and probe pulses in our experiment are acquired as follows: an axially symmetric pulse at the wavelength $\lambda_r = 776 \text{ nm}$ is obtained from a Ti:Sapphire amplified laser system CPA-2010 from Clark-MXR, Inc. The temporal and spatial full-width-at-half-maximum (FWHM) of the pulse intensity are measured to be 0.22 psec and 3.5 mm, respectively. Four percent of the pulse energy is tapped and serves as the probe pulse displaced by a variable delay stage. The rest of the pulse is passed through a 1-mm-thick BBO ($\beta - \text{BaB}_2\text{O}_4$) crystal to generate the pump pulse at the wavelength $\lambda_p = 388 \text{ nm}$; the conversion efficiency of the second harmonic generation (SHG) process is about 45%, and the remaining light at $\lambda_r$ is then blocked with the help of a dielectric mirror.

Our experimental setup is illustrated schematically in Fig. 7.1. Both the pump and probe pulses are propagating along the z-axis and incident normally onto the xy face of a LiNbO$_3$ sample. The temporal delay of the probe pulse relative to the pump pulse can be adjusted by a variable delay stage. The optic axis (c-axis) of the sample is parallel to the y coordinate. The polarization vectors...
Figure 7.2: Transmission coefficient $T_p$ versus peak pump pulse intensity $I_{p0}$. The squares, circles and crosses correspond to the samples 1, 2 and 3, respectively.

of the pulses are separately controlled by specialized half-wave plates (Berek compensators) and are either parallel or perpendicular to the optic axis. The spatial FWHM of the pulses (after passing through a converging lens) at the input face is about 0.6 mm. The peak intensity of the pump pulse $I_{p0}$ ranges from $\sim 1$ to $\sim 330$ GW/cm$^2$. The maximum fluence of the pump pulse is about 79 mJ/cm$^2$. A photo-diode is used to measure the output energy of either the pump or probe pulse by choosing the proper filter to block one of them out.

Four different samples of LiNbO$_3$, labelled as 1, 2, 3 and 4, are used in the experiments. The values of the thicknesses $d$ are 1, 0.5, 0.07 and 0.07 mm, respectively. Samples 1, 2 and 3 are nominally undoped and possess very small ($\alpha_0 \leq 0.1$ cm$^{-1}$) linear absorption coefficients at 388 and 776 nm. Sample 4 is iron doped; the iron concentration $c_{Fe}$ is about $5.6 \times 10^{-19}$ cm$^{-3}$, and the linear absorption coefficient $\alpha_0$ at 388 nm is about 15 cm$^{-1}$. For all the samples and wavelengths used, the linear absorption is negligibly small, i.e., $\alpha_0 d \ll 1$. 
7.3 Two-photon absorption process for a single femtosecond pulse

7.3.1 Motivation

To understand and facilitate the modeling of the phenomena observed in the experimental setup as shown in Fig. 7.1, we first need to know how a single, intense femtosecond pulse evolves in the LiNbO$_3$ sample. Some preliminary experimental results with only the presence of the pump pulse at $\lambda_p$ are shown in Fig. 7.2: $T_p$, the transmission coefficient corrected for surface reflections, is plotted against the peak intensity $I_{p0}$. Without nonlinear absorption, we would have got roughly the same $T_p$ values for all input intensities. It is conspicuous that the more intense the pulse is, the more strongly it gets absorbed in the sample. The presence of nonlinear absorption is indisputable. In the following subsection we shall develop a simple theory for two-photon absorption and try to explain the trend observed in Fig. 7.2.
7.3.2 Theory of two-photon absorption

We can write down the following equation directly from the Maxwell’s equations under the assumptions of negligible beam diffraction and frequency dispersion:

\[
\left( \frac{\partial}{\partial z} + \frac{1}{v_p} \frac{\partial}{\partial t} \right) I_p = -\beta_p I_p^2, \tag{7.1}
\]

where \(v_p = c/n_p\) is the pulse velocity in the medium. Eq. (7.1) belongs to a special class of differential equations called Bernoulli’s equation; it can be solved analytically. The quantity \(\alpha_p = \beta_p I_p\) can be regarded as the effective absorption coefficient for the pulse, where \(\beta_p\) represents the quadratic absorption coefficient at \(\lambda_p\). We have ignored the linear absorption in Eq. (7.1).

The solution to the differential equation Eq. (7.1) subject to the boundary condition at the input plane \(z = 0\)

\[
I_p(x, y, z = 0, t) = I_{p0} \exp \left( -\frac{t^2}{\tau_p^2} - \frac{x^2 + y^2}{D_p^2} \right)
\]

is

\[
I_p(x, y, z, t) = \frac{I_{p0}}{\beta_p I_{p0} z + \exp \left[ \frac{(t-z/v_p)^2}{\tau_p^2} + \frac{x^2 + y^2}{D_p^2} \right]}, \tag{7.2}
\]

where a Gaussian intensity profile of the pulse has been assumed; \(\tau_p\) and \(D_p\) specify the temporal and spatial extent of the pulse, respectively. Eq. (7.2) gives a description of the pulse intensity with the presence of two-photon absorption. If we ride on the top of the pulse as it is propagating inside the nonlinear medium, i.e., setting \(t - z/v_p = 0\), the intensity profile will appear to us as depicted in Fig. 7.3. We see that the preferential absorption near the center of the pulse results in the flattening of the Gaussian intensity profile. This flattening effect is more and more obvious as the pulse travels farther down the road within the medium.

The transmission coefficient \(T_p\) is defined as the ratio of the output pulse energy to the input pulse energy, and for a crystal thickness of \(d\), \(T_p\) can be computed from Eq. (7.2) by integrating the output intensity \(I_p(x, y, z = d, t)\) over \(t\) and the transverse coordinates \(x, y\) and dividing the quantity by its value at \(z = 0\):

\[
T_p = \frac{\iiint_{-\infty}^{\infty} \int_{-\infty}^{\infty} I_{p0} \rho d\rho \, d\alpha \, dt}{\pi \sqrt{\pi} \tau_p D_p^2 I_{p0}},
\]

where \(q_p = \beta_p I_{p0} d\) is the unitless nonlinear absorption parameter. By making the change of variable \(\rho = x^2 + y^2\) and taking advantage of the indefinite integral relation

\[
\int \frac{dx}{q + pe^{ax}} = \frac{x}{q} - \frac{1}{aq} \ln (q + pe^{ax}),
\]
we end up with an analytical expression for $T_p$:  

$$ T_p = \frac{2}{q_p \sqrt{\pi}} \int_0^\infty \ln \left( 1 + q_p e^{-t^2} \right) dt. \quad (7.3) $$

The transmission coefficient is seen to be determined by a single parameter $q_p$. Plotted as the dashed curve in Fig. 7.4 is $T_p$ as a function of the variable $q_p$. The curve has a very unique shape: after a rapid initial fall, the further decrease of $T_p$ occurs very slowly; this is due to the relatively weak energy absorption at the pulse wings. Even for a high nonlinear absorption parameter, $q_p = 100$, about 8% of the incident energy is transmitted.

### 7.3.3 Experimental results

In Fig. 7.4 we also plot the data previously shown in Fig. 7.2 as squares, circles and crosses; only now the peak intensity $I_{p0}$ is incorporated in the parameter $q_p$. The data points have been fitted in accor-
Figure 7.5: The quadratic absorption coefficient $\beta_p$ of LiNbO$_3$ as function of photon energy.
Figure 7.6: Transmission coefficient $T_r$ of the probe pulse versus the time delay $\Delta t$ for sample 4 and four different values of the pump intensity. The circles, squares, crosses, and triangles correspond to $I_{p0} \sim 52, 83, 114$ and 170 GW/cm$^2$, respectively.

dance with Eq. (7.3), and the value of $\beta_p$ for 388 nm thus extracted is 2.85 cm/GW (corresponding to a $\alpha_p$ value of $\sim 96$). The excellent agreement between the data points and the theoretical curve implies that the two-photon absorption process is indeed the dominant nonlinear effect. In general, the quadratic absorption coefficient should depend on the light polarization. Our experiments have shown, however, that the corresponding difference is fairly small, less than 10%.

We also investigate the wavelength dependence of $\beta_p$: femtosecond pulses at five different wavelengths (451 nm, 480 nm, 514 nm, 532 nm and 570 nm) are obtained by passing the seed pulse at 776 nm through a parametric amplifier. The transmission coefficients are measured for all wavelengths, and the values of $\beta_p$ are fitted just as for the 388 nm pulse. The results are summarized in Fig. 7.5; $\beta_p$ is plotted as a function of the photon energy in eV. As expected, $\beta_p$ depends rather strongly on the photon energy: it starts increasing rapidly after $\sim 2.2$ eV, which agrees well with the fact that the bandgap of LiNbO$_3$ is $\sim 4$ eV.
Figure 7.7: Transmission coefficient $T_r$ versus $\Delta t$ for different combinations of pump and probe polarizations; the first and second characters of each pair in the legend (e.g., “X”) specify the orientation of the polarization vector of the pump and probe pulses, respectively.

7.4 Collinear pump-and-probe experiment and modeling

7.4.1 Experimental results

Now that we have a better understanding of the nonlinear absorption process experienced by the pump pulse at $\lambda_p$, we can go on to investigate the results obtained with the setup in Fig. 7.1. Shown in Fig. 7.6 is the probe pulse (at $\lambda_r$) transmission coefficient $T_r$ as a function of its temporal delay $\Delta t$ for LiNbO$_3$ sample 4; the dependence is plotted for four different values of the pump pulse intensity. All data have been obtained with both pulses polarized along the x-axis, i.e., ordinarily polarized.

Another set of experimental data are shown in Fig. 7.7, where the dependence $T_r(\Delta t)$ in the same sample for all four possible combinations of pulse polarizations (XX, XY, YX and YY) is plotted, the peak pump intensity $I_{p0}$ being kept constant at $\sim 128$ GW/cm$^2$. Pulses polarized along y-axis are extraordinary waves.

We make the following observations based on the experimental data mentioned above:
• The dependence $T_r(\Delta t)$ has two outstanding features: a dip, which supposedly happens near $\Delta t = 0$, and a quasi-permanent “plateau” after the dip. The temporal width of the dip is comparable with that of the pulse.

• The value of $T_r(\Delta t)$ at both the dip and plateau increases with decreasing pump pulse energy.

• A smaller dip transmission $T_r^{dip}$ comes about for parallel-polarized pulses (XX and YY) than for pulses polarized perpendicular to each other.

• The value of $T_r$ at the plateau is determined by the probe polarization; extraordinarily polarized probe experiences a slightly larger plateau transmission $T_r^{pl}$.

7.4.2 Modeling of collinear pump-and-probe experiment

We attribute the dip manifested by the probe transmission $T_r(\Delta t)$ to the two-photon absorption process involving a pump and a probe photon; the sum of the photon energy in this case is $\sim 4.8$ eV, which is larger than the band gap of LiNbO$_3$ ($\sim 4$ eV).

On the other hand, the plateau section in the dependence $T_r(\Delta t)$ is attributed to the absorption of the probe pulse by charge carriers (electrons and/or holes) that are excited by the intense pump pulse; the concentration of the excited free carriers due to pump and probe photons is negligible in comparison. The polarization dependence of the plateau value is explained by the anisotropy inherent in the LiNbO$_3$ crystal. We shall model the dip and the plateau sections of $T_r(\Delta t)$ separately in the following.

7.4.2.1 Modeling the dip of $T_r(\Delta t)$

We can write down the following equation for the probe pulse intensity:

$$
\left( \frac{\partial}{\partial z} + \frac{1}{v_r} \frac{\partial}{\partial t} \right) I_r = -\beta_r I_p I_r.
$$

(7.4)

The similarity between Eq. (7.4) and Eq. (7.1) is obvious. The only difference is that the effective absorption coefficient in Eq. (7.4) is $\alpha_r = \beta_r I_p$, which is determined by a much more intense pump pulse, and $\beta_r$ is the quadratic absorption coefficient characterizing the two-photon absorption participated by a pump and a probe photon. To solve this equation, it helps to make the change of variables

$$
\begin{align*}
\zeta &= z, \\
\tau &= t - \frac{z}{v_r},
\end{align*}
$$

after which Eq. (7.4) becomes

$$
\frac{\partial}{\partial \zeta} I_r = -\beta_r I_p I_r,
$$
where
\[ I_r(x, y, \zeta = 0, \tau) = I_{r0} \exp \left[ -\frac{(\tau - \Delta t)^2}{t_p^2} - \frac{x^2 + y^2}{D_p^2} \right], \]
and
\[ I_p(x, y, \zeta, \tau) = \frac{I_{p0}}{\beta_p I_{p0} \zeta + \exp \left[ \frac{-(\tau - \delta_0 \zeta)^2 + \frac{x^2 + y^2}{D_p^2}}{t_p^2} \right]} , \]
according to Eq. (7.2). In these expressions, \( \Delta t \) is the delay of the probe pulse, and \( \delta_0 = (n_p - n_r) d/ct_p \) is the parameter accounting for the difference of pump and probe velocities. We have also assumed that the pump and probe pulses have the same temporal duration and transverse spatial dimension.

The solution of the probe intensity \( I_r(x, y, \zeta = d, \tau) \) is therefore
\[ I_r(x, y, \zeta = d, \tau) = I_r(x, y, \zeta = 0, \tau) \exp \left[ -\beta_r \int_0^d \beta_r \frac{q_p}{u} + \frac{q_p}{u} \right] \],
where \( \zeta = ud \) has been used.

The transmitted probe energy can be calculated from Eq. (7.5), and the corresponding transmission coefficient is
\[ T_r = \frac{1}{\sqrt{\pi}} \int_{-\infty}^{\infty} \exp \left[ -(s - \Delta t/t_p)^2 \right] \int_0^1 \exp \left[ -\beta_r \int_0^1 \frac{q_p f \frac{du}{u} + \exp((s - \delta_0 u)^2)}{1 + q_p e^{-s^2}} \right] df \, ds. \] (7.6)
If we neglect the velocity difference between pump and probe pulses, \( \delta_0 = 0 \); the integrals involving variables \( u \) and \( f \) can be carried out analytically, and we obtain from Eq. (7.6)
\[ T_r = e^{-\left(\frac{\Delta t}{t_p}\right)^2} \int_{-\infty}^{\infty} e^{2s \frac{\Delta t}{t_p} \frac{1}{1 + q_p e^{-s^2}}} \, ds, \] (7.7)
where \( a = 1 - \beta_r/\beta_p \). In our experiment, the transmission at the dip can be approximated as \( T_{r, dip} = 1 - T_{r, min} - 1/2[1 - T_{p, pl}] \), which can then be used for the fitting of \( \beta_r \).

### 7.4.2.2 Modeling the plateau of \( T_r(\Delta t) \)

Since the intense pump pulse excites carriers via direct two-photon transitions, it is able to induce an additional absorption for the probe. This pump-induced absorption is expected to remain until recombination of the photo-excited carriers occurs. To find out the concentration of excited carriers, we refer to Fig. 7.8. We define \( \rho_p(x, y, z, t) \) as the electromagnetic energy density carried by the
Consider a short segment of length $\Delta z$ in the medium, as shown in Fig. 7.8. The rate of change of the pulse energy in the length $\Delta z$ is given by the energy flux into one end minus the energy flux out of the other end of the segment, plus the rate of pulse energy expended on the excitation of free carriers. Let $N(x, y, z, t)$ be the free carrier concentration and neglect the free-carrier recombination; we have

$$\frac{\partial}{\partial t}[\rho_p(z, t)\Delta z] = I_p(z, t) - I_p(z + \Delta z, t) - 2\hbar\omega_p \frac{\partial}{\partial t} N(z, t)\Delta z.$$ 

After some straightforward manipulations, we end up with

$$\frac{\partial}{\partial \tau} N(x, y, \zeta, \tau) = -\frac{1}{2\hbar\omega_p} \frac{\partial}{\partial \zeta} I_p(x, y, \zeta, \tau). \quad (7.8)$$

According to Eq. (7.8), the absorption coefficient experienced by the probe pulse due to the free carriers can be represented as

$$\alpha_f(x, y, \zeta, \tau) = -\frac{\sigma_r}{2\hbar\omega_p} \frac{\partial}{\partial \zeta} \int_{-\infty}^{\tau} I_p(x, y, \zeta, \tau')d\tau'.$$ 

(7.9)

where $\sigma_r$ is the effective absorption cross-section of the photo-excited carriers at the wavelength $\lambda_r$. Combining the probe absorption due to the co-existence of the pump pulse and the excited carriers,
Figure 7.9: Dependence of the dip and plateau amplitudes on the product $q_p = \beta_p I_{p0} d$ for sample 3 and two different pump-probe polarization states. The points are experimental data, and the solid lines are theoretical fits.

we have

$$I_r(x, y, \zeta = d, \tau) = I_r(x, y, \zeta = 0, \tau) \exp \left[ - \int_0^d (\beta_r I_p + \alpha_f) d\zeta \right]. \quad (7.10)$$

To compute $T_r^{pl}$, consider the case when the pump pulse has already passed through, i.e., the probe pulse does not overlap with the pump pulse. Mathematically, we set $I_p = 0$ in Eq. (7.10) and $\tau = \infty$ in Eq. (7.9) and the plateau value is

$$T_r^{pl} = \int_0^\infty \exp \left[ -f - b q_p \left( \frac{\sqrt{\pi} e^{-f} - \int_0^\infty \frac{ds}{q_p + e^{f+s^2}} \right) \right] df, \quad (7.11)$$

where $b = \sigma_r t_p / \hbar \omega_p \beta_p d$. 
7.4.3 Comparison between theory and experiments: the determination of parameters $\beta_r$ and $\sigma_r$

Fig. 7.9 shows the experimental data for the dependence of the dip and plateau amplitudes on the pump absorption parameter $q_p$, obtained for two different polarization cases, together with the theoretical fit. The fit parameters are the ratio $\beta_r/\beta_p$ (for the dip amplitude) and $b = \sigma_r t_p/\hbar \omega_p \beta_p d$ (for the plateau amplitude).

The ratio $\beta_r/\beta_p$ deduced from the fitting procedure is $\sim 0.23$ for the XX case and $\sim 0.24$ for the YY case. Thus, with an accuracy of $(10 \sim 15)\%$, the value of $\beta_r$ can be estimated as $\sim 0.67$ cm/GW. The values of $b$ can be estimated as $\sim 0.21$ and $\sim 0.14$ for the XX and YY cases, respectively. This gives us the values of the excitation cross-section: $\sigma_{r,xx} \sim 1.60 \times 10^{-17}$ cm$^2$ and $\sigma_{r,yy} \sim 1.08 \times 10^{-17}$ cm$^2$.

7.5 Conclusion

Propagation of high-power femtosecond light pulses in lithium niobate crystals (LiNbO$_3$) is investigated experimentally and theoretically in collinear pump-and-probe transmission experiments. It is found that within a wide intensity range a strong decrease of the pump transmission coefficient at 388 nm fully complies with the model of two-photon absorption; the corresponding nonlinear absorption coefficient is $\beta_p \approx 2.85$ cm/GW. Furthermore, intense pump pulses induce a considerable absorption for a probe pulse at 776 nm. The dependence of the probe transmission coefficient on the time delay $\Delta t$ between probe and pump pulses is characterized by a narrow dip (at $\Delta t \approx 0$) and a long (on the picosecond time scale) lasting plateau. The dip is due to direct two-photon transitions involving both pump and probe photons; the corresponding nonlinear absorption coefficient is $\beta_r \approx 0.67$ cm/GW. The plateau absorption is caused by the presence of free carriers excited by the pump pulse; the effective absorption cross-section at 776 nm is $\sigma_r \approx 1.60 \times 10^{-17}$ cm$^2$. The above nonlinear absorption parameters are not strongly polarization sensitive. No specific manifestations of the relaxation of hot carriers are found for a pulse duration of about 0.22 ps. From the obtained results it becomes clear that two-photon absorption will strongly affect holographic recording in LiNbO$_3$ with ultrashort intense light pulses.
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Chapter 8

Femtosecond recording of spatial gratings and time-resolved readout in lithium niobate

8.1 Introduction

Ferroelectric lithium niobate is one of the most investigated man-made materials for its widespread and promising applications in integrated and nonlinear optics[1], e.g., parametric amplification, second harmonic generation[2] (SHG) and periodically-poled lithium niobate[3] (PPLN). Its superior photorefractive property[4], which is characterized by the change in refractive index resulting from the optically induced redistribution of electrons and/or holes and the linear electro-optic effect[5], has made lithium niobate (LiNbO$_3$) an extremely attractive candidate for many applications such as holographic data storage, optical information processing, phase conjugation, beam steering, telecommunication switching and WDM filters[6, 7, 8, 9], just to name a few.

The photorefractive effect is a peculiar form of the (second-order) optical nonlinearity in the sense that it cannot be described by a nonlinear susceptibility $\chi^{(n)}$ that is utilized extensively to characterize almost all optical nonlinearities; this peculiarity comes from the fact that the induced index change in photorefractive materials is not an instantaneous effect proportional to the product of participating light intensities but a delayed response depending on such diverse parameters as sample doping impurities, dopant concentration and oxidation/reduction states, grating period, photovoltaic effect, light intensity, etc.

The distinction between the photorefractive effect and the other inherent nonlinearities will need to be addressed when the holographic recording is performed with high-intensity laser pulses. Grating-recording experiments have been conducted extensively in lithium niobate in the past few decades at low-intensity ($\leq 10^3$ W/m$^2$), mainly associated with continuous-wave laser, and high-intensity (up to $\sim 10^{11}$ W/m$^2$) made possible by nanosecond pulses[10, 11]. Jermann and Otten[10]
made use of the two-center model to successfully explain the increased recording sensitivity and saturation value of the index modulation at elevated recording light intensity. At these intensity levels, the photorefractive effect is still the dominant nonlinear effect; however, it is conceivable that holographic recording with even more intense (picosecond or even shorter) pulses will inevitably enhance and reveal other nonlinear material responses.

Picosecond pulses with peak intensity $10^{12}$ to $10^{13} \text{W/m}^2$ have been used to investigate the photorefractive and beam-coupling effects in various materials, e.g., GaAs\cite{12, 13, 14}, BSO (Bi$_{12}$SiO$_{20}$)\cite{15}, barium titanate (BaTiO$_3$)\cite{16}, potassium niobate (KNbO$_3$)\cite{17}, etc. These experiments are conducted with pump-probe techniques that include two intense, interfering pump pulses responsible for establishing index and/or absorption gratings and a weak, Bragg-matched probe pulse that gets diffracted by the grating. The measured responses consist of an initial instantaneous peak followed by a permanent (“left-over”) photorefractive grating. The source of the initial peaks remains ambiguous owing to the temporal resolution limit in these experiments. Among various possible contributing mechanisms to the initial diffraction peak are degenerate four-wave mixing (due to instantaneous third-order nonlinearity) and free carrier gratings (due to modulated concentration of excited charge carriers).

In this chapter we will employ femtosecond pulses with peak intensity up to $3 \times 10^{15} \text{W/m}^2$ to pump and probe LiNbO$_3$ samples. Enhanced temporal resolution in the experiment and accumulated knowledge from the previous two chapters enable us to draw conclusions from the observed phenomena and help shed light on the involved nonlinear processes.
8.2 Experimental observation

8.2.1 Experimental setup

The experimental pump-and-probe setup is illustrated in Fig. 8.1. An axially symmetric pulse at $\lambda_r = 776\,\text{nm}$ is obtained from a Ti:Sapphire amplified laser system CPA-2010 from Clark-MXR, Inc. The temporal and spatial FWHM of the pulse intensity are measured to be 0.22 psec and 3.5 mm, respectively. Four percent of the pulse energy is tapped and serves as the probe pulse displaced by a variable delay stage. The rest of the pulse is passed through a 1-mm-thick BBO ($\beta$-BaB$_2$O$_4$) crystal to generate a pulse at $\lambda_p = 388\,\text{nm}$, which is split into two identical pump pulses and then focused down to one-fifth of their original diameter inside the 1-mm-thick lithium niobate (LiNbO$_3$) sample. The angle between the pump pulses $2\theta_p$ outside the sample is $8^\circ$. The peak intensity of each of the pump pulses inside the sample is about 165 GW/cm$^2$; the maximum pump pulse fluence is $\sim 40\,\text{mJ/cm}^2$. The probe pulse is incident at its Bragg angle, and the diffracted probe is detected by a photodiode, in front of which a polarizer is used to extract the desired polarization. The natural angular separation between the four pulses minimizes the signal-to-noise ratio in the measurements. The optimal overlap of the pulses is obtained by maximizing the detected diffracted pulse energy.
Figure 8.2: The measured diffraction efficiency $\eta$ as a function of the probe delay $\Delta t$ in an undoped LiNbO$_3$ sample. The pump pulses are polarized along the c-axis and $\eta_\parallel (\eta_\perp)$ is measured when the probe pulses are polarized parallel (perpendicular) to those of the pump pulses.
8.2.2 Polarization dependence

The polarization dependence of the measured diffraction efficiency $\eta$ is shown in Fig. 8.2, where two configurations denoted by $\eta_\parallel$ (in squares) and $\eta_\perp$ (in circles) are plotted. The experiment is carried out with the c-axis of an undoped LiNbO$_3$ crystal orientated parallel to the polarization of the pump pulses. The data of $\eta_\parallel$ ($\eta_\perp$) are acquired when the polarization of the probe pulses, adjusted with the help of the Berek compensator and a polarizer in front of the photo-detector, is parallel (perpendicular) to that of the pump pulses. The position of the origin $\Delta t = 0$ is determined by quadratically fitting the three data points corresponding to the highest measured diffraction efficiencies; the origin is then assigned the position where the fitted maximum occurs (since the material response is assumed to be instantaneous[5]). Every data point corresponds to the value of the measured diffraction efficiency averaged over 100 single-pulse experiments: after each pump-and-probe measurement, uniform illumination is applied to erase the remnant photorefractive grating.

Both curves in Fig. 8.2 show a very distinctive set of features when the probe delay $\Delta t$ is gradually increased:

1. The diffraction efficiency increases rapidly toward a peak value ($\eta_{\text{peak},\parallel}$), which occurs when the probe pulses supposedly has the maximum overlap with the pump pulses. The value of $\eta_{\text{peak},\parallel}$ is significantly larger than $\eta_{\text{peak},\perp}$, about 3 times.

2. After it has peaked, the diffraction efficiency then decreases rapidly, albeit at a less steep rate than when it ascends.

3. When $\Delta t \geq 2$ picosecond, the value of $\eta$ remains constant at a “plateau” value $\eta_{\text{pl.}}$, well into almost 1 nanosecond. The value of $\eta_{\text{pl.},\parallel}$ is only slightly smaller than that of $\eta_{\text{pl.},\perp}$.

4. The transition between the descending $\eta$ and the constant $\eta$ is a very interesting “valley” region between $\Delta t = 1$ and 2 picosecond; i.e., $\eta$ dips under $\eta_{\text{pl.}}$ and then climbs back to the $\eta_{\text{pl.}}$ level.

A detectable permanent photorefractive grating is present after the illumination of a few pump pulses without erasure; this grating can be easily erased with a uniform light source. Uniform illumination after each pump-and-probe attempt ensures a clean slate for the next measurement.

Based on the experiments done in and knowledge accumulated from the previous two chapters, we attribute the diffracted probe pulse around $\eta_{\text{peak}}$ to the instantaneous mixed grating as a result of the Kerr effect and two-photon absorption involving both the pump and probe photons. On the other hand, the semi-permanent component $\eta_{\text{pl.}}$ is associated with the carriers excited by the intense pump pulses. The concentration of the carriers is modulated after the interfering pump pulses and therefore constitute another mixed grating by which the much delayed probe pulse gets diffracted.
The “valley” feature of $\eta$ has to be a joint product of the two mixed gratings. A little thought points to the “negative” index of the carrier grating. The “valley” can only be present when the two index gratings due to the Kerr effect and excited carriers cancel each other; after the Kerr index grating disappears, $\eta$ slightly increases to the $\eta_{pl.}$ level. At the bottom of the $\eta$ valley, the two index gratings cancel each other completely, and the diffracted energy is dedicated to the two absorption gratings, which are additive.
8.2.3 Dependence on dopants

In Fig. 8.3, the experimental data of $\eta(\Delta t)$ for an undoped and two impurity-doped LiNbO$_3$ crystals are plotted together for comparison. The doped impurities do not strongly influence the behavior in the pump-and-probe experiment, which corroborates that the probe pulse is diffracted because of the intrinsic attributes present in the LiNbO$_3$ matrix rather than mechanisms brought about by dopants or impurities.
8.3 Theoretical justification and comparison with experimental data

In Fig. 8.4, the interference between the two intense pump pulses results in a modulated intensity pattern:

\[ I(x, y, z, t) = I_1 + I_2 + 2\sqrt{I_1 I_2} \cos Kx. \]

The intensities of these pulses inside lithium niobate can therefore be described by the following nonlinear coupled equations:

\[
\begin{align*}
\left( s_1 \cdot \nabla + \frac{1}{v_p} \frac{\partial}{\partial t} \right) I_1 &= -\beta_p I_1 \left( I_1 + I_2 + 2\sqrt{I_1 I_2} \cos Kx \right), \\
\left( s_2 \cdot \nabla + \frac{1}{v_p} \frac{\partial}{\partial t} \right) I_2 &= -\beta_p I_2 \left( I_1 + I_2 + 2\sqrt{I_1 I_2} \cos Kx \right),
\end{align*}
\]

where \( \beta_p \) is the material nonlinear absorption coefficient at 388 nm. As seen by the probe pulse 3, the modulated intensity pattern \( I(x, y, z, t) \) gives rise to a mixed grating, which comprises the following components:
1. An index modulation
\[
\Delta n(x, y, z, t) \cos Kx = 2n_2 \sqrt{I_1 I_2} \cos Kx
\]
owing to the optical Kerr effect; here \( K = 2k_1 \sin \theta_1 \), and \( n_2 \) is the appropriate Kerr coefficient.

2. An absorption grating
\[
\alpha + \Delta \alpha(x, y, z, t) \cos Kx = \beta_r \left( I_1 + I_2 + 2\sqrt{I_1 I_2} \cos Kx \right)
\]
owing to the two-photon transition involving pump and probe photons; here \( \beta_r \) is the corresponding nonlinear absorption coefficient, and \( \alpha \) and \( \Delta \alpha \) are absorption constants applicable to the pulse intensity.

The probe pulse gets diffracted by this mixed grating and coupled into the diffracted pulse 4; the amplitudes of these two pulses obey the following coupled mode equations when the Bragg condition is satisfied:

\[
\left( s_3 \cdot \nabla + \frac{1}{v_r} \frac{\partial}{\partial t} \right) A_3 = -\frac{\alpha}{2} A_3 - j\kappa A_4,
\]

\[
\left( s_4 \cdot \nabla + \frac{1}{v_r} \frac{\partial}{\partial t} \right) A_4 = -\frac{\alpha}{2} A_4 - j\kappa A_3,
\]

where \( v_r \) is the group velocity of the probe pulse and
\[
\kappa = \frac{\pi \Delta n}{\lambda_r} - j\frac{\Delta \alpha}{4}
\]

is the coupling constant as a result of the mixed grating.

### 8.3.1 Decoupling of pump pulses when \( q_p = 2\beta_p I_{p0} d \leq 1 \)

To simplify the computations, we consider the case when the initial peak pump intensities \( I_{p0} \) satisfy \( 2\beta_p I_{p0} d \leq 1 \); in this case, the coupling effects between the pump pulses as described by Eqs. (8.1a) and (8.1b) become unimportant, and we can solve analytically for the pump pulses subject to the condition that they possess Gaussian profiles before entering the nonlinear medium:

\[
I_i(x, y, z, t) = \frac{I_{p0}}{2\beta_p I_{p0} \left( z + \frac{d}{2} \right) \sec \theta_i + \exp \left[ \frac{\left( \frac{t \cos \theta_i - x \sin \theta_i}{\tau_p} \right)^2 + \left( \frac{x \cos \theta_i - z \sin \theta_i}{D_p} \right)^2}{\tau_p^2 + D_p^2} \right]},
\]

where \( i = 1, 2 \) and \( \tau_p \) and \( D_p \) are the parameters characterizing the pulses’ temporal and spatial widths.
Figure 8.5: Pump-and-probe data acquired for $q_p \approx 1$ in a LiNbO$_3$:Fe sample with thickness $70 \mu$m. The circles denote the experimental data, and the dashed curve is the theoretical diffraction efficiency plotted according to Eq. (8.6) for $n_2 = 1.79 \times 10^{-5}$ cm$^2$/GW.

8.3.2 Curve-fitting and the extracted Kerr coefficient of LiNbO$_3$

When the condition $q_p \leq 1$ is satisfied, the pump pulses undergo negligible mutual coupling and the free carrier grating component contributing to the plateau diffraction efficiency observed in Figs. 8.2 and 8.3 can be ignored compared to the peak diffraction efficiency. Under the assumption of undepleted probe pulse, we can make use of Eq. (8.2b) alone to solve for the amplitude of the diffracted pulse. After the following change of variables

\[
\begin{align*}
\zeta &= z \cos \theta_4 + x \sin \theta_4, \\
\xi &= x \cos \theta_4 - z \sin \theta_4, \\
\tau &= t - \frac{z \cos \theta_4 + x \sin \theta_4}{v_r},
\end{align*}
\]
Eq. (8.2b) turns into

\[ \frac{\partial}{\partial \zeta} A_4(\xi, y, \zeta, \tau) = -j\kappa(\xi, y, \zeta, \tau)A_3(\xi, y, \zeta, \tau), \]

where the coupling constant \( \kappa \) only consists of the instantaneous components (namely, Kerr effect and nonlinear absorption of the probe photons at the presence of pump photons).

The boundary condition \( A_4 \left( \zeta = -\frac{d}{2} \sec \theta_4 + \xi \tan \theta_4 \right) = 0 \) leads to the solution at the exit boundary \( z = d/2 \):

\[ A_4 \left( \xi, y, \zeta = \frac{d}{2} \sec \theta_4 + \xi \tan \theta_4 \right) = -\left[ \frac{\beta_r}{2} + j \frac{2\pi n_2}{\lambda_r} \right] \frac{d}{2} \sec \theta_4 + \xi \tan \theta_4 \int \sqrt{I_1 I_2} A_3 d\zeta, \quad (8.5) \]

where the pump pulse profiles from Eq. (8.4) are used.

The amplitude of the probe pulse temporally delayed by \( \Delta t \) can be represented as

\[ A_3(\xi, y, \zeta, \tau) = \sqrt{I_{30}} \exp \left\{ -\frac{\left[ \tau - \Delta t - (\zeta \cos \alpha_3 - \zeta \sin \alpha_3)/v_r \right]^2 \zeta}{2 \tau_r^2} - \frac{\left( \xi \cos \alpha_3 - \zeta \sin \alpha_3 \right)^2 + y^2}{2 D_r^2} \right\}, \]

where \( \alpha_3 = \theta_3 - \theta_4 \) and \( \tau_r \) and \( D_r \) characterize the probe pulse’s temporal and spatial widths. Now we can compute the diffraction efficiency, which is defined as the energy ratio between the diffracted pulse and transmitted pulse:

\[ \eta(\Delta t) = \frac{\iint |A_4(\zeta = \frac{d}{2} \sec \theta_4 + \xi \tan \theta_4)|^2 d\xi dy d\tau}{\pi \sqrt{\pi \tau_p D_p^2 I_{30}}}. \quad (8.6) \]

The diffraction efficiency as expressed by Eq. (8.6) is derived for the case \( q_p \leq 1 \). To achieve \( q_p \leq 1 \) experimentally, we replace the thick (1-mm) sample with a thin (70-\( \mu \)m) \( \text{LiNbO}_3 : \text{Fe} \) sample (sample 4 as in the previous chapter, with \( c_{Fe} \approx 5.6 \times 10^{19} \text{ cm}^{-3} \) and a linear absorption coefficient \( \alpha_0 \approx 15 \text{ cm}^{-1} \) at 388 nm) and attenuate the pump pulse with a proper neutral density filter, bringing the value of the nonlinear absorption parameter \( q_p \) down to \( \sim 1 \).

The data obtained from pumping and probing the thin sample are shown as circles in Fig. 8.5; the polarizations of both the pump and probe pulses are parallel to the c-axis of the \( \text{LiNbO}_3 \) crystal. As evident from the figure, we have negligible plateau diffraction efficiency from the excited free carriers; the peak diffraction efficiency can be attributed to the mixed grating characterized by the two material constants \( \beta_r \) and \( n_2 \). The value of \( \beta_r \) in this configuration has been extracted from the collinear pump-and-probe experiment to be \( \sim 0.67 \text{ cm/GW} \). With only \( n_2 \) as an unknown for Eq. (8.6), it is straightforward to find its value from Fig. 8.5.

The peak diffraction efficiency can be interpolated from the experimental data by quadratically fitting the data points corresponding to the three maximum \( \eta(\Delta t) \) values, producing \( \eta_{\text{peak}} \approx 1.34 \times \)
98

10^{-4}. The dashed curve in Fig. 8.5 is plotted by setting

\[
\sqrt{\left(\frac{\pi n_2}{\lambda_r}\right)^2 + \left(\frac{\beta_r}{4}\right)^2} I_{p0} \approx 15 \text{ cm}^{-1},
\]

which results in a peak diffraction efficiency \(\eta(\Delta t = 0) = \eta_{\text{peak}}\). Substituting \(\beta_r = 0.67 \text{ cm/GW}\), we end up with \(n_{2,\parallel} \approx 1.79 \times 10^{-5} \text{ cm}^2/\text{GW}\) for LiNbO\(_3\).

The index grating arising from the Kerr effect accounts for almost 95% of the peak diffraction efficiency \(\eta(\Delta t = 0)\), which agrees well with the polarization dependence shown in Fig. 8.2: the dramatic polarization dependence of \(\eta(\Delta t)\) is an obvious manifestation of the dominant role the Kerr grating plays in the mixed grating since in both cases the absorption gratings have approximately equal strengths. As a result, the other Kerr coefficient of interest \(n_{2,\perp}\) can be approximated as \(\approx 1.12 \times 10^{-5} \text{ cm}^2/\text{GW}\).

### 8.3.3 Mixed grating due to the excited carriers

In addition to the instantaneous mixed grating, a permanent mixed grating attributed to the excited carriers also exists. To calculate \(\eta_{\text{pl.}}\), we consider the case when the probe pulse is much delayed and has little overlap with the pump pulses. In Fig. 8.5, a probe delay \(\Delta t\) of 0.6 psec will suffice. As in the previous section, we take advantage of the condition \(q_p \leq 1\); neglecting the DC term \(\alpha\), Eq. (8.2b) becomes

\[
\left( s_4 \cdot \nabla + \frac{1}{v_r} \frac{\partial}{\partial t} \right) A_4 = - \left[ j \frac{\pi \rho_r}{\lambda_r h \omega_p} + \frac{\sigma_r}{4 h \omega_p} \right] \frac{\partial}{\partial z} \left( \int_{-d/2}^{d/2} \int_{-\infty}^{\infty} \sqrt{I_1 I_2} d\tau dz \right) A_3, \tag{8.7}
\]

where \(\sigma_r\) is the effective absorption cross section of the excited carriers and the parameter \(\rho_r\) (having the unit of volume) characterizes the index change due to the excited carriers at the probe wavelength \(\lambda_r\). A negative index change results in a negative \(\rho_r\).

To have an estimation of the value of \(\eta_{\text{pl.}}\), we adopt the approximation: \(\theta_1 = \theta_2 = \theta_3 = \theta_4 = 0\), which is reasonable near the paraxial region. The plateau diffraction efficiency is then calculated from Eq. (8.7):

\[
\eta_{\text{pl.}} \approx \frac{4\sqrt{2}}{25} \left( \frac{\tau_p I_{p0}}{h \omega_p} \right)^2 \left( \frac{\pi^2 \rho_r^2}{\lambda_r^2} + \frac{\sigma_r^2}{16} \right) J, \tag{8.8}
\]

where the definite integral

\[
J = \int_0^\infty e^{-s} \left[ \frac{\sqrt{\pi}}{2} e^{-s} - \int_0^\infty \frac{d\tau}{q_p + e^{s+\tau^2}} \right]^2 ds,
\]

and it can be numerically evaluated to be \(\sim 3.23842 \times 10^{-2}\) for \(q_p = 0.9\), which corresponds to the data shown in Fig. 8.5. The diffraction efficiency in this case is \(\eta_{\text{pl.}} = 4.8 \times 10^{-6}\); we know
Figure 8.6: The summary of measured values of \( \eta_{\text{peak}} \) (in squares) and \( \eta_{\text{pl}} \) (in triangles) for different pump intensities in the 70-\( \mu \)m LiNbO\(_3\) sample. The pump pulses are polarized along the c-axis, and all measurements are carried out in the \( \eta_{\parallel} \) configuration.

\[
\sigma_{r,\parallel} = 1.08 \times 10^{-17} \text{ cm}^2 \text{ from the previous chapter and therefore we obtain } q_{r,\parallel} \approx -8.6 \times 10^{-23} \text{ cm}^3 (\pm 7\%, \text{ which is the standard deviation normalized to the mean of 40 data points}). \text{ In this configuration, the contributions to } \eta_{\text{pl,}\parallel} \text{ from the index and absorption gratings are } \sim 62\% \text{ and } \sim 38\%, \text{ respectively.}
\]

Following the same procedure, we can also calculate \( q_{r,\perp} \); with the knowledge of \( \sigma_{r,\perp} = 1.6 \times 10^{-17} \text{ cm}^2 \text{ from the previous chapter, we end up with } q_{r,\perp} \approx -9.9 \times 10^{-23} \text{ cm}^3 \pm 6.8\%. \text{ In this configuration, the contributions to } \eta_{\text{pl,}\perp} \text{ from the index and absorption gratings are approximately equal.}

8.3.4 Intensity dependence of \( \eta_{\text{peak}} \) and \( \eta_{\text{pl}} \).

The dependence of the peak and plateau values of \( \eta_{\parallel} \) on the intensity of the pump pulses are plotted in Fig. 8.6 in logarithmic scales; the attenuation of the pump pulses is achieved with proper neutral-density filters. The data of \( \eta_{\text{peak}} \) and \( \eta_{\text{pl}} \) are then extracted from the pump-and-probe trace obtained for each pump intensity in the 70-\( \mu \)m LiNbO\(_3\) sample.
The dependence of $\eta_{pl.}(I_{p0})$ is fitted with the function $\eta_{pl.}(I_{p0}) = aI_{p0}^b$. The extracted optimal exponent $b$ is $\sim 2$ for the cases $q_p > 10$, which can be justified as follows: when $q_p > 10$, most of the pump energy is absorbed, and the absorbed pulse energy is proportional to the concentration of the excited carriers, which is responsible for the diffraction efficiency at the plateau region. Since the coupling constant $\kappa$ of the mixed grating is proportional to the carrier concentration, it is natural that the value of $\eta_{pl.}$ depends quadratically upon $I_{p0}$.

The dependence of $\eta_{peak}(I_{p0})$ is also fitted with the function $\eta_{peak}(I_{p0}) = aI_{p0}^b$. However, the distribution of the data points (in squares) suggests a “turning point” of the intensity dependence; the turning point lies somewhere around $\beta_p I_{p0} d = 1$. We therefore fit the data of $\eta_{peak}$ piecewise: $q_p > 1$ and $q_p < 1$. In the low-intensity region, the fitted exponent $b$ is $\sim 2.3$, which can be accounted for by a similar reasoning for the $\eta_{pl.}$ dependence. In the high-intensity region, the dependence is almost linear ($b \approx 1.25$), which can be attributed to the inevitable strong absorption experienced by the pump pulses in the sample: less and less portion of the pump-pulse energy is used to establish the mixed grating responsible for $\eta_{peak}$.

## 8.4 Conclusion

Femtosecond time-resolved pump-and-probe experiments are conducted in lithium niobate (LiNbO$_3$) samples with ultrashort pulses. Spatial gratings are established by two interfering intense pump pulses at 388 nm and read out by a Bragg-matched, temporally delayed probe pulse at 776 nm. We claim the first such experiment with sub-picosecond temporal resolution for LiNbO$_3$. Two mixed gratings, one instantaneous and the other permanent, are observed. With the knowledge of the relevant two-photon (quadratic) absorption coefficients of LiNbO$_3$ at both wavelengths, we fit for the Kerr coefficient of LiNbO$_3$ to be $\approx 1.8 \times 10^{-5}$ cm$^2$/GW.
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