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Abstract 

The availability of high dynamic range very broad band seismic data in recent years has 

greatly increased the level of detail and the speed with which we can study the seismic 

source. The work presented in this thesis draws heavily on the deployment of broad-band 

seismometers, both on a worldwide scale, with networks like IRIS, IRIS/IDA and 

GEOSCOPE, as well as on a local scale, using data from the TERRAscope network. 

The routine study of seismicity in Southern California, like in other seismically active 

regions, has traditionally been carried out using dense arrays of high-gain short-period 

seismometers. With the addition of the very broad band instrumentation of TERRAscope 

we can improve this pursuit in several ways, one of which being the use of short period 

surface waves to study local earthquakes as described in chapter 1 of this thesis. Over the 

years, surface waves have proved to be very reliable and stable for moment tensor 

inversions. The method is very rapid, and because of the longer periods used they are more 

reliable for consistent estimation of earthquake moment. At short distances the surface 

waves arrive within a few minutes after an event has occurred at the stations, and with 

real-time telemetry we can obtain the size and mechanism for local earthquakes within 

minutes. The propagation corrections for surface waves are very straightforward so that 

this procedure can be made completely automatic. Armed with the results from above 

procedure, we can determine travel time residuals for a dense distribution of raypaths 

across Southern California. In chapter 2 we present tomographic inversions of these resid­

uals, for Love and Rayleigh waves at periods between 10 and 50 seconds. The results 

indicate that lateral variations of phase velocity of up to 10% exist in the area, and that 

these anomalies can have relatively short wavelengths. 

The 1994 Northridge earthquake provided a wealth of data to apply our moment tensor 

inversion to, and in chapter 3 we present a detailed analysis of the aftershock mechanisms 
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in relation to the source complexity of the mainshock. We show that the orientation of the 

aftershock mechanisms changes away from the zone where rupture took place. We suggest 

that this change in mechanism reflects changes in fault geometry which have limited the 

extent of the Northridge rupture, leading to a high static stress drop. 

The issue of source complexity is discussed further in chapter 4, where we present a 

systematic study of the rupture of three large strike-slip earthquakes and compare these 

results with observation on the surface rupture. We find a very good correlation which 

suggests that the source complexity can be attributed to fault geometry, which tends to 

become simpler as slip accumulates along a fault. This provides an explanation for the high 

stress drops that are observed for earthquakes which occur along faults with low strain 

rates. 

Finally, in chapter 5 we compiled energy and moment estimates for earthquakes in 

Southern California, based on the results in the previous chapters. We find that the radiated 

seismic energy is not linearly related to the seismic moment, but that instead the 

energy-moment ratio increases as a function of moment. We provide some suggestions as 

to the cause of this relationship, including a moment dependence of the specific fracture 

energy and a non-similarity of the frictional stress between different size earthquakes. 
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Chapter 1: 

Moment tensor inversions for local earthquakes using 

surface waves recorded at TERRAscope 

Abstract 

We have developed a method to determine moment tensors for local earthquakes using 

short-period (10-50 sec.) surface waves recorded at TERRAscope stations. To correct for 

the substantial lateral variations in crustal structure, we applied phase corrections to the 

data using a regionalized phase velocity model. We have determined moment tensors for 

over 180 events in the last three years in Southern California for magnitudes as small as 

3.2 and as large as 6.5. The results are consistent with those obtained from first-motion data 

as well as other waveform inversions. When continuous data telemetry from the stations 

becomes available this method can yield moment-tensors for earthquakes in Southern Cal­

ifornia and adjacent regions within minutes after the occurrence of an event. 

Our results confirm the relation log Mo (seismic moment) oc 1.5 ML (local magnitude) 

obtained by an earlier study. 

Introduction 

With the deployment of dense digital broad-band networks like TERRAscope, we are now 

capable of carrying out rapid determinations of source parameters using a variety of 

methods. In this paper we present one such method, viz. moment tensor inversion using 

regional surface-waves. The advantage of this method over others using body-waves is that 

it is very rapid and does not require manual intervention, so that it can be made into an 
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Map of TERRAscope - events 1990-1993 
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Figure 1. Map of Southern California with the location of events included in this study and the stations of the 

TERRAscope network. The shaded blocks represent aftershock wnes of the 1992 Joshua Tree and 

Landers-Big Bear earthquakes and are blown-up in figures 11 and 12. 

TERRAscope stations 

Station Latitude 

PAS 34.148 

GSC 35.300 

ISA 35.643 

PFO 33.609 

SBC 34.442 

BAR 32.680 

NEE 34.823 

MLA 37.634 

USC 34.019 

SYD 34.104 

VTV 34.567 

RPV 33.744 

DGR 33.650 

SNCC 33.248 

Longitude 

-118.172 

-116.810 

-118.480 

-116.455 

-119.713 

-116.672 

-114.596 

-118.838 

-118.286 

-117.098 

-117.333 

-118.403 

-117.009 

-119.524 

Type 

STS-1 

STS-1 

STS-1 

STS-1 

STS-1 

STS-1 

STS-2 

STS-2 

STS-2 

STS-2 

STS-2 

STS-2 

STS-2 

STS-1 

Table 1. List ofTERRAscope stations used in this study. 

All stations are equipped with Streckeisen instruments 

(STS-1 or STS-2) as well as CMG-I strong motion 

accelerographs. 
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automatic process suitable for real-time purposes. Real-time analysis of earthquakes can be 

very important, since it can help us estimate the damage after an earthquake even before 

reports from the field come in, potentially increasing the efficiency of rescue operations. 

Knowledge of the mechanism also helps us to determine on which fault the earthquake 

occurred, which is important for the analysis of short-term seismic hazard. 

We can analyze smaller events better with surface waves, since body-waves, with their 

shorter periods, tend to be more contaminated with noise than surface waves. Surface 

waves have already been used successfully in the determination of source parameters of 

earthquakes (e.g. Aki, 1966; Mendiguren, 1977; Kanamori & Given, 1981; Dziewonski & 

Woodhouse, 1983; Romanowicz and Monfret, 1986; Patton, 1980). In general, they are 

used to study larger earthquakes since these events generate sufficiently large surface 

waves at longer periods. The use of shorter periods ( < 50 seconds) was hampered by the 

fact that these waves are sensitive to lateral inhomogeneity in the earth's velocity structure 

and are therefore difficult to model over large distances. On the other hand, local arrays 

which are used to study smaller earthquakes in seismically active regions usually do not 

have sufficiently long-period response to record even short-period surface waves. Regional 

broad-band networks like TERRAscope (fig. 1, table 1) enable us to use these methods to 

their fullest advantage even for smaller earthquakes (Romanowicz et al., 1993; Patton & 

Zandt, 1991, Ritsema and Lay, 1993). 

Since the spring of 1992 we have had a prototype of this system in operation at the Caltech 

Seismo Lab and we now routinely analyze events with magnitude larger than 3.2 in South­

ern California. In this paper we discuss the inversion method and its implementation; we 

will show results for local earthquakes and compare them with results from first motion 

and body-wave studies. 
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Theory 

Moment tensor inversions using surface waves are carried out either in the frequency 

domain (Mendiguren, 1977; Kanamori & Given, 1981; Romanowicz & Monfret, 1986) or 

in the time domain (Dziewonski & Woodhouse, 1983; Kawak:atsu, 1989). The latter 

method includes the higher modes, which give additional constraints on the mechanism 

and especially the depth of deep events. The spectral method only uses fundamental mode 

surface waves, but since these dominate the waveforms this is not regarded as a severe 

drawback. In this case the inverse problem becomes particularly simple and straightforward 

as described by Kanamori & Given (1981), henceforth to be referred to as K&G. The 

method we used closely follows their paper and we refer to that paper for the formulations 

and derivations. In essence, we take the complex spectrum of the surface waves at various 

stations, and correct them for propagation effects. We can write the corrected spectrum, 

V(w ), as a linear combination of the moment tensor elements, for Rayleigh waves: 

VR (w) =- PR [Mxy sin2cp-½(Myy -Mxx)cos2<p] -½SR(Myy + Mxx) 

+ iQR(Myz Sin<p + MxzCOscp) 

(K&G eq. 5) and for Love waves: 

(K&G eq. 14). 

VL,R are the corrected spectra (at the source), PL,R, QL,R, SR are the excitation functions (see 

also fig. 2) and cp the azimuth to the station measured from the fault strike. We obtain the 
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Figure 2. Rayleigh wave excitationfunctions calculated for three velocity models (fig. 3). The functions have 

been calculated for (a) a depth of three kilometers and (b) a depth often kilometers. 

moment tensor by solving: 

Am=v 

(K&G eq. 7) in the least squares sense. Here A is a matrix containing the excitation 

functions and the azimuthal ( <p) terms, for the different frequencies, m is a vector 

containing the moment tensor elements Mu and v a vector containing the real and 

imaginary parts of the spectral data, VL,R· 

To reduce the noise, both instrumental and from higher modes, we apply a group-velocity 

window (between 2.5 and 4.5 km/s) to the data before the Fourier transformation. In the 

frequency domain we then pick the spectrum at four or five periods between 10 and 50 

seconds for the inversion. At periods shorter than 10 seconds the influence of lateral inho­

mogeneity and body-wave phases becomes too large. For small events there is very little 

energy at periods longer than 30 seconds, so that for routine purposes we use this period 

interval. However, if the need arises in case of a large event, we can always extend this 

period range upward. 
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Figure 3. Velocity models (a- P waves, b- S waves) used to calculate the excitation functions (fig. 2) and the 

dispersion curves of fig. 4. The difference between the models is in the upper three kilometers where dhl has 

no slow layers wheras dh2 and dh3 have low velocity layers with increasing thickness. 

This method is valid if the source dimension and duration are small compared with the 

epicentral distance and the period of the surface wave, respectively. The source duration 

for events smaller than Mw = 6 is usually much smaller than the periods of the surface 

waves used in this inversion; we use a duration of 1 second for routine processing. For 

larger events, we can either increase the source duration or the periods we use. If the source 

dimensions become very large, simple time-corrections are not valid anymore and we 

would have to take directivity effects into account as well. If the stations are very close to 

the earthquake the point-source approximation is also violated, but including finite rupture 

dimensions would necessitate some major changes of the method. 

Although it is evident that there is strong lateral inhomogeneity in Southern California, we 

use a single set of eigenfunctions to calculate the excitation functions. Changes in velocity 

model have only second order effects on the eigenfunctions; the lateral inhomogeneity, as 

we shall see later, is concentrated in the upper 4 to 5 kilometers of the crust, whereas many 

earthquakes occur at larger depths. In figure 2 we present excitation functions calculated 
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50 

for three crustal models (fig. 3) which are only different from each other in the upper three 

kilometers. It is clear that for events at a depth of 10 km the difference is marginal, 

especially at periods longer than 15 seconds, whereas for a depth of 3 km the difference in 

amplitude is more substantial. However, the shape of the excitation functions and the 

location of the zero crossings, which are important in determining the mechanisms and 

depth are not very different for any depth. Therefore, we only expect the moment for shal­

low events to be influenced by our use of a single crustal model. This conclusion has been 

substantiated by running some inversions with the different crustal models. 

As the phase velocities are very different for the 3 different crustal structures (fig. 4), we 

do have to include a phase correction based on a laterally inhomogeneous (phase) velocity 

model. 

Velocity model 

We constructed a preliminary velocity model for Southern California by analyzing some of 
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Figure 5. Regionalized velocity model for Southern California. The labels correspond to the dispersion 

curves in fig. 6. 

the larger local events for which well-constrained mechanism solutions are available. We 

calculated the source phase for these events and subtracted it from the phase of the surf ace 

waves at the stations. The phase velocity was then determined by using: 

.6. 
c(T)=----­

(cp1 - <p8 + 2mr)T 

where Tis the period, cp1, data phase, <rs, the source phase, L1 the distance and nan integer. 

The value for n was chosen at longer periods assuming that the phase velocities determined 

here are close to some model phase velocities. 

On the basis of the velocity curves thus obtained for every path, we divided Southern 

California into five regions (fig. 5) with distinct dispersion curves (fig 6). This regionalized 

model is used to correct the phase of the data for the propagation delay. An example of this 
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Figure 6. Dispersion curves for the different subregions. "Outside" refers to areas outside these regions. 

These velocities have been determined using some well-constrained master events. ( a) Rayleigh waves, (b) 

Love waves. 

correction is given in figure 7 (b,c) which shows the difference in waveform between a 

seismogram calculated using an average model and a seismogram which has been correct­

ed for lateral phase velocity variations. For areas outside these subregions we assume a 

generic dispersion curve based on the model used by Dreger and Helmberger (1991). From 

a comparison of the dispersion curves of the various paths, we can see that there is a varia­

tion in phase velocity of up to 10 percent between the different paths. The most pronounced 

anomalies are in the western and northwestern areas involving paths to the Santa Barbara 

station (SBC) and paths from the Central Valley as well as the Sierra Nevada. The seismo­

grams show complicated waveforms with long coda wavetrains after the surface wave, 

which suggests that multipathing has occurred along those paths. 

From the modelling of regional broad-band body-waves, Dreger & Helmberger (1991) 

concluded that these can be reproduced accurately with one-dimensional models, i.e., 

without lateral variations. This implies that the lateral variations that we found are concen­

trated in the upper few kilometers of the crust for which the body-waves are not very 

sensitive. When we calculate dispersion curves for different crustal models (fig. 3), it is 
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Figure 7. Comparison of data and synthetic seismograms. Seismogram ( a) was calculated using an FK-code 

(Saikia, pers. comm.), (b) was calculated with fundamental mode summation, similar to the one used for the 

inversion, ( c) is identical to ( b) except that the phase velocities have been corrected using the regionalized 

phase velocity model, and (d) is the actual data, recorded at station PAS. All the synthetics were calculated 

using the mechanism determined with our inversion procedure and all seismograms have been band-pass 

filtered between 10 and 100 sec. The solid vertical lines indicate the group velocity window which is used in 

the inversion, the dashed line illustrates the phase line-up. 

also clear that the upper five kilometers have a large effect on the phase velocities (fig. 4) 

in the period range from 10 to 30 seconds. 

Synthetic tests 

We have also carried out synthetic tests in which we calculated full waveforms using a F-K 

code (Saikia, pers. comm.) and inverted these waveforms with our moment tensor 

inversion. The results indicate that the influence of higher mode, i.e. body-wave, contami­

nation on our results is negligible. This is also apparent from visual comparison of the full 

waveform synthetics and those calculated with fundamental modes only (fig. 7), if they are 

low-pass filtered at ten seconds. We think that multipathing of the fundamental mode 
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Depth= 17 .0 km Depth= 18.0 km Depth= 19.0 km Depth= 20.0 km 

Figure Ba. An example of the variation of the moment tensor solution with depth. The earthquake is an 

aftershock to the 1992 Landers earthquake. 
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results. 

Figure 8d. Variation of the moment with depth. 
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surface waves due to lateral heterogeneity is a larger source of error than the existence of 

higher modes. Because the synthetic seismograms were calculated using a 1-dimensional 

model whereas our inversion compensates for lateral variations, we actually included some 

noise in these tests in the form of phase errors. Nevertheless, the resulting solutions were 

always very close to the mechanisms for which the synthetics had been calculated, with 

differences in strike and dip on the order of 5 degrees and differences in depth on the order 

of 1 to 2 kilometers. The best test results were obtained for events deeper than 5 kilometers. 

Depth determination 

The inversion result depends on depth (fig. 8) and using an incorrect depth can give rise to 

a large non-double couple component in the moment tensor, but it can also result in a 

different mechanism. This can be seen from the shape of the excitation functions for differ­

ent depth (fig. 2). The extrema and zero-crossings of the excitation functions for different 

periods occur at different depths. Therefore, if the inversion is carried out at the wrong 

depth, the resulting mechanism may be very different. Since the depths obtained from the 

local networks are usually not well constrained, especially immediately after the 

earthquake, it is necessary to determine the depth as well. Because of the rapidity of the 

inversion, we can solve this problem by inverting for a whole range of depths, typically 

between 1 and 20 kilometers with one kilometer intervals, and choosing the depth where 

the variance is minimal. This depth often coincides with a minimum in the non-double 

couple component. Our depth determinations are consistent with those obtained by other 

methods based on wave-form inversion or first-motion data, except for events shallower 

than 5 kilometers. The differences for shallow events are probably the result of several 

factors: the first-motion solutions are unreliable for shallow events; the uppermost crust 

has the strongest lateral variation, so that our eigenfunctions may not be appropriate; and 

for shallow events the eigenfunctions in the period range that we use are not very sensitive 

to depth. It is difficult to give an error margin for the depth determination because the 
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Figure 9. Moment tensor solution for an aftershock to the Landers earthquake ( same as fig. 8 ). In the lower 

panel, the azimuthal variation of the source spectrum (around 20 sec.) corresponding to this solution is 

plotted together with the observed values (dots). 



------------------15---------------
width of the minimum varies from event to event, but usually the minimum in variance is 

well constrained within 2 kilometers. 

Performance and results 

We have used this inversion program since the spring of 1992 on a routine basis and have 

also studied some events recorded during the early deployment of TERRAscope. These 

events include the 1991 Sierra Madre earthquake, the 1992 Coso swarm, the 1992 Joshua 

Tree and Landers-Big Bear sequences, amounting to well over 160 events ranging in mag­

nitude from 3.2 to 6.5 (Appendix A). An example of an inversion result for a Landers 

aftershock is given in figure 9. Figure 10 shows some representative moment tensor 

solutions with the best fitting double-couple and the first motion picks from the SCSN as 

comparison. Our results are very consistent with the first-motion mechanisms and are quite 

sensitive to subtle changes in the mechanism, e.g. Sierra Madre aftershocks, Coso swarm. 

We have noticed that the solution is quite robust for errors in location of up to 10 

kilometers, which is the error level for the locations from the real-time system of the 

SCSN. The time to obtain a solution, on the order of a minute, is a fraction of the time 

needed for data acquisition, so the next logical step for speeding up this process will be 

installation of continuous data transmission from the stations to the central site at the 

Caltech Seismo Lab. 

The correction for lateral inhomogeneity of the crust works very well in most cases, but the 

amplitudes at SBC are persistently higher than predicted by our moment tensor solutions. 

This is almost certainly due to strong rtmltipathing and scattering in this area since the 

wavetrains tend to have long codas. For this reason we usually omit SBC from the 

inversion until we have solved this problem, either by including some empirical correction 

or by using more sophisticated raytracing methods which take into account lateral velocity 
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a - Coso 02/19/92 1 b - Coso 02/19/92 2 c - Coso 02/21/92 
Mw= 4.0 MW= 3.6 Mw= 3.5 

d - Coso 02/22/92 e - Coso 03/16/92 f - Coso 03/17/92 
MW= 3.5 Mw= 3.5 MW= 3.7 

g - S. Madre 06/28/91 h - S. Madre 06/28/91 2 i - S. Madre 06/28/91 3 
MW= 5.6 Mw= 4.2 MW= 3.7 

j - S. Madre 07/06/91 k- San Fernando 07/05/91 I - Wrightwood 04/15/92 
Mw= 3.7 Mw= 3.7 Mw= 3.3 

Figure 10. A comparison of our moment tensor solutions and first motion data from the Southern California 

Seismic Network. (a-f) Caso swarm (Feb. March 1992), (g-k) Sierra Madre sequence, (l) Wrightwood. 
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Sierra Madre earthquake - 91/06/28 

Strike Dip Slip Moment Depth 

DH 235. 50. 74. 2.5 12. 

Wald 243. 49. 82. 2.8 11. 

HarvardCMT 223. 58. 58. 3.6 15. 

This study 253. 52. 89. 3.3 11. 

Table 2. Comparison of results for the Sierra Madre earthquake. DH - Dreger and Helmberger, 1992, Wald 

- Wald, 1992, Harvard - Dziewonski et al., 1992. Depth in kilometers, moment in lri24 dyne.cm. 

Joshua Tree earthquake- 92/04/23 

Strike Dip Slip Moment Depth 

Dreger 263. 73. 2. 1.43 11. 

Harvard CMT 81. 87. -1. 3.6 15. 

This study 83. 78. 6. 1.95 10. 

Table 3. Comparison of results for the April 1992 Joshua Tree earthquake. Dreger - Dreger (pers. comm.), 

Harvard - Dziewonski et al., 1993. Moment in lri25 dyne.cm. 

Big Bear earthquake - 92/06/28 

Strike Dip Slip Moment Depth 

JHH 321. 86. 200. 5.3 3-8 

HarvardCMT 48. 88. 2. 6.78 15. 

This study 46. 81. 7. 4.52 12. 

Table 4. Comparison of results for the June 1992 Big Bear earthquake. JH - Jones and Hough, 1995, 

Harvard - Dziewonski et al., 1993. Moment in lri25dyne.cm. 

variations. 

The number of stations needed to obtain a reliable solution depends on many factors like 

azimuthal coverage, mechanism, noise level and accuracy of the velocity model. In many 

cases we found that two stations can actually give good results, provided we can use both 

Love and Rayleigh waves. An example is the Coso swarm, for which we often had data 

from GSC and ISA only. The solutions, plotted in fig lO(a-f), vary from event to event. 
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This variation is obvious in the solutions obtained from the first motion data. This demon­

strates that even with only two stations we can resolve the difference in the mechanisms 

shown in fig. lO(a-f). 

In table 2 we compare the results of our work with body-waveform inversions on the Sierra 

Madre earthquake by Dreger and Helmberger (1991) and Wald (1992), as well as the Har­

vard CMT solution. Our mechanism is very similar to theirs; our moment, 3.3 x 1024 

dyne.cm, is somewhat larger but comparable to their solutions. Likewise, our results for the 

Joshua Tree and Big Bear earthquakes are very similar to those of other studies (tables 3 

and 4). The difference in moment between the various authors can be attributed to the use 

of different crustal models, different depth and different frequency range of the data used 

for the inversion. The solutions for the Sierra Madre mainshock and some of the 

aftershocks are plotted in figure lO(g-k). A comparison of these solutions with the first 

motion data again demonstrates that we can resolve subtle changes in mechanism. 

The smallest event we could analyze was the Wrightwood event (fig 10(1)) which had a 

local magnitude of 3.2. This event was favorably located in the middle of TERRAscope 

with both good azimuthal coverage and short distances. For more general locations within 
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the TERRAscope network the magnitude of the smallest event we can analyze is about 3 .4, 

and with the increasing number of stations we expect that an Mw of 3.4 will be our lower 

limit for routine processing. 

An upper limit to the size is primarily set by the dimensions of the rupture since we are 

using a point source approximation. We could not obtain a satisfactory solution for the 

Landers (Mw = 7.3) earthquake because of strong directivity and large source dimensions. 

However, the Joshua Tree (Mw = 6.1) and the Big Bear earthquakes (Mw = 6.4) were still 

within the capability of our method. 

The Joshua Tree and Landers sequences (Kanamori et al., 1992, Hauksson et al., 1993) 

provided a wealth of data for testing our method. The focal mechanisms we determined are 

plotted in figures 11 and 12 for selected regions. The aftershocks have a wide range of 

mechanisms. Many of them are very different from the mainshock mechanism. In fact, 

some of the larger aftershocks to the Landers and Big Bear earthquakes are purely dip-slip. 

Due to the data-retrieval system at the time, most of these solutions were obtained within 

half an hour after the events occurred, which means that we did run up a small backlog of 

events in the very early stages of the aftershock sequence but not thereafter. 

Although a good azimuthal station coverage is desirable, we are not restricted to events that 

are within the TERRAscope area. We have included several outlying events like the San 

Simeon (Central California), San Miguel (Baja California), Little Skull Mountain 

(Nevada), Alum Rock (near San Jose) and Parkfield earthquakes. Because of the larger 

distances the influence of lateral inhomogeneity is more severe, especially at shorter 

periods. Hence we generally choose longer periods (up to 60 seconds) for these events. The 

resulting source mechanisms for these events are consistent with other studies (Dreger and 

Helmberger, 1993 (San Miguel), Walter, 1993 (Little Skull Mountain), Ritsema, pers. 

comm. (Parkfield), and Pasyanos, pers. comm. (Alum Rock)). 

Another advantage of our method is that we now obtain reliable estimates of seismic 
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moments on a routine basis for events down to magnitude 3.4. Comparison of these values 

with estimates of seismic energy and with the local magnitudes provides a basis for scaling 

relations for earthquakes in Southern California. In fig. 13 we compare the seismic 

moments with the local magnitudes determined with SCSN short-period data. The 

dominant frequency in the ML determinations is 1 Hz, whereas our seismic moments are 

estimated at periods longer than 10 seconds. The relationship between log Mo and ML is 

linear over the whole range from ML =3 to 6.5. The best fit is ML= (log(Mo) -16.1)/1.5, 

which is the relation found by Thatcher and Hanks (1973). The scatter is less for 

earthquakes in the 6-10 km depth range than for other depth ranges. This may be the result 

of higher-mode contamination and lateral heterogeneity. 

Kanamori et al. (1993) found a linear relationship between log Es (Es: released energy) and 

ML with a slope of 1.96. This and the slope of 1.5 of the log Mo versus ML relationship 

suggests Es/Mo~ M/3 on the average. 

Conclusion 

Short-period surface waves can be used for routine moment-tensor determinations of local 

earthquakes with magnitude greater than 3.2. In combination with the real-time location 

provided by the SCSN this method can be automated for real-time mechanism and moment 

determinations. Since this inversion does not require any manual processing, except 

perhaps for eliminating noisy records in the case of smaller events, it is very straightforward 

to automate this process and include it in the routine automatic analysis performed at the 

SCSN. The system can be refined further by allowing for finite rupture and by including a 

grid search technique to determine better locations in case the RTP location is not accurate 

enough. Our results confirm the results obtained by Thatcher and Hanks (1972) on the 

relationship between Mo and ML. 
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Chapter 2: 

Lateral variation of surface wave velocities in Southern 

California 

Abstract 

We applied tomographic techniques to phase residuals of short period surface waves 

recorded by TERRAscope. Our results indicate that the phase velocities of Love and 

Rayleigh waves show strong lateral variations, up to 10%, even over a relatively small area 

like Southern California. 

Introduction 

We present preliminary results of a tomographic study of Southern California using short­

period fundamental mode Love and Rayleigh waves. At longer periods, these waves have 

been successfully used to study global structure (e.g. Zhang & Tanimoto, 1993) as well as 

more regional structure. Thanks to the increasing density oflocal broad-band networks like 

TERRAscope, we are now able to apply this method on an even smaller scale, and we will 

show that lateral variations can be studied using short period surface waves. 

A reference model for lateral variations of phase velocities can be very useful for seismic 

source studies using surface waves (Thio & Kanamori, 1995), because it provides better 

corrections to the phase spectra, but it also gives us better constraints on lateral variations 

in S wave velocities, which have not been studied as extensive as the P wave velocities. 
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Method 

We computed source spectra for all station-receiver pairs (fig. 1) using the results from our 

moment tensor inversions (Thio & Kanamori, 1995) and subtracted these from the 

observed phases, which have been corrected for a simple one-dimensional velocity 

model.These phase differences (~cp) were then translated into travel-time residuals (~t) 

using: 

where Tis the period. In a strictly 2-dimensional approximation these residuals can be 

represented as a summation of travel time residuals along elements of the ray-path. If we 

divide the map of our region in blocks with different phase velocities, then: 

N 

.d.tj = L .d.PiSij 
i=l 

with ~Pi slowness (inverse phase velocity) perturbations in block i and sij the length of the 

segment of path j in block i. N is the total number of blocks. This linear set of equations can 

then be solved as a standard least-squares problem: 

Ax= b 

where A is a matrix with the segment-lengths Sij as elements, x a vector containing the 

slowness perturbations and b the travel-time residuals. To prevent unrealistic amplitude 

fluctuations, we added damping and smoothing elements to the matrix A. 

The errors in the travel-time residuals can have a large effect on the errors in the slowness 
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Figure 1. Map of Southern California 

showing the set of ray paths used in 

this study. 

perturbations, because they are inversely proportional to the pathlength. We therefore 

experimented with distance-based weighting and also distance cutoffs. We found that 

using a weighting function of the form: 

where A is the wavelength at that period and ~ the distance, gave good results. 

Data 

We used data recorded by TERRAscope from local earthquakes in the magnitude range of 

4 to 6. In this range there is sufficient excitation of surface waves in our period range so 

that we have good signal to noise ratios but the events are small enough that we don't have 

to account for finite source duration and dimension. We selected events so that we had a 

maximum but also balanced path coverage (fig. 1). To ensure sufficient path coverage, we 

did not include all TERRAscope stations, but limited ourselves to those which led to a 
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Figure 2. Histograms of the travel-time residuals for Rayleigh waves at a period of 12.80 
sec. a (left) - before inversion, b (right) - after inversion. 

homogenous path coverage, with many intersecting paths. In total we had more than 350 

source-receiver pairs, but this number was reduced by applying some selection criteria; we 

eliminated paths which were within half a wavelength for that particular period, since the 

surface waves are not well developed in that range and since we use a cosine approximation 

to the Legendre polynomials which are required in the normal mode representation. 

We experimented with various blocksizes, but in order to gain a maximum resolution we 

used a blockmodel with a blocksize of .25° by .25°. The travel-time residuals, plotted in 

fig. 2 and 3 follow in most cases a Gaussian distribution. As a starting model, we chose a 

standard model for Southern California. This model gives a reasonable fit to both the Love 

and Rayleigh wave dispersion measurements, although the Rayleigh wave seems a little 

biased with respect to this model. Using a different model, with lower velocities at the top 

gave a better fit to the Rayleigh waves but a worse fit to the Love waves. This may be a 

result of seismic anisotropy (Polet & Kanamori, 1995), where the SH velocities are system­

atically higher than the SV velocities. It could also be produced by lateral heterogeneity 

(Keilis-Borok, 1989) or a multilayered velocity model with rapidly changing velocities. 

However, the latter may be physically unrealistic. If the baseline of the residuals is shifted 

toward one side, then it is possible that some of the more outlying measurements will be 

folded around to the other end of the spectrum, i.e. residuals that are strongly positive may 
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Figure 3. Histograms of travel-time residuals of Love waves at a period of 12.80 sec. a (right) - before 

inversion, b (left) - after inversion. 

become negative, but after visual inspection of all histograms we believe that this is not a 

serious problem. Surface waves are sensitive to topography. We calculated partial 

derivatives for the phase velocity in relation to the topography but found that the 

topography of Southern California does not have a significant effect on the phase 

velocities, except, possibly, on the shortest periods for the Love waves. 

Results and conclusion 

We present the complete set of maps of lateral phase velocity variations in appendix B and 

some examples in figure 4. It is clear that at shorter periods very significant variations of 

up to 10% exist. One of the clearest features is that there is a systematic difference between 

the northwestern and southeastern parts of the region. Especially in the Love waves, it is 

clear that the phase velocities tend to be higher in the south and east. This pattern persists 

to longer periods, and it may be an indication of a decrease in crustal thickness toward the 

south. Also, part of the Transverse ranges show a distinct low velocity anomaly at interme­

diate periods, especially in the Rayleigh waves. The occurrence of strong lateral variations 

in the western part of the region is consistent with the complex waveforms that are 
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Figure 4. Examples of lateral phase velocity variations for Rayleigh and Love waves in Southern California. 

a (top) - at a period of 14.63 sec, b (bottom) at 25.60 sec. Contour scales are the same for all panels. Notice 

the decrease in amplitude of the variations at longer periods. 
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observed at station SBC (Thio and Kanamori, 1995). 

The spatial dimensions of the anomalies are quite small, especially relative to the 

wavelength of the surface waves. However, because the pattern of these variations does not 

seem to change with larger block sizes, we believe that these anomalies are real, and that 

these surface waves can yield valuable information on the seismic structure of the crust of 

Southern California. 
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Chapter 3: 

Source complexity of the January 1994 Northridge 

earthquake and its relation with aftershock mechanisms 

Abstract 

We determined the source process of the 1994 Northridge earthquake in relation to the 

aftershock mechanisms. To study the source complexity of the mainshock, we inverted the 

P and SH waveforms recorded by the IRIS and IDA/IRIS networks, using the method of 

Kikuchi and Kanamori (1991) in which the rupture is represented by a series of discrete 

subevents with varying mechanisms. The waveforms show that the rupture consisted of 

several subevents with about 2 sec in between. Our solution consists of three subevents 

with essentially the same mechanism, viz. strike/dip/rake: 130°/42°/116°. The first 

subevent occurred at a depth of about 19 km, followed after 2 sec by the second and largest 

subevent at a depth of 17 km and the third subevent, again 2 sec after the second, at a depth 

of about 13 km. The total moment from the body-waves of this sequence is about l. lx1026 

dyne.cm (Mw=6.6) with a source duration of 7 sec. 

The large depths of these subevents explain the lack of any surface rupture. Furthermore, 

the upward propagation of the subevents is consistent with the depth of the hypocenter and 

the distribution of the aftershocks, which are shallower and more northerly than the 

mainshock hypocenter. 

The aftershocks were analyzed using data from the TERRAscope network. We inverted 

short-period surface waves to determine the moment tensor for 70 events with Mw > 3.5. 

The aftershocks can be grouped into three regions based on the mechanisms; the eastern 

part of the aftershock zone, where we find thrust events with mechanisms very similar to 

the main event, a central area with predominantly strike-slip events and an area to the west 
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where we find oblique thrust events but with more northerly P-axes than in the eastern 

region. This distribution suggests that the fault system on which the Northridge earthquake 

occurred is segmented, and that the extent of the Northridge rupture is controlled by a 

change in geometry of the fault. We find a high stress-drop (270 bar) for the mainshock; 

we propose that the changes in the fault geometry prevented a slip-pulse from propagating, 

thereby causing a high ratio of slip to rupture length . 

Introduction 

The Northridge earthquake (Mw=6.7) is the largest earthquake to have occurred in the Los 

Angeles metropolitan area in this century. The epicenter (lat/Ion: 34.21/-118.55) was locat­

ed in the San Fernando Valley, southwest of the 1971 San Fernando earthquake (fig. 1). 

Due to its location, the earthquake caused a considerable amount of casualties and damage 

in the Santa Clarita Valley, the San Fernando Valley and the northern Los Angeles Basin 

(Scientists of the USGS and SCEC, 1994). The aftershocks span an area of about 20 x 30 

km2 (Hauksson et al., 1995), with the largest concentration in the northeast of the 

mainshock hypocenter. In cross-section, the mainshock location and the aftershock 

distribution suggest that the rupture propagated upward on a south-dipping fault-plane. 

The mechanism, a thrust, is similar to that of the San Fernando earthquake, but the south 

dipping rupture plane stands in contrast to the north-dipping fault plane of the San Fernan­

do earthquake (Whitcomb et al., 1973). 

The fault on which the Northridge earthquake occurred is part of a larger system of faults 

in the Transverse Ranges. This fault system is under NNW compression (Norris & Webb, 

1990). The compressive stress environment is associated with the big bend of the San 

Andreas fault, the main boundary between the North American and Pacific plates (fig 1). 

Since 1971 there have been numerous earthquakes along the Transverse ranges, notably 



-----------------35---------------

37 

36 

Cl) 
35 'O 

.2 
'E 
-' 

34 

.. 
33 SNCC 

32 

-121 -120 

~~RPV ·, 

' 
-119 -118 

Longitude 

-117 -116 -115 

• Stations 

~ Northridge 
wm area 

• Epicenter 

Figure 1. Map of Southern California including the TERRAscope stations used in this study. The hatched 
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'- the 1971 San Fernando earthquake (Mw=6.6), but more recently the 1990 Upland 

earthquake (Mw=5.5, Dreger & Helmberger, 1991a), the 1991 Sierra Madre (Mw=5.8, 

Dreger & Helmberger, 1991b) and the 1989 Pasadena (ML=4.9, Kanamori et al., 1990) 

earthquakes. The San Fernando earthquake occurred just northeast of the N orthridge earth­

quake, with some overlap of the two aftershock zones (Mori et al., 1994). Rupture during 

the San Fernando earthquake reached the surface and produced surface breaks at several 

locations. The aftershock distribution shows a distinct pattern with the western edge of the 

aftershock zone having a sharp linear distribution of aftershocks in NE-SW direction. In 

this area the mechanisms are predominantly strike-slip with the strike aligned to the orien­

tation of the edge. This led Whitcomb et al. (1973) to the conclusion that the fault-plane is 

offset along the western lineament and that this may have limited the western extent of the 

San Fernando rupture. 

In this paper we determined the spatial extent and the complexity of the mainshock rupture 
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using teleseismic body-waves and the mechanisms of the larger aftershocks using TERRA­

scope data. We will show that there is a connection between the aftershock mechanisms 

and the main shock rupture area, and will suggest that the extent of the rupture is 

influenced by complexities of the fault plane, which are reflected in the aftershock 

mechanisms. 

Data and method 

In the first part of this study we used body-wave (P and SH) data, from the IRIS and 

IDA/IRIS networks (fig. 2), with epicentral distances between 30 and 90 degrees. All the 

data were deconvolved to displacement through a very wide passband (.0033 to 4 Hz). The 

waveform is relatively simple. The simplicity of teleseismic waveforms is often character-

Figure 2. Distribution of stations used 

in the teleseismic inversion. The 

projection is centered on Northridge. 

The distance to the outer rim is 90°. 

istic of dip-slip earthquakes, for which P waves to teleseismic stations leave the source in 

the direction close to the radiation maximum, resulting in clean waveforms (fig. 3). 

However, figure 3 shows some evidence for source complexity. We can distinguish at least 

three episodes of energy release in the P-waves approximately 2 seconds apart, the second 
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Figure 3. A P-wave form recorded at station NNA in Chile. Arrivals from 

distinct episodes of energy release are indicated with the arrows. The 

numbers correspond to the subevents used in this study. 

Table 1. Velocity model used to compute teleseismic body waves. 

his the layer thickness (km), ex, ~ are P and S wave velocities 

respectively (km/s) and pis the density (g/cm3). 

episode being the largest. In order to determine the spatial and temporal distribution of the 

energy release we used the method of Kikuchi and Kanamori (1991) where the P and SH 

waveforms are inverted to determine the subevent distribution, allowing the mechanisms 

of the individual subevents to vary. This is accomplished by computing synthetic wave 

forms from the fundamental Green's functions at all stations and choosing the mechanism 

(including location and timing) with the largest correlation coefficient. 

In the second part of our study, we determined the source mechanisms of the aftershocks 

using the data from the TERRAscope network. We determined the complex spectrum, 

usually over a period range of 10 to 40 seconds, of the vertical and tangential components 

(Thio and Kanamori, 1995a), and applied propagation corrections to the spectrum to obtain 

the source-spectrum. This source spectrum is inverted for the moment-tensor elements. We 

determine the depth of these events by performing inversions for different depths and 

choosing the depth which gives the best fit. 
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Figure 4. Source time function (top) of the 

Northridge earthquake from the first 

inversion. The bottom panel shows the 

individual source mechanisms of the 

subevents. 

We computed Green's functions using a layered model of Southern California obtained by 

Magistrale et al. ( 1991 ). It consists of a slow sedimentary layer on top of the crustal model 

which is widely used in seismic studies in Southern California (table 1). 

To determine the overall mechanism we first inverted the seismograms using a long (8 

sec.) time function and only one subevent. This yielded an event with a strike of about 

130°, dip of 40°, rake of 115° and a depth of 17 km. On the basis of these results, as well 

as information provided by the Southern California Seismic Network (SCSN), we set up a 

grid network on a plane with a dip of 45° and a strike of 130°. The gridpoints are distribut­

ed at depths between 10 and 20 km. 

We subsequently carried out the inversion with a series of subevents (up to 4) with 

individual time functions ranging in width from 2 to 4 sec. Using two subevents could not 

explain all the details in the P-waveforms, whereas four subevents resulted in an unstable 

solution. The best result was obtained with three subevents (figs. 4 and 5, table 2). The 

mechanisms of the subevent were not fixed or constrained, but determined by the 

inversion. Thus, the similarity of the subevents means that the mechanism did not change 

during rupture. In fact, the differences between the first and second subevent are 
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Figure 5. Data (top) and synthetic seismograms from the first inversion (bottom). 

insignificant. The depths of the subevents can be well resolved with depth phases (pP and 

sP). They indicate that the rupture was primarily updip, starting at a depth of about 19 km 

with the largest energy release at 17 km and the last subevent around 14 km. Our inversion 

suggests that the width (in the horizontal direction) of the rupture zone is narrow, on the 

order of 3 km, but the minimum resolution of the horizontal location of the subevents in 

our inversion is on the order of 10 km. Hence, this means that the horizontal extent of the 

rupture did not exceed 10 km, which is consistent with the aftershock distribution of the 

first 11 hours. 

The above results were obtained using simple triangular time-functions. To explore the 

degree of complexity of the rupture, we carried out a second inversion where we fixed the 

mechanism and location of each of the three subevents, but allowed the time function to 
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have a more complex shape than a single triangle. This was done by representing each 

subevent with several narrow triangular time functions (Kikuchi & Kanamori, 1991). To 

evaluate the significance of the mechanism change, we inverted the data for two cases, one 

with a different mechanism for each subevent, and the other with the same mechanism for 

all subevents. The results of the inversion with variable mechanisms and with a single 

mechanism were only marginally different and we conclude that no significant change of 

mechanism occurred during the rupture. Therefore, we used a single mechanism in the 

subsequent analysis. 

The resulting time function is plotted in figure 6. This is of course smoother than that 

shown in figure 4, but the three pulses remain distinct. The seismic moment obtained by 

the second inversion is 1.1 x1026 dyne.cm, which is slightly smaller than the moment 

derived from long-period (300-150 sec.) surface waves, viz 1.5 x1026 dyne.cm, or regional 

short-period surface waves, 1.6 x 1026 dyne.cm (see below), but similar to results by 

Dreger (1994, Mo=l.2x 1026 dyne.cm) and Wald & Heaton (1994, Mo=l.2x 1026 dyne.cm), 

which are based on local and regional body-waves. The radiated energy can be computed 

from our results using the method of Kikuchi and Fukao (1988) and we obtain a value of 

.53x1022 erg. 

Looking at our rupture model in cross section (fig. 8) we see that the aftershock density 

along the fault-plane becomes much higher above our rupture zone. This is a frequently 

observed phenomenon in aftershock sequences and suggests that tectonic stresses are 

relieved on the actual rupture plane, but increase outside the ruptured areas (Mendoza & 
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Figure 7. Data (top traces) and synthetic seismograms calculated for the second nwdel (bottom traces). 
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Figure 8. Cross section through the Northridge aftershock zane, perpendicular to the strike of the fault. The 

ellipses show the location and approximate extent of the subevents which resulted from our inversion. 
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Hartzell, 1988). If we assume that the rupture extended 10 kilometers in the updip direction 

as well as laterally, we can estimate the slip on the fault plane using MrFµSD, whereµ 

(rigidity)= 3.5x1011dyne/cm2
, S (fault surface)= 100 km2 and D is the displacement. For 

the average slip we obtain 3 m, which is large for an earthquake of this size; this indicates 

a relatively high stress-drop. If we compute the stress-drop using a circular crack-model, 

we obtain an estimate of 270 bar. This is similar to the stress-drops observed on other 

earthquakes along the Transverse Ranges like the Sierra Madre (460 bar, Dreger & 

Helmberger, 1992), Whittier Narrows (750 bar, Bent & Helmberger, 1989), Upland (265 

bar, Dreger and Helmberger, 1991) and Pasadena (200 bar, Kanamori et al., 1990) 

earthquakes. 

Aftershocks 

The Northridge earthquake occurred in the middle of the TERRAscope network so that we 

have an abundance of high quality very broad-band data. This enabled us to make a 

systematic study of the source mechanisms of the aftershocks using short-period surface 

waves. The method of Thio and Kanamori (1995a) is used for this analysis. We present 

solutions for most aftershocks with Mw>3.5, with the exception of events which followed 

within the first couple of hours after the mainshock, including the largest aftershock which 

occurred a few minutes after the main event. The records for these events could not be used 

because of interference with the mainshock. 

Since the source dimension of the main shock is relatively large compared to the epicentral 

distances to the TERRAscope stations, the point source approximation made in our method 

may not be justified. However, by using some of the more distant stations, we were able to 

determine the mechanism with sufficient accuracy (fig. 9). The moment of 1.6 x 1026 

dyne.cm is larger than that from the body-waves but this may be due to the longer periods 

involved or to errors arising from the use of the point-source approximation. The best 
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results were obtained with a half-duration of 5 seconds, which is comparable with the 

body-wave results. The depth however was 11 kilometers, which is substantially shallower 

than the depth found from the SCSN and our body-wave solution. We think that this is also 

caused by our point-source approximation. 

Our inversion method is more suitable for the analysis of smaller events, and the results for 

the aftershocks are much more reliable than that for the mainshock. The results are given 

in appendix A, and plotted in figure 10. The mechanisms of the aftershocks are 

predominantly thrust, similar to the mainshock mechanism. There are, however, some 

larger strike-slip aftershocks; in general the strike-slip mechanisms seem to be concentrat­

ed near the center of the aftershock area. East of this zone we find thrust mechanisms 

similar to the mainshock, whereas to the west we find thrust mechanisms which are more 

oblique than in the eastern zone with more northerly oriented P-axes. 

We also compared the Mw!ML ratios for the aftershock sequence to see whether there is any 
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Figure JO. Aftershock mechanisms determined using short-period surface waves. 

trend with respect to the locations in the aftershock region, which might indicate differenc­

es in stress-drop. However, as can be judged from figure 11 there is no evidence for that 

from these ratios alone. 

Discussion 

Our results for the mainshock rupture are consistent with the results obtained by Wald & 

Heaton (1994), Dreger (1994), which favor slip occurring at large depths. Our teleseismic 

inversion results, as well as the results of Wald & Heaton (1994), show no evidence of 

mechanism changes during rupture, suggesting that the rupture plane is simple in 

geometry. This is in contrast to the San Fernando earthquake for which Langston (1978) 

and Heaton (1982) found evidence for a change in dip angle. Further evidence for simplic­

ity of the rupture plane comes from the observation that the aftershocks in the rupture area 

are very similar in mechanism to the mainshock. 
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Outside the immediate rupture plane however, the fault geometry seems to become more 

complicated. Mori et al. ( 1994) concluded that the upper continuation of the rupture plane 

is cut off by the rupture plane of the San Fernando earthquake which broke to the surface. 

To the west, our aftershock mechanisms suggest that the fault geometry changes, ultimate­

ly resulting in a zone of more east-west striking fault planes separated from the main shock 

area by a zone with more strike-slip or oblique mechanisms. 

We suggest that this change in mechanism is a manifestation of structural complexity that 

limited the extension of the Northridge rupture. Thio and Kanamori (1995b) observed for 

several large strike-slip earthquakes that complexity of the structure has a significant influ­

ence on the rupture process itself, causing complex rupture time-histories or changes in 

mechanism. This may also explain the high stress drop of this earthquake. The stress drop 

of the Northridge earthquake, 270 bars, is high, but, as discussed previously, high stress 

drops are commonly found for earthquakes in the Transverse Ranges and also for the 1992 

Landers earthquake. High stress drop earthquakes are usually associated with relatively 

long recurrence times of earthquakes, as suggested by Kanamori and Allen ( 1986) and 

Scholz et al. (1986). One possible mechanism is that the faults in the Transverse Ranges 

with low slip rates have not developed into a single throughgoing fault. Faults do not 

evolve as a single propagating crack, but rather as a system of smaller cracks that progres-
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sively grows into a single fault (Scholz, 1989). An example of this is the development of 

en-echelon faults that are observed in the early stages of strike-slip faults ( e.g. Mandi, 

1988). Discontinuities in faulting may inhibit propagation of a rupture front, thereby limit­

ing the extent of the rupture zone. This mechanism, combined with a slip-pulse (Heaton, 

1990) causes high stress drop events. In the slip pulse model (Heaton, 1990), the slip 

during rupture occurs in a narrow band and propagates on a fault plane. In general, slip 

pulses with large displacements tend to propagate over a large distance, which gives rise to 

the relationship between slip and fault length. However, if the slip is stopped early by 

irregularities of fault geometry, the ratio of slip to rupture becomes large, resulting in a 

high stress drop event. 
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Chapter 4: 

Source complexity of large strike-slip earthquakes: the 

1990 Rudbar (Iran), Luzon (Philippines) and 1992 Land­

ers (California) earthquakes. 

Abstract 

We studied the complexity of the 1990 Rudbar (Iran), Luzon (Philippines) and 1992 Land­

ers (Southern California) earthquakes. All three earthquakes were large strike-slip events 

that broke the surface. Our results show that there is a good correlation between the source 

complexity and the observed surface rupture. We conclude that the geometrical complexity 

of the fault systems contributed to the source complexity, and that the rupture was 

interrupted because of the occurrence of stronger patches at the step-overs between rupture 

segments. Since the geometrical complexity is strongly related to the stage of development 

of a fault system, it is expected that ruptures will become more uniform as fault activity 

progresses over geologic time. This is demonstrated by the fact that the Luzon earthquake 

was much smoother than the other two events. The static and dynamic stress drops are high 

but they are very similar in size and some cases the dynamic stress exceeds the static stress 

drop. These observations can be explained by a partial stress drop model which is also 

consistent with observations of high dislocation velocities during the Luzon earthquake, 

and gives an explanation for the high static stress drops observed for earthquakes with long 

repeat times. In these earthquakes, slip pulses are more likely to be stopped early because 

the faults are stronger due to the effect of healing between major earthquakes. This leads to 

a high ratio of dislocation versus rupture length, which means that the static stress drop is 

higher. 
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Introduction 

Recent studies of the rupture processes of earthquakes have revealed a wide variety of 

complexity associated with these events. Some earthquakes show evidence of changes of 

mechanism during the rupture and complicated source time-functions (e.g. 1988 Armenia 

earthquake (Ms=6.8), Kikuchi et al., 1993; 1989 Ungava earthquake (Ms=6.3), Bent, 

1994), whereas others, even large events, have smooth time-histories and have a single 

mechanism throughout the rupture process (e.g. 1992 Nicaragua earthquake (Ms=7.0, 

Mw=7.6), Kikuchi & Kanamori, 1993; 1989 Maquarie Ridge earthquake (Ms=8.2), 

Tichelaar & Ruff, 1990). In recent numerical studies on the dynamics of earthquake 

rupture (Carlson & Langer, 1989; Cochard & Madariaga, 1994) it has been shown that 

small heterogeneities in the stress field on a fault can cause source complexity. However, 

others have attributed source complexity to geometrical discontinuities of the faults ( e.g. Li 

et al., 1994; Ben-Zion & Rice, 1995). With this paper we hope to contribute to this discus­

sion by studying the source complexity of several large strike-slip earthquakes. By 

comparing the source complexity with the surface rupture we show how the fault geometry 

influences the rupture complexity. We also computed the radiated energy and estimated the 

dynamic stress drop and static stress drop for the individual rupture segments, as well as 

the earthquakes as a whole. 

We present results of source inversions for three large earthquakes, the 1990 Manj il-Rudbar 

(Iran, Ms=7.6) and Luzon (Philippines, Ms=7.8) earthquakes and the 1992 Landers (South­

ern California, Ms=7.6) earthquake (fig. 1). We used teleseismic body waves (P and SH) to 

study the complexity of the source. This complexity consists of changes in mechanism 

during rupture, the irregularity of the source-time functions and an uneven distribution of 

seismic moment release along the rupture plane. 

All three earthquakes in this study are on-land strike-slip events and caused large surface 

ruptures which have been mapped in some detail. This enables us to compare the deforma­

tion on the surface with processes which occurred at depth and gives us a more complete 
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image of the rupture process which may help us anticipate the character of future 

earthquakes based on observations in the field and tectonic setting. It also allows us to 

determine static stress drops for individual rupture segments, which we can then compare 

to dynamic stress drops which are derived from the rupture model. These earthquakes are 

comparable, among others, with events like the 1976 Guatemala earthquake (Ms=7.5), the 

1978 Tangshan earthquake (Ms=7.8) and the 1906 San Francisco earthquake (Mw=7.7) and 

we will discuss our results with respect to these and other large strike-slip earthquakes. 

The method we used for the inversion is described by Kikuchi and Kanamori (1991) and 

we shall give a very concise outline of the method below. We also studied several 

aftershocks of these events, both to determine their relation with the main event and to gain 

some insight in the influence of source-receiver path structure on the waveforms. The 

latter proved to be especially important in the case of the Luzon earthquake. 

Method 

We model the earthquake rupture as a sequence of subevents. The inversion method that 

we use determines the timing, location and mechanism for these subevents which are 

located on a grid. The geometry of the grids used in this study is based on the observed 

surface rupture. For each different depth separate Green's functions are generated. The dip 
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and strike and possible curvature of the grid are based on some a priori knowledge about 

the event, i.e. surface observations or long period moment-tensor inversions. The actual 

inversion is an iterative process which seeks a maximum in the correlation between the 

observed records and the Green's functions over a certain time window. This determines 

the location and focal mechanism for this subevent and subsequently its synthetic 

waveform is subtracted from the data. We constrained the subevents to be pure 

double-couples. This process is repeated several times, resulting in one subevent per 

iteration. The time functions used in this inversion are constrained to be triangular with a 

certain width. In a second step, however, the solutions obtained earlier are kept fixed and 

we invert the data for their individual time functions. 

In general, source-time functions are dependent on the azimuth and distance of the observ­

ing station and the rupture. Only for point-sources are all source-time functions equal. In 

our case, where the rupture is represented as a series of point-sources, the final source-time 

function is a simple addition of the individual source-time function of the different 

point-sources (subevents) without any correction for the location of the subevents. This 

implies that our final source-time functions are as they would appear at a station with an 

azimuth perpendicular to the strike of the fault and at a distance of 90°, i.e. at a station 

which has equal distances to all subevents. 

Data processing 

The dataset we used in this study consists of P and SH waveforms recorded at teleseismic 

(30° to 100°) distances by very broad band seismometers (fig. 2). In this distance range the 

effect of propagation is relatively easy to remove. The records were deconvolved to 

displacement and the P and S wave portions were extracted in windows of about 200 sec at 

2 samples per second, for the main events. For the aftershocks we chose denser sampling 

rates down to 10 samples per second and shorter time windows. We only used the SH 
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Rudbar earthquake 

Luzon earthquake 

.,PPT 

Figure 2a. Azimuthal distribu­

tion of the stations used in the 

inversion for the Rudbar 

earthquake. The plot is 

centered on the epicenter, and 

the distance of the outer rim is 

90°. 

Figure 2b. Same as 2afor the 

Luzan earthquake. 
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Landers earthquake 

Figure 2c. Same as figure 2a 

for the Landers earthquake. 

component of the S wave because the SV is very often contaminated by S to P conversions 

near the station. In some cases, where the SH component was small compared to the SV, 

the SH wave also seemed to be contaminated and those records were not used. The travel­

time for the P and S arrivals were calculated using the iasp91 tables (Kennett and Engdahl, 

1991) for an epicenter located on the fault as determined from surface observations and 

closest to the epicenter given by the NEIC. The records were lined up initially according to 

these arrival times but subsequently small corrections were made to account for the lateral 

heterogeneity of the earth's structure. 

The 1990 Rudbar earthquake 

This earthquake occurred on June 20, 1990 and was one of the most devastating in recent 

times with a death toll of about 40,000. It struck in a densely populated area of Western 
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37" 37• Figure 3. Map of northwestern Iran 

with the mapped earthquake rupture 

and the location of the larger 

aftershocks, taken from the NEIC 

catalog. The mechanism of the 

mains hock and that of the largest after-
36° 36° 

48° 49· so· shock are also plotted. 

Iran in the Alborz mountains near the city of Rudbar (fig. 3), destroying the cities of Manjil 

and Rudbar. Strong motion instruments installed in this region within a distance of 100 km 

registered peak accelerations of over 20% g and one of the stations which was located a 

few km from the fault trace registered up to 65% of g. A surface rupture has been mapped 

over a length of about 80 km (Berberian et al., 1991) and it consists of three main segments, 

called the Baldor, Kabateh and Zard-Goli segments, which are arranged in a left-lateral 

en-echelon, or Riedel, pattern. The lateral offset along the fault as well as the length of the 

segments increases towards the eastern end of the fault where it amounts to 60 cm. 

Iran is believed to be part of a wide zone of deformation between the converging Eurasian 

and Arabian plates (Jackson & McKenzie, 1988). The deformation is concentrated in three 

EW trending zones; the Zagros mountains to the south of this area, the Alborz mountains 

where this event occurred and a more northerly zone under the Caspian Sea. The faults in 

the present area are primarily thrust faults (Berberian et al., 1991) although a major 

earthquake to the south, the B uyin Zahra event of 1962 had a significant left-lateral compo­

nent (Ambraseys, 1963). Based on tectonic models for the area (Jackson & McKenzie, 
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Figure 5. Source-time function for the Rudbar earthquake. The 

numbers correspond to the numbers of the subevents in figure 4 and 

in the text. 

1988) the slip rate along strike-slip faults is very low, since their orientation is nearly 

perpendicular to the slip vector. This suggests that the repeat time for earthquakes like the 

Rudbar event are very long. There are no historical records for large earthquakes in this 

area and the only indication for a large earthquake comes from archeological excavations 

(Ambraseys and Melville, 1982) which date back to 1000 BC. This is consistent with the 

fact that this fault had not been recognized in the field prior to this earthquake (Berberian 

t d depth duration moment strike dip slip 

1 0 0 12.5 6 8.9 281 74 2 

2 7 15 15 8 15.9 297 71 7 

3 13.5 45 10 8 48.9 295 81 1 

4 22 60 7.5 12 28.2 131 81 -4 

Table 1. Source parameters for the Rudbar earthquake. The numbers in the first column correspond to the 

numbers in figure 4a and 5. t - start time of subevent, A - distance along strike (km). All times in seconds, 

distance and depth in kilometers and moment in J(Y6 dyne.cm .. 

et al., 1991). 

Inversion results 

Based upon inversion results from long-period surface waves we constrained the subevents 

along a fault segment with a strike of 110° and a vertical fault plane. We used eight nodes 

with a separation of 15 km. The depth of the subevents was constrained initially between 5 
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Figure 6. Data (top traces) and synthetic seismogramsfor the rupture model of the Rudbar earthquake. The 

seismograms are scaled per station and component. 

and 25 km with a separation of 5 km but on the basis of these earlier inversion runs, we 

constrained the depths between 7 .5 and 17 .5 km. The only constraint on the mechanism of 

the subevents was a double couple constraint. 

In order to get an optimal fit of the waveforms we needed at least four subevents. The 

distribution of the subevents is given in fig. 4, with the sequence numbers of the subevents 

corresponding to those in table 1. The rupture propagates to the south east, and the largest 

energy release occurs at the end of the rupture, along the easternmost segment. This agrees 

with the observation that the surface slip and segment length were the largest along the 

easternmost fault segment. The source-time function (fig. 5) is very irregular, which 
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Date Time Lat. Long. Depth Strike Dip Slip Moment 

M 90/06/20 21 :00:09.9 36.96 49.41 10 299 84 2 95.7 

1 90/06/21 09:02:14.6 36.64 49.80 7.5 195 31 93 .21 

Table 2. Overall source parameters for the Rudbar mainshock and the largest aftershock. Moment in Ja25 

dyne.cm. 

indicates that the rupture was not very smooth, but instead may have stopped or slowed 

down and accelerated during the earthquake process. This irregular rupture is clearly 

visible in the waveforms (fig. 6). There are small differences in strike for the various 

subevents. We have tried to fit the observed waveforms by using subevents with identical 

source parameters but this did not give a satisfactory fit. We therefore conclude that there 

are subtle changes in mechanism during the rupture. The correspondence between the sur­

face complexity and the rupture complexity suggests that the Riedel pattern on the surface 

does extend to seismogenic depths. Finally, the total moment derived from the body-waves 

amounts to .95 x 1027 dyne.cm, which gives Mw = 7.3. This is slightly smaller than the 

CMT solution (Mo= l. lx 1027 dyne.cm). The Harvard solution has a considerable 

non-double component but we find no evidence for this. These results are similar to those 

obtained by Campos et al. (1994). 

We also studied the largest aftershock which occurred the next day and had a magnitude of 

Ms= 5.3. The waveforms for this event are very simple, consisting of a single arrival with 

hardly any secondary arrivals later in the records. We inverted this event as a single point 

source initially and it resulted in a pure thrust mechanism along a NS strike (fig. 3). 

The 1990 Luzon earthquake 

The Philippines fault is a major strike-slip fault running over the whole NS length of the 

Philippines from the southern island of Mindanao to northern Luzon. Definitive evidence 

for left-lateral movement along the fault was obtained after the 1973 Ragay Gulf 

earthquake, which had a magnitude of 7 .3 and a surface offset of 3.2 meters (Allen, 1975). 



------------------61---------------

121. 
17• 

16° 

Dingalan Bay 

122· 
17• 

16" 

-----11111111·4-·ri· 15• 
122· 

Figure 7. Map of Central Luwn 

showing the mapped surface 

rupture (Nakata et al., 1990) 

and the mechanisms for the 

mainshock and the aftershocks 

referred to in the text. The num­

bers refer to figure 8 and table 

3. The italicized names are the 

names of the fault segments 

On the island of Luzon the fault splices into different branches and it is not clear which 

branch, if any, is dominant. This event occurred on the easternmost branch, called the 

Digdig fault (Nakata et al., 1977; Ringenbach et al., 1991), which has been mapped all the 

way up to the northern tip of Luzon, through the Central Cordillera, and might even contin­

ue offshore. Historical reports indicate that this area had been struck by a large earthquake 

in 1627 (Repetti, 1946). These reports specifically mention the Caraballos Mountains, 

which straddle the Philippines fault and it therefore seems likely that this event took place 

on the same fault and is not related to the trench systems to the west or east. Slip rates along 

the northern branch of the Philippines fault are not available, but based on plate reconstruc­

tion the convergence rates between the Philippines plate and the Eurasian plate is estimated 

to be 8 cm/yr (Seno et al., 1993). This movement is partitioned between the trench systems 

on the eastern (East Luzon trough) and western (Manila trench) sides of the island and the 
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Philippines fault. It is impossible to determine this partition quantitatively, but given the 

fact that the orientation of the Philippines fault is close to the slip vector it seems 

reasonable that the slip rate along the Philippines fault amounts to several centimeters per 

year (Ringenbach et al., 1992). This is consistent with a repeat time of around three 

hundred years based on the historical records. 

This earthquake struck the northern island of Luzon on July 16, 1991. Its mechanism from 

CMT inversion is left-lateral strike-slip along a NNW-SSE trend. A large surface rupture 

(fig. 7) with similar sense of shear was mapped by a number of different investigators 

(Abe, 1990, USGS 1990, Ringenbach et al., 1991, Nakata et al., 1990) over a length of at 

least 120 km, along the Philippines fault, with a maximum displacement of 6 m. The 

present break coincides with a preexisting fault trace (Nakata et al., 1977, 1990) and in 

general deformation was confined to a narrow zone of several meters around the fault trace. 

Most authors have divided the present break into two segments, the northern Digdig 

segment, of about 60 km length and the southern Gabaldon segment, measuring 50 km in 

length. These segments are separated by a stretch of about 15-20 km, where very little or 

no offset was measured. The average offset amounts to 2-3 m along the southern segment 

and 5-6 m along the northern segment. The epicenter of the earthquake is located in the 

middle of the southern segment. From the southern end near Dingalan Bay to its northern 

end near the village of Kayapan the strike of the surface rupture changes from NW-SE to 

NNW-ESE. There have been reports of local surface breaks not related to the main rupture 

zone, but there is no evidence for major rupturing along other strands of the Philippines 

fault system. 

Data 

We studied both the main event and five of its aftershocks, and some of the teleseismic 

records are plotted in figure 8 for comparison. The first, fourth and fifth aftershocks as well 

as the main shock show very complex waveforms with long period ringing lasting well 
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seismograms for the luzan 
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in the text and in figure 7. 

Figure 8b. Same as fig. 8a 

for station ARU. 
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Date Time Lat. Long. Depth Strike Dip Slip Moment 

M 90/07/16 07:26:34.6 15.679 121.171 12.5 321 87 7 261. 

1 90/07/17 18:06:35.3 16.43 120.84 9.0 311 89 -2 .74 

2 90/07/17 21:14:43.8 16.50 120.98 10.0 227 35 104 2.52 

3 90/07/18 08:00:12.8 16.51 121.01 12.5 214 37 75 .12 

4 90/07/20 15:11:17.8 16.39 120.94 10.0 336 79 2 .18 

5 90/07/21 07:23:35.8 16.40 120.92 11.0 346 76 9 .20 

Table 3. Source parameters for the Luzan mainshock and aftershocks. Moment in HJ5 dyne.cm. 

over 60 seconds. The other two aftershocks show relatively clean P waves with some ring­

ing but with much lower amplitudes than the initial arrivals. We generally expect the 

waveforms of events with magnitudes below 6.5 to be fairly simple because of the short 

source duration and source dimensions. The observed complexity for some of the 

Philippines aftershocks therefore needs some special attention because if it is not caused by 

the source then it must be due to complexity of the earth's structure near the source and 
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subevents in figure 4b and table 4b. 

along the path between the hypocenter and the stations. This has profound consequences 

on the interpretation of waveform complexity in the main shock records in terms of source 

processes. 

To understand the very different character of these records we inverted them for source 

parameters using a single subevent, thereby effectively assuming that the initial arrival is 

relatively uncontaminated by noise. The mechanisms are plotted in fig 7 (see also table 3) 

and if we compare these mechanisms with the waveforms in figure 8, it is clear that the 

simple records are produced by thrust events, whereas the complex waveforms are related 

to strike-slip events. It is unlikely that these small strike-slip events have complex sources, 

especially since the ringing later in the records correlate between different events at the 

same stations. This effect has been observed before (e.g. Hwang and Kanamori, 1992) and 

can be explained by the fact that for teleseismic distances the P waves take off near a node 

in the case for a strike-slip earthquake, in contrast to the case of dip-slip events where the 

take off angle is near a maximum in radiation. Therefore, the direct P wave is relatively 

small relative to secondary arrivals which are produces by rays taking off at angles with a 

stronger radiation. Therefore a strike-slip mechanism has larger potential for multiple 

reflected or trapped waves in the source region than a thrust event and this may be an 

explanation for the difference in waveform complexity. The longer period ringing arriving 

as late as a minute or more into the records suggests that waves are trapped near the source, 

possible in the sedimentary basins on the island of Luzon or in the trenches which border 

the island on both the eastern as well as the western side. However, a determination of the 
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t ~ depth duration moment strike dip slip 

1 0.0 0 5.0 4 6.7 330 74 16 

2 4.0 30 12.5 8.5 97.9 310 90 14 

3 9.0 70 12.5 8.5 178 327 87 2 

Table 4. Source parameters for the subevents of the Luzon mainshock. Units as in table 1. 

local structure to model the waveforms falls outside the scope of this paper. 

In conclusion, it appears that much of the later arrivals and the ringing in the main-shock 

records are caused by structural complexity of the source region and not by 

source-complexity. This casts doubt on interpretations of the data in which the later wave­

form complexity originates at the source (Thio et al., 1990; Yoshida and Abe, 1992). 

Inversion 

We choose a curved fault trace, in accordance with the mapped rupture, and the depth 

interval we used was between 2.5 and 17 .5 km. In the light of the discussion in the last 

section we have limited the inversion to the first thirty seconds of the records, so that we 

avoid most of the long period ringing. Nevertheless, it is unavoidable that some of the 

propagation effects will be included in the inversion. 

A close look at the records (fig. 9) reveals that the rupture started with a small subevent and 

was followed after 5 sec by the main energy release. Because the initial event is much 

smaller than the main energy release, we initially inverted these subevents separately. For 

the main energy release we found two distinct periods of energy release (fig. 10), the first 

one starting 4 sec after the beginning of the rupture and the second and largest 9 sec after 

the beginning (table 4). The mechanisms for these large subevents are rotated by 17° 

relative to one another, consistent with the changing strike of the surface rupture. 

The initial event was located between the large subevents (fig. 4), which indicates a bilater­

al rupture. The mechanism is more oblique than the large subevents but this may be poorly 
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Figure 13. Source-time function of the Landers earthquake. Subevent 

numbers relate to those in figure 4c and table 5. 

constrained because of the influence of the large subevents on the inversion for the initial 

rupture. The total rupture length from our body-wave inversion is 80 km with a total dura­

tion of 20 sec. 

The 1992 Landers earthquake 

This event occurred in the Eastern California Shear zone north of the San Andreas fault. It 

broke the surface along different fault strands over a length of 85 km with a maximum 

displacement of 6 meters (Sieh et al., 1993) (fig. 11). The main segments are the Johnson 

Valley segment to the south, the Homestead Valley fault in the middle and the Camprock­

Emerson faults to the north. This displacement pattern agrees with the displacement pattern 

deduced from TERRAscope broad-band data by Kanamori et al. (1992) as well as radar 

interferometric images of the regional displacement field (Massenet et al., 1993). Because 

of the abundance in seismic instrumentation in Southern California this event has been 

studied intensively using various methods and data (Wald & Heaton, 1993; Kanamori et 

al., 1992; Cohee & Beroza, 1993). Our results corroborate both the field investigations as 

well as the local seismic studies and vindicates the use of teleseismic data to study the 

complexity of these events. 

Tectonic setting 

The Eastern California Shear Zone (ECSZ) is a wide zone of deformation between the 

southern segment of the San Andreas fault and the Owens Valley. It is thought that this 
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t ~ depth duration moment strike dip slip 

1 0 0 5.0 8.4 16.2 93 90 7 

2 9.4 15 5.0 5.6 30.6 162 86 -180 

3 14.4 30 5.0 8.4 38.4 328 86 -179 

Table 5. Source parameters of the Landers subevents. Units similar as table 1. 

Date Time Lat. Long. Depth Strike Dip Slip Moment 

M 92/06/28 11:57:34.1 34.20 -116.44 7.3 339 88 -179 79.8 

Table 6. Overall source parameters for the Landers mainshock. 

zone accommodates part, around 15%, of the relative plate-motion between the North 

American and Pacific plates. Nur et al. (1993) argue that the Landers rupture is part of a 

newly developing set of faults which represent the emergence of a young throughgoing 

fault replacing older faults which have rotated to unfavourable orientations for the overall 

stress field. Sauber et al. (1994) concluded on the basis of geodetic observations that slip 

rates along the ECSZ are approximately 12 mm/yr. This yields a very long recurrence 

interval for Landers-type earthquakes, viz. 3500-5000 yr. 

Inversion 

A first inspection of the teleseismic waveforms (fig. 12) suggests that this event was 

complex. The P-waves clearly show several pulses of moment release over a time-period 

of about 30 sec. The P-wave recorded at station KIP shows that this station was close to 

nodal for the early part of the rupture but not for the later part. This means that the mecha­

nisms has changed during the rupture. Our first inversion results support this observation. 

Our best results were obtained with a rupture consisting of three subevents, with varying 

mechanisms, and a rupture propagation from the southern end of the surface rupture, 

corresponding to the hypocenter, to the north. The source-time function (fig. 13) reflects 

the different pulses and shows that the rupture is complex although not as irregular as the 

Rudbar event. The subevents are plotted in figure 4c (table 5), and we clearly see that the 
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mechanisms follow the changing orientations of the surface rupture. Total moment for this 

earthquake amounts to 8.0 x 1026 dyne.cm, which is slightly smaller than the moment 

determined with long-period surface waves which is l. lx1027 dyne.cm. 

Stress-drop 

When we calculate the stress-drop for an earthquake, we have to distinguish between 

dynamic stress-drop, ~O'ct and the static stress drop, ~cr. The static stress-drop is defined as 

the difference between the stress on the fault before and after an earthquake and can be 

calculated for a strike-slip event from the moment and source dimensions using the 

relation: 

We can define a dynamic stress drop from the moment and the radiated seismic energy: 

In simple earthquake models, where the frictional stress (crr) is equal to the final stress (cr1) 

and where the energy needed to create crack surfaces is negligible, the dynamic stress drop 

is equal to the static stress drop. In more general cases, where the final and frictional 

stresses are not equal and the fracture energy is not negligible we have: 

where Wis the total work done during an earthquake, 
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Figure 14. Energy vs. moment for the mainshocks, 

individual segments and aftershocks for the earth­

quakes described in this study. The straight lines 

represent values of constant dynamic stress drop. 

H is the heat produced due to friction on the fault, 

and Ee the energy needed to create new crack surfaces. We can write this energy as 

where we define ~crc as an apparent stress needed for the formation of new crack surfaces. 

Now, we can write the relationship between the static and dynamic stress drops as: 

with 
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Segment Mo L w ER i10'd ilcr ilcrJilcr 

Baklor .90 11.0 12.5 .69 46.1 33.3 1.38 

Kabateh 6.50 30.0 15.0 8.64 79.8 61.3 1.30 

Zard-Goli 2.80 36.0 7.5 .94 20.2 88.0 0.23 

total 9.57 80.0 12.5 9.73 61.2 49.7 1.23 

Table 7. Energy and stress drops for the Rudbar earthquake. 

Segment Mo L w ER Llm ilcr ilcrJilcr 

Gabaldon 1.04 48.0 12.5 1.06 61.1 88.3 0.69 

Digdig 1.78 57.0 12.5 6.42 216.4 127.2 1.70 

total 2.71 115.0 12.5 7.34 162.6 96.0 0.59 

Table 8. Energy and stress drops for the Luzan earthquake. 

Segment Mo L w ER Llm ilcr ilcrJilcr 

Johnson Valley 1.60 30.0 7.5 1.59 59.6 60.4 0.99 

Homestead Valley 3.10 25.0 7.5 7.25 140.3 140.3 1.00 

Camp rock-Emerson 3.80 35.0 7.5 2.81 44.4 122.9 0.36 

total 8.39 80.0 7.5 11.12 79.2 118.7 0.67 

Table 9. Energy and stress drops for the Landers earthquake. 

Both the dynamic and static stress drops are usually in the range of 1-100 bars (Kanamori, 

1994). Large static stress-drops are often associated with earthquakes with long repeat 

times (Kanamori & Allen, 1986). To compute the static stress drop we determined the 

source dimensions from the observed surface rupture and the depths from the subevents. 

The energy Es, needed to calculate the dynamic stress drop, is determined from the source 

time function by integrating the velocity squared field over a sphere around the rupture: 

271' 71' 00 

Es = j j r 2 
sin 1J j (pau& + p/3u~) dtd1Jd¢ 

0 0 0 
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(Kikuchi and Fukao, 1988) where ua,~are the P and S wave velocity fields which include 

the radiation patterns, the spatial extent and time history of the rupture. We computed the 

energy, dynamic stress and static stress drops for the different rupture segments as well as 

for the events as a whole (table 7, 8, 9). In order to make a comparison of the two, we had 

to assign one or two subevents to each rupture segment for all three earthquakes. Although 

in some cases this may seem a little arbitrary, the correspondence between the subevents 

and rupture segments is generally good, and even if we misassigned one subevent it 

wouldn't influence our conclusions significantly. 

The static stress drops range between 33 to 140 bars, which is consistent with results for 

intra-plate earthquakes. These numbers should be regarded with some caution since the 

fault dimensions, especially the width of the fault may be underestimated. The dynamic 

stress drops (fig. 14) are on the same order, although in individual cases they do differ 

significantly from the static stress drops. In some cases the dynamic stress drop exceeds the 

static stress drop. In case of a bilateral rupture it is difficult to separate the time functions 

and if there actually were a larger overlap than suggested in our inversion the energy 

estimate would decrease, but not by more than a factor of two. On the other hand, our static 

stress drop estimates may also be on the low side if we have underestimated the fault width. 

It is safe to say that the dynamic stress drop is not significantly lower than the static stress 

drop, and that in some cases it exceeds the static stress drop. From equation 4 it is clear that 

the dynamic stress drop can only exceed the static stress drop if the frictional stress is lower 

than the final stress state, a situation usually referred to as partial stress drop. This type of 

behaviour is predicted by rupture models of Brune (1970) and Heaton (1990) among 

others. 

A high dynamic stress drop indicates that the resistance to sliding is relatively low so that 

sliding velocities are high. We can estimate the dislocation velocities using Brune's (1970) 

approximation: 
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Figure 15. Relation between moment, rupture 

length and repeat time (t) for earthquakes 

worldwide. Adapted from Kanamori and Allen 

(1986). 

For the Luzon earthquake the displacement velocity is then on the order of 1-2 m/sec. 

Y omogida & Nakata ( 1994) determined slip velocities from numerous eyewitness reports 

and found values in the range of 2.5 to 44 m/sec. Our results therefore are comparable with 

their lower bounds. It may be that locally the stress drops were much larger than what we 

determined for the whole fault segment. Also, given the very short observation time ( < 2 

sec) and the state of mind of most eyewitnesses during a major earthquake, values estimat­

ed from eyewitness reports are very uncertain. 

Kanamori and Allen ( 1986) found that stress drop is related to the repeat time of 

earthquakes. This may reflect the healing process after an earthquake has occurred that 

increases the fault strength over time. Especially the Landers and Rudbar events would fall 

in this category. In figure 15 we plotted our results on top of theirs; our events plot in the 

region of intermediate repeat times. 

Discussion and conclusion 

The earthquakes that we studied occurred in very different tectonic regimes. The Rudbar 
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earthquake broke through a very poorly developed or non-existing fault-zone, the Landers 

earthquake occurred in a pre-existing fault zone with low slip rates and the Luzon 

earthquake happened on a well-developed and relatively simple fault system with high slip 

rates. For all three earthquakes, the complexity that we inferred from our inversions match­

es the complexity observed on the surface rupture. Both the size of the subevents and the 

mechanisms are consistent with the displacement along the fault segments and the orienta­

tion of these segments. From our observations we therefore conclude that fault 

segmentation can interrupt the rupture process and cause source complexity. It is very 

likely that it acts as a limiting factor for the extent of the total rupture as well. We believe 

that the interruption occurs because the energy needed to crack new surfaces is locally too 

high for the rupture to continue. In the case of pre-existing fault strands this may be caused 

by a stepover to the next segment. 

In some numerical models of rupture processes the complexity arises from small heteroge­

neities in the stress-field on a fault surface (Cochard & Madariaga, 1994). The complex 

rupture then leaves a heterogeneous stress-field behind, so that later ruptures are complex 

as well. In contrast to this dynamically regenerated complexity, in our case the complexity 

seems to be caused by the fault geometry, which may be influenced by factors not related 

to the rupture dynamics itself and which evolves with continuing deformation. Faults do 

not grow as a single expanding crack. Instead, they tend to grow as en-echelon systems 

(Cloos, 1928; Scholz, 1989; Naylor et al., 1986) which evolve into a single throughgoing 

crack with progressive deformation. In this simple scheme of fault development, the 

Rudbar earthquake corresponds to a fault in its very initial stages. The Landers rupture, 

although it had been mapped previous to the earthquake and shows evidence for prehistoric 

slip, is made up of different fault strands, separated by stepovers. Li et al. ( 1994) argue that 

these step-overs have acted as barriers, causing a slowdown in the rupture propagation. 

Wald and Heaton (1994) also observed that the rupture decelerated near the stepovers. The 

Philippines fault on the other hand is a well developed fault, comparable to the Alpine fault 



------------------76---------------
in New Zealand and the San Andreas fault in California. It has a high slip rate, a very 

simple surface trace and was recognized as a major fault prior to this earthquake (Allen, 

1975). Given the good correlation between the rupture complexity and the complexity of 

the fault system we conclude that the geometrical complexity is the main factor influencing 

source complexity. As a fault system evolves over time into a simpler geometry we expect 

the individual earthquakes on the fault to become simpler as well. It is possible that when 

fault systems have evolved the source complexity becomes dominated by the source 

dynamics. 

The static stress drops for the earthquakes in this study were all high, which is characteris­

tic of intra-plate earthquakes or earthquakes with long repeat times. This means that the 

amount of slip is relatively large with respect to the length and width of the fault. The 

dynamic stress drops are similar to the static stress drops. This may simply mean that very 

little energy is lost to the creation of new crack surfaces, i.e. Llcrc=O, and that the final stress 

is equal to the frictional stress so that Llcru=O. However, the fact that the ruptures are so 

complex, and the good correlation between the subevents and the fault segments suggests 

that the creation of new crack surfaces maye have played a role in the faulting process. In 

that case, LlO"c is not negligible so that, in order for the dynamic and static stress drops to 

be similar, Llcru must be non-zero (and positive). This means that the frictional stress is 

lower than the final stress. 

As mentioned earlier, the displacement velocities during the Luzon earthquake are on the 

order of 2 m/sec.Thus, that at any point the actual rupture process was over within a few 

seconds, much shorter than the total rupture time which is on the order of tens of seconds. 

This is consistent with the slip-pulse model (Heaton, 1990) in which the slip occurs in a 

narrow band which propagates along the fault surface. At any point the slip occurs in a very 

short timespan, much shorter than the overall rupture duration and the slip can cease while 

the rupture front is still propagating. Therefore, the healing of this slip-pulse is independent 

from the distance that the rupture front travels. In this model larger slip pulses are more 
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difficult to arrest, so that larger displacements give rise to longer rupture lengths. However, 

if a slip pulse is stopped earlier, for instance because of geometrical irregularities on the 

fault, then the ratio between displacement and fault length becomes larger, since the 

rupture length is shorter than in the case where the pulse could have continued to 

propagate.This means that the static stress drop becomes larger and explains why 

earthquakes with long repeat times, which are more likely to arrest the propagation of a slip 

pulse because of geometric complexities, have high static stress drops. 
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Chapter 5: 

A short note on earthquake energy 

Abstract 

The relationship between seismic moment and radiated energy for earthquakes in Southern 

California is non-linear. This is contrary to what is expected for earthquakes which are 

dynamically similar. The non-linearity can be explained by a moment dependence of the 

specific fracture energy, which is inherent in barrier type rupture models, but it can also be 

a result of more complex frictional behaviour during rupture, which occurs in rupture 

models with partial stress-drop. 

Introduction 

In studies of the seismic source it is now common practice to determine its size with the 

seismic moment (Mo), which is a measure of the difference in physical state of the medium 

before and after an earthquake has occurred. This is evident from the definition for the 

seismic moment: 

Mo= µSD (1) 

Both the surface area of the fault S and the average dislocation D are static variables. On 

the other hand the radiated energy of an earthquake is a dynamic quantity that depends on 

processes during the rupture, like the behaviour of the frictional stress and the velocity with 

which the crack-tip propagates. Over the years, several studies have been made on the 

relation between radiated energy, magnitude and moment of earthquakes (e.g. Thatcher & 

Hanks, 1973; Kikuchi & Fukao, 1988; Singh & Ordaz, 1994). The relation between 
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moment and energy has so far been regarded as linear, with deviations from linearity 

presumably caused by differences in stress drop that, among others, reflects the tectonic 

environment. The scatter among different studies is quite large. For example, estimates for 

the radiated energy of the 1985 Michoacan earthquake (Kikuchi & Fukao, 1988; Ruff & 

Miller, 1994; Singh & Ordaz, 1994) differ by more than an order of magnitude. These 

differences may be caused by different methods being used (e.g. local or teleseismic meth­

ods) or limited bandwidth of the data. Recently, with the introduction of very broad band 

instrumentation both worldwide and in dense local arrays the methods for determining 

these quantities have improved considerably. Kanamori et al. (1993) determined the 

energy for local Southern California earthquakes and found a very good correlation 

between local magnitude (ML) and energy. They also present moment and energy estimates 

for a few selected Southern Californian events. Thio and Kanamori (1995a) developed a 

method to determine moments for local earthquakes on a routine basis for earthquakes in 

Southern California. Furthermore, Thio and Kanamori ( 1995b, 1995c) determined moment 

and energy for the 1992 Landers and 1994 Northridge earthquakes. In this paper we present 

a compilation of the above results for earthquakes in Southern California, so that we can 

reduce the scatter due to different environments, but still have a large magnitude range over 

which we can observe the relation between energy and moment. We will show that this 

relation is not linear, but that the energy over moment ratio increases with increasing size 

of the earthquakes. 

Theory 

If we define the initial stress as cr0 and the final stress as cr1, then the total work done during 

an earthquake is: 

(2) 
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where S is the rupture area and D average displacement. Part of this energy is released as 

heat, H, that is generated due to friction on the fault: 

(3) 

where crr is the frictional stress. Energy is also lost due to the creation of new crack 

surfaces. To facilitate the discussion we introduce an apparent stress, the crack stress 

(~crc), which is related to the crack energy, Ee, by: 

Ee= D.c,eDS 

The remaining energy, ER, is radiated as seismic waves, 

If we define the static stress drop, ~cr=cro-cr1and ~cru=cr1-crr, we can write the 

energy-moment ratio as: 

(4) 

(5) 

(6) 

In a smooth rupture model, where the specific crack energy, Ge, is constant over the entire 

fault area, the crack energy (Ec=GeS) is dependent on the fault surface which scales as L2 

whereas the other energy forms scale as L3
. Thus, the crack energy becomes negligible for 

large earthquakes. This is also clear if we write the crack formation stress as a function of 

the specific crack energy: 

Ge 
b.c,e =-=­

D 
(7) 
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Fig.I. Moment vs radiated energy for earthquakes in Southern California. The thick line is the best fit with a 

slope of 1.2. 

Data 

Kanamori et al. ( 1993) determined the radiated energy for earthquakes in Southern Califor­

nia and found a very good correlation between local magnitude (ML) and the radiated 

energy: 

log ER = 1. 96ML + 9. 05 (8) 

This relationship is valid for events up to magnitude 6 at least. Thio and Kanamori (1995a) 

determined seismic moments for earthquakes in the same region using surface waves, and 

found that the data satisfy the relation between magnitude and moment: 

log M0 = 1. 5ML + 16. 0 (9) 
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which has been established in earlier works (e.g. Thatcher and Hanks, 1973). Combining 

these two equations, we find that the energy/moment ratio is not constant but depends on 

the size of the earthquake: 

ER ul/3 
- CX 1V10 

Mo 

(10) 

In figure 1 we plot the moment vs. energy for Southern California earthquakes. Most 

moments were determined by Thio and Kanamori ( 1995a) and the energies were 

determined from ML using equation 8. For some of the larger events (Northridge, Landers) 

the moments were determined from teleseismic body waves using the method of Kikuchi 

and Kanamori (1993) and the energies were determined from the rupture models for these 

earthquakes using the method of Kikuchi and Fukao (1988) (Thio and Kanamori, 1995b,c). 

Other local energy estimates are directly taken from Kanamori et al. (1993). For events for 

which we had both teleseismic as well as local energy determinations (Northridge, 

Landers) we find a very good agreement. For this whole dataset we find: 

(11) 

which is different from equation 3, but it is clear from fig. 1 that ERocMo does not provide 

a fit to the data. 

Discussion 

If we compare our results with those from other studies it is evident that there are systemat­

ic differences between them. Boatwright et al. (1991), and also Fletcher and Boatwright 

(1991), determined energy and moment for aftershocks of the Loma Prieta earthquake. 

Their results show an energy moment ratio which is proportional to Mo 113
, which is similar 
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Fig. 2. Moment vs. energy for Mexican events, taken from Ordaz & Singh ( 1994 ). The solid line is the fit to 

the data with slope 0.9. 

to our results. However, all the energies are systematically higher than our results by an 

order of magnitude. This may reflect a difference in seismic structure. Singh and Ordaz 

(1994) determined energy and moment for a number of Mexican subduction zone 

earthquakes. Their results (fig. 2) are consistent with a linear relationship (i.e. constant 

ratio) between moment and energy. Ruff and Miller (1994) found much lower 

energy/moment ratios in their study of Mexican earthquakes using teleseismic data. 

Likewise, in a systematic study of events worldwide, Kikuchi and Fukao ( 1988) found 

ratios which are much smaller than those found in our study. 

It has been suggested (Singh & Ordaz, 1994) that attenuation can cause the non-linear 

relation between moment and energy. However, this effect has been corrected for by Boat­

wright et al., (1991) who studied small earthquakes and should not affect our results 

significantly above magnitude 3.5. Recently, Abercrombie (1995) presented energy and 

moment relations for small (ML<3.5) earthquakes recorded in the Cajon Pass borehole. She 

found a similar relationship between moment and energy as presented here and concluded 



-------------------88----------------

1024 

1022 

,...._ 
!2' 
(I) -....., 

>- 1020 !2' 
(I) 
C: 
w 

.. 

1018 - -+---- c+---.t"---+-i - Ge= 1011erg/cm 

- - ·Gc=109erg/cm2 

...,__,.+----+----+---H • • • • • Ge= 107 erg/cm2 

--Es 
1016 

1020 1022 1024 1026 1028 

Moment (dyne.cm) 
Fig. 3. Crack energies computed for different values for the specific crack energy. The dark line is the 

radiated energy calculated for a complete stress-drop model with negiligible crack energy. All energies are 

calculated with a static stress-drop of 100 bar. 

that even for these small earthquakes attenuation cannot explain the non-linearity. Given 

the scatter in energy and moment observations for datasets which include events from 

different regions, it is difficult to tell whether the energy/moment ratio is dependent on 

earthquake size or not. However, with our observations limited to Southern California for 

which an abundance of high quality data is available, it is clear that there is a size 

dependence on the ratio between energy and moment. 

There are several processes which might lead to a moment dependent ratio and we will 

discuss a few of them here. Assuming that the static stress drop is independent of 

earthquake size, we can identify two terms in equation 6 which can cause the moment 

dependence, viz., the crack formation stress (i.e. the crack energy), and ~O'If. 

Estimates for the specific fracture energy (Ge) range from 103 to 1011 erg/cm2 (Kostrov & 

Das, 1988). The largest values are derived from seismic data on the assumption that rupture 

was arrested by a barrier (Aki, 1979) and represents the fracture energy of the barrier and 
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and the shaded area is the radiated energy. In case I the specific fracture energy is independent of size and 

it is clear that for larger earthquakes the crack energy becomes negilible. In case II the crack stress decreas­

es less rapidly than in case a, which means that the specific crack energy increases with moment. 

therefore may not be representative of the average energy needed to create crack surfaces 

during rupture. Husseini ( 1977) estimated values for the specific fracture energy to be on 

the order of 108 erg/cm2
• Many estimates for Ge are based on determinations of the rupture 

velocity since, in theoretical models, the velocity relates directly to the energy needed in 

the formation of crack surfaces. If the energy is negligible, the rupture velocity varies 

between the shear velocity, where the slip and rupture directions are perpendicular 

(anti-plane), and the Rayleigh wave velocity, where rupture and slip are parallel (plane). 

The rupture velocities decrease as the crack energy increases. However the rupture velocity 

is generally not very accurately determined. In fig. 3 we plot the crack energy vs. moment 

for various values for Ge. It is clear that at some point for the higher estimates of Ge the 

crack energy will exceed the available energy. Another illustration of this effect is in figure 

4a. Here, the stress states of an earthquake are plotted including the contribution of the 
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energy. The total energy is the area enclosed by OABC. In case I, the dynamic stress drop is smaller than 

the static stress drop, in case II both stress drops are equal, and for the largest event, case III, the dynamic 

stress drop is larger than the static stress drop. 

crack energy in the form of L1crc. The surface areas between the various stress curves 

correspond to the different energies, and if Geis constant the energy lost to crack formation 

becomes negligible if DS (and therefore the earthquake moment) increases. Likewise, for 

small earthquakes, L1crc will dominate energy. The decrease of the fracture energy relative 

to the elastic energy leads to a non-linear relationship between moment and radiated 

energy. However, it is not possible to explain the slope of the curve in figure 1 over such a 

magnitude range with a single value for the specific fracture energy. It is possible that the 

specific crack energy increases with moment, if one assumes that ruptures are limited by 

barriers and that large earthquakes must overcome barriers that are strong enough to arrest 

small earthquakes. In that case the average specific fracture energy increases as the size of 

the earthquakes increases. In figure 4b we plotted the situation where L10"c is constant so 

that (following eq.7) Ge increases. 

The frictional stress is very difficult to determine and theoretical estimates are highly 

model-dependent. Kikuchi (1992) concluded that the frictional stress is high and decreases 
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as the total stress decreases during rupture. His conclusion is based on the fact that his 

estimates of the dynamic stress drop are much lower than the static stress-drop. Other 

authors ( e.g. Brune, 1970; Heaton, 1990) have concluded the opposite, viz. that the 

frictional stress is actually lower than the final stress, so that the dynamic stress drop is 

higher than the static stress drop. Their conclusions are based on observation of high 

seismic energy radiation and on short slip durations observed in the field during rupture. 

The frictional stress is not a static variable. In physically realistic models it varies between 

the initial stress at the onset of rupture, to the final stress when the rupture stops. For 

instance, if we assume that the frictional stress drops with a finite slope instead of instanta­

neously, we could actually introduce a size dependence to the average frictional stress. In 

this model (fig 5), when a large earthquake occurs the frictional stress drops below the final 

stress as the dislocation progresses, reaching some minimum value after which it increases 

until the dislocation terminates. If a smaller earthquake were to exhibit the same initial 

frictional stress path, then the average frictional stress would be smaller because the dislo­

cation would have terminated before the frictional stress ever dropped below the final 

stress value. This could even lead to ~cru to be negative for small earthquakes. Such 

behaviour is similar to that proposed by Kikuchi ( 1992) to explain the low dynamic stress 

drops that he observed. Such a decrease of friction with progressive slip could be the result 

of heat generation. Although melting does not seem to occur on a significant scale during 

earthquakes, it is possible that an increase in pore pressure reduces the normal stress and 

thus the friction on a fault. 

Heaton ( 1990) and Madariaga and Cochard ( 1994 ), among others, have proposed slip 

models where the friction depends in a non-linear way on the slip rate. The latter have 

shown that such a friction law in conjunction with asperities can lead to self-healing slip 

pulses. In their model, the stress on the fault drops instantaneously to a minimum value, at 

a maximum slip rate, which is determined by the friction law, after which the slip rate 

decreases and the frictional stress increases until some critical stress (the final stress cr1) is 
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reached at which the rupture stops. Although it hasn't been tested, it is possible that this 

kind of frictional behaviour results in a dynamical non-similarity between different size 

earthquakes, in a similar way as presented in figure 5. 
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Appendix A. 

Moment tensor solution for events during the years 1990 to 1995. Epicentral coordinates, 

origin times and local magnitudes (ML) were supplied by the Southern California Seismic 

Network. An up-to-date list of these solutions is accessible via the World-Wide-Web with 

the following link: "http://www.gps.caltech.edu/terrascope/f erraMech.html". 
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Moment 
Date Time Mw ML Strike Dip Slip Lat. Lon. Dep. 

exp 

12/17/90 17:44:21.2 2.4 21 3.5 -154. 56. II. 34.21 -117.02 

12/18/90 16:56:43.0 I.I 22 4.0 15. 81. 10. 35.37 -118.85 15. 

06/28/91 14:43:54.3 3.3 24 5.6 253. 52. 89. 34.26 -118.00 11. 

06/28/91 15:37:58.8 4.1 21 3.7 27. 58. 29. 34.25 -117.98 20. 

06/28/91 17:00:55.0 2.7 22 4.2 -110. 51. 65. 34.26 -118.00 10. 

06/29/91 17:53:52.0 4.0 21 3.7 -115. 68. -3. 34.91 -116.58 

07/05/91 17:41:57.1 4.8 21 3.7 -47.5 51. IOI. 34.50 -118.55 10. 

07/06/91 22:54:39.0 3.8 21 3.7 -126. 33. 58. 34.24 -118.00 

09/17/91 21:10:29.0 1.9 23 4.8 -60. 60. 125. 35.82 -121.33 4. 

10/12/91 14:39:32.1 I.I 22 4.0 -109. 75. -29. 33.89 -116.16 8. 

10/27/91 20:54:05.8 1.8 21 3.4 -61. 37. 119. 33.67 -116.74 11. 

12/03/91 17:54:37.0 8.4 23 5.2 25. 76. 350. 31.81 -115.81 15. 

12/04/91 07:10:57.0 8.9 21 3.9 -Ill. 89. 3. 33.07 -116.80 

12/04/91 08:17:03.0 4.2 21 3.7 61. 73. 31. 34.18 -117.02 11. 

12/20/91 10:38:29.0 8.9 21 3.9 -124. 60. -14. 35.54 -117.35 7. 

02/19/92 11:19:24.0 7.0 21 3.8 7. 67. 204. 36.03 -117.88 2. 

02/19/92 12:24:39.9 2.6 21 3.5 -179. 88. -152. 36.03 -117.88 4. 

02/22/92 03:32:20.0 1.9 21 3.5 3.86 -173. 74. 178. 36.06 -117.82 5. 

02/21/92 04:17:54.0 2.0 22 3.5 -103. 56. -41. 36.01 -117.90 4. 

03/03/92 08:07:48.4 3.1 21 3.6 3.77 178. 30. 149. 35.77 -118.03 7. 

03/04/92 19:06:27.0 1.6 22 4.1 -99. 50. 56. 32.96 -118.80 

03/05/92 18:24:22.8 3.9 21 3.7 3.83 -107. 38. 82. 35.22 -119.37 23. 

03/17/92 11 :56:35.0 4.6 21 3.7 3.78 74. 89. 347. 36.00 -117.88 5. 

04/10/92 20:13:23.0 4.0 21 3.7 -79. 54. 141. 33.39 -116.31 

04/15/92 19:05:47.2 1.0 21 3.3 3.42 -146. 69. -11. 34.29 -117.57 7. 

04/23/92 02:25:30.1 3.1 22 4.3 4.60 76. 86. 20. 33.94 -116.33 12. 

04/23/92 04:50:22.9 1.9 25 6.1 6.11 83. 78. 6. 33.95 -116.32 10. 

04/23/92 13:35:58.1 1.0 22 3.9 -115. 52. -13. 33.92 -116.32 4. 

04/23/92 18:06:41.9 3.3 21 3.6 87. 85. 7. 33.94 -116.30 13. 

04/23/92 18:20:13.0 4.0 21 3.7 -120. 69. -34. 34.03 -116.33 4. 

04/23/92 18:56:03.0 I.I 22 4.0 4.08 -104. 77. -14. 33.97 -116.29 6. 

04/23/92 22:55:56.9 3.5 21 3.6 3.76 36. 85. 4. 33.99 -116.34 13. 

04/23/92 23:52:40.0 3.5 21 3.6 3.75 -IOI. 75. -28. 33.98 -116.26 4. 

04/24/92 03:29:59.0 2.3 21 3.5 3.53 -111. 65. -30. 34.01 -116.34 4. 

04/25/92 09:34:41.0 5.3 21 3.8 3.68 -110. 78. -22. 33.95 -116.30 7. 
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Moment 

Date Time Mw ML Strike Dip Slip Lat. Lon. Dep. 
exp 

04/26/92 03:07:57.0 1.9 21 3.4 3.68 -147. 56. -50. 34.02 -116.31 15. 

04/26/92 06:26:08.0 4.9 22 4.4 4.23 -114. 50. -21. 33.92 -116.33 4. 

04/26/92 17:21:38.0 2.5 22 4.2 4.28 74. 89. 354. 34.05 -116.34 8. 

04/27/92 03:11 :19.0 2.6 22 4.2 4.17 -134. 62. -51. 33.91 -116.32 4. 

04/28/92 11 :13:20.6 7.9 21 3.9 3.73 -151. 48. -71. 33.92 -116.32 5. 

04/28/92 11 :33:27.0 1.3 22 4.0 3.87 -143. 47. -56. 33.95 -116.30 4. 

04/30/92 01:50:44.0 5.0 21 3.7 3.69 -IOI. 55. -19. 34.02 -116.09 5. 

05/01/92 13:38:42.5 5.2 21 3.7 3.79 -140. 39. -69. 33.92 -116.33 10. 

05/02/92 12:46:42.0 4.4 21 3.7 4.09 70. 89. 330. 33.99 -116.41 5. 

05/02/92 19:10:24.1 2.2 21 3.5 3.40 76. 80. 18. 33.96 -116.31 9. 

05/04/92 01:16:02.4 I.I 22 4.0 3.97 -138. 43. -24. 33.93 -116.36 9. 

05/04/92 16:19:49.9 1.5 23 4.7 4.75 79. 84. 359. 33.92 -116.32 12. 

05/06/92 02:38:43.0 7.4 22 4.5 4.59 -104. 24. -12. 33.92 -116.34 10. 

05/12/92 02:31 :29.0 3.9 22 4.3 4.35 -105. 83. -20. 33.96 -116.28 9. 

05/18/92 00:22:34.0 2.5 21 3.5 3.46 -135. 40. -30. 33.95 -116.36 11. 

05/18/92 15:44:17.8 1.3 23 4.7 4.87 -126. 40. -23. 33.95 -116.35 

05/31/92 10:53:16.0 6.0 20 3.1 -114. 59. 2. 34.59 -116.82 13. 

05/31/92 11:38:45.0 1.8 21 3.4 -101. 63. 12. 34.57 -116.85 13. 

06/11/92 00:24:19.0 2.0 22 4.1 9. 47. 190. 34.16 -116.30 

06/28/92 12:36:41.0 1.2 24 5.3 5.26 -112. 72. -28. 34.10 -116.38 16. 

06/28/92 14:43:22.0 9.4 23 5.2 5.42 -76. 37. 130. 34.16 -116.85 II. 

06/28/92 15:05:30.0 4.5 25 6.4 6.31 46. 81. 7. 34.17 -116.81 12. 

06/28/92 17:48:32.0 3.0 22 4.3 4.28 -144. 57. -12. 34.23 -116.73 7. 

06/28/92 19:42:16.0 3.1 21 3.6 3.6 2. 81. 142. 34.00 -116.50 I. 

06/28/92 20:23:19.0 2.2 21 3.5 3.42 156. 69. -124. 34.07 -116.39 26. 

06/28/92 22: 13: 11.0 5.3 21 3.7 3.90 48. 86. 25. 34.07 -116.38 9. 

06/29/92 10:14:22.0 2.8 24 5.6 179. 36. -135. 36.60 -116.30 12. 

06/29/92 14:08:38.0 2.3 23 4.8 61. 60. 2. 34.11 -116.40 21. 

06/29/92 14:13 :38.0 I.I 24 5.3 56. 71. 352. 34.11 -116.40 17. 

06/29/92 14:31:30.0 2.1 22 4.2 4.5 -165. 57. -103. 34.09 -116.35 8. 

06/29/92 14:41:26.0 8.3 22 4.5 -158. 76. -5. 34.12 -117.00 11. 

06/29/92 16:01:43.0 2.0 24 5.5 70. 85. 19. 33.86 -116.30 7. 

06/29/92 19:10:31.0 5.1 21 3.7 -98. 89. 8. 33.85 -116.29 II. 

06/29/92 22:52:16.0 9.1 21 3.9 3.70 92. 52. 15. 34.17 -118.18 I. 

06/30/92 00:23:56.0 4.0 21 3.7 152. 63. -134. 34.14 -116.45 10. 
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Moment 
Date Time Mw ML Strike Dip Slip Lat. Lon. Dep. 

exp 

06/30/92 05:33 :47.0 5.9 21 3.8 -138. 44. -12. 34.26 -116.69 10. 

06/30/92 11:30:29.0 1.5 22 4.0 4.31 73. 87. 10. 34.07 -116.45 18. 

06/30/92 12:14:50.0 9.5 21 3.9 4.1 45. 81. 356. 34.05 -116.47 16. 

06/30/92 12:26:19.0 3.9 21 3.7 3.59 -131. 78. -35. 34.01 -116.36 4. 

06/30/92 12:34:55.0 4.9 21 3.7 4.12 -51. 43. 143. 34.26 -116.47 4. 

06/30/92 13:05:36.0 1.0 23 4.6 4.48 29. 88. 354. 35.68 -117.61 5. 

06/30/92 14:38: 11.0 5.7 23 5.1 4.98 -45. 43. 112. 34.00 -116.37 15. 

06/30/92 17:26:30.0 1.2 22 4.0 4.26 -177. 53. -108. 34.64 -116.68 5. 

06/30/92 20:05:06.0 7.5 21 3.9 3.89 -154. 57. -85. 33.98 -116.37 4. 

06/30/92 21 :22:54.0 6.7 22 4.5 4.70 -136. 81. -7. 34.13 -116.73 7. 

06/30/92 21 :49:01.0 7.5 22 4.5 4.34 -42. 45. 125. 34.06 -116.99 I. 

07/01/92 00:14:27.0 7.6 21 3.9 3.46 6. 81. 345. 34.09 -116.98 13. 

07/01/92 17:45 :52.0 I.I 22 4.0 -84. 66. 64. 33.93 -116.71 8. 

07/02/92 05:16:34.0 4.9 21 3.7 3.83 76. 58. 26. 34.34 -116.51 6. 

07/02/92 12:17:42.0 1.2 21 3.3 3.48 -112. 39. 165. 34.61 -116.58 11. 

07/02/92 15:11:58.0 3.8 20 3.0 3.22 46. 71. 13. 34.03 -116.35 13. 

07/02/92 18:53:51.0 1.5 21 3.4 -109. 42. 106. 34.05 -116.58 13. 

07/02/92 22:25:27.0 8.8 21 3.9 4.14 36. 71. 358. 35.77 -117.59 7. 

07/03/92 02:40:52.0 3.5 21 3.6 3.52 -60. 67. 107. 33.16 -115.65 11. 

07/03/92 04:10:49.0 7.9 20 3.2 52. 78. 11. 34.17 -116.35 9. 

07/03/92 04:15:51.0 2.7 21 3.6 3.94 78. 60. 215. 34.18 -116.78 15. 

07/03/92 04:19:41.0 9.9 20 3.3 -175. 42. -86. 34.22 -116.64 11. 

07/03/92 05:55 :43.0 8.3 20 3.2 3.20 69. 53. 345. 34.01 -116.36 2. 

07/03/92 10:40:08.0 3.1 21 3.6 3.68 20. 86. 18. 34.20 -116.86 13. 

07/03/92 11 :40:28.0 1.2 21 3.3 -118. 75. I. 33.91 -1 16.38 8. 

07/03/92 12:32:24.0 8.8 20 3.2 3.40 -143. 35. -33. 34.63 -116.51 7. 

07/03/92 17:17:02.0 6.6 21 3.8 39. 81. 4. 34.40 -116.56 16. 

07/04/92 09:36:01.0 1.4 21 3.4 3.42 51. 82. 10. 34.30 -116.83 19. 

07/05/92 05:49:39.0 1.4 22 4.0 3.85 -154. 49. -86. 33.95 -116.39 5. 

07/05/92 10:36:19.0 2.6 21 3.5 -131. 76. -38. 34.61 -116.33 7. 

07/05/92 10:55:45.0 3.2 22 4.3 4.57 -115. 80. -9. 35.03 -116.98 9. 

07/05/92 21 :18:27.0 I.I 24 5.3 5.5 76. 72. 34. 34.58 -116.32 8. 

07/05/92 22:33 :47.0 3.5 22 4.3 4.25 -37. 50. 114. 34.57 -116.33 9. 

07/06/92 12:00:58.0 2.8 22 4.2 4.36 -117. 82. -29. 34.08 -116.31 8. 

07/06/92 19:41 :37.0 3.0 22 4.3 4.34 64. 78. 356. 34.07 -116.34 16. 
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Moment 

Date Time Mw ML Strike Dip Slip Lat. Lon. Dep. 
exp 

07/08/92 02:23:10.0 7.1 22 4.5 4.70 79. 77. 36. 34.57 -116.30 8. 

07/09/92 01:43:58.0 9.5 23 5.3 4.88 -123. 47. 61. 34.23 -116.84 I. 

07/10/92 01 :29:41.0 3.6 22 4.3 4.12 -120. 37. 37. 34.24 -116.85 I. 

07/10/92 02:41 :15.0 1.4 22 4.0 3.92 127. 89. 266. 34.12 -116.40 2. 

07/10/92 16:01 :38.0 1.2 21 3.3 3.34 23. 88. 219. 34.48 -116.51 12. 

07/11/92 07:21 :37.0 6.2 21 3.8 -124. 84. -72. 34.45 -116.50 I. 

07/11/92 18:14:17.0 6.7 23 5.1 -147. 86. -32. 35.21 -118.07 24. 

07/12/92 05:35:14.0 5.2 21 3.7 3.77 173. 72. -97. 34.51 -116.57 4. 

07/13/92 05:00:01.0 2.0 21 3.5 3.64 -175. 46. -103. 34.09 -116.41 II. 

07/14/92 20:36:52.0 7.0 21 3.8 3.62 -27. 6. 5. 34.64 -116.65 I. 

07/15/92 00:18:57.0 5.5 21 3.8 3.81 28. 53. 28. 34.34 -116.45 3. 

07/15/92 12:45:22.0 2.8 21 3.6 3.57 -140. 68. -57. 34.13 -116.37 8. 

07/20/92 04:08:24.0 7.7 21 3.9 3.94 -135. 60. -6. 34.20 -116.45 8. 

07/20/92 04:48:02.0 5.3 22 4.4 4.40 -98. 83. -15. 34.96 -116.95 9. 

07/20/92 13:13:21.0 5.7 22 4.4 4.51 -112. 53. -17. 34.98 -116.96 3. 

07/24/92 18:14:37.0 2.5 23 4.9 4.74 -105. 84. -28. 33.90 -116.28 8. 

07/24/92 07:23:57.0 3.7 21 3.6 3.86 -163. 65. -59. 34.48 -116.50 15. 

07/25/92 04:32:00.0 1.5 23 4.7 4.67 -99. 32. 21. 33.94 -116.30 8. 

07/25/92 17:02:19. 2.1 21 3.5 -93. 54. 4. 33.94 -116.31 15. 

07/27/92 20:40:09.0 3.9 21 3.7 3.93 -138. 90. 29. 32.67 -115.62 2. 

07/28/92 18:27:04.0 1.7 23 4.8 4.35 84. 76. 27. 34.09 -116.37 15. 

08/04/92 19:06:12.0 1.0 22 3.9 3.76 64. 65. 345. 34.10 -116.38 3. 

08/05/92 15:41:54.0 6.7 21 3.8 3.89 -165. 37. -31. 34.67 -116.53 22. 

08/08/92 15:37:43.0 2.5 22 4.2 4.23 -IOI. 71. -15. 34.37 -116.45 7. 

08/11/92 06:11 :17.0 1.1 22 4.0 3.99 71. 67. 3. 34.06 -116.37 9. 

08/15/92 18:18:05.0 5.4 21 3.8 3.49 -128. 73. -12. 34.10 -116.99 4. 

08/16/92 06:30:59.0 3.0 21 3.6 3.59 -86. 28. 115. 34.03 -116.68 II. 

08/17/92 20:41 :51.0 1.8 23 4.8 4.23 -102. 37. 107. 34.18 -116.87 15. 

08/18/92 09:46:40.0 9.9 21 3.9 4.08 -100. 51. 98. 34.18 -116.86 4. 

08/23/92 06:40:44.0 6.2 21 3.8 3.86 67. 85. 22. 35.02 -117.00 8. 

08/24/92 13:51 :46.0 1.8 22 4.1 4.13 -113. 86. -30. 34.28 -116.78 8. 

08/24/92 18:21:42.0 8.3 20 3.2 3.39 14. 78. II. 34.28 -116.78 6. 

08/26/92 13:21 :56.0 5.0 21 3.7 73. 75. 8. 34.06 -116.36 4. 

08/26/92 13:50:48.0 1.1 21 3.3 3.32 -117. 55. -7 . 34.11 -116.98 5. 

08/30/92 08:15:12.0 2.6 21 3.5 3.36 -61. 50. 70. 34.01 -118.36 10. 



-------------------99----------------
Moment 

Date Time Mw ML Strike Dip Slip Lat. Lon. Dep. 
exp 

08/31/92 09:25:39.0 1.5 22 4.1 4.23 -115. 62. -50. 34.50 -116.43 14. 

09/03/92 06:17:38.0 2.5 21 3.5 3.63 2.0 76. 170. 34.38 -116.44 13. 

09/05/92 03:29:27.0 3.6 21 3.6 3.79 35. 59. 18. 34.11 -116.40 9. 

09/06/92 22:47:29.0 1.3 21 3.4 3.36 -128. 83. -40. 35.03 -116.98 8. 

09/08/92 03:44:49.0 6.5 21 3.8 -131. 65. -2. 34.11 -116.98 7. 

09/09/92 11 :44:55.0 1.0 22 3.9 4.03 -119. 52. 8. 35.07 -116.99 2. 

09/09/92 12:50:44.0 2.0 22 4.1 4.16 -127. 40. 4. 33.94 -116.33 8. 

09/11/92 18:58:22.0 1.9 21 3.4 3.57 68. 87. 8. 35.03 -116.98 9. 

09/15/92 08:47:11.0 8.0 23 5.2 63. 86. II. 34.06 -116.37 II. 

09/16/92 12:27:22.0 3.3 21 3.6 3.58 50. 85. 14. 34.06 -116.38 9. 

09/18/92 12:53 :35.0 7.3 21 3.8 3.72 -134. 80. -47. 34.05 -116.38 8. 

09/22/92 18:52:33.0 9.9 21 3.9 3.93 -134. 80. -47. 34.05 -116.38 8. 

10/02/92 07:19:57.0 4.2 22 4.4 -98. 72. 152. 34.61 -116.64 5. 

10/11/92 12:38:13.0 4.1 22 4.3 4.37 -116. 88. 3. 34.93 -116.82 12. 

10/20/92 05:28:09.0 5.7 22 4.4 52. 84. 349. 35.93 -120.47 13. 

11/24/92 09:06:26.0 4.6 21 3.7 -150. 59. -10. 34.14 -116.88 13. 

11/25/92 02:40:25.0 4.3 21 3.7 -121. 82. 22. 35.04 -116.96 12. 

11/25/92 07:50:35.0 9.7 21 3.9 -23. 29. -179. 34.15 -116.43 2. 

11/27/92 16:00:57.0 6.4 23 5.1 5.35 -146. 80. 24. 34.34 -116.89 3. 

12/04/92 12:59:42.0 1.7 22 4.1 -50. 55. 137. 34.35 -116.90 I. 

03/20/93 06:56:55.0 4.1 21 3.7 -176. 67. -106. 34.01 -117.23 II. 

04/29/93 08:21:01.0 I.I 24 5.3 -79. 73. -96. 35.60 -112.10 8. 

05/17/93 23:20:50.0 1.6 25 6.1 -173. 48. -110. 37.20 -117.77 9. 

05/18/93 23:48:55.0 4.1 23 5.0 84. 24. 13. 37.06 -117.76 5. 

05/18/93 17:09:05.0 2.3 21 3.5 -76. 51. 80. 34.29 -117.48 12. 

05/19/93 14:13:24.0 1.8 23 4.8 -179. 74. -IOI. 37.14 -117.73 5. 

05/20/93 20:14:14.0 1.4 23 4.7 33. 38. 347. 36.09 -117.69 I. 

05/28/93 04:47:40.0 1.8 23 4.8 -149. 37. -6. 35.13 -119.10 21. 

05/31/93 08:55:30.0 2.4 22 4.2 -111. 42. 81. 34.12 -116.99 7. 

07/26/93 21 :29:49.0 2.1 21 3.5 -82. 52. 11 3. 33.99 -118.74 18. 

08/11/93 05 :48:20.0 7.7 22 4.5 132. 50. -120. 37.52 -118.89 6. 

08/11/93 22:33 :04.0 1.9 23 4.8 -131. 83. 18. 37.31 -121.68 6. 

08/21/93 01 :46:38.0 6.2 22 4.5 -1 34. 46. -60. 34.03 -116.32 15. 

09/06/93 08:25:23.0 8.3 21 3.9 -88. 35. 99. 34.14 -116.84 7. 

09/06/93 10:32:33.0 2.4 21 3.5 -156. 42. -50. 36.00 -118.37 5. 



------------------1011----------------

Moment 
Date Time Mw ML Strike Dip Slip Lat. Lon. Dep. 

exp 

09/06/93 22:30:15.0 6.1 21 3.8 21. 85. 2. 32.51 -115.41 3. 

10/04/93 02:57:37.0 3.9 21 3.7 -68. 50. 100. 34.02 -116.34 4. 

10/13/93 09:54:03.0 6.4 21 3.8 157. 42. 124. 34.82 -120.95 6. 

10/18/93 21 :49:46.0 1.3 23 4.7 4.04 -111. 69. 30. 31.98 -118.86 5. 

10/21/93 14:37:12.0 5.6 21 3.8 170. 39. -112. 36.18 -118.03 3. 

10/22/93 16:30:53.0 3.6 21 3.6 3.72 9. 65. 182. 36.10 -117.94 6. 

10/25/93 00:18:50.0 2.1 21 3.5 -159. 47. -66. 34.92 -116.85 4. 

11/04/93 00:36:54.0 7.7 20 3.2 3.45 -125.1 33. -51. 33.81 -115.66 9. 

11/14/93 12:25:35.0 2.0 23 4.8 51. 89. 341. 35.95 -120.51 14. 

12/03/93 01 :51 :25.0 3.1 21 3.6 3.67 -171. 66. 166. 34.26 -116.72 19. 

01/09/94 23:00:59.0 6.6 21 3.8 -98. 48. 82. 33.99 -118.5 6. 

01/17/94 12:30:55.0 1.6 26 6.7 6.45 -69. 58. 85. 34.21 -118.55 II. 

01/17/94 17:56:08.0 7.0 22 4.5 4.51 -73 58. 76. 34.23 -118.57 17. 

01/17/94 18:20:24.0 1.6 21 3.4 3.45 -67. 46. 77. 34.28 -118.46 9. 

01/17/94 18:32:09.0 5.0 21. 3.7 3.70 -59. 30. 88. 34.29 -118.51 21. 

01/17/94 19:23:54.0 2.1 21 3.5 3.6 -63. 24. 127. 34.28 -118.58 17. 

01/17/94 19:43 :53.0 2.5 22 4.2 3.94 -43. 30. 139. 34.38 -118.64 17. 

01/17/94 19:58:48.0 4.8 21 3.7 3.56 -59. 9. 146. 34.47 -118.63 I. 

01/17/94 20:02:05.0 4.9 21 3.7 3.80 -48. 22. 107. 34.40 -118.52 9. 

01/17/94 20:05:28.0 5.6 21 3.8 3.71 -131. 51. -20. 34.35 -118.49 5. 

01/17/94 20:11 :49.0 1.9 21 3.4 3.61 153. 68. 101. 34.32 -118.52 10. 

01/17/94 20:17:38.0 1.5 21 3.4 3.43 -170. 44. -50. 34.33 -118.52 5. 

01/17/94 20:38:25.0 4.8 21 3.7 3.66 -87. 85. 68. 34.31 -118.46 20. 

01/17/94 20:46:03.0 3.5 23 5.0 4.94 -116. 88. 5. 34.32 -118.56 11. 

01/17/94 22:07:43.0 1.7 21 3.4 3.50 139. 48. -150. 34.35 -118.47 5. 

01/17/94 22:19:24.0 8.1 21 3.9 3.81 65. 61. 357. 34.35 -118.64 15. 

01/17/94 23:33:31.0 8.2 24 5.9 5.27 -30. 40. 148. 34.33 -118.69 3. 

01/18/94 00:39:35.0 4.0 22 4.3 -74. 28. 82. 34.38 -118.56 13. 

01/18/94 00:43 :09.0 4.0 23 5.0 5.2 -56. 54. 145. 34.38 -118.70 12. 

01/18/94 04:01 :27.0 6.0 22 4.4 4.19 90. 58. 33. 34.34 -118.63 I. 

01/18/94 04:31 :20.0 5.7 21 3.8 3.66 -138. 53. 46. 34.35 -118.44 14. 

01/18/94 06:29:02.0 3.1 21 3.6 3.68 -84. 61. 69. 34.30 -118.44 14. 

01/18/94 09:41 :48.0 3.5 21 3.6 3.7 -37. 59. 129. 34.22 -118.52 16. 

01/18/94 11 :35:10.0 1.5 22 4.1 4.2 -116. 89. 2. 34.22 -118.60 4. 

01/18/94 13:24:44.0 2.6 22 4.2 4.33 -107. 60. 2. 34.28 -118.57 4. 



-----------------101---------------

Moment 
Date Time Mw ML Strike Dip Slip Lat. Lon. Dep. 

exp 

01/18/94 15:19:54.0 9.4 21 3.9 3.81 73. 82. 314. 34.21 -118.59 5. 

01/18/94 15:23 :47.0 1.7 23 4.8 4.69 -95. 49. 43. 34.30 -118.59 9. 

01/18/94 16:23 :35.0 5.7 21 3.8 3.79 67. 88. 324. 34.36 -118.56 5. 

01/19/94 04:40:48.0 2.6 22 4.2 4.23 176. 78. 136. 34.37 -118.55 I. 

01/19/94 14:09:15.0 4.8 22 4.4 4.38 -68. 21. 106. 34.23 -118.50 11. 

01/19/94 14:46:35.0 4.5 21 3.7 4.0 -56. 49. 93. 34.30 -118.48 11. 

01/19/94 21 :09:28.0 8.5 23 5.2 4.97 -76. 34. 97. 34.37 -118.70 13. 

01/19/94 21 :11 :43.0 2.5 23 4.9 5.06 -53. 29. 142. 34.37 -118.70 11. 

01/21/94 18:39:15.0 7.5 22 4.5 4.46 2. 54. 151. 34.30 -118.46 17. 

01/21/94 18:53 :44.0 2.4 22 4.2 4.27 -69. 44. 70. 34.32 -118.48 13. 

01/23/94 08:41 :41.0 3.7 21 3.6 3.8 -44. 58. 98. 34.29 -118.46 14. 

01/23/94 08:55:09.0 5.4 21 3.8 3.98 -100. 93. I. 34.30 -11 8.32 5. 

01/24/94 04:15:19.0 2.5 22 4.2 4.49 -129. 31. I. 34.28 -11 8.57 5. 

01/24/94 05 :50:24.0 2.2 22 4.2 4.23 77. 86. 38. 34.36 -118.63 20. 

01/24/94 05:54:21.0 1.7 22 4.1 4.12 75. 87. 29. 34.37 -118.63 20. 

01/27/94 17:19:59.0 3.2 22 4.3 4.46 -36. 26. -66. 34.27 -118.56 20. 

01/28/94 20:09:53.0 3.5 22 4.3 4.05 -88. 76. 82. 34.37 -118.48 2. 

01/29/94 11 :20:34.6 6.3 23 5.1 5.1 65. 58. I. 34.38 -118.67 9. 

01/29/94 12:16:56.0 1.7 22 4.1 4.19 -126. 73. -3 . 34.28 -118.61 5. 

02/03/94 16:23 :32.0 1.4 22 4.0 4.2 -66. 54. 90. 34.33 -118.41 10. 

02/04/94 06:33:40.0 4.0 21 3.7 3.50 -91. 49. 30. 34.28 -118.62 I. 

02/04/94 00:10:12.0 7.7 21 3.9 4.1 41. 88. 325. 36.37 -117.08 14. 

02/06/94 13:19:27.0 7.7 21 3.9 4.07 -27. 30. 128. 34.28 -118.49 11. 

02/06/94 13:21 :45.0 5.1 21 3.8 3.7 -32. 40. 123. 34.35 -118.50 9. 

02/11/94 14:07:53.0 3.0 21 3.6 3.56 -47. 61. 101. 34.34 -11 8.48 9. 

02/18/94 09:13:28.0 4.4 21 3.7 3.64 138. 42. 69. 34.24 -118.57 13. 

02/25/94 12:59:13.0 7.3 21 3.8 3.97 -102. 63. 62. 34.36 -118.38 5. 

03/10/94 12:44:15.0 1.2 21 3.3 3.53 50. 53. 349. 34.23 -118.47 5. 

03/20/94 21 :20:10.0 1.2 24 5.3 5.35 -52. 40. 106. 34.28 -118.42 14. 

03/23/94 02:59:18.0 3.8 23 5.0 4.8 20. 61. 14. 31.92 -116.05 16. 

04/06/94 19:01 :04.0 5.5 22 4.4 4.83 23. 67. 7. 34.19 -117.10 10. 

04/07/94 04:19:29.0 2.8 21 3.6 3.47 -104. 74. 48. 34.34 -118.46 9. 

04/21/94 16:37:16.0 5.8 22 4.4 -53. 57. 89. 36.26 -120.45 13. 

04/27/94 12:33:10.0 7.5 21 3.9 3.49 -43. 35. 98. 34.26 -118.74 14. 

05/04/94 04:09:13.0 1.3 21 3.3 3.64 -104. 89. 30. 34.33 -118.45 6. 



-----------------102---------------

Moment 
Date Time Mw ML Strike Dip Slip Lat. Lon. Dep. 

exp 

05/16/94 08:40:47.0 2.9 21 3.6 3.73 -73 . 35. 95. 34.31 -118.62 25. 

05/25/94 12:56:57.0 4.6 22 4.4 4.18 -81. 31. 78. 34.31 -118.39 9. 

05/28/94 17:15:12.0 4.3 21 3.7 3.60 71. 74. 40. 34.35 -118.68 20. 

05/30/94 03:22:26.0 3.3 21 3.6 3.45 -157. 48. -99 36.03 -117.85 5. 

06/02/94 03:27:14.0 4.4 21 3.7 3.69 118. 50. 48. 34.27 -118.40 13. 

06/08/94 09:02:29.0 1.5 21 3.4 162. 58. 64. 37.59 -118.85 I. 

06/15/94 05:59:49.0 8.7 21 3.9 3.99 141. 43. 83. 34.31 -118.40 II. 

06/16/94 16:24:28.0 1.5 23 4.7 4.91 -127. 69. -7. 34.27 -116.41 6. 

06/29/94 07:34:35.0 2.3 21 3.5 3.55 55. 63. 22. 34.27 -116.41 II. 

07/11/94 06:50:50.0 5.8 21 3.8 3.72 -101. 56. 63. 34.26 -118.69 18. 

08/01/94 21 :34:31.0 4.3 23 4.4 4.77 -93. 80. 6. 34.64 -116.52 16. 

08/07/94 15:10:26.0 1.2 22 4.0 4.00 -33. 41. 130. 33.99 -116.27 3. 

08/11/94 02:22:54.0 2.4 22 4.2 168. 35. -130. 32.40 -115.26 3. 

08/19/94 06:56:10.0 3.4 21 3.6 -54. 30. 92. 34.26 -118.75 15. 

12/06/94 03:36:24.0 4.0 21 3.7 3.58 -45. 55. 140. 34.30 -118.38 10. 

12/06/94 03:48:35.0 3.4 22 4.3 4.30 -36. 45. 149. 34.29 -118.39 10. 

12/12/94 13:05:31.0 5.9 21 3.8 3.66 131. 77. -123 . 33.17 -115.56 I. 

04/04/95 05:08:16.0 2.4 21 3.5 -14. 56. 141. 34.27 -117.47 16. 
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Appendix B. 

Maps of lateral phase velocity variations in Southern California. The orange line is the 

boundary of the area which is covered by our data. 
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Rayleigh waves: T:17.07 sec 
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Rayleigh waves: T =25.60 sec 
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Love waves: T=l0.24 sec 
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