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Abstract 

It has been a long-time goal of seismologists to decouple source phenomena from 

propagation effects. This thesis elaborates on our effort towards this goal. 

We start by representing earthquakes as point-sources in space and using 1-D 

synthetics to resolve point-source parameters. Our trial-and-error approach to ob­

tain 1-D crustal models is summarized in a set of sensitivity tests, where regional 

seismograms are decomposed into segments, i.e., the Pnz segment, the SV waves, the 

Love wave and the Rayleigh wave, so that the impact of model parameters on each 

segment is the most direct. In these tests, broadband waveform data is studied in a 

forward modeling approach, with synthetics computed using the reflectivity method 

and the generalized ray theory. Applying these tests to paths sampling the Basin and 

Range province, we find that a simple two-layer crustal model is effective in explaining 

regional seismograms. Our sensitivity tests also serve to help understand, and inter­

pret, the many results of a source estimation method we use to obtain point-source 

parameters. This method desensitizes the source mechanism result from the crustal 

model used to generate the 1-D synthetics, by allowing relative time shifts between 

the various segments. With this method, we obtain source mechanisms and seismic 

moments for a selection of Northridge aftershocks using broadband and long-period 

waveform data recorded by the TERRAscope array. The source duration of these 

earthquakes is measured by comparing the short-period to long-period energy ratio 

in the data to that in the synthetics. The seismic moment and source-duration are 

used to estimate the relative stress drop. The depth distribution of the relative stress 

drop indicates that the largest stress drops are in the depth range of 5-15 km for the 

24 Northridge aftershocks in our study. 

To obtain more detailed information about large earthquakes, such as fault di­

mension and rupture directivity, we develop a new method of using empirical Green's 

functions (eGf). As an example, the January 17, 1994 Northridge mainshock is stud-
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ied with one of its aftershocks as an eGf. The source duration of the mainshock, 

as seen from the regional surface waves observed at various stations, is obtained by 

searching for the trapezoidal far-field source-time function for each station which, 

when convolved with the aftershock data, best simulates the mainshock data. Sta­

tions to the north see shorter source durations than those to the south. Modeling 

these with theoretical predictions of rupture on a square fault, we constrain the ef­

fective fault dimension to be 14 km with rupture along the direction of the average 

rake vector. A moment of (1.4 ± 0.9) x 1026 dyne-cm with a stress drop of~ 120 bars 

is obtained for the mainshock from our eGf study. 

When empirical Green's functions are not available due to a difference in the source 

mechanisms or in the source locations, theoretical modeling plays an important role. 

Our approach to develop high resolution Green's functions is to convert eGfs to pseudo 

Green's functions (pGf). This is done by modeling the eGfs with the generalized ray 

theory and consists of two major steps. 

The first step is to shift individual ray responses to account for a difference in 

source location. This ray-shifting technique has its own use in fast generation of 

synthetic seismograms for finite sources. To study the directivity for a finite source, 

we discretize the fault region into a set of elements represented as point-sources. We 

then generate the generalized ray responses for the best-fitting point-source location, 

and derive for each separate ray the response for neighboring point-sources using 

power series expansions. The response for a finite fault is then a summation over 

rays and fault elements. If we sum over the elements first, we obtain an effective far­

field source-time function for each ray, which is sensitive to the direction of rupture. 

These far-field source-time functions are convolved with the corresponding rays and 

the results summed to form the total response. A simple application of the above 

method is demonstrated with the tangential motions observed from the 1991 Sierra 

Madre earthquake. For this event, we constrain the fault dimension to be about 3 km 

with rupture towards the west, which is compatible with other more detailed studies. 

The second step in the modeling of the eGfs and the development of pseudo Green's 

functions is to account for variations in model structure by perturbing individual gen-
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eralized ray responses calculated from a 1-D model. The model is divided into blocks 

and velocities in the blocks are allowed to vary, which shifts the arrival time of the 

individual rays. The amplitudes of the rays are perturbed independently to accom­

modate local velocity variations in the structure. For eGfs that are moderate-sized 

earthquakes with known source mechanism and time history, the velocity variation 

in each block and the amplification factor for individual rays can be optimized using 

a simulated annealing algorithm. The usefulness of the pGfs is demonstrated with 

the 1991 Sierra Madre earthquakes as examples. The pGf technique is also useful in 

retrieving 2-D structure, which is essentially waveform tomography. This is demon­

strated with a study of a Tibetan profile. 
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Chapter 1 Introduction 

A seismogram is a complex recording that contains information about the earthquake 

source and the media through which the seismic energy propagates. In order to 

decouple these two types of information, seismic recording has advanced from isolated 

stations to arrays and from narrow-band instruments to broadband stations. As a 

result, seismic studies have progressed from simple travel time analysis to spectral and 

waveform modeling. Whether it is to resolve point source parameters, to investigate 

complex crustal structures, or to determine source characteristics, the ability to model 

regional phases with high resolution is important. This thesis presents a series of 

recently developed techniques for solving this problem. 

Seismic source discrimination is one of the major concerns in today's seismic stud­

ies. Since most of the earth's surface is covered by sparse networks, many seismic 

discrimination techniques rely heavily on the use of regional records [ e.g. Helmberger 

and Woods, 1996]. This in turn depends on our ability to model broadband regional 

records. Often the approach is to use simple crustal models to characterize the re­

gional propagation effects and then develop discriminants that are transportable from 

region to region. Because of the portability requirement, it is important that simple 

crustal models are used instead of complex ones. 

Many techniques exist to find crustal models to fit regional records. These of­

ten require non-linear inversion of travel times or long-period waveforms. The most 

frequently used technique, however, is probably the straight forward trial-and-error 

approach. In this approach, parameters in some starting model are adjusted and 

synthetics waveform computed and compared to data. The process is repeated until 

a model that provides a satisfactory waveform fit is found. Since these techniques use 

complete seismograms, the resulting model is almost always complicated, consisting 

of many layers of different velocities. Moreover, the comparison between data and 

synthetics can be easily dominated by surface waves since they are the largest features 
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on a seismogram. An alternative approach would be to fit the waveforms of different 

segments on a seismogram with a simple model and allow minimal relative time shifts 

among these segments. Such a simple model would be useful in characterizing regional 

propagation and the time shifts would be indicative of lateral variation in the crustal 

structure. In fact, many discrimination techniques utilize this approach on regional 

seismograms. For example, Helmberger and Woods [1996] use the energy level of dif­

ferent segments and the ratios between them as their major discriminants. Thus, it 

is important to establish the relationship between model parameters and seismogram 

segments, and to develop simple models that correctly predict the waveform features 

along particular paths in a region. 

Such an approach using simple crustal model with relative time shifts allowed 

between different segments is also useful in determining point source parameters for 

earthquakes. Since different segments can shift in time relative to the rest of the 

seismogram, the source parameters so determined are less sensitive to the crustal 

model used to generate the synthetics. Zhao and Helmberger [1994] utilized this 

feature in their "cut and paste" method of source estimation. With this method, 

source mechanism, seismic moment, and source"-time function can be estimated from 

relatively simple crustal models. For an aftershock sequence, these parameters allow 

further studies of the source region, such as the stress drop distribution and seismic 

energy propagation in the source region. 

The body of this thesis consists of five chapters, each of which is self-contained, 

with its own abstract, introduction, method and application, and conclusion or dis­

cussion sections. These chapters are unified under a single theme of decoupling the 

source complexity from propagational effects. This general problem requires modeling 

regional phases to high resolution, but the approach to this goal always starts with 

simple 1-D models and point source parameters. Chapter 2 details our trial and error 

approach to 1-D synthetics. In this chapter, the effect of various model parameters 

on different segments of a regional seismogram is tested. These tests help the modeler 

adjust the relevant model parameters in a forward approach to find the best fitting 1-

D model that matches the data in shape, allowing minimal time shifts among different 
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seismogram segments. These tests also help to understand, and to interpret the many 

results of the "cut and paste" source estimation method, which is detailed and used 

in later chapters. Besides this source estimation method, a few other techniques are 

reviewed and employed in Chapter 3 to study the source mechanism, seismic moment 

and relative stress drop of a selection of Northridge aftershocks. The source-time 

history of the aftershock sequence is studied by comparing the short- to long-period 

energy ratio between data and synthetics [Zhao and Helmberger, 1996]. Then, the 

relative stress-drop of these earthquakes is calculated from the seismic moment and 

source duration using the formula of Cohn et al. [1982]. The effects of the San Fer­

nando basin on the propagation of the seismic energy along particular paths crossing 

the basin are discussed in this chapter. 

When the best fitting 1-D model is found and the optimal point source parameters 

determined, more sophisticated Green's functions are required to resolve more details 

about the source process. Features such as the fault dimension and rupture direction 

of a large earthquake are important in post-earthquake damage estimates and in 

understanding the physics of earthquakes. Empirical Green's functions provide a 

handy tool for studying these features [Hartzell, 1978], and this method has been 

used extensively in recent years [e.g. Dreger, 1994]. With this technique, a small 

earthquake in the neighborhood of a large one is modeled with a point source and 

the seismograms recorded for this small event is used to account for the impulse 

response along the common path. Often a record of the small event is deconvolved in 

frequency domain from a record of the large earthquake along the same path. This 

method can produce rupture details for the large earthquake under investigation, 

but the results depend heavily on the quality of the empirical Green's functions. 

So, before solving for the details of the rupture process, it is important to identify 

the most important parameters that are resolvable from broadband records, given 

a set of empirical Green's functions. A forward approach of using empirical Green's 

functions is introduced in Chapter 4, where time-domain convolution is used instead of 

frequency-domain deconvolution. It is found that, for the Northridge mainshock, the 

fault dimension and rupture direction are the most important parameters that control 
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the fit between data and the simulations using empirical Green's functions from a 

nearby aftershock. The potential to provide a better fit to the data, and therefore to 

better resolve the source process, is limited by the quality of the empirical Green's 

functions, that is, the difference in source location and source mechanism between 

the main event and the aftershock used as the empirical Green's function. These two 

problems must be solved before we can use empirical Green's functions effectively to 

separate source complexity from propagation phenomena. 

Our approach to produce highly accurate Green's functions, or pseudo Green's 

functions (pGf) as we call them, is to model empirical Green's functions to high 

resolution using the generalized ray theory. The modeling serves two purposes. One 

is to separate the effect of the sourc'e mechanism from the empirical Green's functions 

and to decompose the eGfs to Green's functions for the basic fault orientations. The 

other is to decompose the empirical Green's functions into individual ray responses, 

so that their arrival times can be adjusted individually. This allows for adjustment of 

source location. Chapter 5 elaborates on the ray-shifting technique that handles this 

adjustment. The ray-shifting technique has its own use in studying fault dimension 

and source directivity of large earthquakes, and, in Chapter 5, the 1991 Sierra Madre 

mainshock is studied with this method. 

The detailed modeling process that converts an eGf to a pGf is presented in 

Chapter 6. This forward modeling process, characterized by a simulated annealing 

process, is capable of producing practical, high-resolution Green's functions that are 

transportable to neighboring events. In Chapter 6, the pGf method is applied to 

study a small event using pGfs derived from a neighboring moderate-sized event. 

The pGf technique is also useful in fine-tuning a 1-D model per path and generating 

2-D tomographic models. This is also demonstrated in Chapter 6 for a Southern 

California path and for a Tibetan profile. 
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Chapter 2 Broadband modeling of 

regional seismograms; the Basin and 

Range crustal structure 

2.1 Abstract 

Three-component broadband displacement seismograms with paths sampling the Basin 

and Range Province are studied to constrain the crustal structure. To find an average 

model that fits the data in both absolute time and waveform, we generate broadband 

reflectivity synthetics and conduct sensitivity tests on different parts of a layered 

crustal model, where only a few layers are involved. Generalized rays are used to 

help identify the various phases. It proves useful to decompose a regional seismogram 

into segments so that the impact of model parameters on each segment is the most 

direct. Thus, for mid-crustal earthquakes, it is established that the top crustal layer 

controls the Rayleigh wave, the Airy phase, in shape over the range from 300 to 600 

km, and the crustal layer just above the source depth controls its timing. The Pn1 

waves, the Pn and PL portion, are controlled in broadband character by the mid-crust 

while the top layer contributes to its long period motion. These crustal parameters 

control the tangential motion similarly. The SV wave, the segment between the Pn1 

wave and the Rayleigh wave, is mostly controlled by the shear velocity of the lower 

crust. In judging the goodness of fit between the array observations and synthetic 

waveforms, we allow individual data segments to shift relative to the 1-D synthetics a 

few seconds to account for some lateral variation. The amount of time shift is found 

by the cross-correlation in displacement between the data segment and the synthetics. 

Applying these tests in a forward modeling approach, we find that a simple two-layer 

crustal model is effective in explaining this data set. In this model, the main crustal 
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layer has P and S velocities of 6.1 km/sec and 3.6 km/sec, similar to those found by 

Langston and Helmberger [1974]. A surface layer of thickness 2.5 to 3.5 km is required 

to fit the Rayleigh waves. The refined model can be used as a reference model for 

further studies in this region. 

2.2 Introduction 

Recent advances in high-dynamic range digital instrumentation are allowing dramatic 

improvement in our ability to estimate seismic characteristics from regional seismo­

grams. This is demonstrated by the introduction of a number of new analytical tools 

used in estimating source parameters from such data. For example, it is possible to 

invert regional surface waves at periods greater than 50 sec for events with Ms > 5 

throughout the western United States with one simple model [Ritsema and Lay, 1993]. 

For smaller events, the long period excitation becomes noisy and the body waves be­

come more prominent. Methods that are more sensitive to body waves have been 

introduced by Dreger and Helmberger [1993] and Zhao and Helmberger [1994]. Many 

times one station is sufficient to estimate those parameters with a proper crustal 

model [e.g. Dreger and Helmberger, 1993]. 

The method used by Zhao and Helmberger [1994] involves a direct grid search 

over the source parameter space (strike, dip, rake), in which observed and synthetic 

broadband seismograms are decomposed into segments and the corresponding data 

and synthetic segments are compared. In their method, the P-wave windows and 

the S-wave windows are allowed to have relative time shift between them, which 

desensitizes the solution to the crustal model used in generating the synthetics. A 

demonstration of the usefulness of this approach in the estimation of the source mech­

anism of the April 29, 1993 Arizona event [Zhao and Helmberger, 1996] is displayed in 

Figure 2.1. The TERRAscope stations and the event location are shown in Figure 2.2, 

along with other events investigated in this study. The cross-correlation between data 

and synthetics requires that the synthetic Pnz waves be shifted ahead by an average 

less than 1 sec, the Rayleigh waves by about 5 sec and the Love waves by about 3 sec. 
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Ver. Pnl R. Pnl Ver. Whole R. Whole Tangential 

60 seconds 

Figure 2.1: Comparison between the broadband displacement data (top traces) and 
the corresponding best-fitting synthetic waveforms (bottom traces) for the Arizona 
earthquake. Station names and the distance from the event are shown. The small 
numbers indicate, in seconds, the time shift of the synthetic waveforms relative to 
the data. A positive number indicates that the synthetic is early. After Zhao and 
Helmberger [1996]. 
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Figure 2.2: Map of the Southwestern United States showing the locations of the 
events (stars) and some TERRAscope stations (triangles) used in this study. The 
station Tucson (TUC, 110.78W, 32.31N) is out of the map. Origin time and source 
mechanism for the events used in this study are also shown. 

In this sense, the model they used (Table 2.1, model PB [Priestley and Brune, 1978]) 

is edequate for the Pnz waves but is too slow to match the surface waves along these 

paths. Also, the separations between the synthetic P-wave train and the Rayleigh 

waves are larger than those observed. However, by applying the segmentation tech­

nique, they were able to use these synthetics effectively in their source estimation, as 

discussed by Zhao and Helmberger [1996]. 

While the above technique appears to be effective in source estimation, it would 

also be useful in establishing creditable crustal models. Present strategies in model 

determination typically use trial-and-error search procedures or perhaps waveform 

inversion techniques. The latter methods compare whole seismograms against syn­

thetics in a least square sense and determine the best set of 1-D model parameters. 



9 

Since the surface waves are the strongest in a seismogram, they dominate the solu­

tion. However, the surface waves, especially their timing, are particularly influenced 

by lateral variation in the shallow crust, as demonstrated by Stead [1990]. Perhaps a 

useful alternative approach would be to search for a 1-D model that fits the segmented 

wave shapes and minimizes the absolute travel time shift between data and synthetics 

for individual segments. We will investigate such an approach in this chapter where 

we find that simple crustal models prove effective in modeling the Basin and Range 

crustal structure. 

2.3 Model sensitivities 

The usual situation facing waveform modelers is similar to that in the Arizona example 

discussed in the last section. That is, to determine the nature of the seismic source 

with inadequate crustal models. Thus, we would like to learn from the time shifts 

and the shape mismatch in Figure 2.1 how to infer a better model. For example, 

what model parameter is the most effective in moving the Rayleigh waves or in fixing 

the SV mismatch. To address such issues, we will conduct a set of sensitivity tests on 

some simple models. For these tests, a double couple source with strike 180°, dip 50° 

and rake 250°, which is typical for events studied in this chapter, is used. We use a 

seismic moment of 1.0 x 1027 dyne-cm and a far-field source-time function described 

by a triangle (0.5 sec, 0.5 sec). The source depth is 11 km, and the receiver is located 

at a distance of 460 km away from the source, with a source-receiver azimuth of 226°. 

The waveform complexities in regional seismograms produced by shallow events can 

be very difficult to model [e.g. Zhao and Helmberger, 1996] and will be avoided in 

this study. 

2.3.1 The making of a regional seismogram 

One way to appreciate how a 1-D seismogram is constructed is to use the Generalized 

Ray Theory (GRT) [Helmberger, 1983] to compute synthetic waveforms for individual 

arrivals and observe the interplay between different rays. Another way is to compute 
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R. Pnt R. Rayleigh Ver. Pnt Ver. Rayleigh Love 

---- Model TwoL Perturbation 64 sec 

Figure 2.3: Comparison of synthetic displacement waveforms between model TwoL 
and a series of perturbed models. Only one parameter is perturbed in each test ( a­
e) with the perturbed parameter shown for the perturbed model. Each section of 
seismograms is scaled according to the solid trace with peak amplitude shown in cm. 

complete synthetic seismograms, say with the reflectivity method, starting from mod­

els of one layer over a half space and introducing more complexity by adding deeper 

discontinuities. In the tests presented here, we use a modified Frequency-Wavenumber 

Algorithm [Saikia, 1994a] to compute complete seismograms and use generalized rays 

to analyze phase information. 

For two-layer models (Model TwoL, Table 2.1), surface waves are very simple 

(Figure 2.3) , but body waves already show some complexity. Our GRT analysis 

reveals that the first 30 seconds of the body wave is mainly direct P, P to S converted 

at the interface, and multiples that bounce between the free surface and the layer 

interface. Among these, rays ending up with a P motion are high-frequency and tend 
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Model Vp Vs p Thickness 
km/sec km/sec g/cm3 km 

TwoL 3.6 2.05 2.2 2.5 
6.1 3.57 2.8 

TriL 3.6 2.05 2.2 2.5 
6.1 3.57 2.8 22.5 
6.6 3.87 2.9 

PB 3.6 2.05 2.2 2.5 
6.1 3.57 2.8 22.5 
6.6 3.87 2.9 10.0 
7.85 4.53 3.3 

tbPB 3.6 2.05 2.2 2.5 
6.1 3.57 2.8 32.5 
7.85 4.53 3.3 

t58PB 3.6 2.05 2.2 2.5 
5.8 3.57 2.8 32.5 

7.85 4.53 3.3 
tnlPB 3.6 2.05 2.2 2.5 

6.1 3.57 2.8 32.5 
7.85 4.53 3.3 10.0 
7.70 4.53 3.3 10.0 
7.55 4.53 3.3 10.0 
7.4 4.53 3.3 

Table 2.1 : Model parameters 
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to contribute mostly on the vertical component due to the large velocity contrast at 

the interface. Those ending up with an SV motion are usually stronger and have 

relatively longer duration and contribute more on the radial component. Thus, the 

vertical component of the broadband body waves for this simple model at regional 

distance shows more high-frequency content but weaker motion compared to the radial 

component. 

The SV wave, or the segment between the Pn1 wave and the surface wave on these 

seismograms, is barely seen and the body wave energy is dominated by the up-going 

P-waves. It is clear, in Figures 2.3a and 2.3b, that the change of the compressional 

wave velocity, Yp, of the top soft layer changes the shape, or the frequency content, of 

the Rayleigh waves in a very simple fashion such that the seismograms are compressed 

with the beginning portion somewhat fixed. The shear wave velocity, ½, of the top 

layer controls the Love waves in a similar manner. It has relatively smaller effect on 

the Rayleigh waves than Yp. On the PL part that is guided by the top layer, Vs of 

the top layer has stronger effect than VP. The thickness of the top layer affects both 

the surface wave part and the body wave part (Figure 2.3c), and the Love waves are 

more sensitive to this shallow perturbation than the Rayleigh waves, which is what we 

would expect from the basic construction of these two types of waves. The trade-off 

between the velocity and the layer thickness can be seen by comparing Figure 2.3b 

with 2.3c. 

In Figures 2.3d and 2.3e, the Yp and Vs of the half space are increased by 14% 

each. Although these perturbations are no more than those in Figures 2.3a and 2.3b, 

the seismograms change dramatically. In the surface wave part, unlike the top cases, 

change is more in terms of timing rather than in wave shape. If the surface waves 

of the seismograms were allowed to shift a little, they would fit quite well with their 

counterparts. Change in the Pn1 wave part is more complicated and is both in timing 

and in shape. However, one can still see that VP alone controls the earliest part of 

the body wave and ½ contributes to the later segment, PL. This provides the basis 

that the Yp structure can be modeled with the earliest part of data without much 

information on the Vs structure. 
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R. Pnt R. Rayleigh Ver. Pnt Ver. Rayleigh Love 

·················· Model TwoL -- - - - - - - Model PB 11--~6~4~se~c~_, 

Figure 2.4: Comparison of synthetic displacement waveforms between models TwoL, 
TriL and PB (Table 2.1). Each pair of seismograms is plotted on the same scale. The 
peak amplitude (cm) of seismograms for model TwoL is shown in (a) and that for 
model TriL is shown in ( b). 

The effect of adding a deeper discontinuity to a simple model is shown in Fig­

ure 2.4. As discussed in detail in Helmberger et al. [1993] SV waves at this range 

are dominated by the down-going SV energy that is reflected back by the deeper 

crustal structure. This feature is clearly seen in these seismograms as the SV waves 

are much stronger compared to those in Figure 2.3. Head waves are produced by 

the lower interface, along with more high-frequency signals that complicate the Pnz 

portion of the seismograms. Although reflections and multiples from the deep inter­

face overwhelm the up-going P energy, the long period feature of the Pnz wave does 

not change much. As for surface waves, the slow groups with shorter periods are not 

very sensitive to the appearance of this deeper discontinuity but the fast groups with 

longer periods change a lot. This is because that longer-period surface waves sample 

deeper. The introduction of still another deeper discontinuity (Figure 2.4b) change 

the seismograms in a similar manner. It again adds another head wave group to the 

seismograms and complicate them even more. 



14 

R. Pn1 R. SV R. Rayl. V. Pn1 V. SV V. Rayl. Love 

---- ModelPB ···••························ Perturbation 64 sec 

Figure 2.5: Comparison of synthetic displacement waveforms between model PB and 
a series of perturbed models. Only one parameter is perturbed in each test ( a-j) with 
the perturbed parameter shown for the perturbed model. Each section of seismograms 
is scaled according to the solid trace with peak amplitude shown in cm. 
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2.3.2 Systematic perturbation to a crustal model 

To build a more direct relationship between model parameters and the seismogram 

segments, we conduct, in this section, a systematic perturbation to a typical crustal 

model (model PB, Table 2.1). This model was derived by Priestley and Brune [1978] 

in their surface wave studies of the Basin and Range province and was proven effec­

tive in more recent waveform studies of this region [e.g. Zhao and Helmberger, 1996]. 

Since a small change in velocity of a thick layer produces a large change in travel 

time, we attempt to minimize this effect by conserving vertical travel time differen­

tials. Thus we perturb the crustal velocities of this model in such a way that, for 

each layer, the product of the thickness and the percentage change of the velocity 

is the same, with the exception that changes to the mantle velocities are fixed at 

5%. Seismograms computed from the original model and those from the perturbed 

models are compared in Figure 2.5. To quantify the comparison, we cut the radial 

and the vertical components into three segments: the Pn1 wave, the SV wave, and 

the Rayleigh wave. The tangential component is compared as a whole and is referred 

to as the Love wave for simplicity. In comparison, each pair of seismogram segments 

is cross-correlated in order to determine the relative time shift between them. This 

shift, compared to the beginning time of the corresponding segment, is referred to as 

the time effect of the perturbed velocity on the same segment. After the two segments 

are shifted properly relative to each other, an error value, defined as an average of the 

L1 and the L 2 norm [Zhao and Helmberger, 1994], is calculated. This is referred to as 

the shape effect of the perturbed velocity on the corresponding segment. Figure 2.6 

summarizes the quantitative results of these comparisons. 

While the results in Figure 2.6 are consistent with those qualitative ones we dis­

cussed before, there are a few details that are of interest. As seen in Figure 2.6, the 

Pn1 wave contains information about most of the crust, but the overall timing of this 

phase group is mostly controlled by the middle part of the crust. The SV wave, on 

the other hand, is not sensitive to the crustal P velocity; its timing and shape are 

controlled by the shear velocity of the lower crust. While the surface layer has great 
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Layer TH a ~ oVN 
Index (Km) (Km/s) Pnl SV Rayleigh Love 

2.5 3.6 2.05 17.0% 

2 8.5 6.1 3.57 -5.0% 

3 14.0 6.1 3.57 3.0% 

4 10.0 6.6 3.87 5.9% 

Moho 

5 7.85 4.52 -5 .0% 

0% 2% 

Figure 2.6: Summary of the effects of different parts of a layered model on a regional 
seismogram. The parameters of the original model and the amount of velocity per­
turbation are shown to the left. Each pair of boxes corresponds to the Vp and Vs 
of that layer, respectively. The height of the boxes represents the shape effect (see 
text) and the shade of the boxes represents the time shift in travel time percentage. 
In the Love wave column, the boxes corresponding to VP have zero height. The star 
indicates the source location. 
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influence on all segments of a seismogram, it has the greatest impact on the surface 

waves. In contrast to the SV waves, surface waves are less sensitive to the structure 

below the source depth. Their shape is mostly controlled by the crust above the 

source depth and their timing is most sensitive to the shear velocities of these layers. 

Note, though, it is the P velocity of the top layer and the S velocity of the layer just 

above the source depth that control the Rayleigh waves. Perturbation to the mantle 

velocities (Figures 2.5i and 2.5j) reveals that the P velocity of the upper mantle only 

slightly affects the beginning part of the Pn1 waves but the S velocity has substantial 

impact on the SV segments. 

We get similar results with a corresponding set of perturbations to thicknesses, 

holding the velocities constant. Note that this is a range dependent effect and does 

not apply at less than 150 km, since the critical angle for the Moho reflection strongly 

depends on both the crustal velocity and the Moho depth. Well-known dispersion 

relationships suggest that, at distances beyond the critical angle, the thickness and 

velocity of each layer trade off considerably. For this reason, we will neglect these 

sensitivity tests in the interest of brevity. 

2.3.3 Sensitivity tests on the Moho transition and the top 

mantle structure 

To examine the effect of the crust-mantle transition on regional seismograms, or 

the resolution of regional seismograms to this transitional structure, seismograms 

from two crustal models are generated and compared (Figure 2. 7). The difference 

between model tbPB (Table 2.1) and model mohoPB in the transitional structure 

results in slight changes in the high-frequency signals but not in the long period 

signals (Figure 2.7). At this distance, earthquakes have to have significant magnitude 

to be observed well, usually with longer source duration and producing longer-period 

signals at receivers, therefore, this test suggests that regional seismograms for crustal 

events are not well suited for modeling the Moho transition to high resolution. 

The effect of a velocity gradient in the top mantle is displayed in Figure 2.8. 
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Radial 

Vertical 

Tangential Vp=3.6 Vs=2.05 

Vp=6.1 Vs=3.57 

Model tbPB 

Model mohoPB 
24 sec 

·········· s ----------.!><: ·········· ~ 
Vp=7.85 Vs=4.53 

Figure 2.7: Comparison of synthetic displacement waveforms between models tbPB 
and mohoP B. The two models (lower right) differ by the fact that model tbP B has 
a sharp Moho while model mohoP B has an 8 km thick transition zone between the 
crust and the mantle. Each pair of seismograms is plotted on the same scale with the 
peak amplitude of the solid trace shown. 
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Figure 2.8: (a)-(c)Effects of a negative velocity gradient in the top mantle. (a) 
Comparison of the Pn1 portion of the synthetic displacement waveforms between model 
tbPB and model tnlPB. Each pair of seismograms is scaled according to the solid 
trace with the peak amplitude shown. (b) A set of Moho-reflected rays calculated 
for model tbP B with G RT. ( c) A set of rays reflected from a deeper discontinuity 
10 km below the Moho, where the P velocity drops from 7.85 to 7.7 km/sec. (d) 
Effects of a positive velocity gradient in the top mantle. Shown here is a set of rays 
reflected from a deeper discontinuity 10 km below the Moho, where the P velocity 
jumps from 7.85 to 8.0 km/sec. Seismograms in (b)-(d) are scaled according to the 
ones in (b) with the peak amplitude shown. The subscript d donates reflected wave 
from the deeper discontinuity and the subscript dn donates head wave associated with 
this discontinuity. 
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As shown in Figure 2.8b and 2.8c, when there is a negative velocity gradient, rays 

reflected from the Moho are weakened by rays that are reflected from the deeper 

discontinuities below the Moho and have the opposite polarity. The net effect is that 

the beginning of the Pnz waves is reduced (Figure 2.8a). When the velocity gradient 

is positive, the effect is the opposite as displayed in Figure 2.8d. 

In the above exercises, we fixed all other earthquake parameters and conducted our 

sensitivity tests on model parameters. Further studies also suggest that our results 

are qualitatively correct for a source-receiver distance range of 300 to 600 km, where 

the critical angle for the Moho reflection is passed and the surface wave dispersion 

is not very significant. Although crustal velocities are very important parameters in 

modeling regional seismograms, we have to keep in mind that other parameters such as 

crustal thickness, source depth, and source finiteness all contribute to the complexity 

of the regional broadband waveforms as addressed in some recent studies [e.g. Dreger 

and Helmberger, 1991b; Saikia and Helmberger, 1997; Song and Helmberger, 1996]. 

2.4 1-D modeling of the Basin and Range crustal 

structure 

In this section, we model seismograms from three earthquakes with paths sampling 

the Basin and Range province (Figure 2.2) using 1-D models. The data used in this 

study are broadband displacement recordings of these earthquakes at seven TER­

RAscope stations. Event locations and origin times (Figure 2.2) are extracted from 

the TERRAscope network with the source parameters predetermined by other au­

thors (Table 2.2). In the modeling process, the same criteria discussed in the last 

section are used for the time shift and the shape misfit, except that the SV wave and 

the Rayleigh wave are combined together to avoid instability in the cross-correlation 

procedure. To begin with, we select the Priestley and Brune [1978] model (model 

PB, Table 2.1), as a reference model. Generally, this is a good average structure in 
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Event (strike, dip, rake) Source time Depth Reference 
function (sec) (km) 

Utah (180°' 50°' 250°) (0.5, 0.5) 11 Zhao and Helmberger [1996] 
Eureka (37°, 51°, 282°) (1.0, 1.0) 11 Dreger(personal comm.) 
Skull (185°, 45°, 240°) (1.0, 1.0) 11 Zhao and Helmberger [1996] 

Table 2.2: Source parameters of the three events studied. 

modeling propagation paths in the Basin and Range province [ Zhao and H elmberger, 

1994]. Wave shape, especially that of the surface waves, produced by this model fits 

the data well when the proper shift is applied (e.g. Figure 2.1). However, the timing 

predicted by this model is not very satisfactory. While this model is too slow for 

the paths in the southern Basin and Range province, it is too fast for paths in the 

central Basin and Range province. Also the relative timing between the Pnz waves 

and the Rayleigh waves in the synthetics are often misaligned by a few seconds when 

compared to the data (Figure 2.1). In our exercise to model the paths in the central 

Basin and Range province, we seek to decrease the crust velocity in order to improve 

the timing prediction as well as to improve the waveform fits. 

We begin by perturbing the top layer of the model. In our grid search approach, 

we find that the top layer thickness can range from 2.5 km to 3.5 km with appropriate 

velocity trade-off. More significant change to the top layer would result in too much 

change in the surface wave shape and timing, especially for the Rayleigh waves. This 

feature is consistent with the conclusion we derived earlier. We also find that the 

synthetic waveform fits to the data get worse for a larger velocity jump from the upper 

crust to the lower crust when it is produced by decreasing the upper crustal velocity 

alone. Next, we decrease the velocities in the lower crust to delay the synthetic 

waveforms and to adjust the relative timing between the Pnz wave and the Rayleigh 

wave. We find that when the lower crustal velocities are decreased to be the same 

as those of the upper crust, the resulting simple crust model is efficient in achieving 

both goals. Parameters of our preferred model, the tbPB model, are given in table 2.1 

and the time shifts required for the best-fitting synthetics is given for each segment 

in Figures 2.9-2.11, 2.13-2.14, and 2.16-2.17. 
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Figure 2.9: Comparison between displacement data and synthetic waveforms (Model 
PB) for the Utah event. The small number in the beginning of each pair indicates the 
time shift (in seconds) required for the synthetic waveform to fit the data. Station 
names and distance from the event are also shown. 
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Figure 2.10: Comparison between displacement data and synthetic waveforms (Model 
tbPB) for the Utah event. 
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Figure 2.11: Comparison between displacement data and synthetic waveforms (Model 
t58PB) for the Utah event. 
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Figure 2.12: Shape misfit, represented by the height of the boxes, between data and 
synthetic waveforms for models PB, tbPB, and t58PB for the Utah event. Station 
names and distance from the event are also shown. 

2.4.1 The Utah event 

Zhao and Helmberger [1996] found that the PB model did better than the standard 

Southern California model in modeling this earthquake. In our study, we find that 

model PB is not slow enough, especially for the Pn1 waves. When the Conrad dis­

continuity is removed, the timing for the Pnz waves and the separation between the 

Pn1 wave and the Rayleigh wave are both improved substantially. The average shape 

misfit to the data is also reduced (Figure 2.12) with the most improvement at station 

ISA for all three segments. Note that the improvement in the wave shape of the Airy 

phase at station PFO eliminates the instability factor and reduces the time shift . For 

model tbP B, the timing between different segments on the synthetics is reasonably 

compatible, but the synthetics themselves are still too fast. As we further slow down 

the main crust Vp as in model t58PB, the predicted timing is even better with the 

wave shape fits being equally good (Figure 2.12). 
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Figure 2.13: Comparison between displacement data and synthetic waveforms (Model 
PB) for the Eureka Valley event. Note a different time scale is used for station TUC. 

2.4.2 The Eureka Valley event 

For this event, model PB predicts good timing but model tbPB does even better 

(Figures 2.13and 2.14). The slower lower crust in model tbPB also improves the 

waveform fits, especially for station ISA (Figure 2.15). For station SVD, the Rayleigh 

wave timing problem of model PB is fixed as the relative strength of the two picks on 

the Rayleigh wave train is adjusted by model tbPB. This is also true for the Rayleigh 

waves at station TUC. 
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Figure 2.14: Comparison between displacement data and synthetic waveforms (Model 
tbPB) for the Eureka Valley event. 
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Figure 2.15: Shape misfit between data and synthetic waveforms for models PB and 
tbPB for the Eureka Valley event. 

2.4.3 The Skull Mountain event 

Among the three events studied, paths from this event to the various stations are 

the most difficult to model with a 1-D model. Although the tbPB model does a 

little better than the PB model, it is still too fast, especially for the Rayleigh waves 

(Figures 2.16-2.17). The Love waves are better modelled in timing than the Rayleigh 

waves, but the wave shape is not satisfactory. The positive time shift would suggest 

a slower model than tbPB, but our tests show that further slowing down the main 

crust as in model t58PB would make the wave shape even worse while only slightly 

improving the timing prediction. This is probably a case where lateral variation has 

a great effect. At this stage, we prefer model tbPB as an average 1-D model for these 

paths. Detailed 2-D modeling would be informative. 
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--- Data ····························· Model PB 48 sec 

Figure 2.16: Comparison between displacement data and synthetic waveforms (Model 
PB) for the Skull Mountain event. 

2.5 Discussion 

Throughout the modeling in this study, we focused on 1-D models. Simple two-layer 

models worked well and we do not see any advantage in adding a Conrad discontinuity 

for paths from the three events to the various stations. Detailed studies by Mori and 

Helmberger [1996], who analyzed direct Sand SmS energy from the 1992 Landers 

aftershocks recorded at stations GSC and PFO, reported compatible results. They 

found that SmS phases at station GSC are much stronger than the direct S phases 

but the reverse is true at station PFO. They attribute these observations to the more 

homogeneous crustal structure in the Mojave desert north of the Landers aftershocks, 

which allows large reflections from the Moho. From our modeling, we conclude that 

the Conrad is not a regional feature in the crust of this area. 

However, that does not mean the whole crust in the Basin and Range is as simple 

as our 1-D models. Actually, the time shift between the different portions of the 
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Figure 2.17: Comparison between displacement data and synthetic waveforms (Model 
tbPB) for the Skull Mountain event. 

data and the synthetic waveforms for individual paths in Figures 2.19a-c indicate 

complicated lateral variations in the crustal velocity and crustal thickness. As seen 

in Figure 2.19a, the Pnz timing, which is controlled by the velocity in the mid-crust, 

reveals that the crust under the Sierra Nevada is faster than that under the northern 

Mojave desert. This feature is well resolved in the tomographic study of Zhao and 

Kanamori [1992] as displayed in Figure 2.19d. 

The Love wave timing shown in Figure 2.19b is similar to that of the Pnz portion. 

This is partially due to the fact that, in our analysis, the timing of the tangential 

component as a whole, along some paths, is controlled by the down-going long-period 

S energy (Figures 2.13 and 2.16) which is controlled by the lower crust. The Rayleigh 

wave timing, however, show a quite different pattern (Figure 2.19c) . Rayleigh waves 

from the Skull Mountain event to the various stations arrive substantially late, unlike 

the Pnz waves or the Love wave. This could have resulted from a slower upper crustal 

S velocity or from a slower P velocity in the top layer, as indicated in Figure 2.6. 
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Figure 2.18: Shape misfit between data and synthetic waveforms for models PB and 
tbPB for the Skull Mountain event. 
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Figure 2.19: (a)-(c) Integral slowness of individual paths (relative to model tbPB), 
defined as the average time shift (shown in Figures 2.10, 2.14 and 2.17) scaled by the 
source-receiver distance, for each portion of the data. Circles and crosses denote slow 
and fast paths, respectively. Symbol size corresponds to the integral slowness of the 
path. For the path from the Skull Mountain event to the station PFO, this value 
is shown for each portion of the data. ( d) A tomographic model for the Southern 
California crust, showing fractional P-wave velocity perturbations (in %) at 22 km 
depth. After Zhao and Kanamori [1992]. 
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However, the first reason is unlikely since the Love wave timing is reasonably good. 

Notice that the waveforms from the Skull Mountain event are the least well modeled 

in this study; it is possible that the velocity variation in the top layer along these 

paths is quite substantial. As we mentioned earlier, data from the Utah event are 

fit the best by model t58PB while model tbPB works the best for paths from the 

Eureka event. This suggests that the crust under the northeastern Mojave has a 

smaller Poisson's ratio than the crust under the Sierra Nevada. If this is true, it 

would partially explain the fact that the Skull Mountain event was the most difficult 

to model with a 1-D model. The path from the Eureka Valley to the station Tucson 

(TUC), which runs from near the Sierra Nevada to the northeast Mojave desert and 

further to the southern Basin and Range, has this same problem. Detailed modeling 

for individual paths is necessary to retrieve more detailed information about the 

crustal structure. 

2.6 Conclusions 

In conclusion, we have conducted a set of sensitivity tests on the parameters of 1-D 

models to compare their impact on different segments of regional seismograms. We 

found that, for mid-crustal earthquakes, Pni waves are controlled in broadband char­

acter by the mid-crust while the top layer contributes to the long period motions. The 

SV wave is mostly controlled by the shear wave velocity of the lower crust, especially 

the crustal layer just below the source depth. The top crustal layer controls the shape 

of the surface waves at ranges from 300 to 600 km, and the upper crust, especially 

the crustal layer just above the source depth, controls their timing. Applying these 

tests in modeling three earthquakes in the Basin and Range province, we found that 

a simple two-layer crustal model could effectively explain the data both in timing 

and in shape. The main crustal layer has P and S velocities of 6.1 km/sec and 3.6 

km/sec, similar to those found by Langston and Helmberger [1974]. A surface layer 

of thickness 2.5 to 3.5 km is required to fit the Rayleigh waves. Modeling results also 

indicate that the crust under the northeast Mojave desert has slower ?-velocity (5%) 
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than that under the Sierra Nevada. 
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Chapter 3 N orthridge aftershocks, a 

source study with TERRAscope data 

3.1 Abstract 

Broadband and long period displacement waveforms from a selection of N orthridge 

aftershocks recorded by the TERRAscope array are modeled to study source char­

acteristics. Source mechanisms and moments are determined with long-period data 

using an algorithm developed by Zhao and Helmberger [1994]. These results are com­

pared with those by Hauksson et al. [1995] and Thia and Kanamori [1996]. The 

width of the direct pulses at the nearest stations PAS and CALB are measured as 

indications of the source duration. Another measurement of the source-time functions 

of these earthquakes is obtained by comparing the short-period to long-period energy 

ratio in the data to that in the synthetics. These measurements are used to estimate 

the relative stress drop using a formula given by Cohn et al. [1982]. The depth dis­

tribution of the relative stress drops indicates that the largest stress drops are in the 

depth range of 5-15 km for an aftershock population of 24 events. A correlation of 

extended surface wave-train with source depth is demonstrated for paths crossing the 

San Fernando Basin. 

3.2 Introduction 

The stress field and faulting in the Northridge area is of great importance to the 

understanding of the tectonics associated with the Transverse Ranges (Figure 3.1). 

Since most of the recorded earthquakes in this area occurred with no surface rupture, 

their source mechanisms provide essential information for the association of these 

earthquakes with certain known faults and to the identification of unknown faults 
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Figure 3.1: Map of Southern California showing TERRAscope stations (solid squares) 
used in this study and topographic features. The box indicates the Northridge area. 
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[Haukssan et al., 1995]. Several studies have been carried out on the Northridge 

event and its aftershocks. For example, Thia and Kanamari [1996] used surface 

waves (period 10-40 sec) to study the source mechanism, depth and seismic moment 

of these earthquakes with a moment-tensor inversion technique [ Thia and Kanamari, 

1996]. With first-motion data from the Southern California Seismic Network, Hauks­

san et al. [1995] compiled a complete report of the source mechanisms, depths and 

local magnitudes of the Northridge sequence. Thio and Kanamori's [1996] solutions 

include many strike-slip and normal faulting while, in contrast, Hauksson et al. 's 

[1995] results show predominant thrust faulting . When the source mechanism results 

of the two studies agree, their depth estimates are similar. This is true for about half 

of the population. For the other half, the depth estimates by the two studies differ 

by an average of ±5 km and the source mechanism results are distinctive from each 

other. One such example is shown in Figure 3.2. For this event ( #0415), Hauksson 

et al. 's [1995] source mechanism solution is a thrust (strike 110, dip 55, rake 110) 

at a depth of 9 km, and Thio and Kanamori's [1996] is a strike-slip (231, 31, 1) at 

a depth of 5 km. While Thio and Kanamori's [1996] result predicts the amplitude 

well, it fails to fit the Pnz waveforms, especially at station GSC. Since Hauksson et 

al. 's [1995] solution is based on P-waves, we should expect the Pnz wave-train to fit 

better, which it does in this example. Given this type of discrepancy, we model the 

complete waveforms to check on the mechanisms, depths, and to determine the ef­

fective source-time histories to be used in stress-drop estimations. We also discuss 

the effects of the San Fernando basin on the propagation of the seismic energy along 

particular paths crossing the basin. 

3.3 Data and methods 

We choose to use Zhao and Helmberger's [1994] grid-search approach to estimate 

source mechanism and seismic moment. This method matches observed seismograms 

against synthetics over discrete wave-trains and allows relative time shifts between 

individual wave-trains, e.g., the Pnz wave-train and the Rayleigh wave. This allows a 
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Figure 3.2: Comparison of data (heavy traces) and synthetics (light traces) for event 
#0415, after convolving with a long-period Press-Ewing instrument response. The 
top traces are synthetics with Hauksson et al. 's [1995] mechanism and depth. A 
moment of 1.0 x 1023 dyne • cm (corresponding to a local magnitude of ML=4 .6) is 
used for this solution. Seismograms at the bottom of each group are synthetics with 
Thio and Kanamori's [1996] source mechanism, depth and moment. Station name 
and epicentral distances are given. All seismograms for a same station are scaled by 
amplitude, with the Pni waves blown up and shown separately. A triangular far-field 
source-time function with a duration of 0.4 sec is used. A small time shift is used to 
align synthetics with data. 
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better correlation between data and synthetic waveforms and desensitizes the source­

mechanism result to the crustal model used to generate the synthetics [ Zhao and 

Helmberger, 1994; Zhu and Helmberger, 1996a]. Source depth is determined by cycling 

through different values (5, 8, 11, 14, 17, and 20 km). 

With this method, we studied 24 aftershocks with ML in the range of 4.0 to 5.6. 

These events are large enough to be recorded at the regional stations with high signal­

to-noise ratio. For some of the small events, broadband data is noisy but long-period 

data is reliable. In our source estimation process, we apply a long-period Press-Ewing 

(LP3090) instrument response on both data and synthetics for all events studied 

to obtain stable long-period estimates of M0 • We use Green's functions generated 

by Dreger [1992] for the standard Southern California model, using a reflectivity 

method [Fuchs and Muller, 1971; Bouchon, 1981; Saikia, 1994a]. An example of the 

fit between data and synthetics determined by this procedure is shown in Figure 3.3. 

The Pn1 waves and Rayleigh waves are fit well, but the Love wave data are more 

complicated than corresponding synthetics. 

It is usually difficult to retrieve the source-time history by matching a set of syn­

thetics to broadband seismograms, since many stations have some high frequency 

ringing, such as station SVD (Figure 3.4). A relatively simple procedure is to equal­

ize the energy content in different frequency band between data and synthetics [ Zhao 

and Helmberger, 1996; Jones and Helmberger, 1996]. We apply the Wood-Anderson 

short-period instrument response (WASP) to both data and synthetics in order to 

compute the short-period energy. To obtain an estimate of the source time history, 

we match the short-period (WASP) to long-period (LP3090) energy ratio in the ob­

served Pn1 wave-train to synthetics. Symmetric trapezoidal source-time functions are 

assumed. Figure 3.4 displays the broadband data and the synthetics with this far­

field source-time function, and the source mechanism determined with the long-period 

data (Figure 3.3). In this example, a (0.2, 0.2 sec) triangle fits the best, that is, a 

source duration of 0.4 sec. Note the match of the frequency content in the data and 

synthetics, especially for the Pn1 wave-train. 

A more traditional and straight forward estimate of the source duration can be 
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Figure 3.3: Comparison of long-period displacement data (event #1839) and corre­
sponding synthetics for the mechanism displayed, as determined with the grid-search 
method (Mo= 8.5 x 1022dyne·cm). A source depth of 14 km and a triangular far-field 
source-time function with a duration of 0.48 sec are used. All seismograms are scaled 
to unit height. There is a 25% standard variation for the seismic moment. 
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Figure 3.4: Comparison of broadband displacement data (event #1839) and corre­
sponding synthetics for the mechanism displayed in Figure 3.3. 
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Figure 3.5: Some of the direct pulses recorded at stations PAS and CALB from which 
we are able to measure the source duration. Vertical lines indicate the measured du­
ration. Small numbers show source-receiver distances in km. "H", "R", and "Z" 
following event numbers indicate tangential, radial and vertical components, respec­
tively. 
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Figure 3.6: Some of the more complicated records at station PAS, for which direct 
measurement of the pulse width is difficult. The Pnz segment is blown up to the right. 
Epicentral distances are given. 
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obtained by measuring the width of the direct pulse at local stations [ e.g. Hardebeck 

and Hauksson, 1997]. Many of the aftershocks were recorded at stations PAS and 

CALB, with source-receiver distances less than 50 km. Figure 3.5 displays some of 

the direct P-wave pulses recorded at these two stations from which we were able to 

measure the source durations. For events shown in this figure, we get similar results 

at PAS and CALB, although there is some variation of the pulse width between these 

two stations. For other events in the data set, especially large events and those with 

complex sources (Figure 3.6), we were not able to apply this kind of measurement. 

However, for those events to which both Zhao and Helmberger's [1996] energy ratio 

method and the direct measurement can be applied, a good correlation exists between 

the two measurements (Figure 3.7), except for an offset. The offset is expected because 

the synthetics in Figure 3.4 do not contain scattering as the data does. Because of this 

correlation, Zhao and Helmberger's [1996] method appears to be a good alternative 

to the direct measurement. It is a rough measurement of the asperity content in 

the source process and should be useful for the purpose of obtaining relative source 

duration from event to event in the same region, since path scattering properties 

should be nearly constant. 

To measure the stress drop of an earthquake, many researchers [e.g. Cohn et al., 

1982; Jones, 1995] have used the empirical formula 

" (b ) = 1.84 x 10-
22

M 0 (dyn · cm) 
ucr ar 3 ( ) . r sec 

(3.1) 

M 0 is the long-period seismic moment and 7 is the source duration. This formula 

assumes that the stress drop due to faulting is equal to the effective stress accelerating 

the fault as it ruptures [ Cohn et al., 1982]. It is a rough measurement of the stress drop 

of an earthquake. For the seismic moment, M 0 , the moment-magnitude scale M 0 = 

1016·1+1.5ML [Thatcher and Hanks, 1973; Hanks and Kanamori, 1979] has been widely 

used [e.g. Cohn et al., 1982; Hardebeck and Hauksson, 1997]. In this study, we use the 

seismic moment obtained by grid-search, discussed above, and the source duration 

estimated with Zhao and Helmberger's [1996] method to calculate the relative stress 
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Figure 3.7: Comparison of two source duration measurements of the Northridge af­
tershocks. 
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Figure 3.8: Source mechanisms of the Northridge aftershocks as determined in this 
study with the grid-search method of Zhao and Helmberger [1994]. 

drop with equation (1). Because of the nature of the relative source duration measured 

with the energy ratio method, the absolute value of this stress drop calculation is not 

comparable between events from different regions. But for a group of events in the 

same region, comparing this value is parallel to the comparison of the stress drop. In 

this sense, we call it relative stress drop. 

3.4 Results 

Estimates of the source mechanism, long-period seismic moment, depth, and source 

duration were obtained for 24 of the best recorded aftershocks. These results are 

summarized in Table 3.1. Our depth results are compatible with Hauksson et al. 's 

[1995] and are not shown in this table. The source mechanisms are also shown in 

Figure 3.8 at the corresponding source locations. In comparison to the two studies 

mentioned above, our results are closest to those of Hauksson et al. [1995]. The 
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adjustments are mainly necessary to produce better fit to the Rayleigh waves and to 

predict better amplitude ratios between the components. 

In Figure 3.9, the seismic moments from this study and those given by Thia 

and Kanamori [1996] are compared with respect the local magnitude ML, given by 

Hauksson et al. [1995]. A straight-line moment-magnitude scale (Mo = 1015•0+1.7ML) 

for this group of events is also plotted in the same figure. Although these data points 

follow this scale closer than the well known Thatcher and Hanks [1973] scale, they 

fall well in the scatter of the data points for Thatcher and Hanks's [1973] much larger 

population of Southern California earthquakes. In fact, the much larger Northridge 

mainshock, with M 0 = (1.4 ± 0.9) x l026 dyne · cm [Song et al., 1995a] and ML= 6.7 

[Hauksson et al., 1995], falls closer to the Thatcher and Hanks [1973] scale. 

Figure 3.10 shows the distribution of the relative stress drop with respect to the 

focal depth. Figure 3.10a uses source depth determined by Hauksson et al. [1995]. 

Larger events tend to have higher stress drop compared to small ones. High stress 

drop events appear at a depth range of 8 to 15 km. For comparison, in Figure 3.10b, 

the same relative stress drop is plotted against the focal depth determined by Mori 

(personal communication), who conducted the relocation of these events with a 3-

D crustal model for the Northridge area. The same features are seen but the high 

stress-drop zone appears shallower (5 to 13 km). 

3.5 Discussion and summary 

Throughout this study, we found the Northridge data set to be more complicated 

than data sets examined in previous TERRAscope studies [e.g. Dreger and Helm­

berger, 1991a; Jones, 1995; Song et al., 1996]. The long period waveform data proved 

relatively easy to work with, but modeling the broadband data often required special 

treatment, both in source descriptions and in propagation operators. Figures 3.11 

and 3.12 show an example (event #1120) of the more complicated events, modeled 

as a simple source and as a double event. In Figure 3.11, we compare the broadband 

displacement data and the corresponding synthetics determined by the grid-search 
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Figure 3.9: Comparison of long-period seismic moment given in this study and those 
by Thio and Kanamori [1996], with respect to ML Hauksson et al. [1995]. The dashed 
line corresponds to the moment-magnitude scale given by Thatcher and Hanks [1973] 
for most California events. 
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Date1 hh: mm1 sec1 Depth1 Ml 
L 

02 52 ).2 M2 0 t:::.T3 p t:::.T4 E 
(km) (0) (0) (0) (dyn-cm) (sec) (sec) 

940117 1554 10.54 13.3 4.8 30 80 70 l.4e23 0.7 0.35 
940117 1756 07.96 19.7 4.6 130 35 100 6.0e22 0.5 0.25 
940117 1943 53.17 13.8 4.1 160 80 250 2.4e22 0.35 
940117 2046 02.12 10.1 4.9 60 55 10 3.8e23 0.45 
940117 2333 30.47 11.1 5.6 120 40 80 9.3e24 1.01 
940118 0401 26.03 0.3 4.3 185 55 140 3.le22 0.8 0.62 
940118 0723 55.77 15.9 4.0 90 45 60 2.7e22 0.5 0.30 
940118 1523 46.60 9.2 4.8 110 45 80 2.5e23 0.28 
940119 0440 47.67 3.1 4.3 315 55 90 3.3e22 0.6 0.31 
940119 1409 14.51 18.9 4.5 90 70 80 4.8e22 0.4 0.25 
940119 1446 34.96 7.3 4.0 140 50 80 8.4e21 0.5 0.23 
940119 2109 28.33 14.3 5.1 95 40 70 l.le24 0.56 
940121 1839 15.05 10.6 4.5 140 40 60 8.5e22 0.6 0.48 
940121 1852 44.00 8.9 4.3 90 40 60 2.4e22 0.5 0.21 
940123 0855 08.42 9.7 4.1 110 40 80 2.le22 0.5 0.29 
940124 0415 18.55 8.9 4.6 80 55 80 4.8e22 0.4 0.20 
940124 0550 24.13 12.1 4.3 110 55 70 2.9e22 0.5 0.22 
940124 0554 20.82 10.9 4.2 110 40 70 2.3e22 0.6 0.30 
940127 1719 58.58 16.3 4.6 120 10 90 4.3e22 0.4 0.18 
940128 2009 53.39 4.0 4.2 140 40 110 l.9e22 0.55 
940129 1120 35.60 1.6 5.1 160 65 160 l.5e24 0.81 
940129 1216 56.08 3.6 4.3 60 70 10 2.3e22 0.5 0.28 
940320 2120 12.03 14.7 5.2 100 40 60 9.9e23 0.41 
940525 1256 56.84 11.6 4.4 90 55 75 6.7e22 0.35 

Table 3.1: Source parameters for selected Northridge aftershocks. Note: 
1. After Hauksson et al. [1995]; 
2. 0 - strike, o - dip angle, >. - rake angle, Mo - long period moment; 
3. l:::.Tp - Source duration measured on TERRAscope stations PAS and CALB; 
4. l:::.TE - Source duration determined by comparing short-period to long-period 
energy ratio in the data to that in the synthetic. 
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Figure 3.10: Depth distribution of the relative stress drop for the Northridge after­
shocks. Symbol size corresponds to ML. 
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Figure 3.11: Comparison of broadband displacement data (event #1120) and corre­
sponding synthetics for the mechanism displayed with a trapezoidal far-field source­
time function (2.5, 1.8, 2.5 sec) and a source depth of 5 km. All seismograms are 
scaled to unit height. There is a 40% standard variation for the seismic moment. 
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Figure 3.12: Comparison of broadband displacement data (event #1120) and corre­
sponding synthetics for the mechanism displayed with the far-field source-time func­
tion as shown in the lower-right corner and with a source depth of 5 km. Note the 
improvement in the Pnz waveform fit (DGR and PFO) after introducing asperity. 
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procedure discussed earlier. Fundamental Rayleigh waves are fit well, but the Pnz 

wave data are more complicated than the corresponding synthetics. For example, 

there are obvious secondary pulses in the Pnz segment at stations DGR and PFO that 

do not show up in the synthetics. Note the separation between these two pulses are 

approximately the same at stations DGR and PFO although the distance to these 

two stations differ by about 50 km. This suggests a secondary source for this event. 

In Figure 3.12, we attempt to model this complexity as a double source, with the 

far-field source-time function shown at the bottom of the figure. Synthetic waveform 

fits to the Pnz data are improved with this complex source model, but fits to the 

Rayleigh waves are slightly deteriorated, suggesting that the actual rupture process 

is more complicated than the simple model we have been assuming. 

Severe path effects, such as the San Fernando and the Los Angeles basins, also 

contribute to the complexity of the Northridge data. As an example, we compare the 

vertical broadband and short-period displacement data and cumulative energy curves 

for stations GSC and PFO, for 3 earthquakes at different depths (Figure 3.13). These 

three events occurred under the Santa Susana Mountains within 10 km of each other 

[Hauksson et al., 1995]. Note the difference in the Rayleigh wave-train between the 

records at GSC and PFO for the various events. Seismic signal arrives at station 

GSC in a time window narrower than at station PFO. This difference is also evident 

on the short-period records (Figure 3.13), but becomes less significant for deeper 

sources. Scattering due to the more heterogeneous structure from Northridge to PFO 

could cause this difference. Note that the path from Northridge to station GSC is 

relatively uniform. The path to PFO traverses the San Fernando basin and part 

of the Los Angeles basin (Figures 3.1 and 3.8). For a shallow earthquake, part of 

the surface wave energy is trapped in the basin and propagates through the slow 

top layer, producing the extended Rayleigh wave-train at station PFO. This could 

explain the fact that GSC yields a consistently larger seismic moment than does PFO 

(Figure 3.14), since energy, arriving at PFO along different paths, spread out in a 

wider time window. Our M 0 estimate is controlled by the amplitude of the first 

packet of surface wave energy because the synthetics we used do not include the more 
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Figure 3.13: Comparison of the broadband and short-period (WASP) vertical dis­
placement data and cumulative energy curves for stations GSC and PFO for 3 
Northridge aftershocks at different depths. In the displacement columns, numbers 
indicate epicentral distances. In the energy column, the short-period to broadband 
energy ratios are shown for each record. Note the degree of complexity as a function 
of source depth and station. 
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Figure 3.14: Display of single-station moment estimates normalized by the average 
value over TERRAscope, for the Northridge aftershocks. Note that stations PAS and 
SVD display the largest scatter. Station GSC yields consistently larger moment than 
PFO. 

dispersed surface wave train. For deep earthquakes, the basin effect is less. However, 

for the entire group of events, there lacks a clear trend of this complexity with source 

depth, possibly because of the complex basin structure. To better understand the 

wave propagation associated with the shallow basins, 2-D finite difference modeling 

would be helpful, as reported by Song et al. [1995b]. 

Basin effects can also be examined by comparing the ratio of Me to Mo for various 

source depths, averaged over all the network (Figure 3.15). Me is defined as the square 

root of the ratio of the total accumulative energy between data and the synthetics 

computed for unit moment [Zhao and Helmberger, 1996]. M 0 is the seismic moment. 

The Me/Mo ratio indicates how much energy is modeled by our 1-D synthetics and 

how much is not, presumably due to the scattering of energy in certain frequency 

bands by the basin. If the 1-D synthetics are efficient in modeling the energy radiation 

from the source, this ratio should be close to 1. Figure 3.15a shows the Me/Mo ratio 
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in the low-frequency band (LP3090) with respect to source depth for two groups of 

events: those that are located under the mountains and those under the basin. Note 

the average value for the Me/ M0 ratio is about 1.25, a bias possibly due to the fact 

that our 1-D model is not soft enough at the top. The event with exceptionally high 

Me/ M0 ratio is the complex event ( #1120) we discussed above. It occurred near the 

northwestern edge of the San Fernando basin. Other than this event, there is no 

obvious depth dependence of the Me/ M0 ratio. Events under the basin (squares) and 

those under the mountains (dots) show the same scatter. At short-period, some of 

the shallow events display high Me/ M0 ratios ( e.g., events #1216, #0401, #1446; 

Figure 3.15b). The scatter is also large, which makes it hard to establish, from this 

sparse data set, any trend of the Me/ M0 ratio with respect to the source depth. 

However, Figure 3.15b suggests that, among the squares, this ratio can differ by as 

much as a factor of 3. If scattering at the basin edge is causing this, we would expect, 

assuming reciprocity, a similar factor from incoming waves, in the event of a regional 

earthquake occurring outside the basin. 

In summary, we studied the TERRAscope waveform data for a set of N orthridge 

aftershocks. Our source mechanisms agree well with focal plots determined from 

first-motion P-waves picks from the Southern California Seismic Network (SCSN) 

[Hauksson et al. , 1995]. This result indicates that the longer period motions associ­

ated with surface waves are compatible with the initial rupture motions and that the 

fault plane does not change appreciably over the rupture history. The same conclu­

sion was also reached in our study of the Northridge mainshock [Song et al., 1995a] . 

Our source depth estimates were determined by the ratio of Rayleigh waves to Pni 

strengths and generally agree well with Hauksson et al. [1995]. Since the SCSN array 

had temporary near-in data for depth control (S-P times), we conclude that our inde­

pendent depth estimates have been validated and should be applicable for events in 

other regions where near-in data is not available. Source duration was estimated by 

comparing short- to long-period energy ratio in the Pni data, relative to synthetics. 

This method, originally proposed by Zhao and Helmberger [1996], was tested against 

the more traditional method of measuring the width of direct pulses, and proved to 
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Figure 3.15: Me/Mo ratio of Northridge aftershocks with respect to focal depths by 
Hauksson et al. [1995]. (a) in low-frequency band (LP3090). (b) in high-frequency 
band (WASP). Black dots correspond to events under the mountains. Squares cor­
respond to events under the San Fernando basin. Vertical components at stations 
BAR, GSC, ISA, PAS, PFO, RPV, SVD, and VTV are used to calculate Me . 



59 

be an effective means of modeling broadband seismograms and providing consistent 

source duration estimates. Stress drop of the aftershocks were calculated using these 

estimates and their depth distribution indicates a zone of high relative stress drop 

at the depth range of 5 to 15 km, with the larger events yielding the highest stress 

drops. 
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Chapter 4 Source characteristics of the 

January 17, 1994 Northridge, California 

earthquake from regional broadband 

modeling 

4.1 Abstract 

Broadband regional records are modeled to determine source mechanism, seismic mo­

ment, fault dimension and rupture directivity for the January 17, 1994 Northridge 

Earthquake. Modeling is done using both theoretical Green's functions (tGf) and 

empirical Green's functions (eGf). From the theoretical modeling, we obtain a source 

mechanism with strike 128°, dip 33° and rake 106° for the mainshock, using a source 

estimation algorithm by Zhao and Helmberger [1994]. While the fault orientation 

seems resolvable from regional data, the moment estimation is less reliable due to 

inadequate synthetic waveform fits to the observed surface waves. This appears to 

be caused by the combination of propagational effects and fault complexities. Fur­

ther investigation of the source characteristics is carried out with a new method of 

using eGfs. As an eGf, we select the January 17, 1994 17:56 GMT aftershock, which 

occurred near the onset of the mainshock and had a similar source mechanism. The 

source duration of the mainshock, as seen from the regional surface waves observed 

at various stations, is obtained by searching for the trapezoidal far-field source-time 

function for each station which, when convolved with the aftershock data, best sim­

ulates the mainshock data. Stations to the north see shorter source durations than 

stations to the south. Modeling these with theoretical predictions of rupture on 

a square fault, we constrain the effective fault dimension to be 14 km with rupture 



62 

along the direction of the average rake vector. A moment of (1.4±0.9) x 1026 dyne-cm 

with a stress drop of~ 120 bars is obtained for the mainshock from our eGf study. 

4.2 Introduction 

Recent advances in seismic acquisition are making it possible to rapidly estimate 

source parameters of significant earthquakes. Typical questions asked by seismologists 

after a large event such as the Northridge Earthquake are: (1) Where did it occur and 

how large was it? (2) What were its fault parameters? (3) Which plane ruptured and 

in what direction? ( 4) Would we expect to see surface breakage? Currently, the first 

two questions are answered by modern seismic arrays shortly after the earthquake. 

Answering the remaining questions often requires further study. For the N orthridge 

Earthquake, however, work was complicated both by propagational effects introduced 

by the San Fernando basin, and by the loss of a critical TERRAscope station (ISA) 

to the north (Figure 4.1). Loss of records from station ISA made necessary the use 

of records from stations farther to the north, at much greater epicentral distances 

than those used in previous modeling studies in Southern California [e.g. Dreger 

and Helmberger, 1991a]. Thus, given the relatively long, structurally complex paths 

connecting Northridge to the three distant stations (PKDl, CMB and MLA), we 

chose to augment our theoretical modeling with an eGf study. 

The eGf study was further motivated by the azimuthal variation in absolute tim­

ing of the mainshock relative to a nearby aftershock of similar depth and source 

mechanism. Broadband waveform comparisons of the main event and this aftershock 

are shown in Figure 4.2. The seismograms recorded at stations to the north of both 

events are very similar in shape and timing, though their amplitudes are different by 

three orders of magnitude. In contrast, the Rayleigh waves from the mainshock are 

considerably delayed relative to the aftershock at stations to the south (i.e., BAR). 

This observation motivates further investigation of rupture directivity. 

Based on the above considerations, we address three issues. First, we establish 

faulting parameters using only the body waves. They should be less influenced by 
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Figure 4.2: Comparison of the broadband displacement records between the 
N orthridge mainshock (light traces) and the aftershock (heavy traces). Seismograms 
in each pair are aligned in absolute travel time. Station names, distances (km) and 
peak amplitudes ( cm for the mainshock and 10-3 cm for the aftershock) are also 
shown. 



65 

Data Focal depth Strike Dip Rake Moment 
used assumed (km) (0) (0) (0) (1025 dyne-cm) 
Pn1 11 132 35 113 9.4 
Pn1 15 128 33 106 10. 
Pnl 19 126 28 99 13. 

Whole 15 128 33 106 8.1 

Table 4.1: Estimated source parameters of the mainshock. Our best moment estimate 
is (1.4 ± 0.9) x 1026 dyne-cm from the eGf study. 

basin effects, compared to the surface waves. Second, we model complete displacement 

records of the 17:56 GMT aftershock (Figure 4.1) and the mainshock using theoretical 

Green's functions . Finally, as the main purpose of this paper, we examine fault 

dimension and rupture directivity and estimate the seismic moment of the main event, 

using the waveforms from the 17:56 GMT aftershock as empirical Green's functions. 

4 .3 Source estimation with theoretical Green's func­

tions 

We first estimate the mainshock source parameters using a grid-search source estima­

tion algorithm due to Zhao and Helmberger [1994]. This method selects the source 

mechanism which minimizes the 11 and 12 norms between the data and synthetics 

and often produces a stable solution from a relatively sparse data set. For this proce­

dure, we use broadband displacement records from five TERRAscope stations (BAR, 

GSC, M1A, PFO, SBC) and two BDSN stations (CMB, PKDl) (Figure 4.1) . The 

source is modeled with a point double-couple with a trapezoidal far-field source-time 

function (1.5 sec, 1.5 sec, 1.5 sec). The standard Southern California crustal model 

(SC) [Dreger and Helmberger, 1991a] is used for most of the stations except the sta­

tion NEE, for which we use a model developed for the Basin and Range province by 

Song et al. [1996]. Synthetic seismograms are generated by a frequency-wavenumber 

matrix propagation algorithm [Saikia, 1994a] . 

Source estimation is done in two steps. In the first step, only the Pn1 waves 
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recorded at the above stations are used in the process and we cycle through different 

source depths (11, 15, and 19 km). Estimated source parameters for different focal 

depths are presented in Table 4.1. Figure 4.3 compares the Pnl portion of the broad­

band data and synthetics for source depths of 11 and 19 km. The source mechanisms 

obtained are also shown. The fits between data and synthetics are generally good, 

with small differences between fits for each depth. The source parameters for the 

three depths are very similar. These are probably because the source propagation 

spans a substantial depth range. However, fits between the data and synthetics for a 

source depth of 19 km are better than those for a source depth of 11 km, especially 

near the onset of the Pnl waves at stations PFO and BAR (Figure 4.3). This suggests 

that the source was deep, or at least the rupture began at a depth closer to 19 km 

than 11 km. The average depth is near 15 km according to the above criteria used 

in this estimation technique and the fits between the Pnl data and the corresponding 

synthetics for a source depth of 15 km appear to be the best in an average sense 

among the three depths tested (Figures 4.3 and 4.4). In the second step, we fix the 

depth at 15 km and add in surface waves in the estimation procedure. Figure 4.4 

shows the comparison between the broadband data and the corresponding synthetics 

for the mechanism obtained in the whole waveform source estimation. At most of the 

stations, the Pn1 waves and the surface waves are both modeled reasonably well. This 

estimation was done to see if the surface waves require the same source orientation 

as the Pnl waves, since the surface waves should be more sensitive to the shallow 

structure. That is, if the mechanism changed dramatically during the rupture, we 

might expect to get a different source mechanism by including surface waves in the 

estimation. However, addition of the surface waves to the Pn1 waves in the procedure 

produces the same mechanism as that obtained with the Pnl waves alone (Table 4.1). 

This feature makes the eGf study in the next section reasonable, since apparently 

only one fault plane was involved. The seismic moment obtained from the whole 

waveform estimation is smaller than that obtained using the Pn1 waveforms alone. 

This again suggests that a substantial portion of the earthquake energy was released 

deeper than 15 km. 



Tangential 

Pnl R 

Radial 

Pnl 

PKD 
m ~ "° 1.02 

Vertical 

Pnl 

Pnl Z 

!}t" 0.52 

68 

Radial Vertical 

Pnl R Pnl Z 

SBC -J 6.95 17.89 
Ill 1 3.87 4 6.38 

64 sec 

Figure 4.4: Comparisons of broadband displacement data (mainshock, whole wave­
form; top traces) and the corresponding synthetic waveforms (bottom traces) assum­
ing a source depth of 15 km. Source estimation with Pn1 waves only and that with the 
whole waveform yield about the same mechanism. Peak amplitudes (mm) are given 
above each trace, given a seismic moment of 8.1 x 1025 dyne-cm for the synthetics. 



69 

Some attention needs to be paid to the far-field source-time function. The (1.5 

sec, 1.5 sec, 1.5sec) trapezoid seems to work well for the Pni waves, as is seen in the 

synthetic waveforms in Figures 4.3 and 4.4. For surface waves shown in Figure 4.4, 

however, the synthetics are shorter-period than the data by a factor of 2, especially 

at stations BAR and PFO to the south. This is not unexpected since the slowly 

travelling surface waves should see a longer source duration for a propagating source. 

We address the issue of source propagation in the next section, with an eGf study. 

Ideally, an event used as an eGf should be at the same location and have the same 

source mechanism as the event being investigated, to ensure that both earthquakes 

have similar source and propagational effects. To this end, we select the January 17, 

1994 17:56 GMT aftershock as an eGf for our study. This small event occurred within 

5 km of the mainshock, at the location (118.57W, 34.22N), and at a depth of roughly 

17-20 km [Thia and Kanamori, 1996; Hauksson et al., 1995]. 

A source mechanism was obtained for this aftershock using the same source esti­

mation procedure and broadband records convolved with a long-period Press-Ewing 

(LP3090) instrument response. The convolution was necessary due to the large high­

frequency component in the records, which could otherwise have been difficult to 

model. This also desensitizes our moment estimation to the attenuation factors in 

the crustal model used for the tGfs and reduces the related uncertainty. Our modeling 

analysis indicates that this small event has a very short source duration no broader 

than 0.4 sec. Source estimation at long-period with different depths (14, 17 and 20 

km) yields about the same source mechanism. Figure 4.5 shows the comparison of 

broadband records (aftershock) convolved with a LP3090 response, and appropriate 

synthetics for the depth of 17 km. The source mechanism obtained for the aftershock 

(strike 120°, dip 42°, rake 100°) is quite similar to that of the mainshock. The seis­

mic moment obtained is (6.8 ± 2.5) x 1022 dyne-cm. The uncertainty in the moment 

estimation reflects the scattering in the peak amplitude ratio between the data and 

the synthetic waveforms. It does not include that introduced by the uncertainty in 

assuming the crustal model (SC), mainly in the receiver functions at various stations, 

which may cause an error of up to 20% in the moment estimation. The latter is due 
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to the fact that one could usually model the surface waves with the velocities of the 

surface layer varying by 20%, given the appropriate velocity-thickness trade-off [ e.g. 

Song et al., 1996]. Taking this into account, we estimate the aftershock moment to 

be (6.8 ± 3.9) x 1022 dyne-cm. We address later how the first part of the uncertainty 

might be reduced. 

4.4 Source characteristics from eGf modeling 

The main event is larger in moment than the aftershock by three orders of magnitude, 

but the waveform comparisons in Figure 4.2 show some similarities in wave shape. 

However, there are lags in absolute timing between the waveforms of the aftershock 

and of the main event. While time lags at stations to the north (i.e., CMB and 

MLA) are small, those at stations to the south (i.e., BAR, PFO) are comparatively 

large. These are indications of mainshock source directivity. As discussed above, 

the aftershock has a very short duration and a mechanism and location very similar 

to those of the main event. It is thus an appropriate eGf for use in a study of the 

mainshock source characteristics. 

However, there are some assumptions that need to be explained in the present use 

of empirical Green's functions. We can express the displacement of the aftershock as 

where G(t, r, {, T) is the propagational Green's function, or the far-field displacement 

due to a point-source of step dislocation with unit moment at time T and source 

Position vector C. The Green's function has a dimension of leng
th

. sa(t) is the far-
" energy 

field source-time function of the aftershock. It is normalized to unit area and has a 

dimension of -t.1
. Ma is the seismic moment of the aftershock. ime 

Suppose the main event is represented by a cluster of point-sources of step disloca­

tion in the source region, each with a moment m(~dA, where dA is the infinitesimal 
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area. The displacement produced by each point-source, (£, Ts), is 

Ss(t, r) = G(t, i, l, Ts)* [m(l)dA o(t)] . (4.2) 

Note that Ts is related to£ through the rupture velocity vector. Using the reciprocal 

relation for source and receiver times [Aki and Richards, 1980], we can rewrite Ss(t, r) 

as 

(4.3) 

where .6.t(l) = (Ts - Ta) is a function of£. 

The main event displacement is the sum of displacement of all the point-sources 

SM(t, r) = 11 Ss(t, r) = 11 G(t, i, £,Ta)* [m(l) 0 (t - .6.t(l))] dA. ( 4.4) 

For small enough source dimension, we can assume 

G(t, i, l, Ta)= F(l - l)G(t, i, l, Ta)* o(t - .6.t'(l - l, r)). (4.5) 

That is, the difference in the Green's function due to the spatial separation between a 

point-source of the main event and the aftershock can be represented by a time delay 

.6.t'(l - l, i) and a scale factor F(l - fa). Note, however, that this approximation 

would be more appropriate if we use a particular correction for each arrival based 

on its phase velocity. Fortunately, it is the surface waves that dominate the records, 

which have predictable phase velocities. Moreover, surface waves are relatively long 

period and their waveforms are less affected by small source mislocation. Thus, 

this assumption is justified for surface waves. The scale factor F(l - fa) is due to 

the difference in source depth between the point-source of the main event and the 

aftershock and should be determined by the amplitude ratio of their surface waves. 

For simplicity, we can approximate F(l-l) by its value at the center of the rupture 

segment, F({c - fa). 
Since G(t, i, {a, Ta) is independent of£, we are now able to rewrite equation ( 4) by 
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convolving both sides with s0 (t) (Recall that s0 (t) is the far-field source-time function 

of the aftershock) 

SM(t, r) * sa(t) = G(t, r, l, Ta)* [Masa(t)] * F(¼~{a) 

· Lf 8 (t- b:.t'(l-l,r)) * [m(l)o (t- b:.t(l-l))] dA. (4.6) 

Using equation (1), we have 

(4.7) 

where D.t11 (l - l,r) D.t'(l - l, r) + b:.t({s). Assuming s0 (t) 8(t), or the 

aftershock is small enough, this expression can be written as 

( 4.8) 

with Mm the seismic moment of the main event and sm(t, r) its far-field source-time 

function at a particular station: 

l f j _, ( II _, _, ) Sm(t, r) = Mm }A m((s) 8 t - D.t (~s - ~a, r) dA. ( 4.9) 

If we further assume uniform rupture, m(fs) = ~' we obtain 

l f j ( 11 _, -+ ) Sm(t, r) = A k 8 t - D.t ((s - (a, r) dA. (4.10) 

This expression reduces to a unit-area trapezoidal function if we simulate the rupture 

with a line of point sources sweeping through a rectangular fault plane (Figure 4.6), as 

demonstrated by Langston [1978]. Parameters of the trapezoid for a certain station 

depend on the fault dimension and the rupture velocity and direction, or just two 

parameters, the fault dimension and the rupture direction, assuming a square fault 

and a rupture velocity. 

To obtain the appropriate trapezoids for each station, we search through a set of 
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Figure 4.6: Map view of a discretized fault. Rupture is simulated by a line source 
segment propagating perpendicular to itself. The rupture angle b, relative to the 
fault strike, is defined here to specify the rupture direction. When calculating the 
synthetic seismograms, each element of the fault is represented by a point-source with 
a weighting factor Wj. Wj = 1 is used in this study. 
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unit-area trapezoids and convolve the aftershock data with each tested trapezoidal 

function to simulate the mainshock data for each component . We then compare the 

simulations with the data to select the most appropriate trapezoid for that component. 

A criterion based on the averaged 11 and 12 norm [Zhao and Helmberger, 1994] is used 

for this purpose. Figure 4. 7 shows comparison between the mainshock displacement 

data and results from the convolution. At most of the stations (i.e., MLA, CMB, 

BAR and GSC vertical), the empirical simulations fit the mainshock data very well, 

with especially good fits to the Rayleigh waves. However, some of the Love wave 

complexity at short periods is not as well-modeled, most notably at stations SBC 

and PFO, which will be discussed later. 

The duration of the trapezoids required for the best simulation (Figure 4. 7) varies 

azimuthally from station to station, with narrow trapezoids required for stations to 

the north and broader trapezoids required for stations to the south. To explain 

this azimuthal variation, we average the trapezoid duration for three components at 

each station and model the duration as a function of azimuth with Langston's [1978] 

formulation. In this procedure, we assumed rupture on a square fault with a rupture 

velocity of 3 km/sec. We also assumed a Rayleigh wave velocity of 3 km/sec and a 

Love wave velocity of 3.1 km/sec as obtained from the surface wave synthetics (SC 

model). With these, we obtained a fault dimension of 14 km. Figure 4.8 shows the 

comparison between the observed trapezoid duration and the calculated duration for 

rupture in three different directions on a square fault of the above dimension. Among 

these predictions, 5 = 106° gives the best fit to the azimuthal variation of the source 

duration, indicating rupture along the direction of the average rake vector. 

Figure 4.9 displays the eGf simulation to the mainshock data using the predicted 

trapezoids for each station by the uniform rupture model with 5 = 106°. The agree­

ment with the observed waveforms is about as good as in Figure 4.7. This result 

suggests that the fault dimension and the rupture direction are the most important 

variables and can be easily estimated following the above procedure. Such a procedure 

might be automated and used in routine processing of broadband array data. 

Better fits to the observed far-field source-time functions can be obtained by al-
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lowing more parameters as demonstrated for this same event by Dreger [1994]. He 

achieved this by applying a deconvolution of the aftershock from the mainshock ob­

servations and inverting for individual slip vectors on a 1160-element grid. Several 

zones of strong slip (asperities) were identified from this procedure which presumably 

are controlled by the short period signals at some stations such as observed at SBC 

in Figure 4.9. The reliability of these detailed results depends on the quality of the 

eGfs. However, non-uniform slip for this event is also recoverable from teleseismic 

observations as given by Thia and Kanamori [1996]. Figure 4.10 compares the main­

shock data with the eGf simulations using their source model. The complexity in this 

source model does improve the short-period empirical fitting to the mainshock data at 

some stations. For example, the three pulses on the tangential component at station 

SBC are modeled quite successfully. Although there are no significant improvement 

of the overall fit to the mainshock data in Figure 4.10 over that in Figure 4.9, we do 

see that the regional broadband recordings bear information on the source asperity. 

The average surface wave amplitude ratio for a source at 15 km depth to one 

at 17 km depth is about 1.2 for the ranges studied, assuming the SC structure. 

Choosing this value for F(l - l.) in equation(8), we obtain a moment of (1.5 ± 

1.5) x 1026 dyne-cm for the main event from the aftershock moment (Figure 4.7). The 

uncertainty includes those inherited from the aftershock moment estimation and those 

that reflect the scattering in the peak amplitude ratio between the mainshock data 

and the empirical simulations (Figure 4.7). The latter is partially introduced by the 

difference between the source mechanism of the two events and the fact that the main 

event spanned a large depth range. We have excluded the tangential component at the 

station PFO in the above estimation since its peak amplitude is especially sensitive 

to the source mechanism change (Figure 4.11), probably because it is near the null 

axis of the focal sphere. 
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Figure 4.10: Comparison similar to Figure 4.7 except that the moment and the far­
field source-time functions used here are synthesized from the results of Thio and 
Kanamori [1996]. 
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Tangential Radial Vertical 

Figure 4.11: Comparison of two groups of synthetic waveforms generated with the 
aftershock source mechanism ( top traces) and the mainshock source mechanism (bot­
tom traces), respectively. A common seismic moment and the same set of far-field 
source-time functions in Figure 4.7 are used for the synthetics in each group. The 
number indicates the peak amplitude ratio between the bottom trace and the top 
trace for each pair of synthetics. 
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4.5 Discussion 

To answer the question of directivity in a more elegant manner, it is necessary to 

explain in greater detail a few assumptions made in the preceding sections. In the 

process of determining the rupture direction of the main event, we have used the 

south-dipping plane as the fault plane. On this plane, the preferred rupture direction 

is parallel to the direction of the average rake vector, that is, upward and roughly 

northward. The main event spanned a depth range from about 19 km to 12 km. If 

the rupture takes place on the conjugate nodal plane, a rupture direction towards the 

north and downward produces equally good fits to the trapezoidal duration. Thus, 

just as first-motion study alone does not discern the true fault plane from its auxiliary 

plane, our method alone does not discern the most likely rupture direction from the 

other equally good candidate. However, in the case of the Northridge Earthquake, we 

can combine the information we get in the last two sections to uniquely determine the 

fault plane and the rupture direction. As discussed earlier, the earthquake initiated 

deep and a substantial amount of energy was released at a depth greater than the 

average depth. This is consistent with the focal depth, 19 km, given by Hauksson 

et al. [1995). However, our average source depth, in terms of energy release, is shal­

lower than the depth of initial rupture. Thus these arguments together suggest that 

rupture propagated upward and thus on the south-dipping plane, as demonstrated by 

the aftershock distribution [Hauksson et al., 1995). We have developed the capabil­

ity to determine this feature before the aftershock distribution information becomes 

available. 

For an eGf study to be justified, it is required that the mainshock have the same 

source mechanism as the aftershock and that this mechanism persist during its rupture 

so that the radiation patterns of the two sources are similar. It is also required that 

the aftershock occur sufficiently close to the mainshock so that path effects and timing 

can be considered identical. In the N orthridge earthquake study, the two events have 

source mechanisms similar enough that the change in the synthetic waveforms due 

to the slight difference in the source mechanism can be ignored for our purposes 
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(Figure 4.11). More over, as discussed earlier, the main event remained about the 

same source mechanism throughout its rupture. Thus, we believe that the radiation 

pattern of the main event is adequately accounted for by the aftershock. Generally, 

if the two events are close enough to make the eGf method appropriate, but are off 

in location by a small amount, we may see a small relative time shift between the 

mainshock data and the corresponding empirical simulation. In Figure 4.7, however, 

the data and the empirical simulation are aligned in absolute travel time and no 

significant time shifts are observed. This indicates the compatibility of the relative 

location and the origin time of these two events. Note that the small uncertainty 

in the source depth of the aftershock has little effect on the relative timing of the 

regional seismograms from the two events and will not affect our conclusion of the 

general rupture direction. Moreover, since we have corrected for the depth effect in 

our moment estimation for the main event from the aftershock, the impact of the 

aftershock depth on the moment estimation of the main event will be small. 

In Figure 4.12, we use broader far-field source-time functions and let them vary 

from station to station. Most of the misfit of the surface wave width between data 

and synthetics in Figure 4.4 disappears (e.g., stations BAR and PFO). However, the 

surface waves at most stations, such as PKDl and SBC, are still not well-modeled, 

due to the inadequacy of the tGfs . At these stations, the data contain many signals 

not seen on the synthetic waveforms. Some records, such as those at the station 

PKDl, are so complicated that it becomes difficult to distinguish body waves from 

surface waves. The amplitude data in Figure 4.5 is also scattered, which is responsible 

for the error in the moment estimation for the aftershock. In this figure , while the 

synthetic amplitude fits to the vertical (whole) are very good, with the largest error 

being only 23%, the differences on the radial are sizeable. The amplitude ratio of 

radial to vertical is less than one for most of the synthetics, which is also true for the 

data at the hard-rock sites BAR and PFO. This feature is also apparent in Figure 4.12 

in the comparison between the mainshock data and the theoretical synthetics. The 

stations showing the largest radial to vertical amplitude ratios are PKDl, SBC and 

MLA. These same stations are rich in high frequency arrivals relative to hard rock 
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Figure 4.12: Comparison of displacement data (top traces) from the Northridge main­
shock and the corresponding theoretical synthetics (bottom traces). Each pair of seis­
mograms are aligned in absolute travel time. Peak amplitudes (mm) are given above 
each trace. A moment of 8.1 x 1025 dyne-cm and the same set of far-field source-time 
functions in Figure 4. 7 are used for the synthetics. The rightmost column is the am­
plitude ratio (R/V) of the radial component to the vertical component for the data 
and the synthetics. 
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Vp Vs p thickness 
(km/sec) (km/sec) g/cm3 km 
Basin structure ( from top): 
2.2 1.0 1.7 1 
3.3 1.67 2.0 1 
4.4 2.34 2.3 2 
5.0 2.84 2.5 3 
5.72 3.3 2.7 4 
Crustal structure ( from top): 
2.8 1.5 2.5 0.8 
5.72 3.3 2.7 3.2 
6.2 3.58 2.8 20 
6.9 4.0 3.0 1 
7.8 4.45 3.4 5 
7.8 4.40 3.4 10 
7.8 4.35 3.4 

Table 4.2: Elastic constants for models in Figure 4.13 

stations (e.g., compare MLA to CMB). 

Such complexities are difficult to model theoretically but some of these features can 

be seen in 2-D synthetics such as those shown in Figure 4.13 [Stead, 1990]. The upper 

panel of this figure shows four different crustal models (Table 4.2); the lower panel 

shows three-component seismograms corresponding to these models. Note that the 

waveforms, especially the Pnz portion, are similar in all cases. This partially explains 

the adequacy of simple flat-layered models in obtaining source parameters with Pnz 

waves alone. One substantial effect of the basin structure is the different time delays 

of the surface waves relative to the Pnz waves. Compared to those in Figure 4.13a, 

Rayleigh waves in Figure 4.13b develop an extra later pulse due to the basin structure 

near the source region. As discussed in Ho-Liu and Helmberger [1989], this later pulse 

becomes more obvious when the earthquake ruptures shallow soft materials. This may 

have happened in the case of the Northridge Earthquake, which occurred in the San 

Fernando basin. Seismograms in Figure 4.13c show the same feature as those in 

Figure 4.13b. Notice the change of the tangential and radial amplitudes versus the 

vertical amplitude from Figures 4.13a to 4.13b, and to 4.13c, as slow structure begins 
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Figure 4.13: Four crustal models (upper panel) and the corresponding three­
component seismograms (lower panel) computed with a finite difference method, after 
Stead [1990]. Sources are indicated by stars and receivers by triangles. 
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to dominate and as the transitional structure changes. The extreme case is shown 

in Figure 4.13d. When basin structures are involved in the whole source-receiver 

path, the radial component of the Rayleigh wave becomes exaggerated and the late­

arriving scattered surface waves well developed. Paths connecting the Northridge 

Earthquake to Stations PKDl and SBC would be two examples of these extremely 

complicated basin effects. Detailed 2-D modeling along these paths would explain 

both the waveforms and the amplitudes much better. 

As far as the moment estimation is concerned, however, if we weight the vertical 

components relative to the horizontal in our moment estimation for the aftershock 

using the tGf approach, we would be able to reduce the moment uncertainty intro­

duced by 2-D effects. Thus, the seismic moment estimate for the aftershock becomes 

(6.1 ± 1.6) x 1022 dyne-cm, where the error (20% or ±1.2 x 1022 dyne-cm in this case) 

introduced by assuming a specific 1-D model is the major part of the uncertainty. 

The mainshock moment is now estimated to be (1.4 ± 0.9) x 1026 dyne-cm. This 

uncertainty is smaller than that if we have taken the tGf approach for the mainshock 

moment estimation but still larger than commonly recognized. 

4.6 Conclusions 

In conclusion, we estimated the source parameters of the Northridge mainshock with 

comparatively stable Pn1 waveforms, assuming a point double-couple source, and ob­

tained the following solution for this earthquake: strike 128°, dip 33° and rake 106°. 

Addition of surface waves to the estimation procedure yielded a solution consistent 

with that obtained from the Pn1 waveforms alone. A new method of using empirical 

Green's functions to constrain the fault dimension and rupture direction is intro­

duced. Results for the Northridge Earthquake suggest that the mainshock ruptured 

a south-dipping plane with a fault dimension of 14 km, and propagated along the 

direction of the average rake vector. The most likely seismic moment is 1.4 x 1026 

dyne-cm, as obtained from our eGf study, which is equivalent to a stress drop of about 

120 bars on a fault of the above dimension. However, the seismic moment can range 
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from 0.5 to 2.3 x 1026 dyne-cm. Our results are compatible with those obtained by 

Wald et al. [1996] and Thia and Kanamori [1996]. 
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Chapter 5 Source estimation of finite 

faults from broadband regional networks 

5.1 Abstract 

Fast estimation of point-source parameters for earthquakes has progressed much in 

recent years due to the development of broadband seismic networks. The expansion of 

these networks now provides the opportunity to investigate second-order effects such 

as source finiteness for regional and local events on a routine basis. This potential 

motivates the development of methods to quickly generate synthetic seismograms for 

finite sources. This is possible when the fault dimension is small compared to the 

source-receiver distance and when the structure around the source region is relatively 

simple. To study the directivity for a finite source, we discretize the fault region 

into a set of elements represented as point-sources. We then generate the generalized 

rays for the best-fitting point-source location and derive for each separate ray the 

response for neighboring point-sources using power series expansions. The response 

for a finite fault is then a summation over rays and elements. If we sum over elements 

first, we obtain an effective far-field source-time function for each ray, which is sen­

sitive to the direction of rupture. These far-field source-time functions are convolved 

with the corresponding rays and the results summed to form the total response. A 

simple application of the above method is demonstrated with the tangential motions 

observed from the 1991 Sierra Madre earthquake. For this event, we constrain the 

fault dimension to be about 3 km with rupture towards the west, which is compatible 

with other more detailed studies. 
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5.2 Introduction 

In recent years, due to the development of broadband seismic networks, the esti­

mation of point-source parameters for earthquakes using regional records has been 

made faster and more reliable [ e.g. Thia and Kanamori, 1995; Ritsema and Lay, 

1995; Walter, 1993; Dreger and Helmberger, 1991a; Patton and Zandt, 1991]. Zhao 

and Helmberger [1994] developed a grid search method to estimate point-source ori­

entation, depth, magnitude and duration with broadband data. This technique has 

been recently utilized by Scrivner and Helmberger [1995] in their preliminary work 

on developing an early warning system. However, synthetic fits to waveform data 

for many earthquakes could be significantly improved by adding directivity or fault 

finiteness, which indicates that source finiteness plays an important role for many 

moderate to large earthquakes. Thus, being able to quickly estimate such character­

istics and generate synthetics for complex sources would be highly useful. Current 

methods used for generating responses from complex sources rely on direct summa­

tion of point-source responses or approximate reflectivity approaches based on source 

decomposition [Saikia and Helmberger, 1997], which are both time consuming pro­

cesses. Here, we introduce a method based on the generalized ray theory [Helmberger, 

1983] to efficiently compute synthetic seismograms for complex sources. This tech­

nique can be applied to faults with small dimensions compared to the source-receiver 

distance, in regions where the structure around the source can be modeled as a layer 

of constant velocity. We apply this method to estimate the source dimension and 

general directivity of the 1991 Sierra Madre, California earthquake. This event oc­

curred in the middle of the TERRAscope array (Figure 5.1) and was well studied [ e.g. 

Dreger and Helmberger, 1991a; Wald, 1992]. The latter study used a large collection 

of local data, strong motion and teleseismic seismograms to establish rupturing to 

the southwest. Comparing our results against this solution illustrates the usefulness 

of our new technique. 
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Figure 5.1: Broadband stations (triangles) located in southern California. Stations 
used in this study are plotted as solid triangles. The source mechanism of the Sierra 
Madre earthquake, determined by Dreger and Helmberger [1992], is shown at the 
epicenter. 



93 

5.3 The ray-shifting method 

From the Generalized Ray Theory [Helmberger, 1983], for a layered half-space, a 

generalized ray with ray parameter p0 is associated with the characteristic travel 

time, t0 , 

(5.1) 

r is the source-receiver distance. 'T/i is the vertical slowness of the ray in each layer 

and di is the vertical distance of the ray segment in each layer. If the paths from 

two point-sources are close, the responses at the receiver for the two point-sources 

are similar in shape and amplitude and differ primarily by a small time shift, dt0 

[Helmberger et al., 1992]. As an approximation, we treat p0 as constant and use a 

Taylor-series expansion for t0 around the point-source position (r, h) to represent the 

time variance dt0 . That is, 
oto oto 

dt0 = or dr + oh dh (5.2) 

with ~ = p0 and ~ = -f.TJs, where f. = 1 for down-going rays, and f. = -1 for 
l 

up-going rays. 'T/s = ( v1; - p~) 2 is the vertical slowness of the ray p0 in the source 

region, and Vs is the velocity in the source region. For a finite fault, we discretize the 

rupture region into a set of elements, each represented as a point-source (Figure 4.6). 

The total response, Sj(t), at the receiver for a point-source j in the neighborhood of 

the reference point-source can be derived from that for the reference point-source by 

summing the rays, each properly lagged in time. 

(5.3) 

Ri(t) is the response for ray i for the reference point-source, and Li indicates sum­

mation over rays. If the point-source is not a step dislocation, a far-field source-time 

function f(t) is used as in equation 5.3. Equation (3) is justified if we avoid source 

radiation nodes by omitting nodal stations. 

To illustrate that the Taylor-series expansion and the shift technique are rea­

sonable approximations, we compared the point-source responses that are calculated 
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Figure 5.2: A set of point-sources are used to simulate a linear rupture on a fault plane 
(strike 242°, dip 50°, rake 74°). Rupture starts at 14.4 km depth with a rupture angle 
45°. Seven point-sources on this line are selected here for comparison. Each dashed 
trace is the point-source response in displacement at the receiver for the given distance 
and depth. These point-source responses are calculated independently and shifted 
properly to reflect the origin time difference due to rupture, as in a conventional 
point-source summation procedure. Solid traces are point-source responses at the 
same receivers derived from the response for the h=12 km point-source by lagging 
each ray properly to reflect the origin time difference due to rupture and the travel 
time difference due to varying point-source positions using the Taylor-series expansion 
approximation for t0 . Crustal model SC (Table 1) is used for the calculations and a far­
field source-time function (0.2 sec, 0.2 sec) is used for each point-source. Seismograms 
are plotted on the same scale with the amplitude of the first solid trace shown. 
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Model LOHSl Model SC 
Vp Vs p z1 Vp Vs p z 

(km/s) (km/s) (g/cc) (km) (km/s) (km/s) (g/cc) (km) 
4.5 2.6 2.4 0.0 5.5 3.18 2.4 0.0 
5.9 3.5 2.67 4.0 6.3 3.64 2.67 5.5 
6.6 3.8 2.8 16.0 6.7 3.87 2.8 16.0 
8.0 4.1 3.1 26.0 7.8 4.5 3.0 35.0 
8.2 4.2 3.3 30.0 

Table 5.1: Model parameters. After Dreger and Helmberger [1991] . Z is the depth to 
the top of the layer. 

with equation 5.3 for the standard Southern California model (SC, Table 5.1) and 

those calculated exactly (Figure 5.2). Some of the more important ray responses for 

a source at a depth of 12 km are displayed in Figure 5.3. As the source changes 

depth, these arrivals interfere with each other, with the Love wave showing the most 

variation as displayed in Figure 5.2. The similarity of these two sets of responses 

demonstrates that the timing of the individual rays is a more important parameter 

than the change in individual waveshape. 

For the finite fault, a time lag dTj is applied to each point-source to simulate the 

propagation of the rupture front across the fault, and the total response S(t) at the 

receiver is the sum of those for all the point-sources, 

S(t) = L wisi(t - dTi) = LWi (L Ri(t - dtoii - dTi)) * J(t) (5.4) 
J J i 

where Lj indicates summation over point-sources, and Wj is the weighting factor 

for point-source j, representing slip distribution on the fault plane (Figure 4.6) . If 

we generate and store the separate generalized rays for the best fitting point-source 

location, we can then shift each ray accordingly and sum them to form the total 

response of a complex source, as in equation 5.4. 

Rearranging the summation, equation 5.4 can be rewritten as 

S(t) = ~ w; ( ~ R;(t) * O(t - dto;; - dT;)) * f (t) (5.5) 
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Figure 5.3: a). Paths of some of the important rays shown in b). The star indicates the 
source and the triangle the receiver. b). Ray responses (left column, displacement) 
and the corresponding unit-area far-field source-time functions (middle column, with 
a different time scale). Each ray is convolved with its corresponding far-field source­
time function and the results (right column) are summed to form the total response 
(the right bottom trace) from the complex source. In this example, a 3-km-long line 
source segment propagates 2 km up-dip from a depth of 12 km at a constant velocity 
3.0 km/sec on a fault plane striking 242° and dipping 50°. Source-receiver distance 
is 200 km and the station azimuth is 44°. Seismograms are plotted on the same scale 
with the amplitude of the first trace in each column shown. A far-field source-time 
function (0.1, 0.1, 0.1 sec) is used for each point-source. Model SC (Table 1) is used. 
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or, 

S(t) = L, Ri(t) * L, Wj ( 6 (t - dtoii - dTj) * J(t)) . 
i j 

In this manner, we have defined a far-field source-time function 

Fi(t) = J(t) * L wj8(t - dt0ii - dTj) 
j 

(5.6) 

(5.7) 

for ray i as the result of the rupture across the finite fault. Equation 5. 7 is similar to 

equation (Al) in Langston [1978], except that the latter approximates dt0ii with an 

analytic expression which is appropriate for teleseismic rays. From this point of view, 

the total response at the receiver can be seen as the summation of all the generalized 

rays convolved with corresponding far-field source-time functions. 

In Figure 5.3b, a set of rays are selected to demonstrate the process of building 

the total response for a complex source via equation 5.6. Note that each ray, unlike 

rays from a point-source, has its own individual source-time function dependent on 

its ray parameter. In this case of up-going rupture, the source-time functions for 

down-going rays ( e.g. SmS, SdS) have longer durations than those for up-going rays 

( e.g. sSmS, sSdS). Given the fault geometry and the faulting characteristics, one can 

generate synthetics in this way much faster than direct summation of point-source 

responses. In the next section, we will apply this technique to a forward search 

procedure to constrain the fault dimension and directivity. 

5.4 Application to the 1991 Sierra Madre earth­

quake 

The simplest application of the above method is to estimate the source dimension and 

general directivity of an earthquake assuming models with no asperities. We applied 

our method to the 1991 Sierra Madre earthquake, which occurred in the middle of 

the TERRAscope array and was well recorded at stations PFO, GSC, ISA and SBC. 

Although we did not restrict the response S(t) in equation 5.6 to be the tangential 
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motion, we will use only the tangential components in this experiment to reduce 

the number of rays involved for simplicity. We use the tangential components of 

broadband data from the four stations PFO, GSC, ISA and SBC to estimate the fault 

dimension and the rupture direction. Broadband records of this event were inverted 

by Dreger and Helmberger [1991a] to obtain a point-source solution with strike 235°, 

dip 50°, and rake 7 4 °. They used a triangular far-field source-time function with a 

duration of 1 sec, determined by measuring the width of the tangential component 

direct S-wave recorded at station PAS. 

We investigate the fault dimension and general directivity via a forward search 

approach, using simple fault models of square faults with uniform slip. Using the 

Haskell model [Haskell, 1964], a finite fault is simulated with a propagating line 

source with a constant velocity (Figure 4.6). For this earthquake, a triangular far­

field slip function of duration 0.1 sec is used for the line source. We test faults of a 

range of dimensions. For each fault, the rupture angle is allowed to vary from 0° to 

360° in increments of 15°. Synthetic seismograms are generated for each station and 

compared to the data. The fitness of a certain source geometry, the fault dimension 

and the rupture direction, is judged based on the least-square error between data and 

synthetics, defined as, 

Misfit= Ls (~ r ft [Obs(t) - Syn(t)]
2 

dt 

Ls (~r ft Obs(t) 2dt 
(5.8) 

Ls indicates summation over stations. Distance correction ( ~ r is applied to give 

stations at different distance, rs, approximately the same weighting [ Zhu and Helm­

berger, 1996a]. r0 = 200 km is a reference distance and p = l is used in these tests 

since we are mostly dealing with Love waves. 

Figure 5.4 shows the misfit between data and synthetics as a function of rupture 

angle on the fault plane (strike 235°, solid circles) for selected fault sizes. Although the 

fault size varies significantly, these functions show similar patterns and the indicated 

rupture direction is not strongly related to the fault size. For this test, the functions all 
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Figure 5.4: Misfit between data and synthetics as a function of rupture angle on the 
fault plane for different fault dimensions selected to model the 1991 Sierra Madre 
event. Solid circles are for rupture on the fault plane. Open circles, the conjugate 
plane. Rupture velocity is 3.1 km/sec. Stations GSC, PFO, SBC, and ISA are used 
and the crustal model is SC (Table 1). The straight line in the 3 x 3 box indicates 
the misfit value for synthetics with Dreger and Helmberger's [1991] point-source. 
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Figure 5.5: Comparison between data and the best-fitting synthetics for different fault 
sizes, for the 1991 Sierra Madre event. Fault sizes are shown at the beginning of each 
synthetic trace. "Pt...src" indicates Dreger and Helmberger's [1991] point-source. The 
rupture angles used are the best ones found in the appropriate boxes in Figure 5.4. 
Synthetics are shifted in time relative to the data before computing the misfit and the 
amount of shift is shown in seconds. A positive number indicates synthetic shifting 
to the right. Seismic moments of 3.6, 2.0, 3.6, 4.6 and 5.6 x 1024 dyne-cm are used 
for the synthetics, respectively, as determined in the modeling process. Seismogram 
amplitudes are given in mm. 
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have smaller values for rupture angles around 270°, which indicates rupture downdip 

on the fault plane. The minimum misfit value for different fault sizes are at the 

same level, but the misfit function is more sensitive to the rupture direction for larger 

faults. If rupture is placed on the conjugate plane ( strike 79°, open circles), smaller 

misfit values occur at the rupture angles around 100°, which indicates rupture updip 

on the conjugate plane. In both cases, the horizontal component of the rupture 

is toward northwest. Figure 5.5 shows the comparison between data and the best­

fitting synthetics for these preferred fault orientations. Synthetics for Dreger and 

Helmberger's [1991b] point-source is also shown for comparison. These synthetics 

fit the data in shape reasonably well, but the amplitude variation is relatively large 

( about 40%). In this respects, finite faults make better predictions than does the 

point-source. In waveshape, synthetics for fault size 3 x 3 and 5 x 5km2 also fit the 

data better than the point-source synthetics, especially for stations GSC and PFO. 

Nevertheless, based on these misfit functions displayed in Figure 5.4, it is difficult 

to determine the fault dimension without other data. However, other finite-source 

inversion studies usually assume additional constraints such as moment, which is 

determined by teleseismic modeling or long period regional inversions [Wald, 1992]. 

If we adopt Zhao and Helmberger's [1994] moment estimates of (3.0 ± 0. 7) x 1024 

dyne-cm, we can eliminate those fault dimensions greater than 5 km by assuming 

rupture velocities less than the shear velocity in the fault region. Smaller dimensions 

are still possible if we allow longer rise times for the line source, but a fault dimension 

of 3 km appears the most appropriate. 

As mentioned earlier, the Taylor-series expansion and time domain shift technique 

in our method is most appropriate for large source-receiver distance. For short dis­

tance, the ray parameter of a generalized ray from a point-source to the receiver is 

subject to substantial change as the position of the point-source changes on the finite 

fault. In Figure 5.6 , we compare the synthetics calculated via our approximation 

and those calculated by directly summing point-source responses for a small source­

receiver distance. In each group, the seismograms are aligned in absolute timing. The 

comparison indicates that the approximation yields a slight shift, delay in this case, 
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Figure 5.6: Comparison between synthetics calculated with our method (upper traces) 
and those calculated by directly summing point-source responses (lower traces) for 
a short distance (21 km). Fault sizes are given in km. Point source orientation is: 
strike 235° , dip 50°, rake 74° . Station azimuth is 232°. Rupture angles are 45° for 
a), b) andc); 225° for d). Numbers at the end of each trace indicate relative peak 
amplitude. 
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Figure 5.7: Comparison between data (PAS, tangential motion, the first trace in 
each column) and synthetics for fault size 5 x 5 km and varying rupture angles. 
Seismograms in each column are aligned in absolute timing and scaled with respect 
to peak amplitude. Numbers indicate rupture angles. 

of the main energy group. The overall wave shape are simulated reasonably well, but 

some high-frequency energy is lost due to the smoothing effect associated with the 

approximation, especially when the rupture is towards the station (Figure 5.6(a), (b), 

(c)) . 

However, since we are always using imperfect Green's functions in various mod­

eling practice, the above inadequacy does not necessarily make the approximation 

unusable. In cases where the major concern is the wave shape, instead of timing or 

amplitude, as in the procedure described above, our rough approximation provides a 

fast means to calculate synthetics for complex sources. This encourages us to use lo­

cal stations in the procedure to constrain the fault size and general rupture direction. 

In this test, we use crustal model LOHSl [Dreger and Helmberger, 1991a] and the 

tangential motion observed at station PAS. For illustration, the synthetics for fault 

size 5 x 5 km2 and varying rupture angles are compared with the data in Figure 5.7. 

Since the direct arrival (S) is by far the strongest pulse in the synthetics for local 

stations, unlike regional records, the various synthetics in Figure 5. 7 are essentially 
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Figure 5.8: Misfit between data and synthetics as a function of rupture angle on the 
fault plane (solid circles) for different fault dimensions. Only the tangential motion 
at station PAS is used in this test. Open circles are for rupture on the conjugate 
plane. Rupture settings are the same as in Figure 5.4. Model LOHSl [Table 1] is 
used. The straight line in the 3 x 3 box indicates the misfit value for synthetics with 
Dreger and Helmberger's [1991] point-source. 
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different fits of direct S to the first pulse in the data. With the simple source model 

we are using, the far-field source-time function for direct S is a trapezoid, and the 

search among different fault size and rupture direction is mainly a procedure to find a 

trapezoid with appropriate width. When the fault size is fixed at 5 x 5 km2 , rupture 

angles around 0° (rupture towards southwest) are preferred (Figure 5.8). At about 

200° (rupture away from PAS) the code actually fits the direct S to the first two 

pulses in the data. Note that there is serious trade-off between the fault size and 

rupture angle in affecting the width of the source-time function of one ray. This is 

clearly seen in Figure 5.8, where the misfit between synthetics and data is shown as a 

function of the rupture angle. When the fault size gets smaller, the pulse width, thus 

the misfit function becomes less sensitive to the rupture direction. The fault with 

a dimension of 1 km behaves like a point source, although we do see that, on this 

small fault, rupture towards PAS makes the direct S pulse in the synthetics too sharp 

and rupture away from PAS makes it too broad. The preferred rupture direction is 

actually updip or downdip. This trade-off between the fault size and the rupture 

direction can be avoided if better local-station coverage is provided. Or, we can use 

the information we gain from the modeling of the regional records to constrain the 

fault size, as discussed above. With the fault size so constrained, local data is a better 

indicator of the rupture direction, since it is dominated by fewer rays. 

In our next experiment, we combine the local data (station PAS) with regional 

data ( stations GSC and PFO) in the modeling process. Station ISA and SBC were 

excluded since the problem with the Green's functions for these two stations are more 

severe than for the others [Helmberger et al., 1992]. The misfit functions for different 

fault sizes are shown in Figure 5.9. Figure 5.10 displays the fits for the preferred 

orientations. With these three stations, the misfit function is more sensitive to the 

fault size than in the previous experiments, and a fault size of 3 km is preferred based 

on the misfit functions. The general trend of these functions look more or less like 

those in Figure 5.8 for station PAS only, even though we have applied the distance 

correction in the definition of the misfit function. This indicates that, for a given fault 

size, station PAS plays a dominan:t role in determining the general rupture direction, 
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Figure 5.9: Misfit between data and synthetics as a function of rupture angle on 
the fault plane (solid circles) for different fault dimensions. Tangential displacement 
data at stations PAS, GSC and PFO are used. Open circles are for rupture on the 
conjugate plane. Rupture settings are the same as in Figure 5.4. Model SC is used for 
stations GSC and PFO. Model LOHSl is used for station PAS. The straight line in 
the 3 x 3 box indicates the misfit value for synthetics with Dreger and Helmberger's 
[1991] point-source. 
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Figure 5.10: Comparison between data and synthetics for stations GSC, PFO and 
PAS. The fault size is 3 x 3km2 . A seismic moment of 3.1 x 1024 dyne-cm are used for 
synthetics, as determined in the modeling process. Seismogram amplitudes are given 
in mm and the time shift between data and synthetics are given in seconds. 
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roughly westward in this case. In the neighborhood of this direction, the effects of 

the regional records become important. 

5.5 Discussion and Summary 

In the study of finite faults, many parameters are involved. In the above tests, we 

used simple square faults with fault orientation and rupture velocity fixed. Slip on the 

fault was also assumed to be uniform. In reality, one can either rely on other types 

of data to constraint parameters such as fault orientation, total seismic moment and 

rupture velocity, or one can develop more sophisticated inversion schemes to invert 

for these parameters together with the slip distribution. Considerable effort on the 

study of slip asperity has been made in the last decade [ e.g. Hartzell and Heaton, 

1983; Wald, 1992]. With the approximations discussed in this paper, the inversion 

for the weighting factors Wj of individual sub-faults (point-sources) in equation 5.4 

can be made faster. 

For the Sierra Madre earthquakes, we were not able to discern the fault plane 

from its conjugate plane. Our experiments indicate that the vertical component of 

the directivity, i.e., updip or downdip rupture is not well constrained with regional 

records. This is partially due to the fact that regional rays usually have large take-off 

angles which make them less sensitive to vertical component of the rupture ( e.g., 

S, sss, SdS, Figure 5.3). The rays SmS and sSmS would have the most power to 

resolve updip or downdip rupture, but the interplay between the down-going phases 

such as SmS and up-going phases such as direct Sand ss (Figure 5.3) makes it more 

difficult to detect. Local data is more sensitive to the rupture direction for a given 

fault size, but adding just one local station (PAS) did not solve the problem. In the 

last experiment, the preferred rupture direction is westward and downdip on the fault 

plane or westward and updip on the conjugate plane. Note for a thrust or normal 

event, the fault plane and its conjugate plane have similar strike directions. When 

both planes have medium dip angles, which was the case for the 1991 Sierra Madre 

earthquake, this type of source mechanism is intrinsically more difficult, compared to 
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other types of mechanisms, for any method using far-field data to distinguish rupture 

on fault plane or on its conjugate plane. With better station coverage and improved 

Green's functions, the situation should improve. 

It is well known that the seismogram amplitude is a very important piece of in­

formation to use in study of the source directivity [e.g. Kanamori et al., 1992]. As 

discussed earlier, the amplitude ratio between the data and synthetic varies signifi­

cantly from station to station (Figures 5.7 and 5.10). Rupture on finite faults predict 

these ratios better than does the point-source. However, any significant station bias 

on the seismic moment would obscure the picture. In a study of the Landers se­

quence, Jones [1995] reported that the long-period seismic moment for station GSC 

is consistently greater (by 20 percent) than for PFO. Song and Helmberger [1997] 

also noticed similar phenomena in their source study of the Northridge aftershocks. 

Thus, to reliably use the amplitude information in directivity studies, such station 

bias needs to be established. Fortunately, with the expanding broadband network, it 

will become possible to calibrate such effects for individual stations. 

In summary, we developed a numerical method based on the generalized ray theory 

to efficiently calculate synthetic seismograms from complex finite faulting processes. 

The approximations in this method are justified when the fault dimension is small 

compared to the source-receiver distance and when the structure around the source 

region is relatively simple so that the whole rupture region resides in a constant 

velocity layer. This method is applied in a grid-search approach to estimate the finite 

source characteristics of the 1991 Sierra Madre earthquake with simple source models. 

Our results indicate westward rupture with a fault dimension of about 3 km, which 

are generally consistent with those of Wald [1992]. Local data also proved usable and 

were particularly useful in our experiments. 
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Chapter 6 Pseudo Green's functions and 

waveform tomography 

6.1 Abstract 

Retrieving source characteristics for moderate-sized earthquakes in sparsely instru­

mented regions has been made possible in recent years, through the modeling of wave­

forms at regional distances. The techniques used in such studies model waveforms 

successfully at long period, using Green's functions for simple 1-D crustal models . For 

small earthquakes (M < 4), however, long period signals are usually noisy and mod­

eling short-period waveforms requires refined Green's functions such as used in the 

empirical Green's function approach. In this article, we present a new technique that 

generates such Green's functions by perturbing individual generalized ray responses 

calculated from a 1-D model. The model is divided into blocks and velocities in the 

blocks are allowed to vary, which shifts the arrival time of the individual rays similar 

to conventional tomography. The amplitudes of the rays are perturbed independently 

to accommodate local velocity variations in the structure. For moderate-sized earth­

quakes with known source mechanism and time history, the velocity variation in each 

block and the amplification factor for individual rays can be optimized using a simu­

lated annealing algorithm. The resulting modified Green's functions, Pseudo Green's 

functions , can be used to study the relative location and characteristics of neigh­

boring small events. The method is also useful in retrieving 2-D structure, which is 

essentially waveform tomography. 
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6.2 Introduction 

Many earthquakes have occurred in Southern California since the introduction of the 

TERRAscope array. Nearly 400 events have been recorded broadband with magnitude 

greater than 3.5. Techniques for inverting long-period data to obtain first order source 

parameters such as mechanism, depth and moment have become well developed, e.g., 

Dreger and Helmberger [1991a], Ritsema and Lay [1995], Zhu and Helmberger [1996b]. 

These techniques model waveforms successfully at long period, using Green's functions 

for simple 1-D crustal models. Currently, these efforts are limited to earthquakes with 

magnitude greater than 4.0. The nature of the difficulty can be seen by comparing 

the recordings of a typical earthquake sequence of different magnitude. Figure 6.1 

displays broadband and long-period records of the 1991 Sierra Madre earthquake 

and two of its aftershocks (Figure 6.2). As can be seen, long-period noise tends to 

overwhelm the signal at about magnitude 4. To study small events, it is necessary 

to avoid long-period signals in the broadband recordings and model shorter-period 

waveforms. Doing this requires refined Green's functions. 

One of the applications, or usefulness, of point-source parameters is to fine-tune 

the propagation model involved and further investigate structure heterogeneity. The 

method of Zhao and Helmberger [1994], further improved by Zhu and Helmberger 

[1996b], is a natural approach towards this goal. This method matches observed 

seismograms against synthetics over discrete wave-trains and allows relative time 

shifts between individual wave-trains, e.g., the Pnz wave-train and the Rayleigh wave 

(hence the name "cut and paste"). This allows a better correlation between data and 

synthetic waveforms. One example of this method being applied to the 28 June, 17:00, 

1991 Sierra Madre aftershock (Figure 6.2) is shown in Figure 6.3. The upper panel 

shows the source inversion using long-period records from stations GSC, PFO and 

ISA. Synthetics at station SBC are predictions with the resulting source mechanism. 

The lower panel displays the predicted broadband synthetics at all four stations. 

The waveforms are well-matched, especially the long period records at stations GSC, 

PFO and ISA. The SV waves are used together with the Rayleigh waves and the latter 
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Figure 6.1: Comparison of broad and long-period data for the 1991 Sierra Madre 
sequence. The top pair of traces show the recording at station GSC for the 1991 
Sierra Madre mainshock, with the upper trace broadband and the lower trace filtered 
with a long-period Press-Ewing instrument response . The next two pairs display the 
comparison for two aftershocks. 
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dominates the comparison between the data and synthetics, as seen in the complete 

radial and vertical components (Figure 6.3). However, it seems that a small timing 

perturbation would bring the SV synthetics into alignment with the observation ( e.g., 

station ISA) . This is more clearly seen on the vertical components (Figure 6.3, lower 

panel). These time shifts, together with those for the Pnz waves, the Love waves 

and the Rayleigh waves, are indicative of further adjustment of model velocities, 

as discussed in Chapter 2. However, all these time shifts may not be satisfied with 

adjustments to a 1-D model. Furthermore, timing perturbations on individual arrivals 

would fit the data to a higher level of detail and would even fix the problems for station 

SBC (Figure 6.3). One immediate question that follows such observations is how to 

adjust the velocity structure to achieve these fine timing perturbations. Or, if this 

question turns out to be too difficult to answer for some cases, is it possible, from a 

practical point of view, to perform such perturbation and make use of the resulting 

high resolution Green's functions? The article tackles the above questions. 

High resolution Green's functions are useful and necessary to study the initiation 

process and source complexity of large events. For these purposes, we have resorted 

to empirical Green's functions [Hartzell, 1978]. However, the application of empirical 

Green's functions is limited by many factors, such as source mechanism and location. 

Thus, our success in recovering higher order parameters such as rupture properties 

have been limited, largely due to the inability to correct for propagational effects at 

short periods. In other words , we have not been able to exploit the broadbandness 

of the TERRAscope data routinely because of the lack of quality broadband Green's 

functions. 

In this article, we present a new technique that generates such Green's functions, 

or pseudo Green's functions (pGf) as we call them. Pseudo Green's functions are less 

dependent on source-mechanism and can be adjusted for small difference in source 

location. The technique is tested on the Sierra Madre earthquake of 28 June 1991 

and its two aftershocks on the same day (Figure 6.2) . The Pseudo-Green's functions 

obtained from the ML = 4.0 aftershock at 17:00 GMT are used to model a smaller 

aftershock of ML = 3.5 at 15:37 GMT. These events are chosen because they occurred 
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Figure 6.2: Topographic map of Southern California and epicenters and source mech­
anisms of the Sierra Madre mainshock and its two aftershocks. Also shown are the 
locations of four TERRAscope stations used in this study. 
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Figure 6.3: Comparison of data and SC synthetics for the Sierra Madre aftershock 
(17:00). The upper panel shows the result of the source estimation process with 
stations GSC, ISA and PFO. A source mechanism of (244°, 48°, 51°) is obtained, with 
a source time function of (0.2, 0.3, 0.2 sec). The Pni waves are enlarged and shown 
separately, as they are processed in the inversion routine. Synthetics at station SBC 
are predictions with the result source mechanism. The lower panel show broadband 
predictions of the SC synthetics with the source mechanism derived from the long­
period data (upper panel). Peak amplitudes are shown at the end of each trace. 
Small numbers indicate time delay of synthetics relative to data. After Zhao and 
Helmberger [1994]. 
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in the middle of a dense array and occurred within 2 km of each other [Hauksson, 

1994]. Previous studies [e.g. Dreger and Helmberger, 1991a; Zhao and Helmberger, 

1994; Hauksson, 1994] provide essential informations needed in our experiments, e.g., 

source location, depth, mechanism and source-time function. Application of the pGf 

technique in waveform tomography is also discussed. 

6.3 From eGf to pGf - the pGf method 

From the Generalized Ray Theory [ H elmberger, 1983], a synthetic seismogram consists 

of a series of ray responses that describe energy packets arriving at the receiver along 

various paths. The travel-time of an individual ray is controlled by the integral 

slowness along its path. A mild perturbation of the 1-D model usually preserves 

the shape of the ray responses [Song et al., 1996]. This is demonstrated in Stead 

[1990], where he conducted finite-difference computation of a set of similar 2-D models 

(Figure 4.13). The amplitudes of the ray responses, however, are more sensitive to 

the velocity perturbation and usually depend on very local changes in the model. 

The method we describe in this section resembles the conventional travel-time 

tomography in that travel-times of individual rays are connected to a slowness model, 

which consists of discrete, constant slowness cells. Besides modeling the travel-time 

of the first arrival, all important pulses on a seismogram are taken into consideration. 

These travel-times ( t0 's of the generalized rays) are fit by matching the waveform data 

with the total synthetics (S(t)), which is the sum of all the individual ray responses 

(R(t)), after being shifted by dt and amplified by a factor A: 

(6 .1) 

In the above equation, i is the index to the rays and "*" denotes time-domain con­

volution. Convolution with the o function in 6.1 corresponds to a time shift . The 

ray response Ri(t) is computed from a reference 1-D model. The time shift dti is 
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formulated as in conventional travel-time tomography: 

dti = L lijdSj, 
j 

(6.2) 

where dsi is the velocity perturbation to block j and lii is the length for which ray i 

travels in block j. To minimize the effect of the amplitudes of the ray responses on 

fitting the travel-time, A/s are allowed to change freely over a restricted range. This 

freedom in the parameterization also serves to obtain practical Green's functions, or 

the pseudo Green's functions, as will be discussed later. 

Unlike the conventional travel-time tomography which usually features linearized 

inversion, our pGf technique takes a forward approach. A set of optimal parame­

ters, the slowness perturbation in the model blocks (dsi) and the amplification factor 

(Ai) for individual rays, are determined using a simulated annealing algorithm. The 

simulated annealing algorithm has been introduced in recent seismological studies, 

e.g., Sen and Stoffa [1991], Ammon and Vidale [1993], and Zhao and Frohlich [1996]. 

Zhao and Frohlich [1996] described a modification and optimization of the simulated 

annealing algorithm, which is used in this exercise. In our application of this algo­

rithm, we utilize a misfit function that is the least-square error between the data and 

the synthetic. This function is minimized as the optimal parameters are approached. 

After a set of optimal parameters (dsj, Ai) is found, the time shifts of the rays 

(dti) are computed again from the optimal velocity perturbation (dsi) with equation 

6.2. These optimal time shifts, together with the optimal amplification factors (Ai), 

are applied to the original 1-D impulse ray-responses to generate the pseudo Green's 

functions for the fundamental fault system, which consists of strike-slip, dip-slip (90° 

dip), and 45° dip-slip orientation. 

Figure 6.4 shows an example of the pGf technique being applied to the 1991 

Sierra Madre mainshock and the big aftershock (17:00), as recorded at station GSC 

(Figure 6.2). In this experiment, the standard Southern California model of Dreger 

and Helmberger [1991a] is used as the reference model (Table 5.1. Green's functions 

are combined with the source mechanism, source-time function and seismic moment 
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Figure 6.4: The pGf procedure used in generating pseudo Green's functions for the 
path from Sierra Madre to station GSC. The leftmost column shows the individual 
ray paths corresponding to the point-source responses shown to the right. Columns 
(a) and (b) are for the big aftershock (17:00) and column (c) is for the mainshock 
(14:43). Note column (a) allows only 1-D velocity changes, while in columns (b) and 
( c), the model is divided into 10 blocks. The lower three sets of seismograms ( solid 
traces) contain the data, the pGf simulation, and the SC synthetic (bottom traces) . 
The dotted trace in the lower panel in column (a) is the new 1-D synthetic for the 
model shown at the bottom of the same column. Point-source solution of Zhao and 
Helmberger [1996] is used. 
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of Zhao and Helmberger [1994] for both events to generate the original 1-D ray re­

sponses. In this figure, individual ray paths and responses are shown only for the 

most important rays, while the total synthetics contains a total of 14 rays. These 

rays comprises a sufficient ray set to match the complete synthetics as generated by 

the reflectivity method [Saikia, 1994b]. All seismograms are plotted in absolute time 

with the same amplitude scale. In column (a), each layer of the original 1-D model 

(SC) is perturbed as a single block. This setup has the minimal freedom in terms of 

fitting the travel-times. As a result, the onset of the simulation, that is, the sum of 

the rays after shifting and amplification, is slightly off, as compared to the data. The 

overall waveform, however, is well matched. If we take the resulting model, shown at 

the bottom, and compute 1-D synthetics for it, the new synthetics would be the trace 

shown superimposed on the perturbation result in lower panel. This comparison of 

the two synthetics demonstrates the goodness of the time-shift approximation. The 

strength of the pulses on these two synthetics does not match exactly and we picture 

the amplification effect as a result of many other factors, including source complexity 

and very local variation in the model, which we do not intend to model in this exam­

ple. Column (b) displays another test on the aftershock. This time, the SC model is 

divided into 10 blocks, the slowness of which can vary independently. As a result of 

more freedom, the resulting simulation match the data better than in column (a). In 

Column (c), the same experiment is conducted using the mainshock data recorded at 

station GSC. As can be seen in the comparison of columns (b) and (c), the time shifts 

for most of the rays are consistent for the two events. However, the corresponding 

slowness models show a substantial difference. This brings up the non-uniqueness 

problem in the procedure in producing the required travel-time shifts. 

In Figure 6.5, a set of experiments, showing a spectrum of parameterization 

schemes, are displayed for four station GSC. In general, as the starting model is 

divided into more blocks, the waveform fits is improved, but the corresponding mod­

els for different events show greater difference. The dotted traces show a case where 

the time-shifts of the individual rays are not connected by any physical model. The 

simulations fit the data almost exactly, but there is no way of transporting the op-
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Figure 6.5: Data and simulations with different schemes of model division in the pGf 
procedure. Tangential component of broadband displacement data at station GSC 
is used. The results for the mainshock (right) and those for the aftershock (left) are 
compared. The original 1-D SC synthetics are shown at the bottom. 

timal parameters from event to event. In the rest of our experiment, we choose to 

divide the model into 6 blocks since this setup seems to generate reasonable synthetic 

fits as well as model stability. 

6.4 Application to the Sierra Madre aftershocks: 

pseudo Green's functions 

We applied the above procedure to paths from Sierra Madre to stations GSC, ISA, 

PFO and SBC, using the tangential component of the broadband displacement data 

from the big aftershock (17:00). The aftershock data is used instead of the mainshock 

because presumably it is less contaminated by source complexity. Figure 6.6 shows the 

comparison between the data, the simulation and the original 1-D SC synthetic. The 

simulations fit the data well for all stations. Station SBC show great improvement 

over the original 1-D synthetics. The resulting models for different paths are different, 

but all display low-velocity in regions near the source. 

Again, if we apply the time shifts (dti) and amplification factors (A) found in the 

above pGf procedure to the original 1-D impulse ray-responses for the basic faults, 
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Figure 6.6: pGf simulations (middle traces) and the associated 2-D models from 
Sierra Madre to four TERRAscope stations. Tangential component of broadband 
displacement data ( top traces) from the big aftershock is used. The SC model is 
used as the starting model for all paths. The point-source solution of Dreger and 
Helmberger [1991a] is used. The original 1-D SC synthetics (bottom trace) are also 
shown for comparison. 

we obtain pseudo Green's functions as shown in Figure 6.7 for the path from the 

big aftershock to station SBC. These responses are fine-tuned , i.e ., time-shifted and 

amplified, in the above process to suit this particular path. 

In Figure 6.5, we have seen some similarities between the models derived for similar 

paths using the aftershock data and using the mainshock data. This suggests similar 

time shifts are involved for the ray responses in the resulting pGf simulations. One 

immediate question is how the pseudo Green's functions derived from one event can 

be used to model another neighboring event. The most straight forward application 

that can answer this question is to invert a closely located small event for the source 

mechanism. Again, we choose a close and small event to avoid further special handling 

on the pGfs before they can be applied. To this end, we choose the small aftershock 

(15:37) which is located within 2 km of the big one [Hauksson, 1994]. Figure 6.8 

shows the source inversion result for this small aftershock (15:37) with the method 

of Zhao and Helmberger [1994] . In this inversion, the tangential component of the 

broadband displacement data is modeled using the pGfs derived in the above test 

using data from the big aftershock (17:00). Broadband waveform data for event of 
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Figure 6.7: Strike-slip (left) and Dip-slip (right) impulse ray-responses (solid traces) 
that form the pseudo Green's functions from the big aftershock (17:00) of Sierra 
Madre to station SBC. The dotted traces are the original 1-D SC Green's functions. 
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this size (ML=3 .5) can be difficult to use for inversion of source mechanism if the 

relative timing between different high-frequency-rich phases ( e.g., sSmS and SmS) 

in the Green's functions is off, which is the case for the 1-D SC synthetics. The 

pseudo Green's functions seem to do well in this respect for all four stations. Station 

SBC is usually problematic when modeling events from the east, due to the complex 

propagation effect associated with the basins along the path. However, stations in 

this azimuth are critical to the modeling of events in the Los Angeles region because 

there is already a gap in the distribution of stations to the southwest due to the 

Pacific ocean. With the pseudo Green's functions, the waveform fit to station SBC 

is satisfactory (Figure 6.8) and we see some hope for making good use of this critical 

station, or, in general, stations in this azimuth. 

We notice that there are problems in the waveform fit in Figure 6.8, e.g., at stations 

PFO and GSC. The late part of the record at station PFO is fit reasonably well, but 

there is problem with the front, which we believe has more to do with the data 

quality than the pGfs. For station GSC, however, the phase sSmS on the synthetic 

is too strong when compared to the data. A tentative explanation for this is that the 

big aftershock occurred on a northeast-dipping thrust fault and probably ruptured 

upward, which strengthened the sSmS arrival from the big aftershock, especially at 

station GSC. In other words, when the pseudo Green's functions were generated, they 

already have in them a source directivity that is not in the small aftershock. One 

remedy to this is to simultaneously invert multiple well-located events and average 

out the effect of source directivity on the arrival time. 

6.5 Application to the Tibetan profile: waveform 

tomography 

The pGf technique is an effective means to fine-tuning 1-D models per path (Fig­

ure 6.4). A 2-D model associated with a pseudo Green's function, however, can be 

viewed in different ways. For regional shallow events, as the Sierra Madre earth-
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Figure 6.8: Comparison of the tangential component of the broadband displacement 
data of the small aftershock (15:37) and the simulations with eGfs derived using 
data from the big aftershock (17:00) for the same paths. The best-fitting source 
mechanism, shown at the center, and a source-time function of (0.2, 0.1, 0.2) sec are 
used to produce the simulations. 
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quakes in our example, there are usually two or three layers in the crust model and 

about a dozen rays contributing to the total response. The interference between these 

rays control the synthetic waveform. If we let the arrival time of the individual rays 

change freely, the waveform data can be simulated almost exactly, as shown in Fig­

ure 6.5. However, there is tremendous non-uniqueness in this process. Associating 

the arrival times of the contributing rays to a physical 1-D or 2-D model helps resolve 

this layer of non-uniqueness. Note that even when a model is used, there still exists 

non-uniqueness in the problem since obviously more than one model can produce the 

same or very similar set of time shifts. In our test, this layer of non-uniqueness has 

been reduced by choosing the most feasible model division scheme. 

For upper mantle events, very few rays (3 or 4) often dominate the synthetic 

waveform. Moreover, the interference between these rays is often minimal. When 

a profile of records from an earthquake with well-determined source mechanism is 

inverted using our pGf technique, the resulting 2-D model can be indicative of the 

structure along the studied profile. 

One such profile in the Tibet plateau is shown in Figure 6.9 where several shal­

low and intermediate depth earthquakes are recorded by a set of broadband three­

component seismic recorders in a PASSACAL experiment jointly conducted by the 

Institute of Geophysics, State Seismological Bureau, China, the University of South 

Carolina, and the State University of New York at Binghamton. This profile has 

been well studied by Zhu et al. [1993] and Zhu et al. [1995] for the source mechanisms 

and for the crustal structure. The crustal model established by Zhu and Helmberger 

[1996b] is similar to that of Romanowicz [1982] and is suitable for modeling long 

period waveforms for this region. With this model, they were able to constrain the 

source mechanisms of these events, using the method of Zhao and Helmberger [1994] . 

Figure 6.10 displays 1-D synthetic fit to the SH data along the profile, using the point­

source solution and the crustal model of Zhu and Helmberger [1996b] . An anatomy 

of the synthetics using generalized rays show that they are dominated by only 3 to 

4 arrivals, 1 or 2 for near in stations (Figure 6.10, lower panel). These rays are sep­

arated in arrival time and the interference between them is minimal, which makes a 
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Figure 6.9: Topographic map of the Tibet plateau and a profile of broadband stations. 
Stations used in this study are represented as solid triangles. Some of the earthquakes 
recorded by these stations are shown with their locations and source mechanisms. 
Event 355, which is used in this study, has an estimated depth of 70 km. After Zhu 
and Helmberger [1996a]. 
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Figure 6.10: Comparison of SH Data (heavy traces) and 1-D synthetics (light traces) 
for event 355 and a profile of stations. The mechanism used is shown in Figure 6.9 
(event 355), with a trapezoidal source-time function of (.5, .2, .5 sec). Dash lines 
indicate three arrivals. Note the first down-swing at station xiga is a near field effect. 
Model s-velocity is 3.5 km/sec in the crust and 4.7 in the mantle. Crust thickness is 
65 km. Both data and synthetic are low-pass filtered with a corner frequency of 0.2 
Hz. After Zhu and Helmberger [1996a]. 
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good case for testing the pGf technique for waveform tomography. It is clear from 

Figure 6.10 that not only the first arrival, but also the later ones, contain important 

information about the crustal structure. At some stations, the first arrival is at or 

below the noise level but the second or third arrivals stand out clearly ( e.g., station 

budo) . In this comparison (Figure 6.10), the complete synthetics are delayed by the 

indicated amount to align with the data. After the shifting, the waveform data is fit 

reasonably well. However, the relative timing between different arrivals needs further 

adjustment to fit all the important rays in timing. This, and the relative time shift 

between different stations, are indicative of the fine structure beneath each station 

and along the profile. 

In our next example, this profile of SH data from event #355 is inverted for a 

2-D crustal model (Figure 6.11). The point-source solution of Zhu and Helmberger 

[1996b] is used, with their crustal model as the reference model. In the inversion, 

the source location is allowed to move around within 5 km of what is used by Zhu 

and Helmberger [1996b]. The origin time is allowed to change by up to 2 sec and a 

station delay of up to 2 sec is allowed for each station. An optimal perturbation to 

the reference model is shown in Figure 6.11. With these perturbations, the relative 

arrival times are fit well. Although the absolute velocity in the model trades off with 

the origin time and probably the source depth, the two low-velocity regions in the 

new model show consistency with the crustal thickness (Figure 6.9) found in previous 

receiver-function studies of Zhu et al. [1993] and Zhu et al. [1995]. 

In this test, the reference model used has an extremely simple 1-layer crust. Only 

a few blocks are used in the model and station delays are allowed, in order to fit 

the arrival times. Another approach would be to use a slightly more complex model , 

say with a top layer in the crust, and divide the model into more blocks. In either 

case, better path coverage than what is used in the experiment is required in order 

to resolve the fine structure along the profile. This can be achieved by adding to the 

inversion more events, especially shallow ones. 
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Figure 6.11: SH Data (solid traces) and pGf simulations (dotted traces) for the Tibet 
plateau. In the inversion, data is weighted with a factor w(t) = 1 for t < t0 and 

..!.o.-=!... 
w ( t) = e ti - to for t ~ t0 • t0 and t1 ( t1 > t0 ) are shown as vertical bars in the figure. 
The weighting is done so that the inversion is not dominated by the large late arrivals. 
A uniform upper mantle velocity is used in the inversion and the crust is divided 
into 7 blocks with the boundaries at the stations. Point-source solution of Zhu and 
Helmberger [1996a] is used for this earthquake (event 355) . Numbers in the long box 
show crustal thickness in km, as estimated by Zhu et al. [1993]. 
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6.6 Discussion and future work 

In the development of the techniques, both in the previous chapter and this chapter, 

we have concentrated on the tangential component of the ground motion because of 

its simplicity as compared to the P-SV system. In the future, however, it is possible 

and necessary to use the full ground motion by employing the three-component data. 

It is also possible to invert multiple events and multiple stations in a single simulation. 

As shown in Figure 6.7, our pseudo Green's functions take the form of a set of im­

pulse ray-responses to the fundamental faults. In the above Sierra Madre example, we 

simply summed the impulse responses and use the resulting two-component Green's 

functions (strike-slip and dip-slip) in the source inversion procedure. In reality, if the 

small aftershock is in the neighborhood of the big aftershock but of some distance 

away from it, we can further adjust the arrival time of each individual ray-response 

in the pGfs, with the method discussed in the last chapter, provided both events are 

well-located. From another point of view, if we have one well-located small event 

with source-mechanism known, we can invert for the relative location of a group of 

neighboring events using the pGf technique. Furthermore, if we take the assumption 

that a big event is a sum of small events, we can study the source finiteness and rup­

ture directivity of big events by accurately locating the relative position and timing 

of the subevents in a big earthquake. 

The amplification factors used to generate the pseudo Green's functions can of­

fer additional information. Cite condition, attenuation, local velocity changes in the 

model and source complexities all contribute to the changes of the amplitude of a 

ray responses. Practically, the amplitude factors and the time shifts can be stud­

ied separately since many times only one of them is important in the problem. In 

fact, such separation reduces the number of parameters in the annealing process and 

effectively speeds up the simulation. In our Sierra Madre test, we have put off the 

consideration of the contributing source of the amplification factors, since we were 

mainly interested in getting usable Green's functions. However, because of the nature 

of the algorithm we use to find the pseudo Green's functions, i.e., the simulated an-
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nealing algorithm, it is possible to represent these factors as a combination of the site 

response and source directivity and invert them simultaneously when searching for 

the pseudo Green's functions. In our Tibet example, the optimal set of amplification 

factors allows good fits to the waveforms, but we have not investigated these factors 

either. One possible way to take these factors into account is to apply the local earth 

stretching approximation of Helmberger et al. [1996] and associate these factors with 

the transmission and reflection coefficients in the simulation process. With these, the 

pGf technique would be useful in testing existing 3-D P-wave tomography models and 

in developing 3-D pictures of S-velocity structure. 

6. 7 Closing remarks 

We have introduced a series of techniques to model regional phases to resolve source 

characteristics and propagational effects. Our effort has been to improve resolution 

for the seismic parameters by modeling these phases in a broader frequency band, es­

pecially to the high frequency end. We started with 1-D synthetic, which is useful in 

resolving point-source parameters, and looked into different approaches of obtaining 

details of the source process. Our empirical Green's function study on the Northridge 

mainshock showed that regional seismograms are good at resolving the important pa­

rameters, i.e., the fault dimension and the rupture direction, of a finite fault. For this 

purpose, empirical Green's functions are highly useful. To obtain more detailed infor­

mation about a complex source, the eGf approach encounters difficulties in handling 

differences in source locations and in source mechanisms. The ray-shifting technique 

described in the previous chapter, combined with the pGf technique introduced in 

this chapter, is capable of transferring an empirical Green's function to a pseudo 

Green's function, which is more flexible. This thesis has focused on the development 

of the techniques with only a few examples showing their usefulness. However, many 

of the applications discussed in the last section can be readily carried out and they 

are indeed part of our ongoing effort. In this respect, this thesis is a prelude of future 

studies. 
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