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ABSTRACT 

Portable and point-of-care medical devices are becoming an essential part of today’s medical 

technology. An affordable personal device that can diagnose and monitor a medical condition 

in real-time will improve the patient’s life quality in many ways. Additionally, by 

autonomously providing the suitable treatment, a universal healthcare device can be 

accessible to most of the population at a low cost. Despite considerable efforts and great 

outcomes, most of the prior arts in realizing these devices have limitations that hinder their 

widespread use in portable applications. On the other hand, comprehensive environmental 

sensing has drawn great attention in the last few years. Monitoring the quality of water, soil, 

air, and waste is of utmost importance to study their effect on human life and also to recognize 

the consequence of human actions on the planet. 

The most important factors in developing a compact and portable device for medical and 

environmental applications are their integration level, ease of use with biomarkers, and 

reliability of the results. Detecting a specific chemical in the biology world relies on a 

biochemical reaction with a transducer that can convert the resulting signal into a measurable 

signal in various modalities, such as electrical, magnetic, or optical. Hence, the biosensing 

device is often a multidisciplinary apparatus that is not readily integrable due to the need for 

miniaturizing otherwise bulky optical or magnetic components. The key requirement in 

device miniaturization, though, is to use standard technologies to avoid extra cost and 

processing time for the device’s mass production. The path towards achieving such a device 

needs revisiting the existing solutions and the capabilities of the powerful yet affordable 

CMOS technologies to seamlessly integrate various device components, namely electronics, 

biology, and optics/magnetics. This dissertation provides an overview of integrated 

biosensors and presents novel designs in optics and electronics to implement a fully 

integrated and miniaturized device for medical and environmental applications. 

Fluorescence sensing is one of the most reliable and widespread detection methods with well-

established tools in synthetic biology. Specifically, bacterial-based fluorescence sensors 

offer unsurpassed advantages to labeled detection since bacterial cells, when engineered, can 



 vii 
respond to various elements in their surroundings at a low cost and quite efficiently. The 

use of live bacterial cells is also of great importance in establishing the bidirectional link with 

the CMOS device. By monitoring the dynamics of the cells’ growth and their protein 

expression, a desired biology response can be initiated upon receiving the stimulating signal 

from the device. The conventional methods in fluorescence sensing involve an elaborate 

setup with many external optical components unsuitable for portable and in vivo applications. 

Hence, integrating silicon chips and live bacterial biosensors in a miniaturized "Silicon-Cell" 

system can enable a wide range of applications for both sensing and remediation. Such 

integrated systems need on-chip optical filtering in the wavelength range compatible with 

fluorescent proteins, which are widely used signal reporters for bacterial biosensors.  

In the first part of this dissertation, we introduce a fully integrated fluorescence sensor in 

65nm standard CMOS process comprising on-chip bandpass optical filters, photodiodes, and 

processing circuitry. The metal/dielectric layers in CMOS are employed to implement low-

loss cavity-type optical filters, achieving a bandpass response at 600/700nm range suitable 

to work with fluorescent proteins. The sensitivity of the sensor is further improved in the 

electrical domain by using a C-TIA with variable switched capacitor gain, a voltage-

controlled current source (VCCS), and feedback-controlled low-leakage switches, resulting 

in a minimum measured current of 1.05fA with SNR >18dB. The sensor can measure the 

statics/dynamics of the fluorescence signal as well as the growth of living E. coli bacterial 

cells. Using a differential design and layout, the sensor can distinguish two biochemical 

signals by measuring two fluorescent proteins encoded in a single bacterial strain. 

Furthermore, a proof of concept is demonstrated to establish bidirectional communication 

between living cells and the CMOS chip, using a fluorescent protein regulated by an 

optogenetic control.  

In the second part of this dissertation, we describe a fully integrated high-bandwidth optical 

receiver for RF-over-free-space optics (RoFSO). This work is motivated by the availability 

of a wide, unregulated bandwidth at the optical frequencies and the lower cost and setup time 

due to using atmosphere instead of fiber optics as the communication channel. Nonetheless, 

the atmospheric link poses serious challenges, including severe beam intensity and phase 
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distortions. Here we present novel solutions at the system and circuit level to make the 

receiver adaptive and resilient to the mentioned distortions. The chip is designed and 

implemented in a 28nm CMOS process, and it is shown to achieve a measured gain of 58dB 

and bandwidth of 18GHz. The link performance is assessed by exposing the system to more 

than 26dB of optical loss, equivalent to 3.5km of free space distance under moderate 

visibility conditions. For a proof-of-concept demonstration, an 8Gbps non-coherent DPSK 

signal with an RF bandwidth of 10GHz is transmitted, resulting in a BER of 1 × 10-4 for a 

minimum received power of -30dBm and while consuming 19.2mW power at the receiver.  
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1 
C h a p t e r  1  

INTRODUCTION 

Nowadays, biosensors are a ubiquitous part of our everyday life. They are used in a wide 

range of applications, including but not limited to detecting a specific substance in our bodily 

fluids’ samples (blood, urine, saliva, etc.), diagnosing a medical condition, monitoring the 

quality of food and air, and sensing a specific biological/chemical reaction in drug discovery 

research. The development of these devices in an efficient and small form factor has been 

the focus of extensive research in the last decade. This chapter will introduce biosensors and 

their main components and discuss their two main applications. 

1.1 Biosensors 

The International Union of Pure and Applied Chemistry (IUPAC) defines a biosensor as 

“A device that uses specific biochemical reactions mediated by isolated enzymes, immune 

systems, tissues, organelles or whole cells to detect chemical compounds usually by 

electrical, thermal or optical signals” [1]. As shown in Figure 1.1, the biosensor’s major 

components are analyte, bioreceptor, transducer, and electronics. An analyte is a substance 

of interest that needs to be detected in various environments. It can be the Phosphorus (P) in 

the soil to inform us of the required fertilization for healthy plant growth, or Thiosulfate 

(ThS) in our gut to alarm us of the gut inflammatory disease, or Arsenic (As) in our everyday 

water intake that can be fatal [2].  

The next component in the biosensor is called the bio-recognition element or bio-receptor, a 

molecule that can recognize the analyte of interest. Proteins, enzymes, deoxyribonucleic acid 

(DNA), and cells are popular bio-receptors. Interaction of these elements with the analyte 

can generate a signal in various modalities, such as optical, electrical, or chemical domains 

in the process named bio-recognition. Then, a transducer converts the resulting signal into a 

measurable signal, commonly an electrical voltage or current. In the end, the low-level 

analog signal from the transducer is amplified, filtered, and digitized to be displayed. 
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Figure 1.1: An overview of the biosensing process: the bio-recognition elements are 

extracted from various types of bio-samples, and subsequently transduced into various types 

of signals. 

Based on their principle of bio-recognition, biosensors can be categorized as catalytic-based 

or affinity-based (Figure 1.2). In a catalytic biosensor (such as glucose sensing), an enzyme 

is used to convert a substance into a product, and a transducer detects the formation of this 

product. In an affinity sensor (such as DNA and antibody sensing) in a process called 

selective binding, a complementary capture probe is used to capture the target analytes since 



 

 

3 
it has a much higher affinity to the target than other interfering molecules [3]. After 

capturing the target analyte, a transducing method in either labeled or label-free form is used 

to read the associated signal. Fluorescent and magnetic tags are popular choices in labeled 

detection. They are added to the liquid solution and, by a diffusion process, bind to the target-

capture pair on the surface. In the label-free case, the solution’s altered electrical 

characteristic due to the analyte-capturing process is detected. Though direct and 

straightforward, this method is less sensitive than labeled detection.  

 

Figure 1.2: Biosensors categories based on principle of the bio-recognition process. 

1.2 Personal, Portable Healthcare 

Even though developing a portable, personal health monitoring system has been the focus of 

extensive research efforts in the last decade, the advent of the pandemic and its overwhelming 

effects on the healthcare system has expedited these efforts. Other than the concern of fast 

access to a reliable and real-time diagnosis, the cost of such access is a significant factor in 

today’s devastating economy. Developing countries, conflict zones, and areas facing natural 

disasters can specifically benefit from such low-cost and accessible devices. On the other 

hand, chronic diseases such as heart disease, cancer, and diabetes are among the most 

demanding conditions requiring ongoing medical attention, limited daily activities, or both. 

As the leading causes of death and disability in the United States [4], patients with these 
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chronic diseases periodically undergo clinical monitoring, generally through laboratory 

procedures costing both time and money.  

Therefore, creating bio-molecular sensors to perform minimally invasive health monitoring 

and point-of-care diagnosis is a solution that can revolutionize personalized medicine. An 

efficient biosensor includes various parts and is a multidisciplinary device combining 

elements of biochemistry, nanotechnology, photonics, and electronics. The continuous 

advances in these fields have encouraged researchers to propose new techniques and sensing 

modalities for diverse applications. For instance, nucleic acids and proteins are powerful bio-

elements that can be used for detecting HIV, tumors, cancers, gut, or cardiovascular diseases, 

etc. Hence, developing a device that can efficiently work with these bio-elements is essential 

in realizing a comprehensive personal healthcare device. [5].  

 

Figure 1.3: Multiple variation of wearable biosensing devices for portable healthcare [6]. 
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Figure 1.4: Several categories of environmental monitoring. 

1.3 Environmental Monitoring 

The undeniable impacts of climate change worldwide have put a great demand on finding 

solutions to protect our environment. While, as per IPCC’s (The Intergovernmental Panel on 

Climate Change) assessment report, many countries are struggling to be prepared for climate 

impacts, the efforts for environmental monitoring have been accelerated [7]. Continuous 

environmental monitoring can help us understand the environment’s complexity and the 

harmful effects of human activity on it, leading to improved life quality for the present time 

and effective planning for the future.  

There are several categories of environmental monitoring, including air, soil, water, waste, 

etc. Soil monitoring has drawn considerable interest in the last few years. The health of soil 

affected by climate change, water shortage, and vulnerable ecosystems is of great importance 

now more than ever. Establishing the tools for real-time soil monitoring enables managing 

soil moisture and fertilization needed for the plant’s growth and helps us better understand 
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water resources locally and regionally. For instance, plants such as wheat are grown in large 

fields, and their healthy growth strongly depends on Phosphorus (P) availability, which needs 

to be measured close to the plant’s roots. Conventionally, random soil samples are taken to 

the laboratory for a point measurement of the P level in the soil. Based on the results, a 

decision on fertilizing the field is made. This process is non-optimum in cost, time, and 

precision. A biosensor packaged in a small form factor can be buried under the soil to monitor 

the points in the field in real-time. An array of sensors connected to the cell tower can cover 

the whole field and indicate the areas lacking the P for optimum and adequate fertilization. 

1.4 Contributions 

In this dissertation, we propose novel approaches to miniaturize and integrate 

optical/electrical components required in a biosensing device specifically for biomedical and 

environmental applications. In particular, we demonstrate a fully integrated bacterial-based 

fluorescence sensor without any external passive optics other than mm-sized SMD LED 

sources for excitation. This is achieved by manipulating electromagnetic fields to realize 

optical filtering using nanostructures in the standard CMOS process. This level of 

miniaturization enables the device to fit in a small pill for in vivo use, opening a new class of 

opportunities and applications. 

The complete integration of the fluorescence sensor is achieved by taking advantage of the 

standard CMOS process as a robust and efficient platform to co-design the optical and 

electrical functions. Using available metal routing layers in the CMOS, plasmonic-based 

bandpass optical filters in the visible wavelength range of the spectrum are achieved. This 

specific wavelength range is critical in empowering the sensor to use engineered bacterial 

cells as natural biosensors, reducing the biology side’s complexity, and expanding the 

device’s capabilities. The seamless integration of optical/electrical parts in a single chip is 

advantageous in providing additional filtering (other than optical filters) since the 

fundamental limitations of the available materials for filter implementation avoid achieving 

the needed extinction ratio solely using optical filters.  
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We show that another level of filtering can be achieved by designing a bandpass photodiode 

using the silicon’s wavelength-dependent absorption length. A triple-junction vertical 

photodiode is designed to specifically collect the minority carriers generated due to photon 

absorption at the desired depth in the substrate. In the circuit design domain, we use the 

concept of common-mode rejection in the differential design to remove the remaining 

excitation light that reaches the detector. Several circuit techniques are used, including low-

leakage switch implementation, high adaptive gain capacitive TIA, and correlated double 

sampling.  

We present extensive biological experiments to show the capability of our device in not only 

detecting fluorescence signals of engineered bacterial cells but also in communicating with 

these living cells. This bidirectional communication with cells enables various controlling 

functions in a biological process. We show that the dynamics of cell behavior, both in terms 

of their growth and protein production, can be monitored and modulated via optical 

signaling.  

Furthermore, this thesis presents a wide-dynamic range adaptive receiver for RF over free-

space optical communication. The prototype chip is designed and implemented in a 28nm 

CMOS process. It includes several automatic controlling loops to compensate for the severe 

distortions in the signal due to atmospheric channels. We show that choosing the suitable 

modulation type in both RF and optical domains allows the receiver to be free from heavy 

digital signal processing, making it low power and cost. 

1.5 Organization 

This thesis is organized as follows. Chapter 2 briefly reviews the basics of the common 

modalities used in biosensing devices and discusses prior art challenges in integrating the 

sensors. Fluorescence sensing is introduced as one of the most common and reliable sensing 

methods. The advantages and applications of a bacterial-based fluorescence sensor for 

biomedical and environmental applications will follow. 
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Chapter 3 introduces the overview of the proposed Silicon-Cell system as a miniaturized 

device to facilitate bidirectional communication between live cells and the CMOS chip. To 

prove the concept, we will show the experiments’ results of a handheld prototype device. 

Furthermore, the theoretical analysis of the system and its components is discussed, including 

the fundamentals of optical resonances to create integrated optical filters. The design and 

implementation of the integrated sensor are described in chapter 4. Concepts and design 

insights on the optical and electrical domains are discussed, and simulation results are shown. 

Chapter 5 presents the fabricated Silicon-Cell chip’s characterization and measurement 

results, including optical/electrical and biological experiments. The results show that we 

could achieve a sensitivity of 1.05 fA with more than 18dB SNR while integrating the signal 

for 1 sec. 

In chapter 6, we move from integrated medical devices to integrated receivers for 

communication to discuss a fully integrated RF over free space optics (FSO) receiver in a 

28nm CMOS process. The system’s requirements and overall architecture are shown along 

with the simulation and measurement results. Conclusions of the work and future directions 

are given in chapter 7.
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C h a p t e r  2  

BACKGROUND 

In this chapter, we review the operation of biosensors in the common modalities and their 

integration and miniaturization challenges. Bacterial-based biosensors are introduced next to 

be used specifically in the optical domain. A description of the main signal reporters for these 

sensors, namely fluorescent and luminescence proteins, will follow. We conclude the chapter 

by mentioning the promising applications and benefits of an integrated cell-based biosensing 

device. 

2.1 Integrated Biosensors 

In the current era of smart healthcare, there is a rising demand for portable, low-cost, and 

personal wearable biosensing devices that can continuously monitor, detect, and analyze 

biological signals essential for the early diagnosis of diseases. As such, bioelectronics has 

seen considerable advances in realizing miniaturized biosensing devices, mainly using 

CMOS technology for a low-cost and portable solution. Figure 2.1 shows some of these 

recent efforts in transforming complex bulky setups to fully integrated solutions, mainly in 

optical and magnetic modalities.   

The choice of the bio-detection method, specifically for affinity-based sensors, depends on 

whether the labels are used or not. In the label-free technique, the biochemistry 

transduction is detected by measuring the electrical properties of the solution using 

impedance spectroscopy, dielectric measurement, or electric potential read-out 

(electrochemical). On the other hand, in labeled detection, magnetic or fluorescent labels 

can cause a slight variation in the electromagnetic fields near the sensing device, which is 

then read out by electronic circuitry. In what follows, we briefly review some of the most 

popular methods for biosensing and the prior efforts in integrating them using CMOS 

technology.  
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Figure 2.1: (a) A typical commercial fluorescence-based microarray reader. (b) Prior art on 

integrating fluorescence sensing in CMOS process [8]. (c) Prior art on integrating magnetic 

sensor in CMOS process [9]. (d) This work demonstrates extreme miniaturization of a 

fluorescence biosensor to mm-sized CMOS chip. 

2.2 Electrochemical Biosensors 

One of the popular label-free biosensing devices is the electrochemical sensor which 

directly converts a bio-recognition process into a measurable signal in the electrical 

domain. This sensor works based on the principle that through binding reactions 

biomolecules consume or generate ions or electrons that will change the electrical 

properties of the solution, which can be detected using conductive and chemically stable 

electrodes [10]. 

An electrochemical cell includes three types of electrodes: working electrode, reference 

electrode, and counter or auxiliary electrode, commonly made from platinum, gold, or 

carbon (graphite) (Figure 2.2). The bioreceptor is immobilized on the working electrodes 

to capture the analyte in the liquid solution. The reference electrode is kept away from the 
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reaction location to keep its potential at a known stable level. The role of the counter 

electrode is to provide a connection to the electrolyte solution such that electrical charges 

resulting from the binding process can flow to the working electrode. Based on the 

implementation, the electrochemical sensor can be categorized as potentiometry, 

voltammetry, or impedance spectroscopy [11]. 

 

Figure 2.2: Principle of electrochemical detection. Each electrochemical cell includes three 

electrodes: working electrode, reference electrode, and counter or auxiliary electrode. 

Electrochemical biosensors, while simple and direct, have several drawbacks. Since the only 

available exposed metal in the standard CMOS process is the aluminum bonding layers, 

integrating these sensors in CMOS requires post-processing steps to implement the 

electrodes with suitable meals (Au, Pt). These post-processing steps are complicated and add 

extra cost to the sensor. Furthermore, due to the background noise, offset, and biological shot 

noise resulting from the hybridization process, the detection limit of these sensors is 

significantly higher than fluorescence and magnetic sensors [12]. 

 

Figure 2.3: A generic schematic of a typical electrochemical sensor implemented in the 

CMOS process [13]. 



 

 

12 
2.3 Magnetic Biosensors 

Magnetic sensors are commonly labeled biosensors that can achieve high sensitivity. The 

unique properties of magnetic materials, such as paramagnetic or super-paramagnetic 

particles, are used to develop these sensors. In principle, the magnetic sensor works by 

detecting the induced changes in the solution’s magnetic properties (coil inductance, 

resistance, or magneto-optical properties) due to biological interactions. The nanometer 

size particles in these sensors are coated in the bioreceptor (antibody, nucleic acid, etc.), 

and upon interaction with the target, their physical properties change. Several techniques, 

including coils, Hall effect devices, giant magnetoresistance (GMR) devices, and imaging, 

are used to detect the mentioned changes [14].  

Magnetic biosensors can accelerate the binding interaction by manipulating the 

paramagnetic particles in a magnetic field. This will move the particles to the sensor surface 

where the interaction is happening, speeding up the detection of the target. Since the 

biological samples usually do not contribute to the magnetic signals (compared to the 

magnetic particles), these sensors may have a high signal-to-noise ratio.  

The early development of these sensors needed an externally generated magnetic biasing 

field which increased their size and cost and limited their usage in portable health 

monitoring applications. [15, 16, 17, 18, 19]. In a more recent implementation [9], 

researchers employed a frequency-shift detection method where a free-running resonator 

is built using an on-chip LC tank. Then, by passing an AC current through the inductor, a 

magnetic field is created, which in turn interacts with the magnetic labels. This reaction 

causes a subtle increase in the inductance value lowering the LC tank’s resonance 

frequency. This slight shift in the oscillation frequency is detected and correlated with the 

number of magnetic beads (Figure 2.4). 

Although fully CMOS integrated, this implementation suffers from the following 

drawbacks. For accurate measurements, the oscillation frequency needs to be very stable 

with variations in time and temperature. While for temperature stabilization, the sensor can 

be left to warm up for some time (30 min) before the measurements, a more complex 
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solution handles the sensor’s drift in time. A correlated double sampler circuit was 

applied, with the first measurement performed right after the assay and the second after all 

the magnetic beads were either manually removed from the chip or manually "frozen" by 

placing a permanent external magnet nearby.  

The signal strength in these sensors is directly related to the size of the beads, meaning that 

smaller particles result in lower SNR. On the other hand, since the size of most common 

bio-receptors is in the nm range, using large beads in biological assays is not desirable as 

it can result in non-specific binding to the various substrate and non-optimum binding of 

the beads. Therefore, there is a tradeoff in choosing the size of the beads relative to the size 

of typical bio-receptors.  

 

Figure 2.4: A frequency-shift-based magnetic biosensor implemented in the CMOS 

process [9]. 

2.4 Optical Biosensors 

Optical biosensors are the most common sensors in biomedical research and diagnostics. 

They offer high sensitivity and specificity, and more importantly, they benefit from well-

developed biochemistry. Over the last decade, advances in several fields of science, 

including integrated circuits, microelectromechanical systems (MEMS), nano-optics, 
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molecular biology, and biotechnology, have been driving great efforts in the research 

and development of new technologies for optical biosensors [20]. These biosensors are 

powerful tools for measuring both catalytic and affinity reactions. In the catalytic case, they 

can measure a change in the emitted or absorbed light caused by the products generated 

due to the catalytic reaction. On the other hand, affinity reactions can measure the induced 

changes in the optical properties of the sensor surface due to the binding process [21]. 

Implementing a miniaturized system using CMOS technology to read out and process a 

weak optical signal from these sensors is challenging as they often need to include on-chip 

optical elements. The only readily available optical component in the standard CMOS 

process is the photodiode which converts the optical power to an electrical current. Since 

the most common optical biosensors need an excitation source, high-performance optical 

filters and collimators are required to separate and focus the emission light from the bio-

element.  

The researchers in [22,23,24] present systems with optical components being externally 

grown on top of the CMOS chip. Specifically, in [22], the researchers have shown the 

fabrication of passive optical elements on the surface of the CMOS chip. An optical 

interference-based thin film filter including 20 layers was grown on top of a 56-pixel 

CMOS image sensor to work as an emission filter. The excitation light was provided by a 

laser source emitting perpendicular to the chip surface. Also, an extra fiber optical faceplate 

was used to improve the collimation to reduce the laser source scattered light due to the 

CMOS chip’s bonding wires and pads. Such a system, even with acceptable performance, 

involves heavy post-fabrication steps and additional external optical components, which 

limits their use in low-cost and portable applications. 

In a novel approach, researchers in [8] demonstrated a single-chip device able to detect the 

fluorescence response of quantum dots (QD) with high sensitivity. This fluorescence sensor 

integration in the CMOS process is accomplished by realizing on-chip high-pass optical 

filters using metal routing layers. By designing a very dense array of metallic structures 

and relying on copper’s different intrinsic loss for 400nm vs. 800nm, the high pass behavior 
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for the filters is achieved. Since the physical mechanism of the filters is not based on any 

optical resonance, the filters are very robust against variation in the process and angle of 

incoming light. Being one-dimensional, the filters are not polarization-insensitive since 

they are designed to obliterate the TE polarization, reducing the filter efficiency (Figure 

2.5). The high extinction ratio of this sensor mainly results from optical filtering, which 

makes the working range of the sensor quite limited. On the other hand, even though QDs 

are bright, durable synthetic labels, being inorganic, they are unsuitable signal reporters for 

living cells. Therefore, as the reported wavelength range of this work is limited to the very 

high end of the visible spectrum (800nm), this sensor is not equipped to work with 

fluorescent proteins, which are between 400nm -700nm [25]. 

 

Figure 2.5: A Single-chip fluorescence sensor with high-pass on-chip filtering implemented 

in the standard CMOS process [8]. 

Another considered technique to implement a CMOS optical biosensor uses time-resolving 

measurements with synchronized sources [26, 27, 28, 29]. When fluorophores are excited 

by a source, they start to emit light. If the excitation light turns off, the fluorophores 

continue to emit exponentially decaying light for a limited time. This time is called the 

characteristic lifetime and is in the range of 1-10ns (Figure 2.6). The general idea is to 

employ a fast pulse laser source for excitation. With picosecond range turn-off time for the 

laser, a fast photodetector can be enabled to start integrating light right at the beginning of 

the fluorescence decay time. This method facilitates measuring only the emitted light from 

the fluorophores and removes the emission filter requirement. Work in [26] shows 
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implementing this method in an imager array. Using a picosecond laser source system, 

they have demonstrated an impulse response time constant of 800ps for the photon sensing 

and processing circuitry and better than 150ps timing resolution. 

This time-based method can be complicated and costly due to the need for high-speed and 

power-hungry driving circuitry, high-accuracy timing synchronization, a high-speed 

photodetector, and an expensive sub-ns pulsed laser. Additionally, since the lifetime of 

fluorophores is in the ns range, the integration time for the photon detection in this method 

is severely limited compared to the fluorescence sensors employing filters, which enables 

integrating the weak signal up to the sec range.  

 

Figure 2.6: (a) Concept of fluorescence detection using time-resolving technique. (b) Prior 

work of miniaturized fluorescence sensor utilizing filter-less time-gated approach [26]. 

2.5 Bacterial-Based Biosensing 

As we have seen up to now, traditional biosensors heavily rely on biochemical reactions 

with a transducer that converts the chemical signal into a measurable signal in the electrical, 

magnetic, or optical domains [8,9,30,31,32]. Incorporating biochemical components within 

a transducer is often challenging and costly. Bacterial cells, on the other hand, are natural 

biosensors due to their ability to respond to the changes in their environment, ranging from 

our gut to our houses [33,34,35,36,37] (Figure 2.7). These cells have evolved to detect and 

respond to various chemical and physical signals in their surroundings, such as nutrient 

availability, temperature, and pH.  
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Figure 2.7: Applications of a bacteria-based integrated CMOS fluorescence sensor for 

detecting biochemicals in various environments. 

The first kind of cell-based biosensors [38] coupled the cell’s respiratory activity changes 

with an electrochemical transducer to measure these phenomena within the cell. While the 

early cell-based biosensors offered a more cost-efficient solution than enzyme-based sensors, 

their lower sensitivity hindered their widespread use until recombinant DNA technologies 

were introduced. Researchers then used these new powerful tools to engineer micro-

organisms with various proteins of interest to generate a measurable signal in response to the 

target analytes.  

Returning to the definition of a biosensor as a device that includes a biological sensing 

element (bio-receptor) and a transducer, we see that bacterial cells can be considered natural 

biosensors (Figure 2.8). They are capable of integrating the sensing elements with a 

transducer to directly convert the recognition event into a measurable output for detecting a 

target molecule(s). The bacteria cells mostly execute this task through specialized receptor 

proteins located on the cell surface. When these receptors interact with their corresponding 

ligands, they trigger a signaling cascade within the cell, leading to a cellular response [39]. 
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Specifically, the engineered cells typically include modified genomic or plasmid DNA 

with genes for sensing proteins that regulate the production of a reporter protein in response 

to a target analyte.  

 

Figure 2.8: Concept of using bacterial cells as natural biosensors since they can integrate a 

sensing element with a transducer to directly convert the recognition event into a measurable 

output for detecting a target molecule(s). 

Unlike other protein-based sensors, bacterial biosensors are typically inexpensive to prepare 

and store and can be conveniently engineered for miniaturized, high-throughput analysis and 

multiplexing purposes [40]. Synthetic biology has been repurposing these cellular 

components by genetically engineering the bacteria to detect a wide range of analytes. For 

instance, using reporter genes, the cells can produce a measurable signal in response to the 

presence of the target molecule, such as heavy metals [41], biotoxins [42], and 

inflammations. The most common choices for the reporter proteins used in synthetic biology 

are fluorescent and luminescent proteins that generate a measurable signal in the optical 

domain. In the next section, we will briefly introduce the principle of working for these two 

protein types. 

2.5.1 Fluorescent Proteins 

Fluorescent proteins are versatile and well-adopted signal reporters in synthetic biology with 

diverse optical profiles, allowing the detection of multiple signal outputs [43]. The read-out 
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mechanism for these proteins is called fluorescence, a category of luminescence processes 

in which specific molecules respond to an external excitation by emitting light after a brief 

interval [44]. Exciting a material with light (λ1) causes electrons in the stable states to acquire 

energy and transition to the higher energy bands. Due to heat and collisions with other 

electrons, the unstable electrons lose energy and return to their stable states. In this process, 

a weak light at slightly higher wavelength (λ2 > λ1) is released, indicating the presence of the 

desired molecules (Figure 2.9). 

 

Figure 2.9: Principle of fluorescence detection. 

The emitted light intensity, !! is proportional to the excitation light intensity !" as: 

!! = #!"Φ[1 − 10#$%&]                                                                                                      (2.1) 

in which, Φ is the fluorescence quantum yield, ε is the molar absorptivity, b is the path length, 

and c is the culture concentration [44].  

 

Figure 2.10: Photobleaching of fluorescein in cells after A) 0 sec. B) 5 sec. C) 15 sec. The 

fluorescein is almost destroyed after 15 sec. 
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Even though (2.1) suggests a stronger excitation light results in a higher emission signal, 

high-intensity illumination may cause photobleaching. The fluorophore’s structural 

instability during the excited lifetime makes it susceptible to degradation. Therefore, high-

intensity and/or long-time illumination can cause the fluorophore to change its structure so 

that it can no longer fluoresce; this degradation of fluorophores is called photobleaching [45]. 

Most common fluorescent proteins extensively used with live bacterial cells (GFP, YFP, 

RFP) lie in the lower range of the visible wavelength spectrum with a slight Stokes shift. 

Hence, to differentiate between strong excitation light and weak emission signal, 

conventional fluorescence sensors require an elaborate and bulky setup with several optical 

components such as lenses, objectives, thin film or dichroic filters, precision mechanical 

scanners and high-performance photon detection units, including CCDs, photo-multiplier 

tubes (PMT) or avalanche photodiodes (Figure 2.11). Although highly precise, these systems 

are used in lab settings and are not practical for in vivo and portable applications [46].  

 

Figure 2.11: Conventional fluorescence sensor and spectrum of common fluorescent 

proteins. 
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Measuring the fluorescence signal of a protein involves using two cultures, the control 

culture (ϕ), containing blank bacterial cells to account for their auto- fluorescence response, 

and the primary culture (A), which includes bacterial cells engineered with the desired 

fluorescent protein. The fluorescence signal is calculated by subtracting the auto- 

fluorescence signal from the emission of culture A after being normalized to their respective 

optical density (OD). 

OD is a measure of the cell population that can be measured optically. In OD measurement, 

light at a specific wavelength (usually 600nm) is transmitted through a sample of cells and 

subsequently collected by a photodetector. Based on Beer-Lambert law, more light is 

absorbed and scattered as bacterial cells grow, resulting in less light reaching the detector 

[47]. By recording OD over time, the growth curve of the bacteria is achieved, showing the 

status of cells during their life cycle, starting from the lag phase to death in the decline phase. 

The most important part of the curve that shows the healthy growth of cells is the exponential 

phase (Figure 2.12).  

 

Figure 2.12: OD definition and measurement principle. 

2.5.2 Luminescence Proteins 

Another class of signal reporter used for bacterial cells are luminescent proteins that emit 

light without a light source (excitation). This feature can be beneficial in bioimaging 
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applications where high sensitivity is required while being as invasive as possible. 

Furthermore, using these proteins eliminates the problems associated with the fluorescence 

process, such as auto-fluorescence, photo-induced damage, or an undesirable physical 

reaction to the sample caused by an excitation source [48]. The main protein of this family 

is luciferase which generates light by catalyzing the oxidation of luminescent chemicals such 

as luciferin (Figure 2.13). 

However, while luminescent proteins are suitable outputs for genetically modified 

biosensors, they are energy-consuming for the host cells and would become dimmer over 

time. Additionally, since a light source is not required to activate their light emission, the 

luminescence signal would interfere with the optical density detection, which is needed to 

monitor cell growth in real-time applications. One recent biosensor implementation using 

these proteins is reported in [49], where a single-chip sensor assays the biological output 

signals while avoiding the challenge of integrating optical filters on-chip. 

 

Figure 2.13: The difference between fluorescent and luminescent process, (a) A fluorescent 

dye excited by external light source. (b) S0–S1 transition of luminescent substrate by 

oxidation reaction. 
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2.6 Miniaturized Bacterial-Based Sensor 

The motivations to develop a miniaturized system that can integrate versatile sensing 

capabilities of live bacterial cells with the processing circuitry of a CMOS chip are twofold. 

First, real-time and reliable signal measurement and reporting in medical diagnosis and 

environmental sensing can be achieved. Second, gene expression control via CMOS chips 

can be enabled, creating a promising platform for developing future closed-loop therapeutics 

and environmental remediation applications. 

Encoding the genetically engineered bacterial cells with designed DNA sequences can enable 

the production of desired enzymes, nucleic acids, and small molecules in these cells in 

response to stimuli (optical). However, optimizing gene expression dynamics through 

feedback control has been a significant challenge in synthetic biology due to the difficulty 

in real-time monitoring of cell dynamics [50]. Therefore, a Silicon-Cell system has 

considerable potential for enabling feedback control of living cell dynamics. This feedback 

control function could have applications in medicine where bacteria may be employed for 

delivering anti-cancer [51] or anti-inflammatory [52]-[53] compounds to treat diseases, or in 

environmental remediation, where bacterial cells can produce enzymes to degrade 

contaminants such as plastic [54] and oil spills [55]. In the next chapter, we introduce the 

concept of the Silicon-Cell device in more detail. 
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C h a p t e r  3  

INTEGRATED SILICON-CELL DEVICE TO USE LIVING 
BACTERIAL CELLS AS BIOSENSORS  

Chapter 3 introduces the Silicon-Cell as a miniaturized biosensing device that, beyond 

fluorescence detection, facilitates bidirectional communication between the CMOS chip and 

living bacterial cells. The theoretical analysis of the system and its components is discussed, 

including the fundamentals of optical resonances used to realize integrated optical filters 

insensitive to the incoming light’s polarization and angle of arrival.  

3.1 Silicon-Cell for Bidirectional Communication 

 

Figure 3.1: (a) Block diagram of PID loop. (b) Bidirectional communication between the 

CMOS fluorescence chip and living cells packaged inside a pill for detecting gut 

inflammatory disease.  

The idea of communicating with living cells and controlling their dynamic behavior was a 

huge motivation for this work. A closed-loop system can be implemented by real-time 

monitoring the cell’s growth and fluorescence expression and applying a promoter in 

response to the detected changes. For example, the promoter can make the cells start/stop 

producing desired enzymes, nucleic acids, and small molecules for various applications. This 

bidirectional communication with cells provides the opportunity to implement control 
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mechanisms, such as the proportional (P), integrating (I), or derivative (D) type (Figure 

3.1(a)).  In a conceptual diagram shown in Figure 3.1(b), a two-way communication link 

between engineered cells and a CMOS fluorescence sensor can be established to sense and 

treat a patient’s gut swelling, where both sensing and control functions are done via optical 

signaling.  

 

Figure 3.2: Concept of complete PID loop implemented by P and I control in biology and D 

control in electronics. 

The detailed biology process for this application is shown in Figure 3.2. Thiosulfate (ThS) is 

a chemical that shows signs of swelling in the patient’s gut. A process in synthetic biology 

is designed that uses two fluorescent proteins to report the presence of the gene of reference 

(GOR) and gene of interest (GOI), respectively, by FP1 and FP2. In this terminology, GOR 

is the gene we want to detect and control (associated with ThS), and GOI is the gene we 

instruct the cells to produce (by applying a promoter) to reduce swelling. The amount of 

provided GOI needs to be regulated via a control loop, for instance, in the most complete 

form using a PID loop. As shown, some part of the control loop is implemented in the biology 

domain (P and I), and the D control, which can’t be done in the biology domain, is easily 
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implemented in electronics. Hence, to implement a closed-loop system, the CMOS 

fluorescence sensor must measure two fluorescent proteins and the cell’s growth dynamics 

while small enough to fit inside a pill. 

3.2 Proof-of-Concept System 

Before proceeding to the design of the fully integrated Silicon-Cell device in the CMOS 

process, using off-the-shelf components, a prototype was built to prove the concept. 

Several static/dynamic fluorescence measurements were performed to gain practical 

knowledge of cell measurements and get insights into designing a more efficient integrated 

sensor.  The prototype is shown in Figure 3.3, and it includes exciting LEDs on top, a 4-

reservoir sample chamber (3D printed), an emission filter, and a 4-channel photodiode and 

processing circuitry. We started with the static fluorescence measurements for two selected 

fluorescent proteins, namely LSSmOrange [56] and miRFP [57], with their respective 

spectrum shown in Figure 3.4. The measured responses of the cultures to the blue excitation 

(450nm) and UV excitation (380nm) are presented in Figure 3.5. 

 

Figure 3.3: A 4-channel prototype for static fluorescence measurements. 
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Figure 3.4: Spectrum of miRFP and LSSmOrange proteins. 

 

Figure 3.5: Measured fluorescence responses of selected fluorescent proteins to Blue/UV 

excitations. 

Since LSSmOrange mainly responds to blue light and miRFP to UV light, the red arrow in 

each plot shows the fluorescence signal strength for the responding protein. The plots also 

show the crosstalk response of the two proteins, which is essential information for 

performing the mixture experiments.  

The second set of experiments was designed to show that even with the crosstalk between 

two proteins, we could detect the presence of one fluorescent protein in a mixture. As 

shown in Figure 3.6, we have a main culture containing an equal mix of two selected 

fluorescent proteins and two subsequent cultures; in each, one of the proteins is replaced 
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with the Neg-Ctrl sample. The plots in Figure 3.7 show the measured responses of each 

culture to two excitations. We see that the main culture and the culture containing 

LSSmOrange have around the same signal level response to the blue excitation, while the 

culture missing LSSmOrange, is weaker. This result confirms that the main protein 

responding to the blue excitation is the LSSmOrange, and its presence decides the signal 

level. Figure. 3.7 also shows the same behavior for the miRFP protein and the UV 

excitation. 

 

Figure 3.6: Cultures used for mixture fluorescence measurements. 

 

Figure 3.7: Measured fluorescence responses of fluorescent protein mixtures. 
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The last experiment with the prototype device is designed to study the feasibility of two-

way communication between living cells and the processing circuitry. The GFP [58] 

protein was selected for this step due to its fast folding response and compatibility with the 

green promoter. To accommodate this fluorescent protein, the setup needed some 

modifications, including adding an excitation filter to reduce the leakage of the excitation 

light, which otherwise could quickly saturate the single-ended receiver, and moving the 

green promoter and the red LED for the OD measurement to the PCB surface.  Even though 

this is not an optimum placement for the OD LED, as shown, the device still worked, 

though with lower sensitivity for OD measurement. To start these dynamic experiments, 

we first grew bacterial cells engineered with GFP in a rich media overnight to their 

stationary phase. Then the following day, we diluted them with a 1:50 ratio using a clear 

media solution and grew them for another 4 hours to have the cells in the middle of their 

growth phase. Next, we dilute the cells to a very low OD value and start the dynamic 

experiment in an incubator overnight while measuring their OD and fluorescence every 20 

minutes. 

 

Figure 3.8: Modified prototype setup for dynamic fluorescence/OD measurement of GFP. 
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As shown in Figure 3.9, two sets of experiments were performed. Figure 3.9 (a) shows 

the cell’s OD and normalized fluorescence /OD results for GFP and Neg-Ctrl cultures while 

the green light promoter is present, resulting in strong protein production. On the other 

hand, when there is no promoter, the fluorescence expression of the cells is minimized. By 

subtracting the fluorescence/OD of the Neg-Ctrl from the GFP culture, the difference in 

the protein expression level in the two cases is more evident, as shown in Figure. 3.10. 

These results confirm the feasibility of protein expression control via applying an 

appropriate promoter signal, enabling a closed feedback loop realization. 

 

Figure 3.9: Measured OD and fluorescence/OD response of GFP when (a) green promoter is 

present and (b) in the dark (w/o green promoter). 
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Figure 3.10: Modulation of fluorescence production using optical signaling. 

3.3 CMOS Fluorescence Sensor 

After confirming the possibility of bidirectional communication with the cells, we proceed 

to implement a fully integrated fluorescence sensor required for a portable Silicon-Cell 

device. The CMOS process offers an exciting and efficient platform for implementing all the 

components of fluorescence detection in a single chip. Using a standard CMOS process 

without additional fabrication steps, the sensor can be low-cost and miniaturized enough to 

be suitable for in vivo applications. As shown in the conceptual Figure 3.11, the idea is to 

implement optical filters using available CMOS metal/dielectric layers, photodiodes using 

various P and N doping layers, and sensitive circuitry to process the signals, all in the same 

chip. 

The most critical task in realizing a fully integrated fluorescence sensor in the CMOS process 

is implementing narrowband optical filters to reject the strong excitation light close (in 

wavelength) to the weak emission signal. Conventionally, high-quality optical filters are 

made by custom nano fabrication tools and using arbitrary geometries in low-loss metal or 

all-dielectric layers [59,60,61,62]. In one such implementation, using subwavelength 

metal/dielectric gratings with different periods, a multiband filter is achieved in a single layer 

[60]. The structure includes a silica substrate and ultra-thin metal (silver) patches where for 

each filter the structure needs to be multiple wavelengths in size laterally (Figure 3.12). 
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Figure 3.11: Conceptual overview of the integrated fluorescence sensor implemented in the 

standard CMOS process and the optimal placement of LEDs for fluorescence and OD 

measurements. 

Another work [63] shows that to increase the efficiency of the filters and reduce metallic 

loss, filters can be implemented using subwavelength dielectric gratings in an all-dielectric 

design. In this work, the poly-silicon film is patterned on a SiO2 spacer layer in 

subwavelength size to achieve a multicolor filter in one structure (Figure 3.13).  

 

Figure 3.12: Prior art on implementing multi-color optical filtering using gratings with 

different periods in a single layer [60]. 
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Figure 3.13: Prior art on high-efficiency optical filters using all-dielectric materials [63]. 

The high transmission of these filters in the desired wavelength is ensured by using low-loss 

material and arbitrary geometries, none of which are available in a standard CMOS process 

with a fixed stack-up and rules (Figure 3.14). 

 

Figure 3.14: Sample stack up of 65nm CMOS process, showing several metal/dielectric and 

passivation layers. 
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3.3.1 Optical Filter Realization in CMOS 

Advanced CMOS technologies have multiple routing metal (Cu) and dielectric (variations 

of Sio2) layers and allow sub-wavelength feature sizes with high precision. Hence, 

fundamentally we have the required materials and tools to implement optical filters. 

However, CMOS poses several challenges in implementing efficient filters in the wavelength 

of interest, including fixed material of the stack-up, lack of information about all the used 

layers in the stack-up, and strict design rules check (DRC) of CMOS that avoids designing 

arbitrary geometries in shapes and dimensions. Since DRC enforces using metal layers in the 

filter geometry by applying the minimum metal area rule, studying the behavior of metals at 

optical frequencies is imperative [64].  

 

Figure 3.15: Comparison of optical properties of copper vs. gold. 

Optical properties of metals vary significantly over a wide frequency range, from being 

highly reflective in the microwave and far-infrared range up to a near-dielectric behavior in 

the UV range [65]. At higher frequencies, field penetration into metal increases resulting in 

more dissipation and attenuation. The metal’s complex dielectric function *(ω) can 

completely describe these various dispersive properties. The real and imaginary components 

of the dielectric function can be derived as: 

*'((,) = .)(,) − /)(,) (3.1) 

**+(,) = 2.(,)	/(,) (3.2) 
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in which .(,) is the real part of the complex refractive index and / is the extinction 

coefficient determining the optical absorption of electromagnetic waves propagating in a 

medium. Hence, **+(,) can be used as an indicator of the metal absorption level of the 

optical wave. Figure 3.15 compares the real and imaginary parts of *(,) for copper as the 

available metal in CMOS, and gold as the standard and low-loss metal, showing a much 

higher loss of copper than gold for wavelength range lower than 600nm. This observation 

helps decide the best type of dominant resonance mechanism for the bandpass optical filter 

in terms of metallic loss. Additionally, the selected resonance type should have low 

sensitivity to the incoming light’s angle of arrival (AOA) and polarization since cells in a 

biological culture are considered unpolarized light dipoles emitting in random directions and 

polarizations. Next, we will review the main optical resonance types that can be used to 

implement optical filters in the CMOS platform. 

3.4 Review of Optical Filter Design  

Three main categories of optical resonances that can be used in implementing the filters 

are plasmonic resonance, guided-mode resonance, and cavity-mode resonance. 

3.4.1 Plasmonic Resonance 

The history of creating light effects using nanostructures dates back to the Roman Empire 

when artists incorporated gold particles in glass artwork to create numerous colors in 

different light settings. One famous example is the Lycurgus cup, which is green when 

observed in the reflecting light and red when placed in the transmitting light. (Figure 3.16).  

 

Figure 3.16: Lycurgus cup as seen in different colors based on the light conditions. 
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The scientific investigation of the electromagnetic properties of metals goes back to the 

works of Gustav Mie (1908) and Rufus Ritchie (1957). Since then, the studies of the 

interaction of electromagnetic waves with metal/dielectric interfaces, called Plasmonics, 

have steadily gained considerable interest [66,67,68]. Developing nanofabrication and 

characterization techniques, such as electron beam lithography and near-field microscopy, 

further motivated Plasmonics. Various optical functions can be implemented by 

manipulating the electric field through metallic nanostructures. A wide range of applications 

includes the development of nano-antennas/arrays for biological and chemical sensors 

[69,70], sub-wavelength waveguides [71], efficient solar cells [72], and narrowband optical 

filters [73, 74, 75]. 

 

Figure 3.17: (a) Free e- gas m2 embedded into an ionic lattice m1. (b) The equivalent 

mechanical scheme of the plasma model. 

The optical properties of metals and their interaction with electromagnetic fields can be 

described using classical Maxwell equations and considering the plasma model for metals. 

In this model, it is assumed that an electron gas (effective electron mass M), with density N, 

freely propagates behind a background of positively charged atom cores. Then, in the 

presence of an electromagnetic field, the electrons start to oscillate, and their movement is 

damped with the characteristic time 2. The electron motion in the plasma model can be 

achieved using the below equation: 

mẍ +
mẋ
τ
= −eE(t),							E(t) = E"e#,-.	 (3.3) 



 

 

37 
which is solved to give the following solution for the electron’s motion: 

x(t) =
e

m(ω) + iω/τ)
	E(t) 

The displaced electrons (relative to the atom core) then generate a polarization vector P =

−Nex(t), which results in the dielectric displacement D in a linear, isotropic, and non-

magnetic media as: 

D = ϵ"E + P = ϵ"E + D−Nex(t)E                                                                                     (3.5) 

Replacing the electron motion x(t) from (3.4) and nothing that D = ϵ"ϵE, we achieve the 

frequency-dependent dielectric constant of metals that can describe their behavior in a wide 

frequency range. 

D = ϵ"(1 −
ω/
)

ω) + iω/τ
)E 

ϵ(ω) = 1 −
ω/
)

ω) + iω/τ
= 1 −

(ω/τ))

(ωτ)) + iωτ
 

in which ω/ = FNe)/(ϵ"m)  is called the plasmon frequency. Considering (3.7) at large 

frequencies, ω ≫ 1/τ, the damping term in the denominator can be neglected, resulting in 

the approximately real ϵ(ω) as: 

ϵ(ω) ≈ 1 −
ω/

)

ω)  

Next, using the wave vector equation, k) = ϵ(ω).-
!

0!
, and substituting ϵ(ω), the dispersion 

relation of the electromagnetic field can be achieved as below: 

ω) = ω/
) + k)/c)                                                                                                                         (3.9) 

(3.4) 

(3.6) 

(3.7) 

(3.8) 
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Figure 3.18: Dispersion relation of the free electron gas. 

As shown in Figure 3.18, there is no electromagnetic wave propagation for the frequencies 

lower than the plasmon frequency (ω/ω/ < 1). However, when the damping is low (i.e., 

ϵDω/E ≈ 0), a collective longitudinal oscillation of the conduction electron gas with respect 

to the fixed background of positive atom cores is formed at the plasmon frequency. This 

charge oscillation is called bulk plasmons which cannot couple to transversal EM fields and 

hence cannot be excited from direct irradiation. In contrast to bulk plasmons, surface 

plasmons polaritons (SPP) are electromagnetic excitations that propagate along the interface 

between a metal and a dielectric medium [65]. The starting point to derive these excitations 

is again Maxwell’s equations which must be solved separately at the metal and dielectric 

parts of the interface. 

 

Figure 3.19: Interface along the x-y plane between a dielectric and a metal. 
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Referring to the geometry of Figure 3.19, the following boundary conditions for the normal 

and transversal field components at the interface need to be satisfied:  

D1,3 = D),3						, B1,3 = B),3                                                                                                (3.10) 

E1,5/7 = E),5/7 , H1,5/7 = H),5/7                                                                                      (3.11) 

where indices (1) and (2) indicate the components of the fields at the dielectric and metal 

mediums. It is shown that these conditions are only met for a field with transverse-magnetic 

(TM) mode propagating along the x direction with the following field descriptions [66]: 

E, = (E,5, 0, E,3)e,
(9":#,-.), i = 1,2.                                                                                 (3.12) 

H, = D0, H,7, 0Ee,
(9":#,-.), i = 1,2.                                                                                     (3.13) 

in which k, = (β, 0, k,,3) is the wavevector with the x component named β, the wave 

propagation constant along the x direction. Next, in the absence of free charges and currents 

at the interface ( ρ = J = 0)  and using Maxwell’s equations (3.14 and 3.15), a relationship 

between z components of the wavevector and the medium’s dielectric constants is achieved. 

∇. D = ρ                                                                                                                             (3.14) 

∇ × H = J + ∂D/ ∂t                                                                                                          (3.15) 

k1,3
k),3

=
ϵ1
ϵ)

 

Since we are interested in the solutions that result in the modes bound to the interface, the 

components of  k,,3 must be imaginary and of opposite sign. The achieved fields then have 

exponentially decaying characteristics in each half-space, with the field’s penetration depth 

of δ1 and δ). Therefore, considering equation 3.17, it is evident that the dielectric constants 

of two half-spaces should also be of opposite signs (i.e., ϵ1 = −ϵ)), meaning that surface 

plasmons can only exist at the interface of a metal (ϵ < 0) and a dielectric (ϵ > 0). 

(3.16) 
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Figure 3.20: The decaying evanescent characteristics of fields at the interface. 

As shown in Figure 3.21, SPP comprises an electromagnetic wave in the dielectric medium 

and an oscillating electron plasma in the metal, where both modes have exponentially 

decaying evanescent characteristics. Substitution of equation (3.16) in the wave vector gives 

the propagation constant of the surface wave in terms of the two medium’s dielectric 

constants. 

β = k"W
ϵ1ϵ)
ϵ1 + ϵ)

 

Using the frequency-dependent ϵ)(ω) for the metal above the plasmon frequency and noting 

that the ϵ1(ω) for dielectric is approximately constant, the SPP dispersion relation of Figure 

3.22 is obtained, which is seen to be below the light cones at all nonzero frequencies. 

Therefore, SPP cannot be excited by direct light illumination as energy and momentum 

conservation cannot be satisfied simultaneously, and a momentum transfer is needed [76]. 

 

Figure 3.21: Composed character of SPPs at the interface between dielectric and metal. 

(3.17) 
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Figure 3.22: Dispersion relation of SPP vs. to light in vacuum and in the dielectric medium. 

Metallic features such as periodic gratings are the most common ways of meeting the 

momentum mismatch [77]. The grating equation in (3.18) shows the relationship between β, 

the structure period (a), and the electromagnetic wave incident angle (θ): 

β = k". sinθ ± 2πn/a,			n = 1,2, …                                                                                     (3.18) 

Even though the SPP resonance can be very sharp, the strong dependency between its 

resonance wavelength and θ makes it unsuitable for the fluorescence sensor with the random 

incident angle. Additionally, the metallic loss is a significant concern for SPP since part of 

this wave needs to propagate inside the metal, making it less attractive in CMOS with copper 

as the available metal and due to strict DRC enforcing minimum metal area usage. 

 

Figure 3.23: 1D periodic grating as a popular way of satisfying momentum mismatch for 

SPP excitation. 
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3.4.2 Guided Mode Resonance 

It is instructive to consider the single grating structure in TE polarization, where SPP cannot 

exist. As shown in Figure 3.24, while the TM transmission of this structure is relatively high 

(due to SPP), the TE wave is mainly reflected. Adding the second row of the identical grating 

on top introduces constructive interferences of transmitted and reflected light by two 

consecutive structures. As a result, at some opto-geometrical parameters, the double grating 

structure can achieve high transmission and support guided mode in TE polarization [78]. 

For the double grating design (Figure 3.24 (b)), surrounded by medium n2 and infinite in the 

y direction, the following holds [79]: 

n)
)k"

) = k5) + k7) + k3),				k7 = 0 (3.19) 

The grating structure shifts k5 to 	k"	sinθ +
)<=
>

, and at the same time, the transverse 

resonance condition to support the guided mode in medium n2 roughly requires k3=	
<?
.

 [80].  

 

Figure 3.24: (a) The single grating structure supporting SPP. (b) The double grating structure 

supporting guided mode. (c) TM and TE responses of two structures. 
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For the normal incident (θ = 0), by replacing these components of the wave vector with 

their equivalent values, we get the following: 

_
2πn)
λ

a
)

= _
2πn
d
a
)

+ c
πm
t
d
)
	 , n,m = integer 

which shows that the mth mode of the slab can be excited through the nth order of grating. 

Solving (3.20) using n=m=1 gives the thickness (t) for the presence of the guided mode 

through 1st order of gratings [78]. Since the wave propagates in the dielectric area surrounded 

by the metal and is not coupled to the interface, this resonance is less lossy than the SPP. In 

this structure, a narrow spectral response can be achieved by closing the resonator (i.e., 

decreasing the aperture) as it reduces the coupling with the incident light [81]. While this is 

desired for implementing sharp bandpass filters, exciting the waveguide mode through the 

1st diffraction order of gratings links the incident angle θ to the wave propagation constant 

and hence λ. Therefore, the narrow spectrum in the wavelength results in a narrow response 

to the θ, which is undesirable due to the lack of collimated incident light in fluorescence 

sensing. 

3.4.3 Cavity Mode Resonance 

The mentioned challenge in the linked g –	h responses of the previous two resonances can 

be suppressed using cavity resonances [78]. Figure 3.25 shows the double grating structure 

with added vertical metallic walls between adjacent cells. We call this structure the one-

sided, one-dimensional (1D) cavity design to distinguish it from the double-sided cavity of 

Figure 3.26. The primary function of the walls is to isolate the field inside each cell, 

suppressing the guided mode and supporting the cavity resonance. Extensive finite-

difference time-domain (FDTD) simulations considering all known dielectric layers in 

CMOS stack-up have been performed to achieve optimized structures in one- or two-sided 

cavities. As the electric field patterns show, while for the TE polarization, there is a strong 

field enclosed by the cavity, the wave in the TM polarization is coupled to the interface and 

can hardly propagate up to half of the structure. 

(3.20) 
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Figure 3.25: Ones-sided 1D cavity structure and simulated E field in TE/TM polarizations. 

Choosing a large enough lateral distance between adjacent cells minimizes the overlap of the 

effective transmission cross-section of cavities [81, 82]. This results in less coupling between 

the resonant cells and avoids propagative wave hopping from one cavity to another; hence 

the angle dependency due to the guided mode is reduced. Similar to the waveguide structure, 

closing the cavity by decreasing the aperture size reduces the spectral bandwidth; however, 

the response of the cavity can be narrowband in λ and broader in the θ. This is achieved since 

this resonance mainly depends on the opto-geometrical properties of the cavity, and the 

incident angle plays a minor role. As we will see in the simulations (next chapter), the main 

effect of the incident angle variation is the change in the strength of the resonance and not 

the resonance wavelength [78]. 
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Figure 3.26: Double-sided 1D cavity structure and simulated E field in TE/TM polarizations. 

3.5 Receiver Readout Methods: 

In this section, we briefly review the main choices for the front-end circuitry to convert the 

electrical current resulting from the photodiode to a voltage. Resistive trans-impedance (R-

TIA) is the most common optical receiver used when a steady light level is present. Using a 

resistor in the feedback path of an amplifier, this circuit continuously converts the generated 

current of the photodiode to voltage and samples the result over time. When the signal of 

interest is small, the receiver must provide high gain, which translates to a large resistor R in 

the feedback. In addition to a large area associated with a big resistor, the thermal noise of R 

can overwhelm the small signal of interest. The electrical current resulting from fluorescence 

sensing includes multiple components as below: 

IPD = IFP + IDark + IBackground + IExcitation (3.21) 
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in which the signal of interest (IFP) is much smaller than other components, which can 

cause fast saturation of the receiver.  

 

Figure 3.27: Resistive trans-impedance receiver. 

Capacitive trans-impedance (C-TIA) is the preferred choice for the optical receiver when 

measuring a low-level light in the presence of a significant background signal. The receiver’s 

gain is controllable using two parameters, integration time Tint and the capacitor in the 

feedback. This design is more area efficient since a higher receiver gain is achieved by using 

a smaller capacitor. Increasing the integration time improves the signal-to-noise ratio (SNR), 

resulting in higher receiver sensitivity when measuring a small fluorescence signal.  

The circuit shown in Figure 3.28 includes the C-TIA and the sample-and-hold block and 

works in two main phases. In the reset phase, the feedback switch is connected, which places 

the first amplifier in the unity-gain feedback and resets the integrating capacitor. At the same 

time, the sample-and-hold circuit holds the previously sampled signal. In the integration 

phase, the feedback capacitor converts IPD to the voltage Vint which is then stored in CH. 

Increasing Tint to improve SNR has the challenge of receiver saturation, especially when the 

integrating capacitor is small to provide a high gain. One remedy to this problem, as shown 

in the next chapter, is to subtract the background light using a variable current source at the 

input node. 
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Figure 3.28: (a) Capacitive trans-impedance receiver. (b) General timing diagram of C-TIA. 
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C h a p t e r  4  

SILICON-CELL: DESIGN AND IMPLEMENTATION 

This chapter describes the design and implementation of the optics/electronics targeting the 

Silicon-Cell device. We cover design concepts and insights from the system architecture to 

the block level. Analysis and simulations are given and explained to understand the reasoning 

behind our assumptions and decisions. 

 

Figure 4.1: Detailed overview of the proposed differential fluorescence sensor, including the 

CMOS chip and the MF chamber aligned on top.   
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4.1 System Architecture 

An overview of the Silicon-Cell device is shown in Figure.4.1. Revisiting the definition of 

the fluorescence signal (Figure 4.2), we recognize that fluorescence detection is 

fundamentally considered a differential operation between blank bacterial cells and 

engineered cells. Hence, this can be used to relax the stringent optical filter extinction ratio 

requirement, as explained next. The chip is designed in a complete differential fashion, both 

in footprint and circuit. The chip’s differential floor-planning is done so that it covers three 

wells where the center well (W1) contains the blank bacterial cells to provide the reference 

for the differential fluorescence measurements of the right/left wells. This design makes any 

remaining excitation light leakage appear as a common-mode signal between two adjacent 

wells and uses the differential front-end circuitry to reject it. Furthermore, since any control 

loop requires measuring at least two substances, the reference and the target, the sensor is 

designed to detect two fluorescent proteins simultaneously. The next section will describe 

the design and implementation of different sensor parts, including optical filters, 

photodiodes, and CMOS circuitry. 

 

Figure 4.2: Revisiting fluorescence measurement principle as a differential detection.  
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Figure 4.3: 1D cavity implemented in CMOS and its response to the variation of polarization 

and angle of arrival. 

4.2 Bandpass Integrated Optical Filters in CMOS 

4.2.1 1D Filters With 600nm Passband 

Following the concept of the cavity optical filters from the previous chapter, the 1D cavity 

resonator is shown in Figure 4.3. It is implemented between CMOS metal layers M7-M3 and 

using dense via arrays as vertical walls. Using FDTD simulations, the response of the one-

sided cavity to the polarization and angle of arrival (AOA) variation is shown in Figure 4.3. 

As expected, the primary transmission peak located at lower wavelengths is due to cavity 

mode at TE polarization, and TM response happens at higher wavelengths where the loss of 

copper is lower. Furthermore, we observe that variation of the incident angle (h) primarily 

results in the variation of the resonance peak intensity rather than its wavelength. 

4.2.2 Polarization-Insensitive 2D Filters With 700nm Passband  

To achieve polarization-insensitive optical filters, geometrically symmetric structures are 

required. By converting the mentioned 1D cavity to a fully symmetric structure, the 2D 

hollow square design of Figure 4.4 (a) is achieved. Due to the minimum enclosed area rule 

enforced by DRC, the central open area of this cavity is forcibly large, causing the filter’s 

response to be very wideband in the wavelength of interest. 
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Figure 4.4: (a) 2D hollow cavity.  (b) 2D coaxial cavity. 

Alternatively, the 2D coaxial design [85] supporting the cavity mode in the coaxial aperture 

is considered next (Figure. 4.4(b). The coaxial structure was first designed and simulated 

using metal layers M1 and M2 to see the response we could achieve while using minimum 

metal. Even though with the selected dimensions, as shown in Figure 4.5, there could be a 

strong resonance at 670nm, the CMOS DRC doesn’t allow this design. By DRC, w1 needs 

to be larger than 210nm to satisfy the minimum metal area, and w2 must be larger than 

150nm due to the minimum enclosed area rule. With these constraints on the dimensions, the 

resulting resonance has a wavelength at the far end of the visible spectrum with low intensity. 

Therefore, we must explore other solutions for a polarization-insensitive bandpass filter with 

a reasonable signal level. 

 

Figure 4.5: Layout and simulation result of a 2D coaxial cavity implemented between M1-

M2 layers. 
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Figure 4.6: The proposed 2D cavity implemented in CMOS. 

Considering the combination of the two mentioned structures, one very wideband and the 

other very lossy, we achieve the new cavity as shown in Figure 4.6, which works by the 

following reasoning. The symmetric geometries can only resonate at a wavelength where 

both TE and TM polarizations can propagate.  

 

Figure 4.7: Simulated E field in TE/TM polarizations for the proposed 2D cavity 

implemented in CMOS. 



 

 

53 

 

Figure 4.8: Response of the proposed 2D cavity filter to the variation of polarization and 

angle of arrival. 

Therefore, to make the coaxial structure a viable filter, the loss associated with its TM 

transmission must be lowered, possibly by minimizing the total metal usage of the design. 

However, we know a large lateral distance between cavities is still required for a low-angle 

dependency. Hence, we surmise that the use of central metal should be reduced while the 

surrounding metal is kept wide. Nonetheless, due to DRC rules, the minimum area of the 

central metal in the XY plane still causes high loss for a cavity implemented between M3-

M7 layers. Therefore, by keeping the central metal just in the lowest layer (M3), the metal 

usage in the Z direction is lowered, allowing transmission of both TE and TM polarizations.  

As the simulated electric field patterns show (Figure 4.7), at TE polarization, a cavity mode 

exists in the coaxial gap, and in TM polarization, the field is coupled to the external metal 

interface. The simulated response of this 2D cavity to the variation of the polarization and 

AOA is shown in Figure 4.8, confirming its polarization-insensitive response and tolerance 

to 20 degrees of AOA variation without creating new resonance peaks. 

4.3 Integrated Photodiode Design in CMOS 

The standard CMOS process is the most cost-effective silicon technology, making 

integrating complex systems into one platform feasible.  Realizing the photodiodes (PDs) in  
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Figure 4.9: Drift and diffusion regions with the photodiode’s electric field and photo-

generation distribution characteristics. 

CMOS using several doped layers available in the process is well-established. However, 

advanced CMOS technologies continue to shrink the channel size to increase the speed of 

the circuits, and in doing so, the doping level of layers increases which is not a desirable 

outcome for PD realization. A high level of doping for P and N layers makes the width of 

the PD’s space-charge region small, resulting in an inefficient design due to the required 

large penetration depth of light in silicon. Therefore, exploring deeper junctions to increase 

the PD’s responsivity at longer wavelengths is essential [86].  

Moreover, as the technology scales down, the number of metal /dielectric layers increases, 

which causes more optical reflection and interference within the stack, decreasing the optical 

quantum efficiency and responsivity. Additionally, it is essential to use minimum metal 

layers to route the PD’s signal while satisfying the metal density rule and not covering the 

PD’s active area with light-absorbing metal. 

4.3.1 NW/Psub Photodiode 

The CMOS process offers various N/P doping layers such as source, drain, N-well, and P-

substrate for creating a PN junction needed for a photodiode. The NW/Psub photodiode is 
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the most popular choice in CMOS and is designed and simulated using TCAD Synopsis 

tools. The doping concentration and simulated responsivity of this PD are shown in Figure 

4.10. 

 

Figure 4.10: Psub/NW PD design and responsivity. 

While designing this PD, we noticed that we could use the silicon’s wavelength-dependent 

absorption length, the length a photon needs to travel into the silicon to get absorbed and 

generate an electron/hole pair contributing to the electrical current (Figure 4.11). The 

simulated optical generation of the designed PD at short and long wavelengths confirms that 

the density of the electron/hole pairs generated from absorbed photons at 400nm is maximum 

at areas close to the surface of the substrate. On the other hand, for longer wavelengths, 

photons must travel more deeply in the substrate to be absorbed and generate carriers (Figure 

4.12). 

 

Figure 4.11: Silicon absorption coefficient and absorption length. 
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Figure 4.12: Different profile of the optical generation for the Psub/NW PD at short and long 

wavelengths. 

4.3.2 N+/PW/DNW Photodiode 

The observation about the wavelength dependency of silicon light absorption led to the 

design of a triple junction vertical PD of N+/PW/DNW, as shown in Figure 4.13. The shallow 

junction made of an N+ layer on top of the PW is used to collect and discard the short 

wavelength light, which helps in providing another level of optical filtering around 400nm. 

The two deeper junctions of PW/DNW and DNW/Psub convert the mid and high 

wavelengths of light to the electrical current. 

 

Figure 4.13: N+/PW/DNW PD design, responsivity, and E field. 



 

 

57 

 

Figure 4.14: Layout of (a) NW/Psub, (b) N+/PW/DNW.  

As shown in Figure 4.13, increasing the PW/NW area in a fixed DNW dimension results in 

a more passband response for this PD. Moreover, for both PDs, the dark current is minimized 

by optimizing their depletion layers dimension and noting that the primary current 

contributor for the PD working at a slow speed is the diffusion process rather than the drift, 

while most of the dark current is generated in the depletion region.  

Figure 4.14. shows the layout of the two designed PDs. Each unit cell has a dimension of 

50x50um, and each PD has 4 units for a total PD area of 100x100um. Additionally, each PD 

is surrounded by minimum metal dummy layers for isolating photodiodes from each other 

and satisfying the density rules, helping to avoid heavy metal usage in the PD active area.  

4.4 Sensor Circuitry and Architecture 

The architecture of the CMOS fluorescence sensor is shown in Figure 4.15. The chip contains 

6 rows of front-end circuitry to process the signal of various optical filters and PDs, which 

are placed differentially between the chip’s center and right/left columns. In each row, a 

capacitive trans-impedance amplifier (C-TIA) with a variable capacitor bank in the feedback 

is used to convert the differential PD current to voltage. A correlated double sampler (CDS) 

block samples the buffered output of the C-TIA twice to remove the offset and the low- 

frequency correlated noise components [87].   

(a) (b)
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Figure 4.15: Architecture of the CMOS fluorescence sensor circuitry, showing 3 rows of C-

TIAs, CDS, and adder blocks.  

One CDS block is shared for every 3 rows using CDS-Sel switches to save area and reduce 

power consumption. Additionally, a resistive adder block is designed to combine the 

response of several rows of the chip to gain a stronger signal, if desired. The sensor also 

includes an on-chip temperature sensor, a clock generator, and a digital scan chain block to 

distribute all the digital control bits of the circuit.   

 

Figure 4.16: The circuit timing diagram. 
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4.4.1 Correlated Double Sampler Circuit Design 

The timing diagram of the circuit is shown in Figure 4.16. During phase 1, the C-TIA 

integrates the PD current on the feedback capacitor bank resulting in a sawtooth voltage 

(VTIA), while the CDS circuit is in reset mode. Next, during phase 2, C-TIA is in reset mode 

while the CDS output is ready to use. The CDS takes the first sample at the end of phase 1 

(ts1), storing the peak value of the VTIA+ /VTIA- (i@1, i@)) on C1 capacitors and the second 

sample at the beginning of phase 2 (ts2) to capture the lower value of the VTIA+/- waveforms 

(iA1, iA)). Writing the charge conservation equations at these two sampling times at the input 

nodes of the CDS, we get the following equations:  

jBCD(kE1) = jBCD(kE))  (4.1)                            

l1(iFGH − i@1) + l)(iFGH − iI) + l!(iFGH − iJKL#) 
= l1(iBCD − iA1) + l)(iBCD − iJKL#)     (4.2)                              

and 

jBC#(kE1) = jBC#(kE))   (4.3)                         

l1(iFGH − i@)) + l)(iFGH − iI) + l!(iFGH − iJKLD) 
= l1(iBC# − iA)) + l)(iBC# − iJKLD)  (4.4)   
                        

Defining the differential amplitude of VTIA as: 

iG*!! = [(i@1 − iA1) − (i@) − iA))]  (4.5) 

and substituting (iBCD − iBC#) = (iJKLD − iJKL#)/mM1 and l1 = l) = l, we get: 

iG*!!	=	n1 +
)
N#$

−
F%
F
o (iJKLD − iJKL#)	≈ (iJKLD − iJKL#)	    (4.6) 

The result in (4.6) shows that the output of the circuit is the differential signal of the C-TIA 

free from the offset. Even though the small l! in the feedback path of amplifier A1 is used 

mainly to avoid its open-loop configuration at any time, the l!/l can be chosen to remove 
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the error associated with the finite open-loop gain of the OTA (i.e., 2/!!"). 

4.4.2 Front-end Circuit Design 

The detailed circuit diagram of each sensor row is shown in Figure 4.17. The differential C-

TIA can be connected to one or multiple PDs using designed low-leakage switches. The 

CMOS transistor in its off state has a leakage current that can be larger than the desired input 

current to the sensor. This leakage is significantly suppressed if the voltage across the switch 

is kept close to zero. A closed-loop feedback circuit using a compact buffer is designed and 

shared between 4 switches at each input of the C-TIA. If any of the switches are off, their 

complement control signal is active, placing the respective switch in the controlled loop. 

 

Figure 4.17: Detailed circuit diagram of the variable-gain C-TIA with low-leakage switches. 
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Figure 4.18: Detailed circuit diagram of the digitally tuned VCCS, and amplifiers. 

Also, thick oxide transistors are used in the switches to reduce their leakage current further. 

As previously mentioned, the proposed sensor is designed to measure the fluorescence signal 

differentially. By making any background light appear as the common-mode signal and 

suppressing it electronically, the sensor rejection ratio will be drastically improved compared 

to relying solely on optical filtering. Therefore, using SWC, one of the inputs in each C-TIA 

is connected to a tunable voltage-controlled current source (VCCS) to compensate for the 

common-mode currents originating either from imperfect optical filtering of the excitation 

light or the common-mode dark current of the PDs. The tunable VCCS is designed using a 

compact current source with one external course tune (VCTRLA) and one on-chip fine tune 

(VCTRLB) controlled via 6 digital bits. As the simulation results show, even with the rough 

removal of the large common-mode current, the circuit’s sensitivity is improved, and there 

is no need for complete current subtraction. 

To apply the required fluorescence normalization to the respective OD of each culture in the 

closed-loop operation, the C-TIA is designed with individually controlled switched capacitor 

banks to provide independent variable gain for each feedback path. Using switches s1 to sn, 

each capacitor is either placed in the feedback path to contribute to the gain or is in the reset 

mode connected to the ground. Finally, the output of C-TIA is buffered using low-power A2 

amplifiers to interface with the CDS and adder blocks. 
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Figure 4.19: (a) An example of the transient waveforms of C-TIA and CDS. (b) Combining 

the response of 3 rows of C-TIA in the adder. 

4.4.3 Circuits Simulation Results 

The circuit is simulated at both schematic and post-layout levels to see the effect of 

interconnect parasitic on the signals. As shown in Figure 4.19, in response to the differential 

current of 5fA on top of a moderate common-mode current (200fA) and using an integration 

time of 0.5s, the CTIA integrates the current linearly to achieve the signal peak of 120mV. 

The CDS then samples the peak value of the sawtooth waveform of CTIA and holds it in a 

pulse shape. Figure 4.19 shows the signals of 3 individual rows, each with a different input 

signal level, and the linear addition of those three rows in the resistive adder to achieve a 

stronger signal. 

Figure 4.20 shows the simulation results of the C-TIA and the effects of the variable 

switched-capacitor bank and VCCS block when a large common-mode current is present. 

When the LSB capacitor is used to achieve the highest gain settings in the C-TIA, the circuit 

remains almost linear for the small differential current of ID=5fA, even for a large common-

mode current of ICM=1pA. On the other hand, for a higher differential current (ID=50fA), the 

circuit starts to saturate for moderate ICM values. While using an MSB capacitor can mitigate 

this problem by reducing the gain (Figure 4.20 (b)), the VCCS gives us another degree of 

freedom in extending the dynamic range of the sensor. As shown in Figure 4.20(c), the circuit 
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is not entirely linear, even for a small ID, when a common-mode current of ICM=900fA is 

present. Using the VCCS to partially compensate for this ICM current, the circuit can provide 

high gain while staying linear for larger ID currents (Figure 4.20(d)). 

The effect of the CDS block in reducing the sensor’s offset is shown using Monte Carlo 

simulations in Figure 4.21. While the peak output of C-TIA has a standard deviation of > 

100mV, the CDS block samples the peak amplitude of the C-TIA and achieves a standard 

deviation of < 7mV.   

 

Figure 4.20: C-TIA output with (a) LSB capacitor in the feedback. (b) MSB capacitor in the 

feedback. (c) Large ICM, without compensation. (d) Large ICM, with partial compensation. 
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Figure 4.21: Results of Monte-Carlo simulations showing the effect of CDS in reducing the 

offset of the C-TIA’s output amplitude. 

4.4.4 Noise Components 

The signal-to-noise ratio (SNR) at the sensor input and in the presence of the fluorescence 

signal is defined in (4.7). The primary noise sources of the sensor are the circuit thermal noise 

(referred to the input), PD’s dark shot noise, and photon shot noise due to fluorescence 

excitation and emission lights. In the equation, PF and PL are the fluorescence emission and 

excitation leakage, ID is the dark current, T is the integration time, RF is the PD’s responsivity, 

and γ is the combined sensor rejection in the optical and electrical domains. 

pqr ≈
sOrO 			

t!LP,*Q
) + 2u!G/v + 2u csO +

sR
w drO/v

 

 

(4.7) 
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Since the most dominant noise source during fluorescence measurement is the photon shot 

noise, (4.7) can be simplified to: 

pqr ≈ !*QW
v

2u(!*Q + !R)
	 

in which !*Q=	sO 	rO	, !R = sR	rO/w. As seen in (4.8), with the fixed sensor rejection (w), the 

SNR can be improved by increasing the integration time (T). A very long T can cause 

saturation of the front-end by the PDs common-mode current, which is avoided by using the 

tunable VCCS and switched-capacitor bank in the C-TIA. On the biology side, however, 

there is a limit on the maximum value of T due to the possible photobleaching of the proteins.           

4.5 Chip Layout and Footprint 

The layout of the sensor, along with the zoomed view of its one row, is shown in Figure 4.22. 

Underneath each well are a column for the absolute OD measurement and two PD variations 

for each filter type. In summary, this chapter described the proposed fully integrated 

fluorescence sensor in the standard CMOS process for a low-cost biosensor solution. CMOS 

metal/dielectric layers are used to implement low-loss cavity-type bandpass optical filters. 

The sensor’s sensitivity is enhanced by designing bandpass photodiodes, the sensor’s 

differential measurement scheme resulted in the electrical common-mode rejection, 

implementing low-leakage CMOS switches, and digitally controllable voltage-controlled 

current source. 

 

(4.8) 
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Figure 4.22: The chip layout and a zoomed view of one row of the fluorescence sensor.   
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C h a p t e r  5  

SILICON-CELL: MEASUREMENT RESULTS 

This chapter presents the characterization setup and the measurement results of the 

implemented fluorescence sensor in the Silicon-Cell system. The measurements have been 

done in optical, electrical, and biological domains. In addition to the static detection of the 

various fluorescent proteins (individually and in a mixture), continuous dynamic 

measurements of bacterial cells (OD and fluorescence signal) were performed. The results 

confirm the functionality of the bidirectional communication between the CMOS chip and 

engineered bacterial cells.  

5.1 Electrical Characterization 

The chip is fabricated in a standard 65nm CMOS process, and its die micrograph is shown 

in Figure. 5.1. The setup shown in Figure 5.2 characterizes the sensor regarding responsivity, 

sensitivity, and noise. The measured results show that the bare photodiode PD1 achieves the 

responsivity of 24 mA/W at 700nm while the sensor’s responsivity (including an optical 

filter) is reduced to 1.2 mA/W. 

 

Figure 5.1: 65nm CMOS chip micrograph. 
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Figure 5.2: Test setup to measure the chip’s electrical/optical characteristics. 

As observed in Figure 5.3, the sensor can measure a minimum signal level of 1.05fA with 

>18dB SNR, using CTIA=30fF and an integration time of 1 sec. The sensor noise is measured 

in dark conditions and during the reset and integration phases. The main noise contributor in 

the dark and during integration time is the reset switch of the C-TIA. The shot noise of this 

switch, resulting from its leakage off-current, can be minimized by adding more transistors 

in series to reduce the effective off-voltage across each transistor.  

 
Figure 5.3: Measured responsivity of (a) Bare PD1 at 700nm. (b) Sensor at 700nm. 
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 Figure 5.4: Measured noise histogram in the dark during reset and integration. 

5.2 Optical Characterization 

An unpolarized tunable light source with 6nm bandwidth and a tunable neutral density filter 

are used for optical measurements. The spectrum of the bare PDs and selected filters is 

measured by sweeping the light source, as shown in Figures 5.5 and 5.6. As expected, PD2 

has higher rejection than PD1 at the lower wavelength range. The filter characterizations 

using PD1 show that 1D filters have a primary peak at the 600nm range and a second peak 

at around 700nm. In comparison, the 2D filters have a single peak at the 700nm range, 

confirming their polarization-insensitive response. 

 

Figure 5.5: The measured spectrum of bare PD1 and PD2. 
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Figure 5.6: The measured spectrum of (a) 1D cavities on top of PD1. (b) 2D cavities on top 

of PD1. 

Before proceeding to the biological experiments, the functionality of the sensor’s differential 

optical measurement is verified using the setup shown in Figure 5.7. The input source power 

is split and varied by optical attenuators and coupled to two multimode (MM) optical fibers, 

each shining into one sensor column. In the presence of the LED excitation light from the 

side, we observe that the chip correctly detects the differential signal using on-chip optical 

filters and common-mode current removal realized by VCCS. 

5.3 Biological Characterization 

The setup for the biological measurements is shown in Figure 5.8. A triple-well microfluidic 

chamber with a 250um channel size and 5/10uL volume for each well is designed and 

fabricated using a 3D laser printer with bio-compatible resin. A fixture to place the LEDs for 

OD and fluorescence measurements and the MF chamber is also designed and fabricated in-

house. The direct illumination of the fluorescence excitation light to the chip is minimized 
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by placing it on the side. On the other hand, the red LED for OD measurements is placed 

on top since this light should directly pass through the cell chamber. 

 

Figure 5.7: Test setup for the differential optical measurement. 

 

Figure 5.8: Design and fabrication of the MF chamber and the fixture for biological 

experiments. 
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5.3.1 Static Measurements 

The first biological experiment is designed to detect a single fluorescent protein with low 

brightness in the 700nm range. A constitutive recombinant fluorescent protein named miRFP 

[57] with two excitation peaks at 388nm/674nm and an emission peak at 700nm is encoded 

in living E. coli bacterial cells for this experiment. To account for the non-uniform optical 

properties of the adjacent wells caused by the residual resin and manual cleaning process, we 

calibrated the setup using blank bacterial cells to establish the baseline. As shown in Figure 

5.9, Vout1 is the difference in the emission signal of the two control wells (W1 and W2). The 

center well (W1) is then replaced by the culture containing miRFP, and the emission is 

recorded as Vout2. Based on the shown definition in the figure, the red bar indicates the 

fluorescence response of the miRFP. 

 
Figure 5.9: Single protein static measurement results. 
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The next experiment is designed to confirm the ability of the sensor to detect two 

biochemical signals reported by two fluorescent proteins. The possible crosstalk error can be 

minimized by selecting two proteins with distinct enough excitation bands and using 

narrowband LEDs. For this experiment, two plasmids encoding mCherry [88] and 

LSSmOrange [56] fluorescent proteins, under inducible promoters, are transformed into 

living E. coli cells. We measured the bacterial culture with four different induction profiles 

using chemical inducers: none, one, or both proteins were expressed (Figure 5.10). By 

exciting cultures using LED1 and LED2 and observing distinct columns, the expression of a 

protein in the mixture is deduced. The measured results show that LSSmOrange protein 

responds to LED1 and mCherry protein to LED2. Additionally, we observe that the signal of 

the non-responsive protein at each plot is around the baseline, and the response of the culture 

containing both biochemicals is around the signal of the responsive protein. 

 

Figure 5.10: Measured results of distinguishing two biochemicals using two fluorescent 

proteins. 
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5.3.2 Dynamic Measurements 

Observing gene expression dynamics in living cells requires measuring both bacterial cell 

growth and fluorescence signal dynamics in real-time. To minimize the delay caused by 

protein folding and maturation, we opted for super-folder YFP (sfYFP [89]), which has a 

rapid folding rate. Despite the emission peak of sfYFP not entirely being in the filter 

passband range, the strong brightness of this protein aids its detection in the non-peak 

wavelength of > 580nm (Figure 5.11). The collective response of multiple rows of the chip 

and the maximum gain settings are utilized to achieve a robust signal. Furthermore, we 

employed a 500nm LED for the excitation light, as this wavelength range is a strong dip in 

the measured filter spectrum and provides high optical filtering.  

 
Figure 5.11: Spectrum of sfYFP. 

 

Figure 5.12: Dynamic measurement setup inside the incubator. 
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Modulating protein expression dynamics is critical in establishing a bidirectional 

communication link between cells and the CMOS chip. Optogenetic control encoded in the 

engineered E. coli cells allows us to control protein expression using light sources. Figure 

5.13 shows that bacterial cells express sfYFP when exposed to a green light, and the 

fluorescent protein expression is minimal when exposed to a red light.  

 

Figure 5.13: Measured results of OD and normalized fluorescence/OD expression when 

bacterial cells receive red/green lights.  
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This accomplishment demonstrates a potential to create an integrative autonomous sensing 

and payload delivery bioelectronic system. For instance, in vivo targeted drug delivery can 

be achieved by sensing a biochemical indicating inflammation in the gut. In response, 

appropriate optical signaling can activate medication production and delivery to treat the 

detected inflammation. Hence, this Silicon-Cell system can create a promising platform for 

developing novel therapeutic approaches. 

 

Figure 5.14: Measured results showing the feasibility of bidirectional communication with 

the cells by modulating their fluorescent protein production using optogenetic control.   

In summary, this chapter presented the measured results of the integrated fluorescence sensor 

in the standard CMOS process. Table I shows the performance of this sensor in comparison 

with the prior art. Our work is the first fully integrated fluorescence sensor to use bacterial 

cells as biosensors and dynamically communicate with them. This is achieved by 

implementing optical filters in the suitable wavelength range to work with fluorescent 

proteins. 
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Table 5.1: Performance summary and comparison with the state of the art 
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C h a p t e r  6  

A FULLY INTEGRATED ADAPTIVE RECEIVER FOR RF OVER 
FREE SPACE OPTICS COMMUNICATION 

6.1 Introduction 

The ever-increasing demand for higher data rate communication has drawn significant 

attention to transmitting high-speed RF signals over optics. Using an optical carrier to 

transmit data has the advantage of accessing a very wideband channel since the strict 

regulation of the RF spectrum does not apply to the optical frequencies (Figure 6.1). 

Furthermore, the optical link has superior link security compared to the RF links since the 

optical beam is immune to electromagnetic interferences [91].  

 

Figure 6.1: Strict regulation of spectrum for RF channels. 

There are three main approaches to using optics as the communication medium. Based on 

the specific application and equipment availability, we can use RF over fiber (RoF), RF over 

free space optics (RoFSO), and Hybrid RF/Optics systems. With recent advances in digital 

signal processing (DSP), phase-modulated RoF links with coherent receivers have shown 

promising results [92]. However, in dense urban areas and remotely located settlements 

where the installation of optical fiber infrastructure is costly and time-consuming, RoFSO 
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has shown to be a superior candidate. Other applications of RoFSO include last-mile 

access and fiber backup plans. Specifically, for space-to-ground, ground-to-space, and inter-

satellite links, RoFSO is the preferred choice with its high security, directivity (no multipath 

fading), and abundance of unregulated bandwidth (Figure 6.2). 

Most of the published works on the RF over optics systems report experimental setups using 

off-the-shelf components to demonstrate the feasibility of the link [92,93,94]. Using 

intensity/ phase modulation and polarization multiplexing, [92] shows transmission of 

4×2.5Gbps RF signals over 10km fiber. A coherent receiver and DSP are employed to 

eliminate the phase noise of the local laser, resulting in a BER of 10-3 for a minimum received 

power of -18dBm. A combined RoF and RoFSO system is presented in [93] to transmit the 

64-QAM LTE-A signal with 100MHz of RF bandwidth, showing acceptable results with 

around 12dB FSO loss. Another work describes a millimeter-wave (mmW) and FSO hybrid 

system for transmitting a 4Gbps 16QAM signal [94]. Improved performance is reported for 

the hybrid link as FSO and mmW links exhibit complementary transmission characteristics 

under various weather conditions. 

 

Figure 6.2: Free space optical communication applications. 
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This work implements a fully integrated and high-bandwidth receiver for RoFSO in a 

28nm CMOS process. The adaptive receiver features multiple controlling loops to provide 

a wide dynamic range and enable the receiver to withstand significant variations of both 

average and peak optical power. This is required when the FSO receiver has a small aperture 

to save cost and area. We start the chapter by introducing FSO communication and the 

challenges of using the atmospheric channel as the medium. The design considerations and 

the proposed adaptive system is presented next. The detailed circuit design and simulation 

results will follow, and at the end, we will show the measurement results of the fabricated 

chip in 28nm CMOS. 

6.2 Atmospheric Channel  

Using free space as the communication channel for optical signals has several challenges that 

need to be studied and addressed for a practical FSO link design. This work focuses on 

designing an integrated adaptive receiver for the space-to-ground link, the most challenging 

FSO communication application. The challenges arise because, in this link, the optical beam 

reaches the earth’s atmosphere when weakened after traveling a long distance from the 

originating satellite [95]. Hence, it is more susceptible to the distortions imposed by the 

atmospheric layers (Figure 6.3). 

 

Figure 6.3: Several layers of the atmosphere. 



 

 

81 
The atmospheric channel causes severe distortions in the optical beam phase and intensity 

mainly due to turbulence effects and scintillation. Turbulence happens when the traveling 

beam faces air packets with random refractive indexes caused by non-homogeneities in the 

temperature and air pressure of the atmospheric layers [95]. These encounters cause random 

time-varying fluctuations in the wave front speed [96]. Hence, turbulence severely reduces 

the spatial and temporal coherence of the signal beam, leading to distortion in both the 

intensity and phase of the received beam [97]. As a result, the link error probability is 

affected, limiting the performance of the communication system and even causing a complete 

link blackout. As shown in Figure 6.4, the incoming beam wave front, after traveling through 

the atmosphere channel, is distorted so that it is no longer a plane when it reaches the receiver 

[98].  

To reduce the beam aberration caused by turbulence, space-to-ground links need to employ 

adaptive optics (AO). As shown in Figure 6.5, this technology uses deforming mirrors in a 

closed-loop system to compensate for the wave front distortion [99].  

 

Figure 6.4: Distortion of the wave front by turbulent eddies in the atmosphere. 
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Figure 6.5: Adaptive optics block diagram. 

Scintillation is the other significant challenge in the atmospheric channel. It refers to the 

attenuation and variation of the optical beam intensity primarily due to light scattering by air 

particles such as rain, snow, fog, and pollution [100]. As shown in Figure 6.7, the level of 

beam intensity attenuation can vary drastically based on the weather and pollution conditions 

of the day ranging from 0.06 dB/km to more than 12 dB/km. 

The conventional remedy to compensate for scintillation effects is using the aperture 

averaging (AA) technique (Figure 6.8). By employing a considerable aperture size for the 

receiver at the ground station, the intensity fluctuation is reduced by averaging out the 

uncorrelated fluctuations at the receiver lens [101]. This is achieved at the expense of higher 

cost, larger space, and more background noise. 

 

Figure 6.6: Variation in the wave intensity due to scintillation. 
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Figure 6.7: Difference in the visibility and optical wave intensity attenuation due to various 

weather conditions. 

The other popular method for reducing the effect of scintillation is using the diversity 

technique in time, frequency, or space domains [102]. An array of small receiver apertures 

is employed to receive multiple copies of the mutually uncorrelated signals combined in the 

electrical domain, as shown in Figure 6.9. This method is also costly and bulky since the 

antenna separations must be greater than the optical wave coherence length (r0) to ensure 

receiving uncorrelated copies of the signals. 

 

Figure 6.8: Concept of aperture averaging to reduce scintillation. 

 

Figure 6.9: Concept of using diversity to reduce scintillation. 
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After studying the most critical challenges of free space optics and the conventional 

remedies to mitigate them, we aim to design an efficient adaptive receiver regarding cost and 

space. To start the design, with the help of the Jet Propulsion Laboratory (JPL) researchers, 

we analyzed the effect of turbulence and scintillation on the optical beam. Figure 6.10 shows 

the simulated scintillation effect from two aperture sizes with less intensity variation for the 

1m diameter aperture due to aperture averaging. This distortion can be modeled as a slow, 

random multiplicative term with a coherence time in the msec range, which can be written 

in the following form: 

s'(x, k) = m(x, k). sE(k) (6.1) 

in which Pr is the received optical signal, A(u,t) is the multiplicative stationary random 

process due to the scintillation, and Ps is the received beam in the ideal channel, i.e., A(u,t)=1.  

The frequency content of the scintillation shows the turning point ,u around 2 Hz, which 

depends on the factors such as the amount of spatial averaging, aperture diameter, and wind 

velocity (Figure 6.11). 

 

 

Figure 6.10: Transient simulation result of scintillation effect for two aperture sizes. 
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Figure 6.11: Spectrum of the scintillation effect for two aperture sizes. 

6.3 System Level Design 

The first step in designing the optical link is choosing the appropriate wavelength for the 

optical carrier. In addition to the scattering and absorption of the optical waves due to random 

and varying air particles, there are highly frequency-dependent molecular absorption lines 

mainly caused by water vapor and carbon dioxide [103]. As shown in Figure 6.12, in the 

broad spectrum of the practical optical band (1528-675nm), several molecular absorption 

lines can severely affect the transmission inside the atmospheric windows ranging from 

complete blockage to selective spectral sectioning of the signal’s spectrum. Therefore, 

choosing the suitable wavelength for the FSO link is essential in ensuring the high quality of 

the link. 1550nm wavelength is the most common choice for free space optical 

communication due to the availability of high-power laser sources at this wavelength. 

 

Figure 6.12: Spectral transmissivity of earth’s atmosphere from sea level to space in zenith. 
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6.3.1 Modulation 

The next step in designing the communication link is deciding the suitable modulation type. 

Like RF waves, the optical beam’s intensity, phase, or frequency can be modulated to 

transmit the baseband or RF data. The type of channel, here the atmosphere, dramatically 

impacts this choice since, as previously discussed, atmospheric effects distort the quality of 

the beam’s intensity and phase. 

Intensity modulation/direct detection (IM/DD) is the most common modulation type for 

high-speed baseband optical communications due to its straightforward design, especially on 

the receiver side. The direct detection receiver includes a photodetector, trans-impedance 

amplifier (TIA), and heavy DSP to recover the digital data. However, in free space links with 

high-intensity variation, the performance of this link can be severely limited.   

 

Using the phase of the optical beam (in addition to its intensity) can significantly increase 

the data throughput. Very high data rate systems using this modulation type and optical fibers 

have been reported [104,105,106]. On the receiver side, these systems must employ coherent 

detection to recover the signal from the beam phase. Besides being complex in the optical 

and DSP domain due to the optical carrier recovery and phase estimation, the main 

requirement of this modulation is having a perfectly coherent optical beam as a carrier. Since 

atmospheric turbulence significantly reduces the coherency of the beam, using phase 

modulation for FSO is not applicable. 

Subcarrier intensity modulation (SIM) is a promising method in which a phase-modulated 

RF carrier modulates the intensity of the optical beam, resulting in both average and peak 

optical power being constant. These characteristics benefit a high scintillation channel since 

the information in the beam’s intensity would be lost. Furthermore, with this modulation, 

there is no need for perfect phase alignment and coherency for the received optical beam. 

The choice of modulation type at the subcarrier level requires a trade-off between 

complexity, power, and bandwidth efficiencies. Differential PSK (DPSK) is selected in this 

work to avoid complex DSP for absolute RF phase estimation at the expense of a 3dB CNR 
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(carrier-to-noise ratio) penalty. Non-coherent demodulation of DPSK is done by 

comparing the phase of the received signal in any signaling interval with the preceding one. 

This is feasible in the turbulence condition since, atmospheric channel coherence time 

(∼msec) is significantly longer than the typical duration of two consecutive data bits in the 

Gbps range. 

The block diagram of the proposed system employing SIM is shown in Figure 6.13. At the 

transmitter side, a high-power laser generates an optical beam at 1550nm with P0 average 

power. Then using an optical modulator, the intensity of the optical beam is modulated by 

signal m(t), an RF signal whose phase is used to transmit the baseband information x(t). 

sSTU(k) = s"{1 + {.|(k)} (6.2) 

|(k) = l~�[,IOk + Ä(Å(k))] (6.3) 

in which { is the intensity modulation depth, which, as we will discuss shortly, greatly 

impacts the system’s CNR. Since the optical modulator needs an amplified RF signal to 

operate, a modulator driver block is required, which is a high-power RF amplifier. The 

generated optical signal Pout propagates in the atmospheric channel and reaches the receiver 

while distorted by A(u,t). 

 

Figure 6.13: System-level block diagram of the proposed FSO link. 
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sE(x, k) = m(x, k). sSTU(k) (6.4) 

At the receiver side, due to the weak received optical intensity, the beam needs to be pre-

amplified with an optical amplifier. A narrowband optical filter then filters the amplified 

signal to reduce the bandwidth of the integrated noise. Then, a high-speed photodiode 

converts the optical signal to an electrical current that enters the receiver circuitry. In the 

simplest form, the receiver includes a TIA to convert the current to voltage and recover the 

baseband data. In FSO communication, the receiver should be able to adapt to the varying 

channel conditions regarding signal intensity. Hence, an automatic gain control (AGC) loop 

is required to keep the receiver in the desired working condition. 

Moreover, the receiver should be as wideband as possible to take advantage of the high 

bandwidth available for optical signals. The cost of having a wideband system is more noise 

as it gets integrated over a broader bandwidth range. Therefore, it is crucial to identify the 

most important noise sources in the design and optimize their behavior. 

6.3.2 Noise Analysis 

The proposed system with the relevant noise parameters for each block is shown in Figure 

6.14. After being amplified in the optical amplifier (EDFA) with gain G and noise factor Fn, 

the optical beam is filtered to limit the optical bandwidth to a narrow range BWop, reducing 

background noise. A PIN photodiode (PD) with responsivity R is employed to convert the 

optical signal to the electrical current, which is then processed by the variable gain TIA block. 

Defining the CNR at the input of TIA, equation (6.5) shows the ratio of the photocurrent 

power to the sum of the various integrated noise components. The shot noise of the PD, RIN 

noise of the laser, input-referred thermal noise of the CMOS chip, and amplified spontaneous 

emission (ASE) noise of the EDFA are the most important noise sources of the system [107]. 

As defined in (6.6), ASE noise has two components: Signal-ASE noise (dominant term) and 

ASE-ASE beat noise.  
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Figure 6.14: Noise parameters of the proposed FSO system. 
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Figure 6.15: Partial CNRs due to various noise components and critical system parameters. 
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To evaluate the effect of each noise source independently, partial CNRs due to each noise 

component are plotted in Figure 6.15. Based on the main parameters of the system listed in 

Table I, it is shown that for low received optical power, the most dominant noise of the 

system is ASE noise, resulting in quantum-limited lqrQL, as defined in (6.8).  

lqrXR =
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Equation (6.8) shows that a large intensity modulation depth ({) greatly impacts achieving 

high CNR. To know the limitations of a large {, we should study the behavior of the optical 

modulator on the transmitter side. 

The most common optical intensity modulator is the Mach-Zehnder modulator (MZM), an 

interferometric structure made from a material with a solid electro-optic effect (such as 

LiNbO3, GaAs, InP). Applying electric fields to the arms changes optical path lengths 

resulting in phase modulation. Combining two arms with different phase modulation 

converts phase modulation into intensity modulation [108] (Figure 6.16). The transfer 

function of the MZM (Figure 6.17) is cosine-like with heavily non-linear areas close to the 

nVπ points. To achieve the maximum linear range for the beam intensity modulation, the 

optimum bias point for the MZM is Vπ/2, which gives us a span of less than Vπ, limiting the 

modulation depth { to avoid strong non-linearity terms [109].  

 

Figure 6.16: Working principle of the MZM modulator.  

(6.8) 
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Figure 6.17: Analog modulation of the optical intensity and MZM transfer function. 

Since the dominating noise source of the receiver is the optical amplifier, we will briefly 

discuss their behavior here. Erbium-Doped Fiber Amplifier (EDFA), which is the most 

common optical amplifier, is used in this work. The gain of these amplifiers is in the range 

of 10-30dB, which ideally should not change with the input power level. However, as shown 

in Figure 6.18, this is not the case in the optical amplifiers operating near the maximum 

output power. Hence, the amplifier must respond slowly enough so that its gain is determined 

by the average input power and not affected by fast changes imposed on the signal (for 

instance, due to data modulation) [110].  

 

Figure 6.18: Typical transfer function of the optical amplifier. 



 

 

92 
6.3.3 Subcarrier Diversity 

Diversity techniques are widely used in the RF domain to increase data throughput. In an 

FSO system with SIM modulation, applying channelization and diversity in the subcarrier 

domain to either increase the throughput or decrease the BER is efficient as it can be achieved 

using one optical front end and multiple RF subcarriers. For instance, time delay diversity 

(TDD), in which different subcarriers transmit delayed copies of the original data, can be 

used to avoid error bursts during deep fades (Figure 6.19). 

By ensuring τ > τ0, in which τ0 is the coherence time of the channel, uncorrelated time copies 

of the data are received, which can be used in processing circuitry to recover data with lower 

BER.  Additionally, SIM FSO can easily interface with analog/digital systems and employ 

any desired modulation schemes in the RF domain. 

 

Figure 6.19: Applying a time delay diversity in the FSO SIM system. 

6.3.4 Block Diagram Design 

The block diagram of the adaptive FSO receiver is shown in Figure 6.20. Multiple adaptive 

loops are designed to compensate for significant variations in the beam intensity and ensure 

the receiver’s wide dynamic range while avoiding significant non-linearity terms. For the 

received power of sE, distorted by atmospheric channel m(k), the received power s' after 

amplification by EDFA is as below: 

s'(k) = ã. sE(k) + .1(k) = ã[m(k). sSTU(k)] + .1(k) (6.9) 
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in which n1(t) is primarily the noise of the optical amplifier. A photodiode with 

responsivity R then converts the amplified and filtered optical signal to an electrical current 

I(t) and adds the noise of the electrical receiver (n2(t)): 

!(k) = r. s'(k) + .)(k) (6.10) 

Substituting the values of  s'(k) and sSTU(k) from equations (6.1) and (6.2), results in: 

!(k) = ê1. m(k).|(k) + ê). m(k) + q(k)		 (6.11) 

In which ê1 = r. ã. s". {, ê) = r. ã. s", and q(k) = r. .1(k) + .)(k).	Writing the 

electrical input current in the frequency domain shows the electrical signal has a low-

frequency part mainly due to scintillation and a high-frequency part around the RF carrier 

frequency. 

!(ë) = ê1. m(ë) ∗ ì(ë) + ê). m(ë) + q(ë) (6.12) 

Hence, we can safely remove the low-frequency part of the input current to avoid the 

saturation of the early electrical stages in case of receiving large input average power. 

 

Figure 6.20: Block diagram of the proposed adaptive FSO receiver featuring several 

controlling loops to increase its dynamic range. 



 

 

94 
As shown in Figure 6.20, an average current control loop is designed to subtract the large 

DC current entering the buffer and hence keep the average of the signal at TIA output 

constant. The current signal is converted to voltage in a variable-gain TIA block, providing 

amplification and the required negative input for the single-ended to differential (STD) 

conversion in the next stage. The gain-controlling voltage is supplied by the automatic gain 

control (AGC) loop, which limits the high nonlinearity terms by keeping the output signal in 

a well-defined range. The differential block is used next for STD conversion and to provide 

additional variable gain while keeping the receiver wideband. The third loop is to achieve 

DC-offset cancellation and to keep the differential stages at their optimum bias points. 

Finally, a 50-ohm buffer is designed to interface the receiver with external measurement 

equipment. 

6.4 Integrated Circuit Design 

The circuit diagram of the first three blocks of the receiver, including the current buffer, 

variable-gain TIA, and the average current control loop, is shown in Figure 6.21. A 

commercial wideband PD converts the optical beam to the RF current. Being external, the 

PD should be wire bonded to the CMOS chip, and hence considering the electrical 

characteristics of the bonding wire is required. The compact model of the wire can be reduced 

to an inductance, Lwirebond, connected in series at the chip’s input. The external PDs 

additionally suffer from large parasitic capacitance (CPD) that can severely limit the receiver 

bandwidth. Hence, to avoid the input node being a dominant pole, the first electrical stage 

should provide a very low input impedance (Zin). 

A current buffer with the regulated cascode (RGC) structure is designed as the first stage. 

Since the ASE noise of the EDFA dominates the noise of the system, the primary goal of the 

first electrical stage is to have minimum input impedance with the least power consumption. 

In the RGC circuit, the addition of an amplifier (ì3, r3) in the feedforward path with a level-

shift circuit (ì2, r2) reduces the input impedance of the circuit (1/î|1) by a factor of (1 + 

î|3r3.î|2r2) while leaving sufficient headroom at node ix [111]. 
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Figure 6.21: Detailed circuit diagram of the front end, including the current buffer (RGC), 

inverter-based variable gain TIA and automatic average current control loop. 

The next stage is a trans-impedance (TIA) block to convert the current to voltage with a 

variable gain. Inverter-based TIA is a prevalent choice due to its simple and self-biased 

design. Its gain control is realized by a constant resistor in parallel with a PMOS and two 

series resistors. At high input signal level, the iAGC is low, the PMOS is ON, and PMOS’s 

ON resistance sets the gain. Since the nonlinearity of this transistor may appear for large 

input swings, the two resistors in series are used to improve the linearity of the combination. 

To take advantage of the differential design benefits in terms of linearity and common-mode 

noise rejection, it is desirable to convert the single-ended signal to differential (STD) early 

in the chain. The conventional method to create the negative input for STD conversion is 

using a replica TIA circuit. Due to added area, power, and noise to the system, this method 

is not desirable. An important benefit of the inverter-based TIA is the readily available 

negative input (in) without adding other blocks. As shown, the inverter input node can be 

used as the negative input for the STD conversion in the next stage [112]. 

In the case of large input photocurrent, the RGC gets saturated and causes signal distortion 

from the early stages. Hence, the average PD input current should be kept constant by 
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subtracting the excess incoming current from the RGC input node. The TIA	(ip)	output	

voltage	is an appropriate reference point for the average photocurrent control loop. Using a 

compact lowpass filter and the error amplifier m1, iAvg-ctrl is generated to control the current 

of the voltage-controlled current source (ì4) in this loop. 

Figure 6.22 shows the circuit diagram of the blocks that follow the TIA. To amplify the signal 

differentially while keeping the receiver wideband, a variable gain amplifier (VGA) based 

on the Cherry-Hopper (CH) circuit [113] is designed.  

 

Figure 6.22: Detailed circuit diagram of the differential Cherry-Hooper amplifier, gain block, 

automatic gain control loop, and offset cancellation loop. 

It comprises a differential trans-admittance (TAS) stage, which converts the TIA voltage to 

current, and a differential variable-gain trans-impedance stage for I-to-V conversion. The 

gain of the VGA is determined by î| of the TAS and variable rãc of the trans-impedance. 

The two small negative Miller capacitances (lì1,2) decrease the total capacitive load seen at 

the TAS output nodes, increasing the receiver’s bandwidth with the minimum added area. 
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Figure 6.23: Detailed circuit diagram of the complete receiver. 

Next, a differential gain stage is implemented, and its outputs (io+/-) are used for the peak 

detection circuit required for the automatic gain control (AGC) loop. The peak detector is a 

source-follower pair supplying the signal to the integrator block. Furthermore, the offset 

cancellation loop receives the average of io+/- as the input and, after amplification by m2, uses 

a differential GM stage (ìoff1,2) to draw the corrective currents from the TAS circuit. Since 

the CH structure ensures low impedance at the TAS output nodes, additional loading by the 

offset cancellation circuit does not deteriorate the receiver’s frequency response. Ultimately, 

a 50Ω buffer stage with inductive peaking is designed to interface the chip with the 

measurement equipment. Figure 6.23 shows the complete circuit diagram of the receiver at 

once. 

 

Figure 6.24: Layout of the FSO receiver in 28nm CMOS. 
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Figure 6.25: Simulated frequency response of the receiver in schematic and post-layout. 

6.5 Simulation Results 

The proposed adaptive receiver is designed in a 28nm CMOS process with a 1.2V supply 

voltage, and its layout is shown in Figure 6.24. The main parameters of the receiver are 

simulated at the schematic level and post-layout level after extracting the parasitic due to 

routing and circuit interconnects. In high-frequency circuits, the effect of parasitic capacitors 

in reducing the bandwidth is significant. As shown in the simulated frequency response plot 

in Figure 6.25, the 3dB bandwidth of around 38GHz in the schematic level reduces to 26GHz 

in post-layout simulation at the highest gain settings of the receiver. 

 

Figure 6.26: Simulated transient response of the receiver for an input range of 0.16-1.6mA. 
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Figure 6.27: Variable gain of the receiver for an input range of 0.16-2.4mA. 

The transient simulation of the receiver shows the differential output signal for an input range 

of 0.16mA-1.6mA (Figure 6.26). As seen, the output signal is not saturated or distorted and 

has low amplitude change due to the wide range of input current. This is achieved by 

employing an effective automatic gain-control loop that varies the system’s gain up to 20dB 

to achieve a high dynamic range while minimizing the distortion (Figure 6.27). 

The linearity of the receiver plays a significant role in preserving the quality of the signal, 

and it can be defined for both the amplitude and phase of the signal. There are multiple causes 

of nonlinearity in the FSO system, including the transmitter side (due to the optical 

modulator) and the receiver side (due to the optical amplifier and the receiver circuitry).  

 

Figure 6.28: Concept of non-linearity in a circuit. 
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Figure 6.29: General spectrum of the signal passing through a non-linear system. 

Therefore, it is essential to simulate and characterize the nonlinearity of the receiver. The 

input-output characteristic of the nonlinear system deviates from a straight line as the input 

swing increases. Hence, depending on the input DC level, the same input signal may result 

in different changes in the output, indicating variation in the small signal gain of the system. 

Moreover, significant signal distortion due to the saturation of the gain stages can happen, 

resulting in the output signal clipping. This amplitude nonlinearity of the system can be 

characterized by measuring the parameter named total harmonic distortion (THD), which is 

widely used to compare the linearity of different designs. THD is achieved by applying a 

sinusoid at the input and measuring the harmonic content of the output using the following 

equation. 

vúù =
s) + sY + sZ +⋯

s1
=
∑ sQ[
Q\)

s1
 

 
Figure 6.30: Simulated THD of the receiver for the input range of 0.16-2.08mA. 

(6.13) 
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Figure 6.31: Definition of intermodulation distortion. 

One of the differential design’s benefits is improved linearity (free from even-order 

harmonics) while providing the same voltage gain and output swing. The plot in Figure 6.30 

shows the simulated THD of the receiver in a wide range of the input current from 0.16 mAPP 

to 2.08 mAPP, which is less than 2%. 

In addition to the primary signal harmonics, wideband receivers are vulnerable to 

intermodulation distortion (IMD) terms which occur when two or more signals are present 

in a non-linear system. If the input to a nonlinear system includes two main tones at f1 and f2 

frequencies, in addition to each tone harmonics, the nonlinear system creates other output 

signals at mf1±nf2 which can be at the receiver bandwidth, reducing the signal-to-noise and 

distortion ratio. As seen from the simulation results in Figure 6.32, in response to a wide 

range of the input signal of 0.16-2.56mAp-p, the system’s intermodulation and second 

harmonic terms remain lower than -30dB and -25dB, compared to the fundamental tone.  

In a system with a wideband phase-modulated RF signal, the receiver’s phase linearity is also 

of concern. Group delay is a parameter that characterizes the phase nonlinearity of a system. 

By ensuring a constant group delay up to the maximum frequency component of the signal, 

all frequencies of interest in the system undergo equal time delay; hence ideally, there won’t 

be any phase distortion in the band of interest. The simulated plot in Figure 6.33 shows the 

group delay variation in the range of 4-20GHz is limited to 7psec. 
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Figure 6.32: Simulated response of the receiver showing better than 30dB (25dB) rejection 

of IMD (2nd harmonic) vs. fundamental tone for the range of 0.16-2.4mA input current. 

Finally, the receiver is simulated in response to a transient pulse in the input current, as shown 

in Figure 6.34. Even though the speed of the atmospheric channel is very slow (in the msec 

range), this simulation will show the system’s stability in response to a step input. We see 

that the system is stable and well-behaved for the fast-changing current input with minimal 

shooting and ringing.   

 

Figure 6.33: Simulated group delay of the receiver in schematic and post-layout. 
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Figure 6.34: Step response simulation of the receiver showing stable and fast response to the 

sudden change in the input amplitude. 
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6.6 Measurement Results 

The designed optical receiver is implemented in TSMC 28nm CMOS technology, and its 

chip micrograph is shown in Figure 6.35 (a). The area of the chip is 0.6×0.6 mm2, as dictated 

by the pad count required for characterization purposes. The external PD as shown in Figure 

6.35 (b) is a 16μm-detection-window InGaAs PIN chip with 0.7A/W responsivity. It has 

80fF parasitic capacitance and is wire bonded to the input pad of the designed CMOS chip 

(Figure 6.35 (c)). 

 

Figure 6.35: (a) Receiver chip micrograph, (b) external photodiode, (c) interface of the 

CMOS chip to the photodiode by wire bonds. 

The measurement setup is shown in Figure 6.36. An arbitrary waveform generator (AWG) 

creates the 8Gbps DBPSK RF signal with 10 GHZ RF bandwidth with a pulse-shaping roll-

off factor of 0.25. After amplification by a gain block, the RF signal is sent to the MZI optical 

intensity modulator to modulate the laser beam with 1dBm average power at 1550nm. A 

variable optical attenuator (VOA) is used before the EDFA to characterize the link tolerance 

to optical attenuation due to atmospheric effects. After the optical bandpass filter (to limit 

the ASE noise), another attenuator is used to model the possible long fiber loss. The RF 

current on the electrical receiver chip passes through the RGC and variable gain stages to 

provide differential RF voltage, which is then processed in MATLAB for demodulation and 

BER calculations. 
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Figure 6.36: Measurement setup of the FSO receiver. 

Figure 6.37 shows the measured AGC loop functionality. As the input current changes from 

0.1mA to 2.4mA, differential gain varies over 21dB to limit output level variation to 5.2dB. 

The offset cancellation loop and the average current control loop work together to keep the 

DC value of the outputs near the optimum level, with a lower than ±15mV offset (Figure 

6.38). 

 

Figure 6.37: Measured response of the AGC loop. 



 

 

106 

 

Figure 6.38: Measured response of the average current control loop and DC offset 

cancellation loops. 

 

Figure 6.39: Measured frequency response of the CMOS chip. 

The measured frequency response of the chip after compensating for the optical modulator’s 

frequency response is shown in Figure 6.39. The measured 3dB frequency of the receiver is 

around 18GHz, with the flat frequency band of 3-13GHz suitable for the 8Gbps DBPSK 

signal transmission. The BER, as a function of the received power at the input of the optical 
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amplifier, is shown in Figure 6.40. For the received power of -28dBm and 8Gbps DBPSK 

data, the measured BER is 1 × 1-4, achieved without applying error correction codes. The 

BER improves as the data rate decreases or input power increases. Increasing the depth of 

intensity modulation ({) significantly improves CNR, as shown in (4). However, higher { 

leads to more nonlinearity in the optical modulator. By biasing the modulator at the optimum 

point to minimize second harmonic and filtering the higher order distortions, better error 

performance is achieved for a single-channel wideband signal.  

Sample constellation diagrams and spectrum of the DPSK RF signals are shown in Figure 

6.41. It is also shown that at the cost of higher required RF bandwidth for the same data rate 

of 8 Gbps, binary DPSK has superior BER performance compared to Quadrature DPSK. 

Table I compares this work with the previous RF over optics works, none of which include 

an integrated CMOS receiver. This design achieves a wide dynamic range operation and 

good BER while using non-coherent DPSK as subcarrier modulation. DPSK reduces 

complexity while having a 3dB CNR penalty compared to coherent PSK, which can be 

utilized to decrease BER further. 

 

Figure 6.40: BER versus received optical power at different data rates and modulations. 
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Figure 6.41: Constellation diagrams of the receiver for DBPSK and DQPSK modulations 

and 8Gbps data. 

This chapter described an integrated optical receiver for RF over free-space optics, designed 

and implemented in a 28nm CMOS process. Using SIM and a direct detection scheme, high 

data rate optical communication is supported in a high-loss atmospheric channel. The 

receiver chip uses adaptive control loops to compensate for the atmospheric effects and 

extends the dynamic range. For a proof-of-concept demonstration, an 8Gbps non-coherent 

DPSK signal with an RF bandwidth of 10GHz is transmitted, resulting in a BER of 1 × 10- 4 

for a minimum received power of -30dBm and while consuming 19.2mW power at the 

receiver.  The link performance is assessed by exposing the system to more than 26dB of 

optical loss, equivalent to 3.5km of free space distance under moderate visibility conditions. 
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Future work can improve BER by using a coherent modulation type at the subcarrier level 

or a subcarrier diversity scheme with a single optical front end and multiple RF channels. 

 

 

Figure 6.42: Measured spectrum of the DBPSK RF signal. 

 

Figure 6.43: Measured spectrum of the DQPSK RF signal. 
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Table 6.1: Comparison of performance parameters of RF over optics systems 
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C h a p t e r  7  

CONCLUSION 

We, as humanity and our planet as our habitat, face new challenges that endanger us every 

day, from a fast-spreading pandemic that overwhelms the whole world’s healthcare system 

to the devastating effects of global warming on our food and water resources and air quality. 

Despite the remarkable advances in various fields of science and technology, there is still a 

long road to pave for a truly portable and autonomous diagnostic and treatment solution for 

both medical and environmental applications. The key to achieving this goal is combining 

advances in multiple fields to open up new possibilities for device miniaturization and 

integrating the relevant functions. This dissertation presents a multidisciplinary integrated 

device for detecting and controlling biological elements/reactions based on fluorescence 

sensing. This device is the first of its kind to provide the necessary range of operating 

wavelengths to use the bacterial cells as natural biosensors and hence take advantage of the 

well-established tools in synthetic biology.  

Using the CMOS process, replacing the bulky and expensive setup of the conventional 

fluorescence sensor with a portable solution is feasible. In this work, we show that the routing 

metal layers of the standard CMOS process, when designed in suitable nanostructures, can 

be used to manipulate electromagnetic fields to implement optical filtering in the wavelength 

of interest. The main limitation of the realized filters in the prior art, which limits their 

application in bacterial-based sensors, is the high loss of copper in the visible wavelength 

range. A new category of optical resonances is implemented in this work to minimize this 

metallic loss while realizing bandpass filters in the 600nm/700nm range. The lack of 

collimated light and focusing lenses requires the filters to be insensitive to the fluorescence’s 

emission light’s polarization and angle of arrival. Symmetrical cavity structures are proposed 

to achieve these requirements while satisfying the strict design rules of the CMOS process. 
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Even though the optical bandpass filters are achieved in the visible wavelength range and 

with a decent transmission level, the level of the resulted extinction ratio is not enough for 

most common fluorescent proteins with a very small Stokes shift. Therefore, an additional 

level of filtering is required, provided by a proposed bandpass photodiode design and by 

applying several techniques in the electrical domain. First, the sensor is designed fully 

differentially in both the footprint and the circuit design to make the remaining excitation 

light appear as a common mode signal which is rejected in the differential front end. Second, 

a digitally-controlled current source is implemented in the input node to draw the significant 

common mode signal to make the processing of the small differential signal more linear. 

Third, the circuit features low-leakage buffered switches to increase the circuit’s sensitivity 

to the femto-amp level. Finally, the circuit provides a variable gain setting and correlated 

double sampling to reduce the front end’s low-frequency noise components and offset. 

Through comprehensive electrical, optical, and biological measurements, we characterized 

the sensor in terms of its responsivity, sensitivity, signal-to-noise ratio, and 

filters/photodiodes spectrums. The sensor can detect a signal amplitude of 1fA with better 

than 18dB SNR while consuming only 7mW of power. Several biological experiments, both 

static and dynamic, are performed to monitor the cell’s growth behavior and their 

fluorescence expression dynamics. A proof of concept shows the sensor’s feasibility in 

creating bidirectional communication between living cells and the CMOS chip. 

In the last chapter of this dissertation, we present the design and implementation of an 

adaptive integrated receiver for transmitting RF over free space optics applications. The use 

of the atmosphere as the communication channel and optical wave as the signal carrier has 

advantages as follows. Such a system can be inherently very wideband since the strict 

regulation of the RF band does not apply to optical frequencies. The optical signal is immune 

to electromagnetic interference. It is very secure, and at the same time this like can be 

established in a short time and cost since there is no need for optical fiber infrastructures. 

Despite these benefits, the atmospheric link faces several challenges of distortions in the 

carrier beam. This work presents methods at the system level (modulation type) and circuit 
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level (adaptive automatic loops) to make such a link feasible while consuming low power 

and in a fully integrated way. The receiver is implemented in a 28nm CMOS process, and 

the measurement results show the successful transmission of 8Gbps data using differential 

PSK modulation with a bit error rate of 10-4 while receiving -28dBm received average power 

due to the atmospheric loss. 

Future Directions 

For the future development of the fluorescence sensor towards full technology maturity and 

massive point-of-care applications following improvements can be considered. First, a more 

efficient biological interface makes the seamless integration of the sensor and sample of 

interest user-friendly and reliable. A thin layer of PDMS can cover and protect the wire bonds 

of the chip, which enables using the hydrogels as bio-interface. Engineered reporter cells can 

be encapsulated in micron-size hydrogel bids to directly sit on surface of the sensor resulting 

in an increased sensitivity due to the reduction of the optical path. 

For the device to be suitable for portable applications, reducing the power consumption of 

the sensor by optimizing the circuit blocks is a must. Furthermore, adding wireless data and 

power communication, and on-chip digitization is important for removing the external data 

acquisition unit and reducing overall size of the device to fit in a small ingestible pill. Another 

feature to consider is to make the VCCS tuning operation automatic, which can help find the 

optimum compensating current for the highest possible sensitivity in a short time. 

In addition to healthcare applications, this device has so much potential in environmental 

sensing. In one such application, research is ongoing to use this technology for real-time 

monitoring of the bioavailable phosphorus (P) under the soil near the plant root. The P 

limitation can cause serious hardship for the plant to grow healthy, and therefore by using 

organic reporter bugs, efficient fertilization in the field can avoid product loss. In developing 

the sensor for this application, keeping the sensor low power while including the on-chip 

digitization and wireless data communication is more challenging. This is because the RF 

signal needs to travel through roughly 1 meter of soil, suffering high attenuation. Also, in 
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contrast to the healthcare application where the pill needs less than 24 hours of operation, 

under the soil sensor should survive weeks or even months on the included battery, 

necessitating a very low-power design. The other solution is to self-power the sensor through 

energy harvesting from biofuels which makes the operation of the sensor continuous without 

the need to replace the battery. Nonetheless, due to limited efficiency, the CMOS circuitry 

still needs to be carefully designed for optimum power consumption. 

The other possible application of this sensor is to detect contaminations such as Arsenic 

which is toxic and can be present in unhealthy water. Experiments are ongoing to determine 

the minimum level of Arsenic that can be detected while the cells are in spores or vegetative 

states. 
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