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Introduction 

During the past five years the study of linear 

topological spaces, those non-rnetrisable spaces intermediate 

between the pure spaces of ensemble topology and the normed 

spaces of General Analysis, has received much attention, 

particularly under the hands of the Russian and Polish schools 

headed by Kolmogoroff and Tychonoff. Interest in the slightly 

weaker spaces of topological group type has also been greatly 

stimulated by the search for strong purely topological foun­

dations of group theory by Schreier, von Dantzig and others, 

and for an abstract formulation of continuous group theory as 

in the work of Michal and Elconin. 

Because of the implied necessity of theories in the 

large for situations such as these, it was felt desirable to 

determine what analytic entities could be defined, while pre­

serving as large a portion of the usual properties as possible, 

directly for the base spaces, without the rigid local inter­

mediary of the norm. 

I should like to express here my appreciation of the 

sustained assistance and advice of Professor A.D.Michal in the 

development of this thesis. 
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I I 
Resume 

Part 1 of this thesis is devoted to a general study 

of topological and geometrical properties of a linear space 

subjected to a topology of neighborhood type. Some new results 

on questions of boundedness and compactness are given. 

Part 2 contains essentially work done in collabora­

tion with Professor A.D.Michal during 1935 and 1936. It defines 
I 

differentials of extended Frechet and Gateaux type as well as 

derivatives for functions on the real numbers. Elementary 

properties are considered. 

Parts 3 and 4 develop the theory of integrals of 

Riemann type, examine the relations to the derivative, and in 

particular verify the existence of the unique primitive 

solution of the differential equation cilj l<AtA - '{Ct:-) , f:-- real. 

Part 5 furnishes two types of existence theorem 

technique for the ordinary linear equation J. d / cl. t:-- = ~ C t4-;, 'l) 
in the linear topological space. 

various examples are considered in an appendix. 
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abstract elements, points 

real numbers 

sets of points 

the set A contains the set 6 

the set Bis contained in the set A 

the element r' is a member of the set P 

r' is not a member of the set S 

the null class, zero element, zero 

a set consisting of one element, "f<' 

intersection of A and B 
logical product 

logical sum 

a set of which Xis a typical member 

sequences 

logical implication 

Banach norm 

corresponds to; is associated with 

Numbers in square brackets refer to references listed in 

the bibliography. 
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Part 1 

Let L denote any ensemble of elements (points) of com­

pletely unspecified nature, forming under the undefined operations 

of 'addition' of elements, and 'multiplication' of elements by 

real numbers, a real linear space. The following postulates are 

to be fulfilled, witht,lE l,ol. any real number implying o1t => 

t + J E L . . 
1.1.1 t + l = ~ + t 1.1.5. Col+f3)t = cit+f3t 
1.1.2. Ci-+1)-+l = i+C1-t-t) 1.1.6. oe({-t l)= p(b+o<'j. 
1.1. 3. I,! - 6 1.1.?. i+ ~ - J + -l 
1.1.4. ol ((3t) = (o{I3) t implies t=J. . 
The rules of computation for o and - & are readily deduced. In 

particular, o, t is independent of b and hence may be named o ( f L) 

uniquely. Cf. [2] pp 95-9?. 

Applying the same symbols of opera.tion to sets c L 

the following definitions are unambiguous ( t., j G L ; S, T c. L ; 

cJ, P, real) : 

Definition 1.1.1. ot S is the set of all d. t , ~ ~ S . 

Definition 1.1.2. 5 + T is the set of all t + j. , b €:- S:, j ~ T. 

Lemma 1.1.1. tiCS+T):-o(5+6'T · d(f3S) - (o<f3)S j 
) 

S+T:T+S j (S+T)+'R ~ S+(T-+'R) ;«S-t-135 :::> (cl+f3)S j 

(S ±T)+ T .:> 5 • The last two inclusions are, in general, proper. 

Proof. Immediate by definition. 

N.B. s-s*o (o) . 

' 



2. 

A topological ordering essentially of non-metric neigh­

borhood type, is introduced in L through the following postulates 

wherein 'set' of the kind qualified below is the undefined notion. 

Because of the uniformity of the support space, only the situation 

at the origin need be considered. Let a set il of 'sets' U c L 

be given such that 

1.2.1. U c1l. implies there exists Vt vl l Y + V c U · 

1. 2. 2. U, \J E- 1L imply there exists W ~ 1-l , W c U ri V • 

1. 2. 3. V E vl , - I ~ ol < + \ imply there exists \/ E vL , cl. V C. U • 

1.2.4. There is a sequence f LI"" 1 c: U.. such that TJ- Um ( 0 ) 

1.2.5. tEL ,UE-li. imply there exists (X t ~ o( U, , 
1.2.6. d =/= 0 \/ E 1,1._ imply there exists L) E 1-1_' o<. V = u. 

:, 

1.2.7. u, V E: vl imply there exists vv' ~ vt... :, U+ \/ = W. 

Remarks : By 1.2.4, 1L is non-vacuous. By 1.2.5, no U ( €- -U....) = ( 0 ) • 

By 1.2. 3, o. Ve U. Hence U €: X implies o c- -U. , 

The first five of these postulates are those given by v.Neumann, 

[l] p 4. His space convexity postulate U+Uc~Uis omitted. 

various non-metric consistency and independence examples will be 

considered in the appendix. 

We rephrase some fundamental set theoretic and topolog-
. 

ical definitions in terms of this topology. 

Definition 1. 2. 1. The interior S . of a set S c L is the set of 
'-

a11t 6 S for which a l)f -U.. exists with ;( + U c S . 

Cf. [l] p 5. 



Definition 1.2.2. Given ScL. A point '"Jo (ES necessarily) 

is a limit point of 5 , if for every Ut-U , there exists a 

b f s ' i =I= '° , SU Ch that i E, r + u" . 

The definitions of derived set, closure, and complement 

are quite as usual. Cf. e.g. [3]. 

Definition 1.2.3. The frontier set of Sc Lis given by 

F( S) = S n C ( S) , where S is the closure of S and CC S) 

is the complement of Sin L. 

Definition 1 .2.4. $ . = 1) ( S F ( S)) where D indicates the ' ~ 

logical difference. 

This is quite equivalent to Def.1.2.1. 



4. 

We indicate some topologies equivalent to (u) , in the 

sense of Hausdorff. Cf. [4] p 31. 

Theorem 1.3.1. The following are equivalent topologies for L 

( cl. ) CU..) , original fundamental sets ; 

( (3 ) (U.i) , the interiors of the U ; 

( 1 ) ( ol U. . ) , the interiors of the sets ol U - J !: d ~ + I ., U 6- U.. . ' , ~ 

Proof. Ad (cil):: ((3): U~ c U ([1] p 5) ; there exists V C U~ 

by Def.1.2.1 and o fl{:. Ad (fJ)= (,t): By Post.1.2.3, there exists 

V , d V c U , - l ~ ol ~ + 1 
1 

ot Vi' c Ui ([ l] p 6). Also 

o1 V~ ::, V, by definition of oL V • 

(-U..,} describes a regular Hausdorff topology ([1] p 6 ). 

Remark : Topological properties remain invariant under a change 

to an equivalent neighborhood system. 

Definition 1.3.1. Scl is open if S= $, ; 5 is closed if C.(S) 
' 

is open. Sci = C. ( C. ( s ) ~ ) . 

Lemma 1. 3. 1. 5~ is the greatest open set C S • Sc.Q.. is the smallest 

closed set ::> S • Cf. [1] p 6. 

Theorem 1.3.2. Through Def.1.3.1, (U.)generates a topological 

space in the sense of Kuratowski, [9] p 15, using closed hulls 

as the primitive topological ordering. 

Proof. Take S = 5c.R... Use Theorem 1. 3.1 ( (3 ) , v. Neumann's 

Theorem 6, [1] p 6, and the general equivalence theorem of 

Alexandroff and Hopf, [4] p 43. 



ij 1.4 

This section is concerned with boundedness, a notion 

permitted to L because of its linearity. The definitions given 

coincide with the usual ideas for a metric topology. 

Definition 1.4.1.1. Selis bounded if for each Ut-U, there is 

determined a real rJ-= o1. ( u, s), such that S c. ot. U . 

( v.Neumann, [l] p 7) 

Definition 1.4.1.2. S cl is bounded if for every x c S, there is 

determined a real ).. = >. (x, S) such that f- > )\ implies f-X ~ S. 

( Michal and Paxson, [14]) 

5. 

Definition 1.4.1.3. ScL is bounded if for every sequence { xm Jc 5 
7 

and every real sequence [ci,,.,, J such thato('l'l➔ o with m-
1
, otM xm~ o 

-1 
with fY\ , under the assigned topology. 

( Kolmogoroff, [5] p 30) 

Definition 1.4.2. f xl't\1 c Lis convergent to X , i.e. -X/11 ➔ X , 

if for every U E iA... , M ~ m/U )implies >'-"'1 E x + U. 

Theorem 1.4.1. If x ➔ >< , then X is unique. m 

Proof. For supposeXm➔ x*,x**x. Then U arbitrary G-U., M ~/YI, (U) 

implies )(m- x c- U , m ~ IYl:t. ( U) implies XfYI - x* E- tJ • Put ,-: -c--· L :< 

Mo-::: ll'l'lct)( ( M 
1 

, !YI,_); x- x ~ f U - U -=I= O (Lemma 1. 1.1). By 

Post.1.2.3, there exists U : ±Uc V, V now arbitrary. 

x - x ;t' £:- V + V c. W , W now arbitrary by Post. 1 .2. 1. Put 

W== Um in Post.1.2.4, and x-xi¥-can only be o, for the 

contradiction. 



Theorem 1.4.2. Definitions 1.4.1.1, 1.4.1.2, 1.4.1.3 are 

completely equivalent. 

Proof. Ad (1.4.1.1).:::>. (1.4.1.2) : Let S, o e-5, be bounded 

6. 

(1. 4. 1. 1). Suppose there exists ><
0 

f: S such that ~. lA .'t- . .A { .A X0 €:- 5 ) 

does not exist finitely. Then ).x t«U, unbounded ). 
0 

finite a., every Uf7A.. • Contradiction of Post.1.2.4. 

Ad (1.4.1.2).::>. (1.4.1.1): Let S ,ot-S be bounded (1.4.1.2). 

Then for every X
0 

E- S, there is determined [ <xo 7 S) such that 

1/-xo Cf-> S) € S • Take Sx
0 

c-S ( we may always take S , for 

if S is bounded so also is 5;_ ) • Consider the set of such J' , 

L1 ( 5). By Post.1.2.5, fx0 e-o<U. By Post.1.2.3, f3 V c U • 

Hence cy V cot. U - oL. ~ct~+~ • That is, given any U , a 
. ' 

centered convex set (cf. Def.1.6.2) as large as desired may be 

constructed ford U, by taking oc as large as necessary. Consider 

the sheaf of line segments through the o -element. The class of 

b'S terminate these finitely in S by hypothesis. By isomorphic 

mapping, derive a set of ot. , denoted by A , so that o/ rv a , ( 
A '"'"'Ll • Take .€. u.. t-. A = rL;;. ~ A • Then 5 co1.*U. 

Ad ( 1. 4. 1. 1 ) . :::, . ( 1. 4 • 1 • 3) : Let 5 , o E S c L be bounded ( 1. 4 .1. 1 ) • 

Let f «m} be any real null sequence, and [ xm l any sequence c S • 

Let Ube arbitrary €- -U. • Let ;.Ve U for -1 ~>.~I by Post.1.2.3. 

For all M , XM E- 5 c oL ( 5, V). V , by hypothesis. This is a 

uniform condition, ot. not depending on M • Hence oc'm xm €- c(M ol V · 

Since ot. is finite and ctM ➔ o· , for some m
0

(ot), m > m
0 

implies 

lot. «l<I. 1Y1-:;. m : ::,: t,1 x c U. 
m - - o mm 



Ad ( 1. 4. 1. 3). ::, . ( 1. 4. 1 .1) : Let S o E S c L be bounded ( 1. 4. 1. 3) • , 
Then 1 f x be arbitrary €- S , and [atM f any real null sequence, V ~ U... 

such that A V c U (arbitrary) for - 1 ~ >. ~ I , we have ct,,., x t- V c AV. 

If f3 i' be any line through the origin, there exists a finite p: 
such that a > i i?nplies E-Jo E- S • For choosing 1o e S , 6 some W €- -U.. J 

we would have, supposing the contrary, some sequence [ ol';:_1 p] C 5 
' such tha~th~ hypoy;hesis would be contradicted, since fo r W • 

{ cilYI . J is some null su'qsequence of some null sequence [ cim J 
' 

Hence (1.4.1.3),::,,(1.4.1.2), completing the discussion. 

D.H.Hyers [6] has shown independently that (1.4.1.3) 

and (1.4.1.1) are equivalent definitions. 

Lemma 1.4.1. Lis a Hausdorff group under 'addition'. 

Proof. We use the equivalent topology (U,)of Theorem 1.3.1, 

which is a regular Hausdorff topology after [l], Theorem 6. 

We must show (7] first that given a.+ "t- + U, there exist ~­

and W. such that o.. + V. + Ir -t V\I. c a+ 1r + Uc.· • This 1s clear 
L I. (. 

after Post.1.2.1, with ~ + V:· c U,•. And second that given a.+ i{· 

there exists - o.. + Vi such that - C- a. + ~ :J 

This follows from Post.1.2.3. 

C a.+ U, . 
(, 

Theorem 1.4. 3. If one U E 1l is bounded, then L is homeomorphic 

with a metric space, i.e. it is metrisible. 

Proof. Taking account of Lemma 1.4.1, after a theorem of Birk­

hoff [7], we have only to show that the first Hausdorff count­

ability axiom, [2] p 227, is 'verified at the origin, L being 

linear. Let u*~ U. be the bounded set of the hypothesis. By 

* u* c::. c:::: Post. 1. 2. 3, c(. V C - I - oi.. - + J 

' 
;I'-

• Then ot. V. is 
' 

clearly bounded also. 



8. 

By Theorem 1. 3.1, (o1 U.. .) is a topology equivalent to {zt_). 
L 

Hence we may verify the countability axiom for it. Let { /:"m J 
-I 

be a real sequence satisfying f'm ➔ o with m and P-m > t!-'m+ 1 > O , 

Then the sequence of sets [ lf'm o< '<; *J is monotonic decreasing. 

Now we have only to show that given any open set S;) o c- S c L J 

;f 
for some IYI , f-m ot ~- C S • By Def. 1. 3. 1, U GU. exists 

0 0 .. 

such that Uc 5 • Let We V*IJ U by Post.1.2.2. Let 

J.. = d , J. . -er . ).. ( .>. x E W , x 6 F ( ot V ;t:) ) j 
,AM== d' .1., -t-, A/YI (,-\/)'Ix~ f-,,,..,,ot1*, x f. F(ofv'")), 

By boundedness >.m ➔ o with m-1 • Hence for some /YI O , 

Am .c::: ). • Thus for some V ot V c W:, - J <: ot. 5: + I ; 
0 V. :¥ c o( V J /:'-M 0 ol t. CW CUC: 5) 

completing the proof. 

Remark : It will be shown in the appendix that Hilbert space 

weakly topologised, which is an instance of the postulates, 

possesses no bounded neighborhood. 

Definition 1.4.3. A function to Lis bounded if its set of 

values lies in a bounded set. 

Theorem 1.4.4. If M1 , JV1 .t are bounded, and ~ is any real number 

and (3 is such that - / ~ (3 ~ 

t(1v1,,M,..) j]) (M1,JVJi) _, 
are all bounded sets. 

, them 'J? { M 1 , MA ) J 
M 1 ± Mz ; ot!Vl 1 ; (3 fv1 I ; 

Proof. Clear. Contradicting Def.1.4.1.3 contradicts the bounded­

ness of either M I or M 2.,. 



This section considers various aspects of continuity. 

Definitions may be phrased as desired in terms of open sets 

because of the v.Neumann result that (u.) d~scribes a regular 

Hausdorff topology. 

9. 

Definition 1.5.1. A function (c,oon L to L will be called contin­

uous at X:: x0 if any open set S J o E S , determines some open set 

T , Of T , such that X €- X
0 

+ T implies ;{ (x) f- f (x 0 ) -+ S. 

Continuity of a function of several variables in the set 

is written in an obvious fashion. 

Definition 1.5.2. A function ,t'<ot)on(clo/'',)to L will be called 

continuous at <:i..= D(~ if any open set S , o €- Sc L , determines a 

real open interval I(S),ofI, such that« t::l'(Cclo,ol,>, at,t'+r) 

imp 11 e s ,.f C ..< ) E- t C ol ~ ) + S . 

Definition 1.5.3. A function{(o()on(cl0 ,d 1)to L will be called 

uniformly continuous on Co/0 , ot1) if, given any open set S, o ~ S c L 7 

there is determined an open real interval I(S) , o E- I , the 

same for all~f(cx'0 ,ot
1
), such that~~I and o<+f- E- Coto,«1 ) 

imply b ( ol. + I:'-) ~ b Col. ) + S • 

Definition 1.5.4. If (Cd) is continuous at every point of (clo.;°'I) 

it is said to be continuous 0;1 (ot0 ,d1 ). 

Theorem 1.5.1. If ,(C«) on the closed real interval Cdo,«\Jto L 

is continuous on [«o,a,], then tc~>is uniformly continuous 

on [ °' o , ct, J • 

Proof. A set of open intervals covering [do,~,] is the set of 

I:is I(5 ot.~) of the continuity hypothesis. ' ) ., 



Thus the Heine-Borel theorem may be applied giving a finite 

set G- of closed intervals T( oi!) such that 

:rcol*) c ~* + r r s.,o1-;r. J ,, 
That is, ot €- :T { ot,!) implies fc«) t- tt~~) + S 

10. 

Let ~ • .1.. -t-. G- = ~ • Let /I, "'f €- [~o, ot, J be any two numbers 

satisfying ;.. E >. + Tr • Then ~, ).. lie in (a) the same or 

(b) adjacent intervals. Suppose (b) : let A0 be the common 

end point. Then there are determined ~ 1 , f~, one in each 

interval such that 

t ( >.) E- t((31) + s 
f < X ) €- - ( c /3-;. J - 5 t C >. ) f- t ( (3~ ) + s 

tc>io) €: t ( (3 I ) + s b (Ao) E- - 6 { r-3,) - 5 

t c >io) €: t C f3-2. J + S 

Hence 

b 0 ,) - t CJ.> - t 1 \ ) + t ( >.0 ) €- l c A) - tr 13~) - t < f', > + t c /3~ ) + T) 

where T = S - S - S + S =I= o • Now T 1s open and 

arbitrary. Thus b( ,\) E- (CX) + T whenever >. €- X + J$ , and JJ' 

does not depend on A • The reasonong proceeds inquite the same 

fashion for >- , A in the same interval. 

Theorem 1.5.2. ol. )(. and x + ;. ( ><, J €- L) are continuous 

functions of ol. , x and X , J respectively. 

Proof. [1], Theorem 7. 



11. 

Theorem 1.5.3. Let fC~) be continuous on the closed interval 

[1><'0 .,oC
1
:J to L • Then f(o() is bounded. 

Proof. Suppose the contrary. Then there exists a sequence 

ft ( otM ')}, f d.M 1 C [«'o ,at,] , such that if [ r3rn ! is any real null 

monotonic sequence, 13 n,, f/ol M 1 ~ o with (3 m . Since Cd o ., al 1 ':J 

is compact, 4'.'m has a limit point ot €- L. oto::, o11 :I • Hence by 

continuity t ( °'m) ➔ b(o() as m ➔ ro • But ~m b ( o< J--?" o with m -
1 

by Theorem 1.5.2. Hence /3,,,, b(ctm) ➔ o , using Theorem 1.4.1, 

giving the contradiction. 

Remark: It is to be noted that open sets are, in general, 

unbounded. For they contain ' U s which are not necessarily 

bounded. Vide the remark following Theorem 1.4.3. 

Theorem 1.5.4. Let t(f-., J) be on Coto :,ci 1 ::J x L
0 

to L continu­

ously in the pair f- , ~ • Let J = d ( t:") be continuously on 

Coto :i ot 1 :i to L 0 , open. Then Z(f:-) = :( { /:'-, 'J ( t"-)) is contin­

uous in~ and hence bounded. 

Proof. By hypothesis any open E , o E- F c L determines J' > o , 

and an open S, o E- 5 c L , such that I t:--t;A-- 0 J <:: S, t4--+ S f l:.olo .,«,]) 

Jf-Jo+ S imply t C t"' , 'j ) f- t ( I:- o , 'j O ) + E" · 

Also S determines p > o such that It'- - t:'-o I < p , p- + p €: Colo, c.f , :J 

imply 1 €: J
O 

+ S • Let ).. -=- rm~ M C p , $ ) • Then I p- - f:- 0 I < .A , 

t-4-+),, €- Cot0 ., o/1 J imply z ( t4-> E- z
0 

+ E • Boundedness by Theorem 

Theorem 1.5.5. Let t (t-4--, «;:i. c I:"->) be continuous in the pair 

t'-, J ,f,f[«o,ot1J . LetjC!)be continuous in1. Then 'i 
is continuous in 1. 



12. 

I 
Proof. Immediate from the general Sierpinski theorem [3], 

when the first place of t ( f:'-' ) 'i) keeps any value in Col O , ol 1 :J • 

These last two theorems are taken in a convenient form 

for the sequel. 

Theorem 1.5.6. If fCx), J.(x.) on L to L are continuous at x = X o J 

andA(ol)is continuous at ci=d
0 

on the real numbers to the real 

numbers, then { ( )() + J. ( l'-) are continuous at x = X O , 

and A(o1.J [ex) is continuous at X = X 0 , ol-:= ot 0 • 

Proof. Immediate from continuity of a continuous iteration 

and Theorem 1.6.2. 

For purposes of reference we restate the definition 

of topological completeness given by v.Neumann in tl]. 

Definition 1.5.5. A sequence [ xm 1 c L is fundamental, or is a 

Cauchy sequence, if for every U f- -U.... there exists an m 1 -== /YI 1 ( U) 

such that /WI, fl'l ~ /Y1
1 

imply X m, - X M f- U . 

L is a complete space if every fundamental sequence is conver­

gent. 



various aspects of convexity are now treated which 

have some intrinsic interest and subsequent importance. 

Definition 1.6.1. 5 c L is convex if X0 , x
1 

€- S ) o ~ d. < 

imply o/ X
O 

-t ( I - o/. ) X 1 ~ S • 

Definition 1.6.2. S o E- S c L , is centered convex if x e S, 

imply ol. X €- S , 

Definition 1.6.2 is of course the weaker of the two 

and has as a useful example the sets c( V of Post.1.2. 3. 

Definition 1.6.3. The convex hull of a set Sc Lis the set of 

all elements of the form 
/'I, 

2J o(. )(. 
(, " 

L = I 

Theorem 1.6.1. The convex hull of a set is convex in the sense 

Of Def.1.6.1. 
rt- s 

Proof. Let z ot . X. Z f3z :Jc: €- E 
C, I,_• 

i, = I L (, ) 

f\, 
,=, s 

Consider the form t"- .Z Cl(. )(... + (/-f-} z /3. J. where 0~1:4-~1., 
(. L L I. "= , i-;: I 

and 

Theorem 1.6.2. A necessary and sufficient condition tha.t a set 

S c L be convex 1s that, ot , °" ?::. o being any real numbers, 

(cl+;z) s 
Cf. [8], where this theorem is stated but not proved. 

s 
Proof. Ad necessity : Let S be convex, and let Z of; x, ~ S . ::, 
Then 5 

Col+ ;;z ) 6 o/i:. X ~ -
i =, 

which is in ot S + ot 5 • Conversely let 

o{. X. 6 S. 
l, L, 



S f=/l+S 

Form Z ot ce · )( · + '2) -;; ot \ >< ~ 
,• = I L C. 'ft ;; 5 +- I 

• Then 
-t-

We may therefore write for t his 6 ~.IL X _.e 
f. := I + 

where ~=, '"'l.,e = I and for 1 ~ .,t ~ s J 

and for s ~ ~ ~ t , 

14. 
J' "-

2) o/o/, + z ot /3· = al+ol ,·=, ' ,-:=, (, • 
or (c<+;z) 2t=' C'Y,e x.fl ; 

> ~.t = oto(,1 Co<'+~J-
1
.?:0, 

Hence the set inclusion goes both ways and the condition subsists. 

Ad sufficiency : Suppose for all ot', o(, ?: o , ( o1-+- ot ) S :::: ot S + °' S, 

s o( 

Thus s + 
ot s. 

Hence if x1 :> )(:t E- S so also is p.. x 1 + ( 1 - t-4-) x 2., , o ~ p.. ~ I • 

The construction for the general linear form is now obvious. 

In the discussion of a non-effective existence theorem 

in Part 5, sets of the following type will be useful. 

Definition 1.6.4. A set McLwill be called suitably convex 

if it is convex and has of L in its interior. 

Remark : The neighborhoods in the previously mentioned weakly 

topologised Hilbert space are of this type and are unbounded. 

Theorem 1. 6. 3. Let M , M 1 , M .z. be suitably convex, and let o(, 

be any real number. Then 

(1) there exists u E- -U... , U c Mz j 

(2) M =4=- Co) 
] 

( 3) M may not be a line segment through o ~ L # 

) 

( 4) M, n JV1 "- is suitably .convex , 

] 

(5) M,+ M "- is suitably convex . 
7 

( 6) o(. M is suitably convex. 



Proof. Ad (1) : M, is open o E ~\ , Def.1.3.1. 

Ad ( 2 ) : No U ( €- 7/4. ) = ( o ) · 

Ad (3) : No U ( €- U.) is a line segment by Post.1.2.5. 

Ad (4) That of M1 /'l M~ is obvious. Let x , J. be any two 

15. 

points of R, -== (M I n /YI .z) ~ . Then all points >. x + c 1 - >. 1 J- -; o ~ A 5 I; 

lie inR because they must lie in both µ1and M~. 

Ad (5) : o E- ( M 1 +M~)L by definition of sum. Convexity: If (a) 

X ' j ? M, or ). , J ~ M '1.. ' so also Ax+ (1-.X)J. ?fV1 1 ,tv1 z , 

Hence ). X -+ ( I - A) 'j. €- M I + M1v since o tM 1 ,fV1,._, 

If (b) x f M 1 (E-lv1~) 
' J f- M~ ( f "11 1 ); >. X t tvl,) (I- ,U 'J ~M~ 

) 

since ).. and I - ),. are < , o f M 1 ::> Mt • Thus the sum is in 

M1 + M2-. If (c) x.,J- ""e=" M1 ,MAbut f-M 1+tv1.z., then x=><,+X2.. 

d -= d ' + d ~ ,; XI ' 'J I !- MI ' )( 7. .) J l. E- M 2... ; A 'f-, + ( I - A ) d I ~ /'v1 I , ) x,.. + ( I -A) d ~ c- M.z • 
Hence ~ X + ( I - A ) J E- M 1 + /\I\ 2. J o ~ >- <: I · 

Ad (6) : o E- fvl L implies o E <X /vt <'. 

Let x , 1 J >,. x. + ( 1 - ,.\ ) d- E- ,; M '.> o < ,.\ ~ 1 
• 

Take x :i 1 E- c1 M • Then x I o1 , J. I c:1. E- M , 

>.x/o1 -t C\->.)J..lcx E- M, >-.~+(1->,)J f- r:JM Jo<,,\<-/, 

Remark : In general neither the logical sum nor the logical 

difference of two suitably convex sets will be suitably convex. 
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Because of the fashion in which the definition of 

a differential will be phrased in Part 2, an intimate knowledge 

of the properties of frontier points is desirable. Theorems 

on representability in terms of frontier points will also be 

useful in the theory of the integral. 

Lennna 1.7.1. In L , the line ). x , x E- L and fixed, >. 
a real variable, is dense~in-itself. 

Proof. By Theorem 1.5.2, >. x is a continuous function of .A, 

Thus given any open set S , o €: S c L , there is determined a 

real interval I , o E- T , such that f or any ). , A GI+ I( S) 

implies >. x E- J x -t- S • But I determines a poei tive integer rm (I) 

-1- I -such that fVl ~ frY\ implies IY\ A €- I . Replace ).. by C 1 + ,..,..- J ...\ 

on the line AX . ~ X:-- is a limit point of a sequence on the line. 

Lemma 1.7.2 . Let £ c L be a bounded set. Then for every X €- L 

there is determined A ( x 
7 
F) such that ). x €- F ( E); 

the frontier set of £ • 

Proof. Apply Def.1.4.1.2 and Lemma 1.7.1. 

Lemma 1. 7. 3. If E" is bounded, o c- E c L , then every z c- E 

is of the form z == ).. x , o ~ A ~ I :> X E- F { E ) 

Proof. Every z E £ lies on some line ). J. , ~ €- L • Let 

- ) * ).. * -= 1. , c.l . ~ ). ( f-- > A implY. ing fA-J E- f ). Then X { €- F ( E) == A ~ · 

The result follows by continuity. 

Lemma 1. 7. 4. U E -U... ") ol =F o ., ~ E- F ( u ) 

V f -U.. ot u .1'1 = V. otf:, t ~ J 
') '- {. . 

imply there exists 

'*., If -,0 is in the frontier set of a set U we write U f° • 



Proof. 

For any 

Hence 

By Post • 1 • 2 • 6, d U == V • Since ot U • = { ot U ) · 
~ l 

U~ EU there exists /'1- E- Ui such that n., €- f + 

* ot n., ~ o(, f + a1 0 = ot f + wi , w t- -u , 

17. 

o1U.::=:V .• 
' l, (. 

* u. . 
lo 

Now 17.. E U- implies at fl €- V, • Thus ot. ~ ls a limit point of V- • 
1., t.. r i 

Symmetrically, since f t- F{ U), 1 t is clear that d. p 1s also 

a 11ml t point of C {V.) , the complement of V. in L • 
' l, 

Lemma 1.7.5. Uc--U. ,r€-L; 

< r + u J _i + '° 
I-

Proof. Immediate. 

6 €- F { U ) imply 

- ( r + ul J,. 
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Some purely topological aspects of L are now consid­

ered, principally compactness and connectedness. 

Definition 1.8.1. A topological space is called compact, after 
I 

Frechet, if every infinite set in it possesses at least one 

limit point under the assigned topology. 

Remark : It is sufficient that every denumerable sequence have 

a limit point. 

Theorem 1.8.1. A necessary and sufficient condition that 

be compact is that every monotone decreasing sequence of 

non-empty closed sets 

' . , 

have a non-empty intersection. 

Proof. The necessity is demonstrated in [4] p 85. The sufficiency 

is mentioned but not shown in [4] p 86, and [10] p 259. We 

demonstrate the latter for our situation. 

(-U..~) describes a regular Hausdorff topology as remarked 

previously. Hence I'° ( ~ L) =j:= o implies there exist U., V (: -U.. 

such that f(U✓ p+V)=o . (Def.1.2.1). Also t,>t- ~· ,:>: ~Vf-U... -p +VcU, 

Let £ be any infinite set t;: L • Let U c -U.. • By Post. 1 .2. 3, 

U is infinite. Let a.
1 

f E • Put S1 == E 11 ( a. 1 -1- v), S1 = F, , 
(the closure). Let W, , Vv'~ ~ -U.. be such that ( o.. 2. ~ S'1 , a...,_ :\:= a. 1 ) , 

( ~
1 
+ W

1 
) n ( A. ;l.. -t- W,._ ) =- o • Take ~ f -u_ such that 

• By Post.1.2.2, there exists W4 c W
3 

n w''J... . 



Put 

are closed and non-empty with F1 :, F 2,.. 

• Then F1 and F2-

quite properly. 

Repeat this construction inductively giving a sequence 

F
1 

-:, F~ :> • , , ::, F~ -::> I • I 

such as the hypothesis describes. 

Let fr"k e- F"k. e F1i + I , k = 1, ~ , , , , • Since the Fit 
are distinct so also are the t-~ . Let { { 1r1t..} J denote the 

class of all such sequences. We ape to show that one at least 

of these sequences has a limit point. 

To that end, consider the class of frontier points of the 

non-empty I I F'"k. , denoted by F ('JI 'F"ft_ ) • We assert that for at 

least one "'fo f: F (ll F1,_ ) and any open set S , pt--> c L, there 

is determined M 0 -= M 0 CS, "'Jo ) such that S :;, some points in ~ 
0 

but not in FM -t 1 • For there exist points c S ; c F ( II Fh. ) , 
0 

Since the sequential inclusion of { F~ J is proper the above 

assertion follows. 

Therefore r'1 is a limit point of at least one of the 

sequences [ f -t--1,,, j } . But every such sequence is in E , 

completing the proof. 

Definition 1.8.2. Cf. (10] p 264. 

(1) If a point of a space is characterized by a property E, 
it is called an £-point of the space. 

(2) A space R is said to be closed in re lat ion to all of 1 ts 

E -points ( E -closed) in case it is impossible to add to fe 

a point t such that in the extended space R $ r 
(a) 3 is an E -point, and (b) f is not isolated. 

(3) x E R. is a X. -point if there exists in R. a denumerable 

sequence converging to X • 



Remark : For example the complex plane, although locally 

compact, is not compact in the large (it has sequences such 

20. 

as ,,~, 3,,,, ). Addition of an ideal point, the point at 

infinity, with a stereographic remetrisation that changes dis­

tance but not convergence makes the complete plane compact. 

This may also be done for a locally compact Banach space. 

Cf. [11] p 221. 

Alexandroff and Urysohn indicate but do not prove a 

theorem of the following type, [10] p 265. 

Theorem 1.8.2. Let R. be a regular topological space. Vide 

[ 4] p 68. A necessary and sufficient condition that le be 

compact is that it be ;t-closed. 

Proof. In a Hausdorff neighborhood space the neighborhoods 

are open sets, 

Ad necessity : Let R. be compact. Let U
0 

(f') be any neighborhood 

of a point -Jc • Then by regularity we have inductively 

u, r ~) c u
0 

( t,; > ) , , , ; u'k ( "fo; c u1e, _, r '"fo) , 

quite properly. Thus u, :::, u~ :, ' , , ;:, Uk :> , , , 

properly, where the bar indicates set closure. 

Consider the set of sequences [ { p,,,,, } J =- { UA-1 e U,,,,,+ 1 ] • 

Every { f M J has a limit point by compactness. ~ is the limit 

point of at least one such sequence. For let V ( J,) be any 

neighborhhod of ~ • If V("fo) c 1J. v,,,., the statement is obvious 

for then VCri) overlaps the sets UM for some determined /YI O • 

Let V("p) c 1J UM • Then the above process is repeated using V{--p) 

in place of~ (f) and a fresh denumerable sequence is added to [ 7'.'l'J • 
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Hence the arbitrary V{-Jo) is penetrated and fm ➔ p . Every p E /e 

is a X- -point. 

Ad ?C -closure : Suppose a non-isolated point t could be 

added to R.. such that in R. @ l , 6 is a lC -point. Then 

there is a distinct termed sequence { 6/11 f, i
111 
➔ i . Deleting 

l , { 6,-YI} is an infinite set of R. with no limit point, de­

nying compactness. 

Ad sufficiency : Suppose R is not compact. Then there exists 

in R. at least one sequence [ 1'm] , -f,; -:f. f,.,,,, , with no limit point 

in R. • Then we can add to R. a non-isolated point f such 

that Pm ➔ b • To this end, define for the extended space R ~ b , 
co 

UM ( i ) 1 $ • 2' U ( t,• ) 
1,. -=IYl+I 

where 21 is a set theoretic sum and the U{~.)are chosen by 
' 

the separation axiom such that U('f,·)/'J U{1.)=ofor ,· :I=- J., 

Hence R is not X. -closed, completing the proof by contradiction. 

Remark : Every point of L is a X-point by Lemma 1.7.1, but L 

is not Z -closed since it contains sequences such as { m "fo J 
F fixed, /)1 taking integral values. But if '- possesses one 

compact neighborhood it may be prolonged into a compact space 
I 

after the fashion indicated by Frechet in [12] p 351. 

Theorem 1.8.3. Every compact set in Lis bounded. 

Proof. Vide [6]. This is of course expected since compactness 
. 

generalizes the Bolzano-Weierstrass property. 
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Corollary 1.8.3. Every bicompact set, Def.1.8.4, in L is 

bounded. 

Proof. A bicompact set is compact. 

Remark No unbounded set in L is compact. 

Definition 1.8.3. A system of sets of a topological space 

constitutes a covering of a set A of the space if each p~A 

is also in at least one of the sets of the system. 

er. [4] p 4?. 

Definition 1 .8. 4. A set A in a topological space is said to 

be bicompact if every open covering of A contains a finite 

subset that also covers A • 

Theorem 1.8.4. If a set Sc L is compact, then every Cauchy 

sequence that penetrates S infinitely is convergent; 1. e. 

S as a relative space is complete. 

Proof. Such a sequence is an infinite subset of S and hence 

must have a limit point. 

Definition 1.8.5. A set ScL is said to be connected if there 

do not exist two non-vacuous, disjoint, closed sets such that 

s C M, $ /\1,._ 

Remark : Connectedness is a topological property by [4], 

Corollary p 53. 

Theorem 1.8.5. If S, Tc:: L are connected, and o( is any real 

number, then ot. S , S + T are connected, and R <. L , - \ ~ ~ < 4- I 

imply that ~ 'R. is connected. 



Proof. ()(, x on S to ci S is a homeomorphism through Theorem 
........ 

1.5.2, and connectedness is a topological property, giving 

the first result. 

Let r' €: T • Then as above, f + S is connected. T+ S 

is obtained by a continuous displacement of this set. 

The last result is obvious. r) b f R. imply (3 r :> 13 i f- /3 re. ) 
- I ~ ~ ~ + I , and the segments f-, f' , f> 6 are self connected 

and joined to one another at the origin • 

Remarks : . · R. need not be connected. S need not inter-

sect T . An example in the appendix will show that all of the 

fundamental sets of the assigned topology (-U.) need not be 

connected. 
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Part 2. 

This part is concerned with definitions and elementary 
/ properties of topological differentials, of extended Frechet 

[16] and Gateaux [17] types, and of derivatives, devised and 

developed in collaboration with Professor A.D.Michal. Cf. [13] 

and [14]. For further properties and discussion see these lat­

ter papers. 

We are principally interested here in developing 

sufficient machinery for the sequel. 

Definition 2.2.1. Let tcx) be a function defined on L to L, 

al though not necessarily on or to the whole of L • If there 

exists a function t ("; z) on L ")( L to L , which satisfies : 

(1) 6 (x 7 z) is linear in z. , i.e. additive and continuous, 

( 2) given p > o , there is determined a V (?) E- -U.. such that 

for some VElA... , which has pz. as one of its frontier points, 

, 

whenever z. ( * o ) E- \/~ , 

then we shall say that b ( )(..) has a differential b ( x O? z.) at X = X c • 

Remarks : We notice that if · L is specialised to a Banach space, 

l.e. subjected to a norm topology, the sets U being the spheres 

II x II ~ &' , U (, the open spheres / I Y- I/ < $ , the usual Fr~chet 

differential for a function on P.:> to (3 arises. 
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The translation of Def.2.2.1(2) runs 

determined € ( f) > o such that 

given p > o , there is 

II 1,cxo+z) - tc-x.0)- tcxo,z.) II<: llp-z.11 f II -z.. 11 , 

for all I l z 11 < €, z =#= o • 

The general non-metric character of these spaces 

of L -type apparently inhibits, under this definition at least, 

the consideration of differentiability for transformations 

between two distinct spaces, as is common in the Banach situ­

ation. There the liaison induced by the two norms mapping on 

the same set, the real numbers, permits the notion. Here, 

however, points selected from one space could not, in general, 

be frontier points for the U lying in the value space. 

Theorem 2.2.1. If t<x) on L to L has a differential t(~0 7 z) 

at x = )( 0 , then tcx) is continuous at X-== X0 • 

Proof. By definition f ( X
0

-+ z) 6 ! ( x
0

) + ;C ( X 0 ; z) + U,· 
fZ. 

for z t V~ ( f) . By Post.1.2.5, there exists a set of ot such 

that t (x 0 ; z) G ot W , where W f U.. arbitrarily. By continuity 

of the differential at z-= o , any open set W, determines 

an open set S , o ~ S , such that 't ( x O ; 2.) €- ot' W 

for 'Z. E- V, · ( f ) and 6 ( x O ; z ) (- Wi for Z €- S ( W) . 

Consequent1yf(K 0 J• z) G-W. for z£.:l.(V, S)=I(t,W)J 
b '- ' ' 

I open, of I . Put W,• -1- LJ. P -z = R ( z r W) , R open. But 
.. > > 

z. depends on p and W , vyhich are arbitrary. Hence let re 
be arbitrary, determining f and W and hence T . Thus 

ZGI(R.) implies ( ( )(
0 
+ z ) €- t {x,) + R. , I and R. open. 
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Theorem 2.2.2. Let t(x.) have a differential tcx 0 ; 2.) at X =Xe, 

Let o{, be any real number. Then o( b ( x) has a differential 

at X = X
O 

• given by o!. f ( x O ; z ) . 

Proof. We must show that for p > o arbitrary 

of. b ( Xo + z. ) - ct t ( X o J Z) 

for z ~ ~ Cfi), z-;;/= o • In Def.2.2.1(2) take p = "f /ot . 

Since f' and f are arbitrary and Ol is fixed ~- ( / / ot) -= ~- ( j), 

For z f ~ ( f) , then, we also have 

p Z/o(. 
ol. :t ( XO ; 'Z ) f; ot t (XO ) + o( ~-

p % / o1, -'f"'Z:. 
Apply now Lemma 1.7.4, giving at U • = U-

~ ~ 

o/ b ( x O ; -z.) is continuous in z. by Theorem 1.5.6, and 1s 

obviously additive. 

It is also possible to define in L an extended form 

of the Gateaux differential [17] usually defined for normed 

vector spaces. 

Definition 2. 2. 2. Let ,& (x..J be on L. to L • If there exists 

a function b ( IC J j ) on L X L to L , such that given any U tu_ 

there is determined $ (U) > o so that for all / .>i / < £:, 

then ( (x 0 , J ) will be called the extended Gateaux differential 

of (Cx)at X = X
0

° 
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Theorem 2.2.3. If t(x} has an extended Fr6chet differential 

at X = X0 , then 1 t has an extended Gateaux differential at 

X = ~
0

, and the two are equal. 

Proof. In Def.2.2.1(2) put z == >. J. . Then 

t ( X0 --t ,\ J ) - t ( X o ) A J ) f t ( Xo) 

for ~ J ~ V:· { f), wherein 

). J., IAI< ~ (~Cr)) 

J- is held fixed. By continuity of 

implies ). i f V'-. ( f ) implies 

6cx 0 -+~'l-) >. tcxo;~) 
- f' d, 

~ t { X 6 ) -+ A ~- ; 

using the linearity of {tK 0 ;z) in z and Lermna 1.7.4. Since 

J. is fixed U f j = U ( f) • Conversely, selecting U deter­

mines f and hence V so that V = V { iJ) • Finally 

I >-. I < S = $ ( V) = S { U ) implies 

6 ( )(o + ).. ) ) ). t { 'I< o) J. ) E t { Xt, ) + .AU . 
L 

where b ( x O , J ) f { X o ; 'J. ) • 

Remark: It is possible to phrase the extended Gateaux differ­

ential as a limit. First write 

A- I [ 6 ( Xo +). :J ) - t ( X0 ) J - t ( X o ) J ) 
for / >. I < S ( U) • Now form the sequence 

where ).. is any fixed number. By taking r, sufficiently large 

can be made as small as desired. Hence whatever 

~ any selected U determi:1es, an m
1 

is determined so that 

for M ~ m
1 
(U), l>.I < $(U). Thus {Cx0 ,)) is the limit of f 1,cnJ 

as rn ➔ oo • 
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Theorem 2.2.4. I 
If the extended Frechet differential exists 

at X = X0 for a function 6 (x. ) , then that differential 1s 

unique. 

Proof. Apply Theorem 2.2.3. Then the uniqueness of (r't(o; 'J.) 
follows from the preceding remark and Theorem 1.4.1. 

Let t<a ) be a function defined on a real number inter­

val to some set c L • Then one may define a derivative for 

b ( d ) as follows 

Definition 2.2.3. If there exists a function t 1(ot ) on R. 
to L , such that for any U f -U.. there is determined J' ( v) > tJ 

with / >. I < ~ implying 

A - I C b ( do + A ) - b ( o( o ) .:J €- t I { clo ) + U,; ; 

then t ' (~ }will be called the derivative of 6r«J at ot==-«0 • 

Remark : Properties of the usual type hold for this derivative. 

Theorem 2.2.5. If t 1
(ol0 )exists, then it is unique. 

Proof. For Def.2.2.3 implies a sequential approach to :{ ' (eta ) 

as in the remark following Theorem 2.2.3. Uniqueness by Theorem 

1.4.1. 

Theorem 2.2.6. If ((x ) on L to L has a differential in the 

sense of Def.2.2.1, at all points of a convex set Le c L 

(Def.1.6.1), then if >< 0 , x1 € Le 

'f ( t ) 

has a derivative 'f ' (-t) for all t: €- L O 
7 ' :J • 



Proof. Since b ('1<; $ x) exists for all x €- Le , t { x 1 £ x ) 

exists for all x ~ Le • Hence phrasing b (x) J x) as a limit 
- 1- m \ we have, putting A . ~ -= ,,.. rn , 

~ .A-I[../(~+>,. Ix) 
M b In 

.AM ➔ 0 

Since Le. is convex J $ X - $ t ( )( / - )( O ) • Thus 

~ I [ t (x + t(x -x )+>. ~-1:(r;-)(. ))- .P(-x +t-t~,-)(o)J] 
).. o I o 111 I o b o 

I"" 

..P ( X" + f ( K - X ) ~ t ( X - X0 ) ) 
- ~ o Io, I 

.k:._._ ~- I [ 'f ( t + r-, ) _ 'f ( t ) :J = 'f * , o < -/;- < I , 
t'- ➔ 0 

Note that x
0 

, X I are only abstract parameters. 

Thus 'f * = 'f 1 
( t ) exists uniquely for all -/:: €- C o:, I :J " 

Remark : A weaker theorem, { ( x: , $ >C ) implying the unique 

existence of 'f 1 ( t) , is tacit in the above proof. 

For further properties and theorems see Part 4. 
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Part 3 

We develop here the technical facts necessary for 

a discussion of existence theorems for equations involving a 

derivative of the type of Definition 2.2.3, and for a consid­

eration of further differential properties. 

The concern is with an integral of Riemann type for 

functions on {( , the real number system, to the space L 

with topology described by (-U.) • It is frequently possible 

to abstract to some extent the classical Banach space technique 

of Kerner (18] and Graves [19]. 
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Definition 3.2.1. Let {lex) be topologically bounded (Def.1.4.1) 

on the real interval Colo.>o( 1J to L • Consider any subdivision 

TI: of [ ot,, , ot, ::i , 

o/0 == ot, < o(2.. < I I I 
c::::: « 

"Z,) 
< I I I 

Let Pv be an arbitrary point in ( of.,; , ol.,; + 1 ) , ~ < f v <: ~+ 1 .J 

.J = 1, , , . Jrn-1 • Then, if given any U E- U , there is determined 

a real S { u) > o such that for all subdivisions TL with 

.€, u · t-. (d - o( ) < ~ ( (d ri ) has the same sign as V v+ I -z) - • 'V:, v+I 

[0(' 0 , ot 1 :J ), there exists an element I e-- L such that 

for every choice of f3-v f- ( °' v , ol v + 1 ) J 

z; - ~ t t 11 v) ( ~ - -;;- ) €- r + u, 
7r 7f' +I V L ) 

I is called the definite integral of b(o() from at1;, to al1 

[ ~, 
and is denoted as usual by ~ i ( ot ) d. a(. , 

D 

If I exists, 't (ot) is said to be integrable on Co/ o, «1 :J . 

It is also possible to phrase this definition in terms 

of partial sums. 

Definition 3.2.2. 'By Def.3.2.1, a S -subdivision re- determines 

an en-subdivision, i.e~C«o.,d,Jinto /YI parts, M~fY\
1
(U). The 

limit of the sequence of partial sums 1 °m 1 
m-1 _ 

= z ,do/ -f((J ) 
v=I v f, '1.J J 

Ll r£ 
V 

as fY) ~ oo , 

o{ - o{ 
v+I -.,J J 

if it exists, is also called the definite integral of b Cot) 

from ot
0 

to at1 • 

Remark: This might be phrased as a Cauchy condition and a 

complete space used. 
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Lemma 3.2.1. The I of Def.3.2.1 implies the existence of the 

c ( ol\"l-'> c ) of Def.3.2.2 and the equality of the two. 

Proof. Obvious. 

Lemma 3.2.2. If the integral of Def.3.2.1 exists for a func­

tion {C~ ) , then that integral is unique. 

Proof. I implies o which is unique by Theorem 1.4.1. 

Hereafter when completeness is required for L it 

will be assumed explicitly. 

The following theorem is obvious, using a direct ab­

straction of the usual proof. Cf. [19]. 

Theorem 3. 2. 1. Let C ( o1 ) , j ( o/ ) be integrable on [ o/,, , ol I J 

to L • Let o( be such that ti
0 
~ ;;-< ot1 • Let t,>- be any real number. 

Then 

(1) J 

(2) 

( 3) 

For the third statement L must be complete (Def.1.5.5). 

With the essential restriction that the range of a 
c..t 

function 6c c1. ) be a closed, convex set L, c L (Def.1.6.1) , 

the following mean value th~orem may be stated. 



Theorem 3. 2. 2. Let L be complete. Let ). (cl) be on C clo , ol 1 :J 

to the positive real numbers. Let (Cot) be on C~o, olJ :J 
a a 

to L, c L , where Le, is a closed convex set. Let .A ( ot) 

and .>. (d > b ( o<) be integrable on Colo J «1 :J • Then there exists 
cL 

an element x f L, such that 

at I f ).(o() f Cot} Jot. 
«, f ).(ol) 

r,/D 

Proof. Consider for any rn -subdivision the element -I ft'I-/ 

:¥ 
in-I 

ot-J . ,,\ ( P.w ) t ( 13 v ) J L.z/?, L1 tX . .A ( f-z1 ) J . C ~ LI 
CM - Z,) 

v: I 
0.. CA ~ ~ 

Since L c is convex and 6 (fv) €- L, , 0 €- LC • As /n ➔ co, /n 

o* t ends to a unique element X by completeness which is 
M J 

CL in Le. since this set is closed. Hence 

ot, a1, 

f ). (ct) t ( ol} d ci - f ). ( d) oL c(, • X 

~ ~ 
" 

Remark: It would clearly be sufficient to require only that 
cL 

every fundamental sequence penetrating Le infinitely be con-

vergent. Cf. in this connection Theorem 1.8.4. 

Corollary 3. 2. 2. Let (ct>( ) be integrable 

- c...L Then there exists x ~ Le such that 
01'1 

f t ( ol. ) d,. of. - ( o1, - d" ) . X 

°'o 
Proof. In the theorem put ~ ( ol) == I • 

c.1. 
on Colo , ol, J to Le. 



Definition 3. 2. 3. Let { f IY/J > !be a sequence of functions on 

C cr0 , cr1 :] to L • [ C,/ol. > J will be said to converge uniformly to 

a limit function b (ot) if given any Uc U.. , the same for all 

, there 1s determined a positive integer ;n
0 

{ U) 

such that ft'\ '?::. f't'\ 
0 

implies f 1h ( ol ) e: b { al J -+- V" 
for each 0(, c C °'o, o1, :J , 

Theorem 3.2.3. Let L be complete. Let each member of the 

sequence f fm{c()J be integrable onCtto,«,:I to L • Let [ t
111

{ctJJ 

converge uniformly on Ccio, ot, -:J to [ (ct) • Then 

(1) integrable on Coto, cr1 J , 
c{I ot 

(2) IYl ➔ «> f b M ( d J J.. a{ = E I f ( <i) J. ti· 
o/D 0 

Proof. Letting Tr be any fo -subdivision of [ olo, o/1 :I , 

writing o1 - ti = L1 -;j" _, , using the uniform convergence v+, "ll v 

hypothesis and Post.1.2.6, we have 

Using Post.1.2.? inductively, /'f'I ~ /YI O implies 
"f - I 

2} L1 ot -.1 f m ( ~v) 
-v-=J ~-/ 

where u "¥(f U) = 2J -i>ll • 
.,_ v=f 

C,d 
Now effect a 1'1t - subdivision of [i0 7 

o<'1 ] such that 

(1) 

r- I 

€- 2] L1 ll'v 6 ( f3 71 ) -+ ) 

ct = ot ck,< tJ t"k.} < ol r~J < , . , .c:: -;;- c"lt J < Bl -lt.J ~ ol :=. 
o , - r, - i - - -r1 - rv --cJ+ 1 

, I • 

_(-It) -Cn) 
~ GY-p~ _ 1 <= ot -,.ft.. - ~ . 

Then the partial sum has as ' a typical member 
"f,_ - I 

-- (?J 
~ (2) 

V:::: I 

with a ~1. that ➔ o • 



Then for any selected 1z.. , { o~ ~ converges 

as 1\ .. ➔ a, • 

35. 

Note that the sequence f ~ 1, has ~ ➔ o • Hence the integral is 

being approached as a limit and one may find/11"1 (u) such that 
0 

-k.:> i ~ /vY\ 0 implies 

( 3) rit f- ~ + U, , 
(, 

In (1) take tn-=- m
0 

, and take TC= TT:"k. == ~ • Then 
~ -I ~ 

u."' (4) 0~ 
f z LJt({ ){{13.(n_)) + and 

v=t V V L 

"fo, - I 
A cxv { .R) { ( /\,,c.e;) #-

(5) 0 f. e 2J -+ u. .e ' v=, 

+ (/ . . 

~ 

This considered as a ti~ sequence is therefore fundamental 

and by completeness 
-fa, - I 
~ 2] L1 « (-4_) -f ( 13 ( -4_ ) 

v==, v ti ,- "i.l ) is convergent. 

But since E~ ~ o as -ft increases, 1 t follows that t ( o<) is 

integrable on Coto 
1 

ot'1 'J • 

Now in ( 1) let S ➔ o , 1. e. f ➔ a, • Then, clearly, /YI ~ /YI 0 

implies o1, 

S' tr>,(~) clol 
~ -A<:-

f J t {al} J. ~ + u,. . 

The proof 
«o 
1s completed 

o/0 

by the observation that U "'° and U 
. 

are arbitrary since their composing sets were such. 

' 



This section develops the fundamental theorem of this 

integral calculus. 

Theorem 3. 3. 1. Let 6 ( «) be continuous on [alo, ot1 J to L . 

Let tl decompose the closed interval C«-o ,«, :J in such a fashion 

that for any two points [3 1 , P~ of any interval of the decom­

posi t1on and for an arbitrary U (: 7A... , '( ( (! 1 ) - b ( (3~ ) f- U,. 

(a uniformity condition). Further let n be obtained from 7l 

by the intercalation of arbitrarily more end points. Then 

there is determined a bounded set T , o f- Tc L , such that 

Zt-Z+-1 
rr 7i: 

( 2 as in Def.3.2.1). 
µ:-

Proof. f _ ~' Li ot: t ( f: ) , v = I :J , • , ; /WI > M J 

ZJ _ ~ LJ /Xe"- t ( (3t" ) :, t"- = I,,,,:, M -/ , 

Consider :ny subinterval ( o1J; ot ~+' ) of 77:' , 

f3: c- (d~,a-~-zJ+I). This interval is in some (Oft'--., otf---+I) 

of 7l', properly or improperly. In general suppose that 
t- T -;f ;f- - - ) 

(olv}o/11+ 1 ); .,. , (ctv-1-A ,ot,.1+;.+,)are all in ( ol~, o/1:4-+i • 

Then by hypothesis we have the r' relations, arising after 

suitable multiplication, 

+ u. 
' 

Hence, via Posts.1.2.6 and i.2.?, remembering that 

"A'- ol ot* 
ocv-::: t'-, v+A+t =-olf-4-+I; 

,.\ 

(1) 2J 
p=o 



The VV above depends not only on U but also on Tr: , W 6- ~ • 

By the continuity of b (ot} and Theorem 1.5.3, {;(of) is to a , 

bounded set Sc L. Hence W may be replaced by a bounded 

set T ( U, 'If ) C W (Theorem 1 .4.4). 

This is quite equivalent to the extraction from U of a 

bounded set E , Of- E, and writing for the set on the r.h.s. 

of (1) 
,.\ 

z ;I< 
E E L1 ot 

(2) f =- D 
V+f ) 

where £ is bounded by Theorem 1.4.4. 

By Lemma 1.?.3, all elements of£ are of the form ,,\ X , 

X f- F { E ) o ~ A !: I • Now by ( 2) 

(3) E cJ-ot! E+ tx~+i E+ ,,, -«-rJ:). E+ ot:+~-f-l E. 

Consider the set a,1 E -+ a."' E , o < a 1 :5:: a.-t. . 

The frontier of E is represented parametrically by X t= Ff E)., 

the frontier of az E by a.;z X , as in Lemma 1. 7 .4. 

Construct from a~ E the set E;f---= £;,y.(a:l. ,E), that contains all 

points of the form A a:{ X 
1 

x t-- F ( E) , o < A :5. I • 

Now certainly a{ E c. E-;r. and a
1 

E c E;t-- • E;t,---is bounded. 
r.- ;f ;r-- -~ 

Thus a 
I 

c + a~ E c. £ -+ E :' E { a.~ :, E ) . 

Finally, by finite induction the r.h.s. of (3) is included in 

a set G- ( otf:"-+, , U ) • 

The idea of this process has been to obtain a set for 

the inclusion (1) that doe~ hot depend on all the end points 

of 1C but only on the extreme right hand one. 

Now for each of the intervals of 71:" we have a relation 

of the type, via 
,.\ 

2J .LI ()( -t= 
p=o v+f 

(1) 

t (fr~+f) e- L1 pt~ tt13~) + 
wherein G- depends and U • 

G-) 



By addition of al l such relations for each interval, and 

application again of reasoning similar to the above, we have 

the desired result 

2 f 2J + T(°';;U);) ot-T.J 
1!' 

where Tis bounded. 

Theorem 3.3.2. Let t(ot) be continuous on C.o!o:,Ct'/ :J to L • 

Let L be complete. Then t {ct) is integrable on Cot0 , «1 ] • 

Proof. Let[1Ll\'l3be a quite arbitrary sequence of decompositions 

of the interval [~o, ot1]. Let b° ➔ o , i.e. 
1)1 

.R J _ -(tn) I 
• ~ • 1.r. A ot v ➔ o with M- • 

By Theorem 1.5.1, b(d) is uniformly continuous. Hence 

ot f <X + J ( P J implies t ( ot J e-- t ( d} + ? , P open, 

o €- r,;, c L • Let o be such that ± o €- T. Then there is deter-

mined im
0 

( o) such t:hat rn ~ /WI O implies c5'1Yl < i . Let also ;m ~ JWl 
O 

, 

-Then for a.ny two points ol , ot of a subinterval of ~ , 

or ~ , 6 (al) c-- f { d J -f- 'P . 

Form by the addition of the effects of~ and ~the decomposi-

tion 7f= • Then by Theorem 3. 3. 1, taking ? = U • , there is 
L 

determined a bounded set T,ot-Tc.L 
' 

such that 

z f- 2) + T f at1 :> u ) ;J Z) €- z + Tf~) u). 
7r' JC 7rtn 7C a n 

By subtraction, for l»1, m > 
- /)'YI 0 J 

2J f- ZJ -+ 5 ( o1, , U') , ( S bounded) • 
7C "M-i m 

Since U is quite arbitrary and t>t1 is fixed, S may be taken 

in its turn arbitrary. Thus Y is imbeddable in an arbitrary 

open set. By hypothesis L is complete. Hence f 
hi 

converges 

to a unique limit. But 7f' 
M 

is arbitrary. (to1) is integrable. 
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Part 4 

This chapter considers various theorems representing 

the interaction of the integral and derivative theories pre­

viously developed. It also establishes the fundamental exis­

tence theorem for the most primitive differential equation. 

The functions used are again those on a real number interval to 

a suitable set in the space L • 

Theorem 4.2.1. If f Ce<.) on [o1",«,]to L has a derivative on 

[:o/0 , Gt1 :J (Def.2.2.3) which is integrable (Def.3.2.1) on 

[o/0 , ct, .:J , then ~ J t I ( a( ) d ~ = t ( «'; ) - t ( a'() ) , 
ot 

0 

Proof. Takec:(0 <~. Let UEU. arbitrary. By definition there 

is determined a real t(tJ )> o such that, for every subdivision 

1l' with -l.u. t-. Llot < S and for every ~ c- (ot ot ) 
-v v rv v) v+I 

Of 0£ h 1 , we ave 

Now for each f ~[«o,a,]there exists a positive number~.:'.:: i(l/) 

such that for each point f3.' of C.«o )o/1 :] satisfying J (-3 1
- 13 I 5. 'l3) 

( 2 ) t ( ~ I ) - t { f-, ) - ( f3 J - (3 J t I { f> ) €- I p, I - [! I U'-· , 

The open intervals Yr-, = { p, - ~ < f 
1 < p + t:-fl ) constitute 

an open covering of Cato, ot 1 'J • Applying the Heine-Borel theorem 

a finite set of them, with centers at P, <. f'~ < 

also cover Colo, ot1 :J , with f1 =- i:v0 J f IW\ = ot
1 

, 
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By (2), for each T~, when[3fT~ or is an end point of 1~ J 

{ 3 ) .f ( p J - t ( I "k ) - b 1 
( f -k ) ( f - f ~ ) f- If - f 1t I l{· · 

Then by a simple extension of the reasoning used by Graves, [19], 

{ 4 ) 6 { ~+, ) - t { A(v ) - b 1 ( f v ) A d .,1 c ~ dv ~-

for every v . Hence by (4) and Posts.1.2.6 and 1.2,.?, with 

W now arbitrary 

(5) 
2] C f ( olv+1 ) - f ( olv ) - LI~ 61 

(Iv) J c- ~- l 

so that with (1) 

2] C-f(ot )- ..f(d )] 
-b -v+I b V 

T 

But for any 7l', the sum above is 

Hence 

But wi' is arbitrary. Therefore 1 must be in each member of the 

sequence of Post.1.2.4. Thus l can only be the zero element, 

completing the proof. 

Theorem 4.2.2. Let [(x) on L to L have a vanishing differ­

ential trx j z) (Der.2.2.1) at all points of a convex set 

Le c L • Then 6rx) is abstractly constant on this set. 

Proof. 'j 1 ( t) exists by Theorem 2. 2.6, and ':f 
1 

( t-) = O 

for o .S + .<:: / • Hence p 1(t) is integrable and by Theorem 4.2.1, 

':f (I) - ';f ( o) =- 0 • Since 'f' { f) =- t ( )<o + t- ( K, - XO ) ) l 

b ( K1 ) = b { )<
0

) • But x1 , X
0 

are any two points of Le. . 

Hence t CK) is constant over Le. • 
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The following theorem is similar but has a somewhat 

different proof. 

Theorem 4.2.3. Let L be complete. Let 't(K} be on L to L . 

Let the differential 6r xi z) exist, continuous in X , for all 

points of a convex set Le c L • Then 

I 
1f { x -+ oe { x - x ) · x - >< ) J, ot = ( ( x:i. ) - -If x1 ) .) x, .) x 2 c Le · 

/ ~ IJ ~ 1 6 
0 

Pro of. Ir x1 , Xi €- L c , X =­

Th en by linearity, b C X; z ) -= 

x
1 

+ ot rx;1.., - x
1 

) ? Le ;, o ~ t;t ~ /. 

'f'{x : +o1<x-x),x.,-x1 )dol, 
b I ' ~ I J ... 

) _ ~ j(d+cfd)- '-f{d) _ cJ. '/ 
- do/➔ O ~o(, - µi 

for all o1 {;- C. 0.,, ::i • Take r ~ :::::.d..ol.. Since 6 {x; z J is contin­

uous in X it is continuous in oc , and hence by Theorem 3. 3. 2, 

since L is complete, ol lfJ /old is integrable on Co;) 1 "] • 

The result follows from Theorem 4.2.1. 

Definition 4.2.1. Let tcot J be on [of0 ,Dl', 'Jto L • If there exists 

a fun ct ion F ( f"-) such that F ( f--) ==== J f'-6 (ct' J ti ot 
«"o 

for all f- t C.q'o 
7 

at. 1 J , it wi 11 be called the indefinite integral 

of t(ri) • 

Remark: If ({oi} is continuous on Colo,ot,J it 1s integrable 

on every subinterval and F {f--) exists on C«'0 7
ol1 "J to L • 

Lemma 4.2.1. Let l- be complete. If tcot) is continuous on 

C«o 
7 

ot,1 :J to L , and if ;\ > o) ot0 ~ f<-- < f"- -/- A ..::: CX; _, 

then 
-I 

). 



Proof. By Theorem 3. 3.2, b(c:i.) is integrable on every sub­
/ rF+-A 

interval of [olo, d 1 "J • Hence A - J;;. t (of) d of 

always exists for suitable .--1 • 

42. 

where £ is a bounded set. Construct the closed 

of E , ~u. f{o!) is clearly to {{f-)-+ E/,e_ 
convex hull 

• By Corollary 

3.2.2, f-+). 

A-I f t {o() ti(,( 
-
f-

- t {f) Eu cf 
where X t- -+ • As A ➔ o , Ee ➔ (o) • C 

Hence in the limit J x(o) = f{fA'). 

Theorem 4.2.4. Let L be complete. Let [{o() be continuous at 

d = f'"' • Then F 1 
( f. ) = ( ( f"' ) ( F ( f) as 1 n Def. 4 • 2 .1) • 

Proof. By Theorem 3.2.1, 

Also 

F(f--+>.)- F{fA-) -

F+A 
A -= f Jct. • Hence 

F 

These relations are true for A sufficiently small, i.e. for 

regions close enough to f- so that in them the continuity 

conditions on (Cd}apply. 

Again by Theorem 3.2.1, 

By Lemma 4 • 2 • 1, 

~ ;.- 1 C. F (F+A) 
.A ➔ 0 

giving the result. 



Theorem 4.2.5. Let F(d) be on [c10,c1,J to L . Let F 1 (of) 

vanish on [«'o, ol.. 1 :J and let F(ol0 } ==- o • Then F {of} vanishes on 

Leto, ot, :J • 

Proof. F 1(o!)exists on Colo,d1 :; to the closed set (o) in L 

By definition it is integrable 

f'-J F1(o1;Jd. 
o(() 

from ~ to f-- < o<1 • Hence 

• 

by Theorem 4.2.1. But I(1:J=o and F{rx;J=o. Hence F{f-)=O . 

Theorem 4.2.6. Let 6cot) be continuous on Colo ,ol, J to L • 

The indefinite integral tt"'- i lo! J d tx', , which is zero for 
0 

!'---==-c<. 0 , is the unique solution of the equation F 1
(f.,) = ftt,}• 

Proof. If there were another distinct function F ~ { p.) that 

satisfied these conditions, then F #-( °"'o ) = o , and 

F ;f 
1
{ f-) = trt-J • Then F ( «o ) - F #-( o(6 ) - J Coto } -= 0 

Also JI Cf:) vanishes identically in ~ • By Theorem 4.2.5, 

J ( f-) = o , and F and F ;,f'can not be distinct. 

This assures the existence of a unique primitive 

solution for F 1
(f--) =(tr-). 
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Part 5 

This part is devoted to a study along two essentially 

different lines of the existence of solutions of the differ­

ential equation oldlol..1:- = (Cf", d) where t(t-, d) is on Rx L 

to .L and d on R to L • 

One attack is through a Cauchy approximation technique 

for whose successful completion it is apparently necessary, 

for reasons mentioned below, to make rather severe demands on 

the form of the function [rf-,j), the space remaining locally 

unconditioned. 

In the other direction an extension of the Brouwer 

fixed point theorem 1s applied to yield a non-effective, i.e. 

non-constructive, existence theorem. But this approach, 1n its 

turn, while demanding 11 ttle of the form of t Ct:- ;, t )makes 

rather severe pseudo-local demands on the space, in the sense 

elucidated below, without affecting what is in general the 

non-metric character of the space, under the assigned topology. 



We proceed first to the non-effective theorem. For 

this discussion it is necessary to consider in some detail an 

abstract function space associated with the space L • 

Let F denote the space of all continuous functions 

on the closed interval [ o, I :l (this is selected for defi­

niteness; any closed real interval could be chosen ab initio) 

to the space L • By Theorem 1.5. 3, F is a subspace of the 

space of all bounded functions on Co., 1 :1 to L • If J ( ot J t- F 

then also by Theorem 1.5.1, J ( ~ ) is uniformly continuous. 

Obviously every point EL, i.e. the constant functions, lies & F. 

Theorem 5.2.1. F is alinear space. er. 1.1.1 to 1.1.7, p 1. 

Proof. Addition and multiplic~tion by reals are well defined 

through the postulates on L • x {o( ) + J ( ot J-== z ( II{ J means 

that corresponding points in L are added, x ( "'i ) + J { ~ ) -= z f IX'1 ). 

Similarly for A X{o!} = l.,A){d) • That ztct) anaw-<oc'Jare in F 

follows from Theorem 1.5.6. With the closures established the 

required postulates are verified through those on L. 

We topologize F in the following way, with 'set I 

as conditioned below again the undefined notion. Let there 

be given a set -U.. F of 'sets' ¼- c F where UF consists of all 

continuous functions on c. ·0 7 1 :J to a suitably convex set Mc L . 

Cf. Def.1.6.4. Then the discussions involving 71,.. F are thrown 

back on a discussion of the set JJJ of suitable sets M 
thanks to Theorem 5. 2 .1. 

, 
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Theorem 5. 2. 2. F is of the same linear topological type 

as L • 

Proof. Linearity by Theorem 5.2.1. 

Let Up , VF be any two neighborhoods of the zero function. 

Ad Post.1.2.1 : Let UF { t 74..F) rV /Vl ( €- J.J7 ) . Then 

M/'2.. + W'2... =- M , since M is convex. I.e. x €: /\11 J ></7.. c- Ml~ ; 

JV\ c. M/--z.. + /vi/-,__ J x;; d' t- /vi ; .X/7... + ';j. /'A. c- M .J M :J l'vy-..,___ + ~, 
OE- (Ml?-- )i.: , 
HenceN\/~ is suitably convex. Take WF ,....__,, ;t,1/;z, · 

Ad Post.1.2.2. : Theorem 1.6.3(4). 

Ad Post.1.2.3 : If ;V\ is convex, so also is N'-=M-M by 

Theorem 1.6.3 (5,6). rv' is such that if X E: /\I , then -X & N . 

To prove this statement : (1) let x E M , then - X c- - f.11 

- X -t- o €- NJ - )( €- Iv' ; (2) let X ?" /11_, €-'Iv/, but X c- IV • Then 

x=x
1
-x -;,, ) x, :>x,._ ~ M • Thus -x =x?....-x,jx 2- -x, €:-IV', 

Hence at Iv' c N for - I < o{ <- I by convex1 ty since O E ~- • 

Now we wish to show that there exists ft ::/=. o such that /3 N c /\1 .. 

For then f> N = N ;,r-- c: M . 

Both N and J\11 are origin centered convex (Def.1.6.2). 

Let K E- F ( /V1) , and suppose to avoid triviality that 

]: ( C C /\1 ) :> J:. ( M ? N ) ) =I=- o • Then for some X €- F ( M) and 

some ).. > I we have ,,\ x E FOi) • Therefore X e- A-
1 
F ( N) • 

Consider the set [ A_, } of such ~ -/ • This set is clearly 

bounded from zero since fv1 contains a U , 0 7"" F ( U), and 

ol. >< is continuous. Let µ = j. · J. . -fr . [ A -
1

} • 

Then (3 N C M • p 0( N -== oC N ~ c fv1 :; - I ~ D< ~ + I • 



Ad Post.1.2.4 : Let U f U. • Denote by UcoNV the convex hull of 

U • Then UcoNV is s:ui tably convex, U c UCONV • u 
• 

contains ~centered convex set a V , some V € -U... ✓ - I 5 o< ~ + I · 

Let x c F ( o( V ) ; x -=I= o • Take f3 = d , .1. • -fr , [ ..-\ - I] 

where )i X f- F ( U,
0 

NV ) • j3 is bounded from zero. 

(.3 UcorN C ol V C U • (3 UcoNv is suitably convex by Theorem 1.6. 3(6). 

Thus ever.y U l: -u_ contains a suitably convex kernel. Finally 

let U be successively the ~ of Post.1.2.4, giving the result. 

Ad Post.1.2.5 : Take any tr«Jt-F. Then since ff.ct) is continuous, 

it is to a bounded set Sc L • Hence given any U~-U.., there 

exists o{ with S cot. U. For any suitably convex M take Uc M 

since o ~ /v1 (, • Then t { ot ) c S c ~ ll c oc /11 • 

o( M is suitably convex by Theorem 1.6.3(6). 6 E Ur ..-v ci M · 

Ad Posts.1.2.6 and 1.2.? : Theorem 1.6.3(5,6). 

This completes the proof. 

Corollary 5.2.2.1. The topology (-UF) describes a regular Haus­

dorff topology for F • 

Corollary 5.2.2.2. If f , d- f- F and a, is any real number, then 

are continuous in 6 , j and ot. , b , respectively. 

Lemma 5.2.1. F is spatially convex in the sense of v.Neumann. 

Vide p 1. F is locally convex. 

Proof. For the first result we . show that if /v1 €- JJJ , then 
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That M+M::>:2.Mis clear. 

Let x, J t- M • Then X-+ J f- M -t M { X =/:: d- ) J (x+;; )/2.., ~ fvl+M)/2_ 

(X + d' ) / 7'. f- M by convexity. X + ;;. f- Z /V1., I½ +/Vlc 2./1, 

To prove the second statement take UF ~ 7A.. F :J fa1 /'V UF . 

Let 6((1(.J, J.(o<'J c M. Since Fis linear ~tCot)-,.(1-),)'Jfa'J~,=; 

for each ;\ , () ~ A < / • But 1\11 is convex. Hence for each 

t:(0 (: C o :> I .:1 ) A f ( c( 0 ) -+ { / - A ) J { ~ ) c /VI , 

Thus the local convexity. 

Lemma 5.2.2. Let J(f-) be on Co ,/ ::J to L 0 C L, of. L 0 • 

If Jd' IJt:4-- exists for allt4--c-[o.,1J, then J Cf',) is continuous in~, 

Proof. By Def.2.2.3, UtU, f-~ C. 0,1:J, /.\I<£ (1,1)_,f-+). €-LO)/] 

imply A - I C d- Ct:-,+ A ) - ';J Ct'-) :] ~ d ~ Id f'- + U ~ , 

Then d- ( f'- -+ A } - ~ ( fA- ") E >. C ~ I J. p- + U i: J . Here /). I < J • 

Let 5 be that open set consisting of all points of the form 

+ u) I ol. I < • Then I >. I < ~ ( 5 ) _ 
) 

implies J ( t:-- + >. ) - 1 ( r-, ) E- S . 

Lemma 5. 2. 3. Let F be an arbitrary open set, o c- E c:. L , 

Let M be any suitably convex set with o E--M c. L • Then if 

f ~M 3 is a proper real null sequence there is determined 

M 0 =M
0

(f:::>M)suchthatfY\?:,(Yl
0 

implies 0/1'1\M c £". 

Proof. Since E' is open, o ~ E , there exists 1./ ( e- vL ) C E • 

Apply the proof of Theorem 5.2.2 (1.2.4). 
• (X 

Lemn a 5 • 2. 4. Let I ( cl. J J ) = f J ( t- ) ol ~ . , 0 :5:. ot L.. I · 
0 

Then TC«., J) is a linear function of 'l,. on f to F , providing 

~ ( t;>-l is to M E- l:n and L is complete. 



Proof. First , it is clearly additive and homogeneous of degree 

one by Theorem 3.2.1. 

Second, it is defined on F since through Theorem 1.6.3 (5) 
.. 

M + M E- 'J11 if JV\ f J'l1 • It is also to F by the mean value 

Theorem 3.2.2. 

Ad continuity : This need only be shown at the zero function. 

Let E c F be open, o E- E. By Lemma 5.2.3 choose /Yl 0 so that 

rx/'rl M = N c E • By Theorem 3.2.2, ~ Cr-) t- IV implies 

~ o( d ( I:'- ) J.. t4 -== o< d ;t- r o!) and ~ ~ c- N • Since 

ot ~ C o :> , ::J and N is convex, we also have « j ;I< €= I\/ c E 

completing the proof. 

Lemma 5.2.5. Let N be a bicompact set c. L • Let 8 be that 

set c F consisting of all continuous functions on C. o:,, :::J 

to N • Then /3 is bicompact in F • 

Proof. Let _/( be any infinite open covering of /3 • Then 

if R e J?.. , let W be that set on N to which R. corresponds, 

i.e. which contains all the functions composing R . W 

is taken as the minimal such set. Then W is open. For let 

fl.. ( ri ) €- F ( f( ) • Then [l.. (ol ) is the limit of a sequence of 

functions C. Rv • f'L ( cl )~ fC • Hence for each value of ot t- C 0 , 1 "] ; 

ft ( «0 ) ~ F ( W ) by the definition of W • Thus W = V\(· • 
0 

Therefore corresponding to ..lL is an infinite open covering -uL 

of N • This contains a fini t~ covering since N is bi compact 

and hence .L.. also contains a finite covering, for the result. 

Remark : By a similar proof the same result holds for compact 

sets replacing bicompact ones in the above lemma. 
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Tychonoff [20] has given the following extension 

of the Brouwer fixed point theorem. Cf. also [21], [23], and 

especially [22]. 

Theorem 5.2.3. Every continuous mapping of a convex bicompact 

set of a locally convex linear topological space into itself 

possesses at least one fixed point. 

The abstract function space F is suitable for an 

application of this theorem by virtue of Theorems 5.2.2 and 5.2.3, 

Corollary 5.2.2.2, and Lemma 5.2.1. Tychonoff speaks of a linear 

space as being topological when a topological ordering has been 

introduced in some fashion under which the linear operations are 

continuous. 

The following existence theorem may now be stated : 

Theorem 5.2.4. Let t (I:'->~) be continuous in the pair t4- , J.. , 
and defined on C 0;1 I :J x L 0 ( o E- L 0 c L ) to a bicompact and 

convex set A c L , o & A • Then within the class of continuous 

functions J(f-) on Co,1:J to l- 0 , the differential system 

( 1) ; (o) = o 

admits at least one solution. 

Proof. A is bicompact, hence compact, hence bounded and complete 

by Theorems 1.8.3 and 1.8.4. Therefore the integral theory 

applies for functions to A 

By the theorems established in Parts 3 and 4, the 

solution of the problem is completely equivalent to assuring our­

selves that a solution of the integral equation 
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(2) ) 

0 

exists. 

Let AF denote the set in the space F that contains 

all functions } ( r-) c. A • First 1 t follows that 

f 
(X 

o J Cf-J J~ f- A . 

For by Corollary 3. 2. 2, f &>< d ( e-, J rA. t,A ==- of, j ., f e, A · 
0 

By convexity, since o €- A :, ot f = J * { l>I' ) c A :J J ;f- c=- AF • 

L o /l ,4 -=/=-0 • Let { ot m ) be a proper real null sequence 

and as in Lemma 5 • 2 • 3 choo s e fl\ 0 such that for some 1112:/Jllo 
) 

~/I;\ A C Lo • Put ~MA = A*which is clearly convex and, 

as a subset of a bi compact set, also bi compact. 

By Theorem 1.5.3, members of the class of continuous 

functions on Co , ,J to l-
0 

may be taken to a bounded set A* c L 0 , 

Since by hypothesis (( t:- , J c r,)) is continuous in the pair of 

variables, it follows from Theorem 1.5.4 that it is continuous 

as a function of 1;--- • Hence ~«. '{< t-4-J ';;J. (~ )) J.. f-"'-
is well defined. 

Since ( ( /A- J ; <I-" J) is a given fixed function, the 

above remarks show that 

( 3) 2 ( rJ } 

is an integral transformation taking 

into itself. 

A ii'- CA* ,v A .f A "I- c AF ) 
F F , F 

By Lemma 5.2.4, (3) is a continuous transformation 

and by Lemma 5.2.5, A"'- is bicompact, and clearly convex. Thus 
F 

Theorem 5.2.3 applies and at least one solution of (2) and hence 

of (1) is assured. 
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Remarks : This technique apparently furnishes no information 

as to the uniqueness of the solution achieved. 

It is to be noted that the conditioning of the 

space L by the requirement that a bicompact set be imbeddable 

in it does not inhibit the assigned topology. For example, any 

finite line segment in L is such a convex and bicompact set, 

and in this connection compare particularly f 5.5, where a 

solution in this pre-existing situation is explicitly exhibited. 

That is, A is not a neighborhood nor will it in 

general contain a neighborhood, for these are in general un­

bounded. Thus the imposition is not local in the customary sense 

of that word. In particular the non-metrisability of the space 

is not affected. We feel that such pseudo-local conditions have 

an as yet unmarked importance in the theory of linear spaces 

such as these. 



When the Cauchy method of successive approximations 

is applied to the differential equation J. J I J.. f' -= t ( fw ') 1 ) 

to construct a solution in the small for spaces in which a norm 

is defined, a sphere is selected for a Lipschitz condition in 

which the differences of the function values of .( C f:A- ') d- ) 

are required to lie, uniformly independently of~. That is, 

it is supposed that there exists a number M > o , independent 

of f- and J. such that 

(1) II t c p..) 'd- } - r ( t-"-? J ) 11 < M , U ~ - ~ II , 

The rigidity of the norm obviates any essential knowledge of the 

form of the function tcr,,J). 

One natural way of abstracting this condition to 

our situation is along the lines of Part 2. One could demand 

that there exist a neighborhood U with frontier point M ( ~ - f ) 
such that 

(2) 

analagously to (1). But since M ( d- - fJ ) is only one frontier 

point of a rather fluid set U , which may also be unbounded, 

is .not in general expressible in 

terms of M ( 'J - i ) , for use in the integral, as is effectively 

the case, in norm, for (1). 
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Rather abortive attempts and results, assuming (2) 

show that a stronger inclusion idea is necessary. Something 

along the lines of the definition inclusion for the derivative 

and the integral rather than one pivoting on one frontier point 

is required, if t Ct:-, 'J J is to remain unconditioned in form. 

We content ourselves here however with the demon­

stration of solutions for the differential system in which the 

function { ( t'"') ~) is taken essentially linear. An extension to 

polynomial forms appears practicable. 

I As a prelude to this we consider briefly questions 

of uniform convergence of series of functions. 
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or::> 

Definition 5.4.1. The series ZJ 6m (ct J of functions 
41=0 

t/V'\ {o/J on a real interval CA 1 , Al] to L 0 c:. L , is said to 

be uniformly convergent on that interval, if given any open 

set S , o f S c L, there is determined M 0 -:: m
0 

{ S), which does 

not depend on ct , such that for all /Y\ ?: ~ 0 and for all ot I: [ A, )A2. JJ 
CD ")1 

Z} 6v(otJ - 2J 6-v{,,() c- S . 
v=o V=o 

The following useful test is the abstraction of 

a theorem of Weierstrass : 

Theorem 5.4.1. If [ b rn (cl> J is 
a;:, 

to L O c. L , then £
0 

t m ( ot J 

a/sequence of functions on CA1 .,A=l'J 

is uniformly convergent on C >.,;, ,>.2.J 

if there exists a convergent series of positive real numbers 

say, and a bounded set T , o E- Tc L , such that 

for all M and all DI f- CA,, A~ J . L is supposed complete. 

Proof. Since p,l'rl ➔ o and T is bounded 

J: ( f-'m T ) ( D) 

Hence for each value of tX'. , t m { ol J ➔ o c- L • Consider any 

fixed value of ot, , say ot, • We then have a series of constant 

abstract elements, 2J f m , with {tn ➔ o • 

Since 2J f 111 is convergent, given d'>o , there is determined 

,n
0 

( i) such that M >IYl
0 

implies 
Cl:? M. 

2] f v z: "/\; f. ( 0 ' 
a) . 

v=o v -=o 

Hence co M 

6 t -,J z -t ,J 
t: Lt 

-.J =o v=o 
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But b is independent of ot and hence IY1
0 

is also. 

Given any open set S , c €- S c L , S may be chosen so that 

6 , -, C S since Tis bounded. Cf. Lemma 5.2.3. Hence the 

uniformity when completeness is used on the partial sums. 

The next theorem also abstracts readily : 

~ 

Theorem 5.4.2. Let Z: ~m { ot J be a uniformly convergent series 
~ :::-" a;:; 

of real funct i ons on C A1 , .AJ..J. Then the series 2J 6 m ( fl( J 
'>!:::-.., 

of functions on LA 1, A 2. 'J to L converges uniformly on [ A 1 ') A 2. "J 

if there exists a bounded set T , o €- T c L , such that 

f rn (ol) f- Prn ( ot ), I 

for all M and all o( t- C AJ :, A:2,] . 

Theorem 5.4.3. The sum of a uniformly convergent series of 

continuous functions on c.>i , ,A.t]to L is a continuous function. 
00 

Proof. We use the notation of Theorem 5.4.1, with S (ot)-= 2J 6 rn ( ot )J 
~=o /)'J 

.5m C rx J ::= 2J t,., ( ot) • Then as usual 
v= o 

where 'l.;y. ( ot J is the remainder after /11 terms. 

Let C{ and cl + S ot, be in C A I ') A~ "J • Then 

S Cd + S of ) - S ( ot ) :::- S,,,., { d + f o( ) - Sm { ot ) + fl.,/YI ( ot + dot ) - /2,M { ol ) , 

Given any open set S we can choose M
O 

such that M ~ M O ( S) 

implies ~IV\ C « + fol ), flM {ot J t- S' for all permitted Ci and J' ot . 

Fix N > M
0 

• Then 5
11

(o{ ) is a continuous function of ot 
. 

since it is the sum of N continuous functions. Hence given 

an open S c L , f > o is determined such that f ot t':- { o:; f) implies 

'S/v' ( ol + to< ) - s N ( ot ) €- s . Hence for a o( (:- { D ') f ) ..} 

S { cl + g"' ) - S {ol ) fi: S' -t S - 5 • The r.h.s. is clea.rly open and 

arbitrary. 
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Definition 5.5.1. A function tcotJ on the real numbers to a 

bounded set E c Lis said to be measurable if for every 

bounded set Sc L the set of real numbers for which :(cot J €- S 

written EC t ~ S ~ , is measurable. 

Remark: The characteristic properties of measurable functions 

are readily carried over. 

Theorem 5.5.1. Let (1) J.d-l<At,>- = t't:-)~) be the first order 

differential equation for which a solution is desired. Let d- cf:"--) 

be on R
O 

to L
O 

; t ( ~, 'J ) on R,
0 

x L O ( o ~ L 0 c L) to S c. L , 

with S bounded, such that t Cf-.) o) is measurable. Let 6 CI:"-~ 'c1- J be 

additive in the set I:- , J. • Let 'J.. ( o) = o • And lastly take 

L complete. 

Then/there exists a continuous function d lf- > on R 0 

to L
0 

that satisfies (1) and also ~he initial condition that 

J (o) :=:. D , 

Proof. As previously remarked in Theorem 5.2.4 the solution is 

equivalent to the determination of a continuous solution of 

~ 
(2) 1- Cr:-,) ::::. f { ( A , ~ ( ~) ) cl A 

0 

By add 1 ti vi t y, t ( ~ , ~ ) = t ( f- ') o ) -+ t ( 0 :> ~ ) 

and t ( f- , + t:'- -i,, 7 o ) = t ( 1:--·, :> o ) + t ( r- 4 J o ) ' 

Now as is readily verified the analyses of both Sierpiriski [24] 

and Banach [25] translate with minor modifications to this range 

space. Hence we have 
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( 3) 

and {CfJo J is a continuous function of~ • Hence from the 

additivity relations it is clear that t<r-;;,J J is a continuous 

function of f- for each J . By Theorem 3. 3.2, t ( f-; o ) 

is integrable and we may write 
'I.. 

( 4) 

by vi~tue of (3). 

Thus d 
1 

( t'-) is continuous and so t ( f-'., l , ( t:-, ) ) 

is continuous. Write 

s ) 

~ 

(5) J:i., c~) - 'J ,Ct--) _ ~ [t(>- >'J. ,(A)) -t(>..>o)]clJ 

Sp. L tc o, t( ,,o) )clA , 
0 1-, 

The homogeneity of l ( >, J 'j) in J- is shown in the usual way. Hence 
3 ~s 

~;i..Cr,) - d t ((-'-) - ~! f(o:, f<t >o )) f 3!' S . 

One proceeds now as 1s usual with the method of 

successive approximations, 

(6) Y (,.,._ l 
<TM+ I l 

There arises 

(?) 

defining recursively 

r t:-.., 
J b(,>. :> d(II'{;-.)) J.). 
0 

By Theorems 5.4.1 and 5.4.3 it is clear that the sequence 

-I, ' ' • -+ ( '1' - 1-1 ) + 
d "" dl\l\- 1 

• I I 



is uniformly convergent to a continuous function d ( t;-J , 

Then, proceeding to the limit in (6) we have 

0 

Clearly d- lo) =- o • 

Remark : The same theorem holds if t ( f--; J ] is subjected to the 

following alternative conditions : 

(1) b ( t' , d ) is to a bounded, closed and convex set S c L 

(2) for each pair J.- , 'j E-- L O , there exists a biunivocal 

and bicontinuous transformation -/-, that is homogeneous, such 

that 

where 0 ( r- > is a real function and X c: S implies T ( x ) t-- S • 
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Appendix 

8 
J A.l 

Consistency example for Postulates 1.2.1 - 1.2.?. 

It is readily verified that complex Hilbert apace, 

cf. (26], as weakly topologised by v.Neumann [l], satisfies 

Posts. 1.2.1 - 1.2.5. 

The definition of fundamental set is : for M= l 7 ~ ; '' ' l 

and > 0 define U ( ~ '-f , <' ) 
~ 1,• " :, """::, d 

as the set of all points t ? H satisfying the 1)1 inequalities 

Ad Post.1.2.6 : For /( 6, lfv)/~,fand a given ot, { ::f o ) l 

I {ott , 'iv)/ ~ / cl / . J = 1 aett-~ , 
Ad Post.1.2.? : Take two neighborhoods U:z.. ( 'f, J • • • , "f ,¥1 ; d) 

and V.,.,_ { '11 , • ,, , 'tm-i ; T) for which 

I C b , 1.,, ) / ~ S ; ,J = I, . , . , m 7 f ( j > '-ft"- ) / !:: i J f"' = I , , . , , IYY\. , 

We must show that there exist 'f? and an ~ > o such that 

1 ct-+ b ' 1 F> ) 1 < 41 · 
Take 'fr.> -= ~ + 'f so that p ~ M fYV\ , 

I 'V t"-
NOW I c t + l , j-,) + 1 t"' ) 1 ~ r + r + , < 6 ") ~ J , + 1 c t , 'f -v J / , 

By Schwartz' inequality, for any f t- H , we have 
. 

~ ~ Y. 
I c t; ., ~ ) / ~ / r t ., t ) I ~ I r 'ft"-

1 
1 t:-- ) I 2. ~ K, Ir t > t l I .'" 

Also 
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Hence for any t ~ u1.. ' 6 =I= 0 ' 

i ct:, ':fr- ) ..:: I( 3 l <-C ~'-iv ) I c::: I( "3 ~ I( 3 / -( I /I C~ 
? 

Similarly, I ( t :> 'f V ) / 
<. I( ~ . J , -

- -
Hence take '17 --= i + ,f -+ / ( J J' -,. 1<3 J and ½ + v;_ = W~ . 

Notice that each of the so defined fundamental sets 

are convex. For if b? J- t- u~ > O ~ ot !: / then 

J ( ti --I i.JJ ) / + / ( I -cl q .. ~ ~ , ) / b '> 1v .J., ,_, 

Hence 

However every neighborhood is unbounded. To show 

this consider u~ { 'f, , .. I) lf,,.., / r ) I 

Now 'f1 ., . . , ) determine a linear manifold 

Since /YI is finite there exists t 't- (. H orthogonal to this 
_, ;I' 

manifold. Hence if [ clM 1 is a real null sequence ~ 6 t- tJ ~ 

since tJ l t ~ l)'~-) (=;for ?J _; /7 , , , , M • Further t -t- =I= o • 

Thus as ctm ➔ o , A:'.'M «M- I t ;f ~ 6 'if" -::/=- 0 • 

V .Neumann proves that (U2. J violates both of the 

Hausdorff countability axioms. Cf. , [l] and [2]. Hence after 

Birkhoff [?] it follows that H under {U;) is not homeomorphic 

with a metric space. 

, 
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s , A.2 

The space of all bounded linear operators in Hilbert 

space which form a linear space by [26] p 65, also weakly topol­

ogised by v.Neumann [1], verifies these postulates also. Denoting 

the space by f3 , 1 t is subjected to the topology CU..y) as follows: 

For any /VI=',~>• ,, , 'f1 , ~,., , :, 'IM, 'fm c=J-l~i>odefine 

U;- ('fJ 1/J i M. ; S } as the set of all bounded linear operators 

A c- f3 satisfying the /l1 inequalities 

l C A '{JV > v,1) ) I ~ [' . 
We verify the postulates for this space. 

Ad 1.2.1 : Clear from the convexity of the fundamental sets. 

In fact • 

Ad 1.2.2 : Consider the sets Us- ( ~ ll-; M; $) and ~ ( 'f, Y:/ M; J J, -'Pv ;'f-aJ , 'f 
11 

, l.f =ii are fixed in H • Let ;ai -:: 111 + ;i- , 

€- :: tm~ { [ J 'f ) . Then the set c 13 such that 

I ( A 'P..,;) 'l-
11 

J I < ~ 

is a subset of both U ii" and ~ • 

-
Ad 1. 2. 3 : Clear with Us- = V., since / ( ri 6 , J ) / = I al' I • I { f., j. ) I, 
Ad 1.2.4 Select m = /., 'f > 'I-.€- H • Let { fl)Yl f be a real 

null sequence. Take the sequence £ Us- ( 'P; If i I ; S /WI ) J 
and suppose there existfed a non-null operator common to all 

members of the sequence. By continuity it would be bounded from 

the null operator in the inneT product and / ( T 'Pl 'f ) I .L.. J" /1'1"\ 

would be contradicted. 

Ad 1.2.5 : Take Ur ( If 4-, /Vt ' S) and a fixed T€- t3 • 
i} ) ' 1 

Since T 1s bounded / ( T 'f.,; :, f./.,,.; ) / < C II 'fv II . JI '1>
11 

II , 



Put M = l'W--:- ~ ( II 'f -v II , I/ 'f-v II ) 

Hence I ( ~ ~ I T ':P ..,.-v ) 
CM ,; ) 

Thus aT/cM,._ -= A f: Ur- cx C.M-z../g :, T € oL US" 

Ad 1.2.6 : CC. VS ( 'f, '+ ,' M ,' $ ) _ U { y Y- • n1 , ,I. / ot / ) s-- J ' ') , 

Ad 1.2.? : Take Us-- ( 'f ) 'I-/ /YI; J)) ~- ( -;:;-':I Y::;· ;;;- ; ;f") , 

Let /l1'\ = Mt'l.',c. (M ,;;- ) C -= ..L . u, ir . of the bounds 
J ) 

of the operators of U:,, , C of the bounds of those of ~- • 

M~ ~~ ( 
"'-:, v 

- -
JI 'fv II ) '' 'f - II ... // 1/Jv I/ II 'f - JI ) V ., , "II , 

Let 

Then I ( CA+fl ~ ('f...., 
.--. -- ~ ~ 

+ 'f_) Y.. -+ Y.. ) I~ I+ J-1-3/VI (e+c) 
-v ) '1.J -iJ 

( 1, - f ) Thus ns- is the neighborhood w., :t • ,,,,,,,, I 

) "I 

I "I) 
-where for ,J -:::: I , • • ' :, M - 'P-v -+ 'fv q:;- -= ~-+ , , __. ll 

and for 'V -,,..,+,, ... ,""' F- :F- -- - 'f- y,_ 
' :, -- V "11 '11 -v 

with f - r + [ -+ 3 /vi t. ( C -+ c J , 

Clearly the set of operators of t.))_ + V.r is exhauted by the 

A + 13 of Ws- • 

. , 

This space again violates, [1], both countability 

axioms. 

It is obvious that all linear normed spaces are 

of topological type L 

For further examples of linear topological spaces 

see [6]. 

......... 
y., , 
-VJ 



Various independence examples. 

The numeration refers to the postulate denied. 

1.2.? : Consider the linear space of ordered number pairs in 

the plane, subjected to the customary vector addition and 

multiplication by real numbers. Define the fundamental sets 

about the origin as those sets bounded by closed, simple, 

origin centered symmetric curves whose minimal radius vectors 

64. 

occur on the axes and whose maximal ones occur on the lines ) -= ± X , 

1.2.6 : Take real Banach space. For the sets 1..L take the set 

of all spheres of rational radius only about the origin. 

1.2.5 The linear continuum with all U-= { o) • 

1.2.4 The linear continuum with all U = the whole space. 

The complete intra-independence of this set of post­

ulates has not been established. It is suggested that 1.2.2 and 

1.2.3 may be dependent, as also may be 1.2.1 and 1.2.7. 

The following example shows that all of the funda­

mental sets need not be connected. Take the linear continuum with 

sets 1l of three types : 

( ~ ) open segments about the origin, / 'IC I < M 1 
( r-,) open sets about the origin, I" I < M , plus the points I-xi >N; N>M 7 
(~) the space itself. 
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