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ABSTRACT

The unique geologic preservation of much of Mars’ ancient surface provides a
window into its earliest history, and hence the early history of the solar system.
Extensive geological and mineralogical evidence suggest that ancient Mars once
had large volumes of surface liquid water (Carr and J. W. Head, 2003; Clifford and
Parker, 2001; Di Achille and Hynek, 2010; Kurokawa et al., 2014), which likely
persisted over timescales of 105 − 107 years during the Noachian era (Barnhart,
Howard, and Moore, 2009; Hoke, Hynek, and Tucker, 2011; Schon, J. Head, and
Fassett, 2012). Explaining this evidence for surface liquid water is challenging,
however, because of Mars’s distant orbit and the lower luminosity of the young Sun
3-4 billion years ago. The faint young Sun paradox is an important problem in
planetary science that challenges our ability to understand atmospheric evolution in
general, including Earth, Mars, and rocky exoplanets (Sagan and Mullen, 1972).

The precise composition and climate of the early atmosphere overtime largely re-
mains an open question. In 2014, it was first recognized that early Mars could have
been episodically warmed by the greenhouse effects of 𝐻2 in a 𝐶𝑂2 atmosphere;
however, no sustained source of 𝐻2 was identified in the literature (noting that vol-
canism would have been short lived) (Ramirez et al., 2014; Wordsworth, Kalugina,
et al., 2017). Chapter 2 presents a solution: crustal hydration (the loss of surface
water to reduced iron and hydrated minerals) likely supplied large fluxes of𝐻2. Over
a timescale of 107 years (the upper limit for the duration of large volumes of surface
liquid water), crustal hydration provides a flux of 𝐻2 into the atmosphere large
enough to sustain a surface temperature >273 K in a ≥ 1 bar Noachian atmosphere.
Importantly, Mars was likely warm over only a fraction of its early history, and cold
early atmospheres likely also existed during early Mars’ history. In cool climates,
I find that a loss of atmospheric oxidants to the ground (to oxidize surface reduced
iron) caused 𝐶𝑂2 to convert to CO in agreement with the results of (Zahnle et al.,
2008). Furthermore, a warm and wet climate suggests early Mars may have been
similar to early Earth; however, the climate alone is not enough to suggest that early
Mars may have been habitable. In Chapters 3 and 4, I investigate whether Mars
may have had a nitrogen cycle, which would be important for nitrogen fixation. I
used KINETICS, the Caltech-JPL 1D photochemical model, to explain present day
deposits in Mars’ soil samples. The Sample Analysis at Mars instrument onboard
Mars Science Laboratory (MSL) has baked several volatile species out of the unique
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rock record at Mars, including nitrate (J. C. Stern et al., 2015; B. Sutter et al., 2017;
Jennifer C. Stern et al., 2018; Glavin et al., 2013). The formation of these species
would originate in the atmosphere as a result of photochemistry. In Chapter 3, I
discover that nitrogen fixation in a warm and wet climate with lightning is able
to explain the weight percent of nitrate measured by the MSL; lightning-induced
NOx forms nitric acid in the atmosphere, and this nitric acid may dissolve in water,
rain out to the surface, and undergo photoreduction in shallow surface waters. In
Chapter 4, I discover a comparable amount of pernitric acid may be explained from
formation in an icy climate; SEP-induced 𝑁 (2𝐷) attacks 𝐶𝑂2 to form 𝑁𝑂𝑥 which
reacts with 𝐻𝑂2 to form 𝐻𝑂2𝑁𝑂2.

The relatively new subfield of comparative planetology between Mars’ evolution and
exoplanet evolution (specifically, close-in super-Earths) will soon open, in the new
era of the James Webb Space Telescope (JWST). I have prepared for this subfield by
working with a suite of established numerical models to investigate the formation of
prebiotic species in the reduced atmospheres of super-Earths (in Chapter 5) and the
aerosols at warm gas Giants. In Chapter 6, I discover that aggregate hazes at warm
sub-Neptunes, which result from methane photolysis, can explain the observed flat
exoplanet spectra and muted spectral features, including the observations of GJ
1214b. In Chapter 7, I discover that the atmospheric dynamics of hot Jupiters cause
patchy clouds of forsterite, iron, and titanium dioxide, and the 3D structure of the
clouds helps explain the phase-integrated albedos of six worlds observed by HST.
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NOMENCLATURE

Aerosols. Solid or liquid particles suspended in a gaseous atmosphere, often be-
longing to one of the following three categories: dust, hazes, or clouds.

Amazonian era. A geologic era at Mars which spans 3 Gya to the present day, char-
acterized by the cold and dry climate in addition to infrequent bombardment
by meteorites.

Cloud condensation nuclei (CCN). Small aerosols (often referred to as seed parti-
cles or cloud seeds) upon which other species may heterogeneously nucleate.

Clouds. Collections of particles forming in the atmosphere under thermochemi-
cal equilibrium, often from condensation or as products of thermochemical
reactions.

Crustal Hydration. A potential loss mechanism for surface liquid water at Mars,
largely due to the oxidation of crustal Fe(II) via the reaction 2𝐹𝑒𝑂 +𝐻2𝑂 →
𝐹𝑒2𝑂3 + 𝐻2.

Dust. Particles lifted from the surface into the atmosphere.

Fixed Nitrogen. The chemical product of nitrogen fixation, a chemical processes
which splits the strong triple covalent bond of 𝑁2 to produce N-bearing
compounds useful to potential life such as 𝑁𝑂𝑥 , 𝑁𝐻3, or related species.

Global Equivalent Layer (GEL). A unit of volume, defined as the depth a global
ocean would be if a specified volume of water were spread uniformly across
the Martian surface. Although a global ocean (especially of uniform thick-
ness) is unlikely, this unit is frequently used to describe the volume of water
remaining in the crust today and/or the history of water escape through time.

Goldilocks zone. A term to describe what worlds are likely to have surface liquid
water and thereby may be habitable, depending on their distance to and the
brightness of their host star.

Haze. Particles formed directly from an energy input such as stellar photons, which
are often the product of a complex chemical network.

Hesperian era. A transitional geologic era at Mars which occurred 3.7-3.0 Gya.
During this time, Mars likely evolved from the warmer world of the Noachian
to the cold and dry planet of the Amazonian (seen today).

Heterogeneous Nucleation. Nucleation onto a cloud condensation nuclei, often
favorable to cloud species with high surface tensions.

Hot Jupiter. An exoplanet of similar size to Jupiter with a short orbital period and
subsequently high equilibrium temperature.
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Hubble Telescope. A space telescope that was launched in the 1990s and observes
primarily in the visible and UV wavelengths.

James Webb Space Telescope (JWST). A space infrared telescope launched in
December 2021. One of the main uses is to study the atmospheres of
exoplanets, primarily using transit spectroscopy.

Noachian era. A geologic era at Mars which occurred 3.7-4.1 Gya, characterized
by periods likely abundant of liquid water which suggest a warmer climate
and thicker atmosphere. This era is also characterized by the frequent bom-
bardments by meteorites.

Nucleation. The initial phase change of a gaseous species to a solid or liquid state.

Primary Eclipse. Occurs when a transiting exoplanet crosses in front of the host star
as viewed from Earth, allowing starlight to transmit through the atmosphere.

Secondary Eclipse. Occurs when a transiting exoplanet crosses behind the host star
as viewed from Earth, causing the planet’s thermal radiation to disappear to
the observer.

Spitzer Telescope. A space telescope that was launched in 2003 and observes
primarily in the infrared wavelengths.

Super-Earth. An exoplanet whose radius is larger than earth-like planets (of 0.8-1.2
𝑅𝑒 and smaller than sub-Neptunes (of 2-4 𝑅𝑒).

Tidally locked. A planet whose gravitational interaction with its host star caused
the length of its day to match the length of its year, requiring that the same
side of the planet is always facing its host star.

Transiting Exoplanet. A planet that crosses in front of its host star during its orbit
as viewed from Earth.

Window Region. A range of wavelengths in which radiation passes through the
atmosphere with little absorption and contributes little to atmospheric warm-
ing.
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C h a p t e r 1

INTRODUCTION

In exoplanet science, we use the term “Goldilocks zone” to describe the range of
orbital separations where orbiting planets may be ‘just right’ for habitability, namely
which worlds are likely to have surface liquid water depending on their distance to
and the brightness of their host star. But, in the Goldilock’s story, one can imagine
that the porridge must cool over time. When she arrives at the porridge determines
which bowl she will deem ‘just right’. Similarly, planets evolve through time too,
and when we observe them determines our interpretation of which may be ‘just
right’ for habitability. Mars’ surface is an excellent example of this. We have photos
of ancient riverbeds carved into the surface, which tell us that the planet has changed
profoundly (Wordsworth, 2016; Michael H Carr and James W Head, 2003; Clifford
and Parker, 2001; Grotzinger, Gupta, et al., 2015). The atmosphere today is too
cold and too thin to allow surface liquid water. Deciphering how Mars evolved and
what early Mars was like will help us understand the habitability and evolution of
many worlds (e.g., Dong et al., 2018). In the exciting new era of the James Webb
Space Telescope (JWST), the exploration of exoplanets’ atmospheres is on the rise
(Team and al., 2023). JWST will observe young planets just having formed, old
planets with older host stars, and everything in between, requiring us to question
how planets change and evolve in order to learn if they have ever been habitable or
ever will be. Yet, understanding our own neighbor’s evolution remains a challenge.
What happened to the water? Where did the atmosphere go?

1.1 Mars Evolution
Extensive geological evidence, including fluvial features and hydrated minerals,
on present-day Mars suggests that a 100-1500m global equivalent layer (GEL) in
meters of surface liquid water once flowed on the ancient Mars’ surface during the
late Noachian (>3.7 Ga) (Michael H Carr and James W Head, 2003; Clifford and
Parker, 2001; Di Achille and Hynek, 2010; Kurokawa et al., 2014). Orbital imagery
of fluvial features indicates that the surface liquid water and corresponding warmer
atmosphere must have persisted for long timescales, up to 105−107 years (Barnhart,
Howard, and Moore, 2009; Hoke, Hynek, and Tucker, 2011; Schon, J. Head, and C.
Fassett, 2012). Despite the evidence for a warm, wet early Mars, even a zero-albedo



2

early Mars would have had an equilibrium temperature of only 210 K, far too cold
to allow liquid water (e.g., Wordsworth, 2016). This begged the question “can we
warm early Mars with a simple greenhouse?”.

The present-day 7 mbar atmosphere of Mars is predominately CO2; early models
therefore considered whether or not a thicker CO2 atmosphere would have been
enough to warm the surface. However, James F Kasting (1991) demonstrated that a
0.5-2 bar 𝐶𝑂2 atmosphere alone was insufficient to warm early Mars. Later works
considered the effect of 𝐶𝑂2 and water clouds (Forget and Pierrehumbert, 1997;
Urata and Toon, 2013; R. M. Ramirez and James F. Kasting, 2017), as well as
sulfur-rich volcanic emissions (e.g., Halevy and James W Head, 2014); however,
these hypotheses also did not result in a strong enough greenhouse effect to warm
early Mars. Finally, more recent studies pointed out that trace amounts of reduced
gases, 𝐻2 and 𝐶𝐻4, could induce a strong greenhouse in 1-2 bar atmospheres
(R. Ramirez et al., 2014; Wordsworth et al., 2017). Although these gases are weak
infrared absorbers on their own, as their symmetry means they lack a dipole moment,
collisions with 𝐶𝑂2 induce a transient dipole and cause infrared absorption in the
𝐶𝑂2 opacity windows where the atmosphere would otherwise be mostly transparent.
However, both H2 and CH4 are relatively short-lived in Mars’ atmosphere, and
published studies therefore argued that they must be continuously outgassed from
the interior by some unknown mechanism. We examine this problem in more detail
in Chapter 2, and propose a novel solution.

It is clear that early Mars was very different than the cold, barren Mars we see today.
The most recent 3 Ga are referred to the Amazonian period, which has largely been
characterized as cold and dry other than some geological evidence for potential
anomalous briny flows of localized liquid water (Michael H. Carr and James W.
Head, 2010; C. I. Fassett et al., 2014; Tanaka et al., 2014). This is in striking
contrast to the large volumes of liquid water that appear to have been present during
the Noachian (3.7-4.1 Ga). During the transition from the Noachian (periods of
a warm and wet climate) to the Amazonian (cold and dry), the Hesperian period
(3-3.7 Ga) may have experienced more limited but active outflow channels and lake
environments (e.g., Ehlmann et al., 2011; Grotzinger, D Y Sumner, et al., 2014).
One may ask where such volumes of water and atmospheric materials went over
time. There are only two possibilities: into the ground or away to space. Mars’s
present-day atmosphere is enriched in heavy isotopes, and carbonate deposits on the
surface appear to be rare. This suggests that the atmosphere was likely lost to space.
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However, the history of Mars’ water is not as easily explained. Extensive geological
evidence, including fluvial features and hydrated minerals, on present-day Mars
suggests that a total volume of 100-1500m global equivalent layer (GEL) in meters
of liquid water once existed on the surface. Photochemical models predict loss to
space may account for 20-220 m GEL (Alsaeed and Jakosky, 2019; Cangi, Chaffin,
and Deighan, 2020) and interpretation of D/H isotope measurements suggests large
volumes of water may have been lost to crustal hydration, largely via the reaction
2𝐹𝑒𝑂 + 𝐻2𝑂 → 𝐹𝑒2𝑂3 + 𝐻2 (Scheller et al., 2021). This evolution may have
influenced early Mars’ atmospheric chemistry, which I investigate in Chapter 2.

It is currently unknown whether the surface of early Mars was habitable (or in-
habited). Habitability for earth-like life requires not only a warm atmosphere and
near-surface liquid water, but also prebiotic chemistry; in particular, it requires fixed
nitrogen, which is required for protein synthesis. In Chapters 3 and 4 of this thesis,
I investigate the early Mars’ nitrogen cycle.

1.2 Exoplanet Observations
An improved understanding of Mars’ evolution is interesting not only for learning
about the habitability of its ancient surface but also for comparative planetology. A
transiting exoplanet, or a planet that crosses in front of its host star during its orbit
as viewed from Earth, provide two opportunities to observe the atmosphere. First,
during the primary eclipse, starlight is transmitted through the atmosphere. The
depth of the transit, or the amount of starlight blocked by the planet, varies with
wavelength, as the atmosphere absorbs light at some wavelengths and less/none at
others. This transmission spectrum has a signal proportional to the scale height
of the atmosphere (𝐻 ∼ 𝑘𝑇/𝜇𝑔, where 𝑇 is the temperature, 𝑔 is the surface
gravity, and 𝜇 is the mean molecular weight of the atmospheric constituents). The
second opportunity comes just before the secondary eclipse: starlight is reflected
off the atmosphere and a planet’s thermal radiation appears, and these sources
of radiation disappear when the planet passes completely behind the star during
secondary eclipse. Recent space telescopes, including Hubble and Spitzer, made
the first spectral measurements from space of exoplanet atmospheres, and soon the
recently-launched James Webb Space Telescope (JWST) will allow atmospheric
measurements of many rocky Mars-like worlds. Chapter 5 investigates a chemical
network of reduced species to study the formation of N-bearing prebiotic chemistry
at warm Super Earths with𝐻2-dominated atmospheres in preparation for interpreting
future JWST measurements.



4

Exoplanet transmission spectra that display subdued molecular features and scat-
tering slopes are seen across a wide swath of planet types, from Super Earths to
hot Jupiters (e.g., Sing et al., 2016; Crossfield and Kreidberg, 2017), and opti-
cal reflected light measurements also demonstrate that hot Jupiters exhibit a wide
range of albedos (e.g., Adams et al., 2021). The relatively high albedos of some
hot Jupiters suggest the potential presence of reflective aerosols in their dayside
atmospheres. The formation and composition of aerosols are closely tied to the
chemistry, dynamics, and radiative transfer in planetary atmospheres, making them
a critical component to understanding planetary atmospheres as a whole. For exam-
ple, water clouds at Earth and dust at Mars influence the surface climates; organic
hazes at Titan, Pluto, and warm giant exoplanets are chemical products originat-
ing from methane photolysis and dominate the heating and cooling rates in the
cooler worlds’ atmospheres (e.g., Zhang, Strobel, and Imanaka, 2017); sulfuric acid
clouds at Venus are a result of a complex chemical network and result in a high
optical albedo (Mills, Esposito, and Yung, 2007); and the atmospheric dynamics of
hot Jupiters appear to influence the longitudes at which silicate clouds form (e.g.,
Vivien Parmentier et al., 2016).

The composition of aerosols is diverse, and most fall into three categories: dust,
hazes, and clouds. Dust is defined as particles lifted from the surface into the atmo-
sphere. The formation of hazes requires an energy input, and these particles form
directly from photochemistry and energetic particle bombardment. The dissocia-
tion of simple species such as methane, carbon monoxide, nitrogen, and hydrogen
sulfide at low pressures commonly creates radicals and ions, which are highly re-
active, and through a complex chemical network, small particles (or “monomers”)
are eventually formed (e.g., Lavvas et al., 2013; Horst, He, and Lewis, 2018). In
warm exoplanet atmospheres (𝑇 < 950𝐾), photochemical hazes which result from
methane photolysis are expected (e.g., Gao, Wakeford, et al., 2021), and their pres-
ence results in scattering slopes and muted spectral features, thereby influencing the
interpretation of spectral observations. In Chapter 6, the effect of hazes on exoplanet
spectra is investigated.

Clouds are defined as collections of particles forming in the atmosphere under
thermochemical equilibrium (Gao, Wakeford, et al., 2021). They may form directly
from condensation (such as gaseous water changing phases to liquid or ice water), or
they may form as products of thermochemical reactions. The formation of silicate
clouds, commonly found at hot Jupiters, are a good example of the latter; forsterite
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(𝑀𝑔2𝑆𝑖𝑂4) does not exist in the gas phase but reactions with gaseous magnesium,
silicon monoxide and water result in the formation of forsterite cloud particles (e.g.,
Gao, Wakeford, et al., 2021). The formation of different aerosol species depends
on the local temperature-pressure, atmospheric composition, and surface tension
of condensable species. Importantly, the temperature-pressure profiles of many
hot Jupiters cross the condensation curves of a diverse number of potential cloud
species including: KCl, ZnS, Na2S, MnS, Cr, MgSiO3, Mg2SiO4, Fe, TiO2, and
Al2O3 (e.g., Vivien Parmentier et al., 2016; Powell et al., 2018; Gao, Thorngren,
et al., 2020). However, only a select few of these species are expected to form
in significant quantities, as a result of their varying material properties (e.g., Gao,
Wakeford, et al., 2021).

Particle nucleation, which refers to the initial phase change of a gaseous species
to a solid or liquid state, may occur heterogeneously or homogeneously. This
depends on the energy barrier associated with nucleation, which is largely sensitive
to the species’ surface tension and molecular weight as well as the availability of
seeds or cloud condensation nuclei (CCNs). Species with low surface tension and
molecular weight may undergo homogeneous nucleation more easily, and these
species may act as the CCNs to others which may require heterogeneous nucleation
for efficient formation (e.g., Powell et al., 2018). In the atmospheres of hot Jupiters,
for example, 𝑇𝑖𝑂2 nucleates at high temperatures ( 2000 K), and they become CCNs
when the rate of heterogeneous nucleation of other materials such as forsterite and
iron overtakes their own growth rate. Commonly at these worlds, 𝑇𝑖𝑂2 cloud
masses persist at higher pressure levels and the heterogeneous clouds take over in
the lower pressure regimes (e.g., Gao, Thorngren, et al., 2020). Importantly, some
species have such high surface tensions that even heterogeneous nucleation is too
slow for them to become dominant cloud species. For example, the sulfide species
that are predicted to form in hot Jupiter atmospheres have high surface tensions
that may preclude their condensation in practice. The atmospheres of hot Jupiters
with equilibrium/atmospheric temperatures between 950-2100 K are predicted to be
dominated by 𝑀𝑔2𝑆𝑖𝑂44 clouds, with 𝐴𝑙2𝑂3 and 𝑇𝑖𝑂2 forming as well. For close-
in gas giants cooler than 950 K, hazes are expected to dominate, and for gas giants
with temperatures higher than 2100 K, models predict relatively clear atmospheres
(e.g., Gao, Wakeford, et al., 2021).

Hot Jupiters are expected to be tidally locked as a result of their short orbital periods,
which can lead to significant day-night temperature gradients (e.g., Guillot and A. P.
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Showman, 2002). For these worlds, the hottest region on the dayside is shifted east of
the substellar point by eastward equatorial winds which transport heat to the planet’s
nightside (e.g., Adam P. Showman, Tan, and V. Parmentier, 2020, and references
therein). This patchy temperature structure affects the cloud distribution. As
exoplanets begin to cross behind their host stars during secondary eclipse, overtime
the fraction of the planet’s surface area blocked by the star increases. This allows for
measurements of the planet’s optical albedo as a function of longitude, known as an
optical phase curve. To date, three of the four planets with observed reflected-light
phase curves appear to have patchy clouds which preferentially form in the western
(cooler) hemisphere (e.g., Desert et al., 2011; Demory et al., 2013; Angerhausen
et al., 2014; Esteves, De Mooĳ, and Jayawardhana, 2015; Shporer and Hu, 2015;
von Paris et al., 2016; Niraula et al., 2018). Importantly, the global albedos of
hot Jupiters near effective temperatures of ∼ 1600 K do not appear to track with
equilibrium temperature. In Chapter 7, I investigate whether the 3D patchiness of
hot Jupiter clouds may explain these observations.
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C h a p t e r 2

CRUSTAL HYDRATION PRIMED EARLY MARS WITH WARM
AND HABITABLE CONDITIONS

Extensive geological evidence, including fluvial features and hydrated minerals, on
present-day Mars suggests that a ∼ 100-1500m global equivalent layer (GEL) in
meters of surface liquid water once flowed on the ancient Mars’ surface during the
late Noachian (Carr and J. W. Head, 2003; Clifford and Parker, 2001; Di Achille and
Hynek, 2010; Kurokawa et al., 2014). Orbital imagery of fluvial features indicates
that the surface liquid water and corresponding warmer atmosphere must have
persisted for long timescales, up to 105 − 107 years (Barnhart, Howard, and Moore,
2009; Hoke, Hynek, and Tucker, 2011; Schon, J. Head, and Fassett, 2012). Despite
the evidence for a warm, wet early Mars, even a zero-albedo early Mars would have
hosted an equilibrium temperature of only 210 K, far too cold to allow liquid water
(e.g., Wordsworth, 2016, and references therein). Importantly, the young Sun 3-4
Gya would have been less luminous, highlighting the problem of the faint young
sun paradox (FYSP) which challenges our understanding of atmospheric evolution
at Earth, Mars, and exoplanets (Sagan and Mullen, 1972). A thicker atmosphere
enriched with greenhouse gases at Mars is likely required to explain the evidence
for flowing liquid water and aqueous chemical alteration, which, in combination
with measurements of enriched heavy isotopes, suggests the atmosphere of Mars
has evolved over time (e.g., Bruce Jakosky et al., 2017; B. M. Jakosky et al., 2018;
T. M. Donahue, 1995; Webster et al., 2013; Greenwood et al., 2008; Hu, Kass, et al.,
2015; Hu and T. Thomas, 2022). Several bar of𝐶𝑂2 can be accounted for via escape
and geologic processes (Bruce Jakosky, 2019), but Pollack et al. (1987) finds that
𝐶𝑂2 alone, regardless of mass, is unable to sufficiently warm the climate. Recent
work suggests the paleoatmosphere had a large abundance of 𝑁2 (Hu and T. Thomas,
2022), which could contribute to warming the climate (Ramirez et al., 2014; Paris
et al., 2013; Wordsworth, Kalugina, et al., 2017). In the early atmosphere, collision
induced absorption (CIA) of 𝐶𝑂2 with 𝐶𝐻4 and 𝐻2, due to both transient induced
dipole and dimer effects could provide sufficient climate forcing to allow at least
transient liquid water on the early Martian surface (Ramirez et al., 2014; Paris et al.,
2013; Wordsworth, Kalugina, et al., 2017). However, these gases can escape to
space or be removed by photochemical processes in an oxidized 𝐶𝑂2 atmosphere,
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and thus require continuous production to sustain. The production fluxes of these
species have previously been thought to be from transient processes such as impacts
and explosive volcanism (Paris et al., 2013; Wordsworth, Kalugina, et al., 2017;
Batalha et al., 2015), inconsistent with the evidence for surface liquid water spread
across geologic time and may have persisted in episodes of a few thousand to several
million years (e.g., Olsen and Rimstidt, 2007; Grotzinger et al., 2014).

We propose crustal hydration as a long-lasting source of 𝐻2 in the early atmosphere
during warm climates. Crustal hydration would have released large fluxes of 𝐻2

into the atmosphere as a result of aqueously incorporating 𝑂𝐻 to oxidize surface
reduced iron and to form hydrated minerals. Water loss to oxidized iron primarily
occurs by electron transfer between Fe and H during the redox reaction (e.g., Tosca
et al., 2018): 2𝐹𝑒𝑂 + 𝐻2𝑂 ←→ 𝐹𝑒2𝑂3 + 𝐻2 (Scheller et al., 2021) estimates
that ∼100-900m GEL and ∼10-100m GEL of water may have been lost to the
crust during the Noachian and Hesperian periods respectively, a finding grounded
in recent observations which suggest the hydration of Mars’ upper crust may have
been extensive during the Noachian and persisted in localized regions during the
Hesperian period (Mustard, 2019; Murchie et al., 2009; Sun and R. E. Milliken,
2015). The estimates of Scheller et al. (2021) include three water sinks: (1) water
lost to oxidizing 10-60 percent of all Fe(II) to Fe(III), requiring 0.5 mol O per mol
Fe, in the full crustal reservoir at depths of 5-10 km globally; (2) water lost to
forming hydrated minerals, constrained by remote sensing observations of hydrated
minerals in crustal depths of 7-10 km in the walls of tectonic features (Wernicke and
B. Jakosky, 2019; Murchie et al., 2009; Sun and R. E. Milliken, 2015); (3) water
lost to the crust, constrained by observations revealing crustal water content from
0.5-3 wt percent (e.g., Mustard, 2019; Wernicke and B. Jakosky, 2019) up to 5-15
percent (Vaniman and al., 2014; B. Sutter et al., 2017; N. H. Thomas and al., 2020;
Audouard and al., 2014; Maurice and al., 2011). We equivalently express the ground
sinks of water reported above (Scheller et al., 2021) as fluxes of hydrogen of geologic
origins into the atmosphere. We assume 2-25% of the 𝐻2O lost to the crust released
𝐻2, which is applicable to serpentine (Chassefière and al., 2013; Chassefière, Lasue,
et al., 2016), and we assume that crustal hydration rates were constant during the
respective epochs. The fluxes we consider are as follows: 2𝑥1010 − 2𝑥1012 molec
𝐻2𝑐𝑚

−2𝑠−1 during the Noachian and 1.2𝑥109 − 1.2𝑥1011 molec 𝐻2𝑐𝑚
−2𝑠−1 during

the Hesperian period.

In the present-day atmosphere, MAVEN observations confirm the early hypothesis
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that oxygen and hydrogen escape to space at nearly a 2:1 ratio (e.g., Webster et
al., 2013; McElroy and T. Donahue, 1972; McElroy, Kong, and Y. Yung, 1977).
Water photolysis and subsequent 𝐻𝑂𝑥 chemistry drives hydrogen formation near
the surface, which then thermally escapes after diffusing above the exobase. Oxygen
escapes primarily via dissociative recombination after being ionized at high altitudes.
At present day, this 2:1 escape rate helps balance the redox budget. Additionally,
at present day, the 𝐶𝑂2 content is regulated by similar 𝐻𝑂𝑥 chemistry, in which
photolysis, 𝐶𝑂2 + ℎ𝑣 → 𝐶𝑂 +𝑂, is balanced by a recycling reaction, 𝐶𝑂 +𝑂𝐻 →
𝐶𝑂2 + 𝐻. We hypothesize the reduced iron on the early surface would likely have
modified this redox balance at ancient Mars by either encouraging crustal hydration
in early warm climates with surface liquid water (Scheller et al., 2021) which then
supply large hydrogen fluxes, or by acting as an oxidant sink in cool dry climates
with limited surface liquid water (Zahnle et al., 2008).

2.1 A Comprehensive Photochemical and Climate Model
We build a model to comprehensively consider radiative transfer and photochemistry
on early Mars, the latter including effects of all H, C, and O sinks. This tool allows us
to investigate how atmospheric and water sinks controlled early Mars’ atmospheric
chemistry and climate. Recent efforts (e.g., Ramirez et al., 2014; Paris et al., 2013;
Wordsworth, Kalugina, et al., 2017) have shown that the warming of early Mars
may have been possible through a complex interplay of climate and atmospheric
chemistry. A reasonable solution may only be obtained by including the radiative
effects of CIAs (e.g. 𝐻2-𝐶𝑂2), together with atmospheric escape of H, C, and O
species, as well as sophisticated interplay of the atmosphere with a potential surface
ocean and photochemical treatment of surface sources, such as 𝐻2 from crustal
hydration.

We adapt KINETICS, the Caltech/JPL 1D photochemical and transport model
(Allen, Y. L. Yung, and Waters, 1981; Nair et al., 1994) (details in S1), to con-
sider an initial set of five atmospheric pressures and bulk compositions for early
Mars. This set represents slices in time during the Noachian and Hesperian periods
and uncertainty in 𝑁2:𝐶𝑂2 composition (Hu and T. Thomas, 2022). We consider
two scenarios for each of the potential atmospheres: with and without surface liquid
water. For those with surface liquid water, we range the flux of hydrogen from crustal
hydration according to the assigned epoch: 2𝑥1010 − 2𝑥1012 molec 𝐻2𝑐𝑚

−2𝑠−1 dur-
ing the Noachian and 1.2𝑥109 − 1.2𝑥1011 molec 𝐻2𝑐𝑚

−2𝑠−1 during the Hesperian
period. For those without surface liquid water, we range the dry oxidant sinks as
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Figure 2.1: Mars H, C, O chemistry including ground sinks and escape processes.
Destruction of water vapor results in a production of 𝐻2 (upper left inset) and 𝑂2.
Upon diffusing and reacting with ion species (right inset), H may undergo thermal
escape. Oxygen primarily escapes from dissociative recombination (DR), where
after becoming ionized, the exothermic reaction of recombining with an electron
often gives hot O atoms the energy to escape. Carbon species may also be lost to
space through sputtering or photochemical loss. During warm, wet epochs, 𝑂𝐻 is
aqueously lost to the crust, resulting in large fluxes of 𝐻2 which may sustain a warm
greenhouse (GH) via collision induced absorption (CIA) with 𝐶𝑂2. During cool,
dry epochs, atmospheric oxygen may oxidize this reduced iron (though at a much
slower rate). These chemical sinks and atmospheric escape rates were large early in
the planet’s history and have large implications for the climate and redox chemistry.

a free parameter across lesser values of up to 106 − 109𝑂2𝑐𝑚
−2𝑠−1. Although this

loss is likely kinetically inhibited, several works identify a similar mechanism likely
occurred at early Earth and highlight the need for future laboratory measurements
(e.g., Payne et al., 2020; Herwartz et al., 2021). Our model considers chemical
production and loss, and vertical transport with both molecular and eddy diffusion.
The main chemical networks are demonstrated in Figure 2.1 and described in the
following sections. We solve for the thermal escape of hydrogen (e.g., Hunten,
1973), escape of oxygen to dissociative recombination including electron impact
ionization (e.g., Lillis, Deighan, et al., 2017; Lillis, Xu, et al., 2021), and photo-
chemical escape of carbon (according to Daniel Y Lo, Yelle, and Lillis (2020)).
We parametrize sputtering for carbon species (Hu, Kass, et al., 2015) at the upper
boundary condition, and we implement crustal hydration (in warm cases) or oxidant
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sinks (in cool cases) at the lower boundary condition. We iterate KINETICS with
REDFOX , a correlated-k radiative-convective 1D climate module (Scheucher et al.,
2020) which we use to solve for the temperature profiles at pressures larger than 1
microbar. REDFOX includes CIA of 𝐻2-𝐻2,𝐶𝑂2-𝐻2,𝐶𝑂2-𝐶𝐻4 and𝐶𝑂2-𝐶𝑂2, as
well as MTCKD for 𝐻2O continuum absorption. We add 𝑁2-𝐻2 collision-induced
absorption (Borysow and Frommhold, 1986) to REDFOX for this study, making
it particularly suitable to investigate the effect of 𝐻2 from crustal hydration on the
early Mars climate.

2.2 Crustal Hydration: A Sustained Source of Atmospheric 𝐻2

We first consider the set of five potential atmospheres with no crustal hydration as a
basis for comparison; these atmospheres contain 200 mbar – 1.3 bar of background
𝐶𝑂2 and up to 300 mbar 𝑁2. Hydrogen is photochemically produced through
water photolysis, which produces 𝐻 and 𝑂𝐻. The 𝐻𝑂𝑥 radicals (𝐻, 𝑂𝐻, and
𝐻𝑂2) quickly reach steady state through fast reactions primarily involving 𝑂𝑥 . A
self-terminating reaction among 𝐻 and 𝐻𝑂2 ultimately forms 𝐻2, while another
self-terminating reaction among 𝑂𝐻 and 𝐻𝑂2 recycles the 𝐻𝑂𝑥 back to water.
This 𝐻2 is primarily formed near the surface where water photolysis is fast, as water
vapor becomes limited in the upper atmosphere due to cold trapping which we
represent in our model by assigning a constant mixing ratio above the cold trapped
layer and assigning a mixing ratio that corresponds to the saturation vapor pressure
of water at and below the cold trapped layer. The 𝐻2 diffuses on timescales of 105

years or may be attacked by 𝑂 (1𝐷) which would then restart the 𝐻𝑂𝑥 cycle. We
ignore the effect of dust storms due to their transient nature, but we acknowledge
their inclusion would increase the 𝐻 escape rate on short timescales. The steady
state mixing ratio of 𝐻2 in cases with only photochemical production as the source
is less than 10−6 in all early atmospheric pressures we consider, which is too low
for a sufficient warming effect. In a 1 bar atmosphere, this corresponds to a surface
temperature of 230 K. These surface temperatures and species mixing ratios are
presented in Figure 2.2 and the full temperature-pressure profiles are shown in
Figure 2.4.

In all atmospheric pressures, we find that crustal hydration supplies fluxes much
larger than the photochemical production rate of hydrogen, and on long timescales
we find notably increased steady state abundances. We consider a 500 mbar –
1.3 bar atmosphere and the Noachian crustal hydration rates, and we find surface
mixing ratios of hydrogen of up to 17%. In agreement with Ramirez et al. (2014)
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Figure 2.2: Mixing ratio profiles of 𝐻2 (blue), 𝑂2 (magenta), and 𝐶𝑂 (orange) in
five atmospheres: 1 bar 90% 𝐶𝑂2 (upper left), 500 mbar 90% 𝐶𝑂2 (upper middle),
200 mbar 90% 𝐶𝑂2 (upper right), 1.3 bar 75% 𝐶𝑂2 (lower middle), 800 mbar
62% 𝐶𝑂2 (lower left). The complementary component of the atmosphere is 𝑁2.
A legend is shown in the lower right. For all except the 200 mbar case, the range
of ground sinks shown spans 0 (dots), 1𝑥1010𝑐𝑚−2𝑠−1 (dash dot), 1011𝑐𝑚−2𝑠−1

(dashed), 1012𝑐𝑚−2𝑠−1 (solid), and 2𝑥1012𝑐𝑚−2𝑠−1 (solid with dots). We assume
the 200 mbar atmosphere would not have persisted in the Noachian and therefore only
a lower range of sinks: 0 (dots), 1𝑥109𝑐𝑚−2𝑠−1 (dash dot), 1010𝑐𝑚−2𝑠−1 (dashed),
1011𝑐𝑚−2𝑠−1 (solid), and 3𝑥1011 (solid with dots). Models are run to steady state
(> 108 years, after which there is negligible variation in specie concentration over
time).

and Wordsworth, Kalugina, et al. (2017), we find that mixing ratios of 10% and
larger are sufficient to warm the climate above 270 K in the 1 bar atmosphere.
The crustal hydration rates incorporated in our model assume consistent crustal
hydration rates over the 400 Myr Noachian era. The 𝐻2 production fluxes may have
been episodically larger than those presented here. Since the chemical lifetime of
hydrogen is 105 years, episodically larger rates of hydration would increase the 𝐻2
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and surface temperature on shorter timescales than we consider here.

From these results, we can infer a minimum surface pressure that could have sup-
ported large volumes of surface liquid water; cases with global mean surface tem-
peratures cooler than 250 K are deemed unlikely to support local temperatures
above 270 K and thus also unlikely to support large amounts of surface liquid water.
The surface pressure during the warm epochs of the Noachian era was likely at
minimum near 800 mbar, as thinner atmospheres are unable to sustain sufficiently
warm surface temperatures. This constraint on pressure is in agreement with the
results of an isotope evolution model (Hu, Kass, et al., 2015) which finds surface
pressures of up to 1.5 bar during the Noachian, as well as a recent 𝐶𝑂2 budget
model which accounts for loss of 1.5-3 bar 𝐶𝑂2 total, although not likely all at the
same moment in time (Bruce Jakosky, 2019). A subset of nitrogen isotope evolution
models motivate our cases that include 300 mbar 𝑁2, as those models account for
60-740 mbar 𝑁2 with a median pressure value of 310 mbar (Hu and T. Thomas,
2022). The 500 mbar 𝐶𝑂2, 300 mbar 𝑁2 with 𝐻2 is an attractive option for forming
a warm, wet early climate, because it fits both 𝐶 and 𝑁 isotopic evolution without
incurring too much carbonate formation.

We find that the lower geological estimates of crustal hydration are not supported by
our chemical and climate model if crustal hydration was in fact the major source of
𝐻2, as low hydrogen fluxes yield surface temperatures that are too cool for surface
liquid water. If crustal hydration occurred consistently on long timescales during
the Noachian, we can conclude that the total amount of water lost to the crust is near
the upper range of geological estimates. Although, we acknowledge that the total
time elapsed of the warm climate remains unknown.

2.3 Volcanic Fluxes Are Too Low to Sustain Large Ratios of 𝐻2

Previous works have considered volcanism as a potential source of 𝐻2. Since the
lifetime of 𝐻2 is 105 years, volcanic outgassing would need to be frequent and
𝐻2-rich in order to supply large mixing ratios of atmospheric 𝐻2 on long timescales.
T. B. Thomas, Hu, and Daniel Y. Lo (2023), show that a more reduced Martian mantle
is required to recreate the modern abundances and isotopic composition of 𝑁2,𝐶𝑂2,
and 𝐴𝑟 in Mars’s atmosphere. They estimate that the magma oxygen fugacity was
at the the Iron-Wustite buffer or one log unit below it, which is favorable for high 𝐻2

volcanic outgassing rates. However, the maximum 𝐻2 outgassing rates estimated
in Thomas et al., in revision, are still insufficient to warm the surface to host liquid
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water. During the Noachian, the maximum rate is 1.34𝑥1010𝑐𝑚−2𝑠−1 and in 1 and
1.3 bar atmospheres a flux of 1010𝑐𝑚−2𝑠−1 does not sustain surface temperatures
warmer than 240 K. Others have estimated higher 𝐻2 outgassing rates on the order
of 1011𝑐𝑚−2𝑠−1, but they are based on highly uncertain scaling of modern Earth’s
𝐻2 outgassing rate (e.g., Wordsworth, Kalugina, et al., 2017; Liggins and al., 2020).
In later epochs, the volcanic flux decreases and the atmosphere thins, yielding cooler
surface temperatures than volcanism in the Noachian would have supported.

2.4 Cool, Dry 𝐶𝑂2 Atmospheres Are Photochemically Unstable in Early
Epochs

In putative cool, dry epochs, little to no surface water would have been available,
and therefore water-rock reactions sourcing 𝐻2 would slow or cease. Although
the majority of Fe oxidation was likely a result of crustal hydration (releasing 𝐻2

in a warm climate), slower Fe oxidation may have still occurred during periods
of a cool, dry climate which would lack of surface aqueous systems. Early in
Mars’ history, a lack of surface liquid water would expose reduced Fe(II) to the
atmosphere, resulting in a loss of atmospheric oxidants to the ground; this scenario
was previously considered by (Zahnle et al., 2008). Atmospheric oxidation of
2.7-Ga-old iron-nickel micrometeorites potentially via high abundances of upper
atmospheric O2 (Tomkins et al., 2016; Rimmer, Shorttle, and Rugheimer, 2019)
suggests early Mars may have undergone a similar loss of atmospheric oxidants to
the ground. Chemical rates for iron oxidation by O2 have been measured at >1000
K (Abuluwefa, Guthrie, and Ajersch, 1997); however, the rate of iron oxidation
by atmospheric oxidants is poorly constrained at temperatures relevant to the early
Mars surface and are likely to be slow. In this work we vary the sink of oxygen from
106𝑐𝑚−2𝑠−1 to 109𝑐𝑚−2𝑠−1, with a lower bound representing a flux with negligible
influence on the atmospheric chemistry and an upper bound within the range of
oxidation weathering considered by (Hunten, 1973). Under this climate, we assume
crustal hydration (which we acknowledge may still occur in localized underground
systems) is negligible during these cold periods.

We consider one case with no oxidant sinks as a basis for comparison. In this case,
the photochemical results differ from the assumed warm scenarios as CO deposition
to the ground goes to zero due to no aqueous processes. With no sink to the ground,
CO mixing ratios are of a few percent in the 1 bar atmosphere and are near 10%
in thinner atmospheres. CO is more abundant in thinner atmospheres due to less
water availability. In all cases, we initialize water to the saturation vapor pressure,
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and in colder thinner atmospheres, less water is available to the recycling reaction:
𝐶𝑂 +𝑂𝐻 → 𝐶𝑂2 + 𝐻.

When ground sinks of oxygen are introduced, we find that the hydrogen escape rate
increases. The loss of hydrogen to water in a 2:1 ratio seems to occur while the system
has sufficient water to balance the oxygen sinks. However, once the oxidant sinks are
increased beyond a rate that hydrogen diffusion can match (near 109𝑐𝑚−2𝑠−1), the
hydrogen escape rate can no longer increase to balance the oxygen sinks. Instead,
sinking oxygen begins to be pulled off of 𝐶𝑂2 and the CO mixing ratio begins to
rise. Zahnle et al. (2008) comes to a similar conclusion that oxidant sinks result
in a CO runaway in initially thick 𝐶𝑂2-dominated atmospheres. Here, we improve
the work with a more comprehensive model, including updated photochemical loss
of carbon and coupling to a 1D climate model. Importantly, we find that the 𝐶𝑂2

instability only occurs on timescales of > 108 years. This suggests that the response
to obliquity variations ( 105 years) and to transient 𝐻2 sources ( 105 years) likely
would have temporarily interrupted the evolution towards a 𝐶𝑂 atmosphere as the
climate cooled. We find a 𝐶𝑂-dominated atmosphere to be cooler (see Figure 2.4).
The anharmonic mode coupling terms are small for 𝐶𝑂 because it is a diatomic
molecule, resulting in fewer strong lines; 𝐶𝑂 has only an absorption band in the
5 micron region (which is far shortward of the main thermal distribution of a
blackbody near 210 K) and a pure rotational band at longer wavelengths. Thus the
main climate effect of 𝐶𝑂 would come from pressure-broadening of absorption by
other gas species.

The behavior of 3D processes could have transported water to the upper atmosphere
(such as periods of strong convection, variations in surface pressure, and obliquity
changes), allowing rapid H escape. We investigate the effects of the water transport in
only a 1D sense but find the oxidation of the surface to be faster than this oxidation of
the atmosphere, maintaining relatively low 𝑂2 and large 𝐶𝑂 abundances (see Table
S1). We find that the mechanism of a𝐶𝑂 runaway may also be self-limiting. The loss
of atmospheric oxidants severely slows the recycling reaction𝐶𝑂+𝑂𝐻 → 𝐶𝑂2+𝐻,
yielding a 𝐶𝑂-dominated atmosphere in cases of larger 𝐻2 flux. The loss of a 𝐶𝑂2-
dominated atmosphere removes the main photochemical production pathway for𝑂2,
effectively placing an upper limit on the rate of O2 loss to oxidizing the surface.
Larger sinks of 𝑂2 to the ground would therefore likely not be sustained on long
timescales of > 108 years.

We hypothesize two possible mechanisms to destroy or prevent a CO-dominated
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Figure 2.3: Mixing ratio profiles of 𝐻2 (blue),𝑂2 (magenta),𝐶𝑂 (orange), and𝐶𝑂2
(green) in three atmospheres: 1 bar 90% 𝐶𝑂2 (left), 500 mbar 90% 𝐶𝑂2 (middle),
200 mbar 90% 𝐶𝑂2 (right). For all cases, the range of oxidant ground sinks shown
are as follows 0 (dots), 107𝑐𝑚−2𝑠−1 (dash dot), 108𝑐𝑚−2𝑠−1 (dashed). We vary the
upper limit (solid) as a function of surface pressure: 109𝑐𝑚−2𝑠−1 (1 bar), 5𝑥108

(500 mbar), 2𝑥108 (200 mbar). Models are run for the duration of the Noachian era
(400 Myr), and the resulting profiles after 400 Myr are shown.

atmosphere. First, on long timescales, the surface iron will become largely oxi-
dized and thus sinks of atmospheric oxidants to the ground will slow. During the
Amazonian era, the ground sink of oxygen would have been on average an order of
magnitude less than the present-day atmospheric escape rate (Scheller et al., 2021).
Therefore, iron oxidation would minimally impact the atmospheric chemistry, and
𝐶𝑂2 would be photochemically stable, as it is at present-day Mars. Second, a
CO-runaway is most likely to occur in long-standing cool climates. Geologic events
could have helped episodically warm a thinning atmosphere (on short timescales of
105 years), thereby slowing the onset of the CO runaway.

We acknowledge that catalytic chemistry involving chlorine radicals is known to
prevent a 𝐶𝑂-runaway at Venus (e.g., Y. Yung and Demore, 1982). However, at
present-day Mars, the HCl abundance is only a few ppb (Korablev and al., 2021),
which we predict would be insufficient to fully balance the CO runaway. The
presence of present-day surface perchlorates (e.g., B. Sutter et al., 2017) implies
the relevance of Cl- chemistry at early Mars and volcanism would likely have
transiently increased HCl abundances to larger values; however, the HCl abundance
at early Mars is poorly constrained and including Cl- chemistry in photochemical
models would induce large error bars (spanning several orders of magnitude). For
these reasons, we ignore catalytic chlorine chemistry, while also acknowledging its
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importance on the chemistry of other solar system worlds. Similarly, due to our
focus on atmospheric chemistry and climate, we do not solve aqueous processes
such as the potential for chlorates to oxidize ferrous iron at early Mars (Kaushik
Mitra and Catalano, 2019).

2.5 Implications for Early Mars’ Redox Chemistry
Our coupled photochemical-climate model finds two plausible chemical and climate
states for early Mars on long timescales for two different climate assumptions: [I] A
warm climate capable of sustaining surface liquid water could have been maintained
by large mixing ratios of 𝐻2 supplied by crustal hydration; [II] a cool climate
could have runaway to a cooler, 𝐶𝑂-dominated atmosphere which results from
large, dry oxidant sinks to the surface. The evolution of Mars’ atmosphere remains
uncertain, likely impacted by transient events on the atmospheric chemistry and
climate. Geology predicts localized crustal hydration may have occurred during the
Hesperian era, and several previous works have suggested the climate was not warm
and wet consistently for the entire duration of the Noachian era (e.g., Fastook and
al., 2012; N. Mangold and al., 2012; Wordsworth, Knoll, et al., 2021). Geologic
events, including but not limited to obliquity changes (Kite et al., 2020), impacts,
and volcanism (Wordsworth, Knoll, et al., 2021), may have sharply influenced the
climate (Wordsworth, Knoll, et al., 2021; Kite et al., 2020) and facilitated abrupt
climate transitions. We predict that Mars’ atmosphere may not have always been
in chemical steady state, meaning these two solutions describe end-of-range cases.
Instead, it is plausible that Mars’ atmosphere underwent abrupt redox changes
by alternating from highly oxidized (𝐶𝑂2-rich), to mildly reduced (𝐶𝑂2-𝐻2) and
warm, and to reduced and cold (𝐶𝑂-dominant). This hypothesis is grounded in the
following recent observations.

First, Mars surface generally lacks surface carbonates (e.g., Ehlmann and Edwards,
2014), which are expected to form in the presence of neutral pH water and a
𝐶𝑂2 dominated atmosphere. If a 𝐶𝑂 runaway persisted for long periods, it could
be a potential explanation for the global lack of carbonates. Second, a reducing
𝐶𝑂-dominated atmosphere may also help to explain the recently observed C-13
isotope fractionation (Yoshida et al., 2023). However, since the 𝐶𝑂 atmosphere
cannot sustain surface liquid water or crustal hydration, it is not likely to be the
only early atmospheric composition and climate. The evidence for surface liquid
water highlights the importance of the warm 𝐶𝑂2-𝐻2 solution. Alternating redox
conditions could therefore help explain the lack of carbonates, 𝛿13𝐶 observations,
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and the evidence for surface liquid water.

Mars’ lack of tectonics has preserved geologic clues about the ancient climate and
chemistry, and they have been geochemically analyzed. Interestingly, there are both
reduced species including chlorobenzene (Glavin et al., 2013), trichloromethane
(Glavin et al., 2013), 𝐻2S (J. C. Stern et al., 2015; Glavin et al., 2013), and nitriles
(Jennifer C. Stern et al., 2018), and oxidized species including perchlorate (B. Sutter
et al., 2017; Glavin et al., 2013), nitrate (B. Sutter et al., 2017; J. C. Stern et al.,
2015; Jennifer C. Stern et al., 2018), and sulfate (Jennifer C. Stern et al., 2018; B.
Sutter et al., 2017) in the soils, and we term this the “redox dichotomy” as it suggests
the surface of Mars is far from equilibrium. Similar to how Earth underwent a Great
Oxidation Event (due to biological processes), this redox dichotomy may suggest
that Mars underwent a photochemically driven redox transition or potentially a series
of fluctuating redox conditions driven by both photochemistry and geologic events.
The steady state photochemical results of this work may thus be end-member cases
of the redox states Mars has experienced. While many of these species are of
atmospheric origins, upon delivery to the surface, aqueous alteration would have
also influenced the deposits seen today. For example, hypotheses of perchlorate
formation include not only atmospheric oxidation of chlorine species (Catling et al.,
2010) but also formation from brines (Steele et al., 2018) or irradiation of chlorine-
bearing parent materials (Carrier and Kounaves, 2015). Similarly, halogen cycling
may have contributed to oxidizing dissolved Mn(II) in Mars-like fluids (Kaustav
Mitra et al., 2023), opposed to requiring a highly oxidizing atmosphere to explain
MnO formation (Liu et al., 2021; Lanza, Woodward W. Fischer, et al., 2014; Lanza,
Roger C. Wiens, et al., 2016). Hence, full interpretation of the redox paradox
allows our hypothesis of alternating redox states to be testable, but requires careful
consideration of both atmospheric and aqueous mechanisms.

2.6 Supporting Information: Materials and Methods
Photochemical Model, KINETICS
We adapt the Caltech/JPL photochemical and transport model, KINETICS, for the
early Mars atmosphere. Additional input and output files from our study can be
found in the Caltech online repository (see acknowledgements). The KINETICS
software is described in the original references (Allen, Y. L. Yung, and Waters,
1981; Nair et al., 1994), and the work can be reproduced with all reactions and
rate constants used in this study which are included in the provided output files.
We consider the chemistry of 28 species linked by 172 reactions on an altitude grid
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spaced on average with three bins per scale height that extends to 500 km (well above
the exobase for our five atmospheric pressures considered). Our model calculates
and outputs chemical abundances for each species at every level by computing the
chemical production and loss rates at each altitude as well as the diffusive flux
between each altitude grid with the 1-D continuity equation:

𝑑𝑛𝑖

𝑑𝑡
= 𝑃𝑖 − 𝐿𝑖 −

𝜕𝜙𝑖

𝜙𝑧
(2.1)

where 𝑛𝑖 is the number density of species 𝑖, 𝜙𝑖 the vertical flux, 𝑃𝑖 the chemical
production rate, and 𝐿𝑖 the chemical loss rate, all evaluated at time 𝑡 and altitude 𝑧.
The vertical flux is given by:

𝜙𝑖 = −𝐷𝑖 (
𝜕𝑛𝑖

𝜕𝑧
+ 𝑛𝑖
𝐻𝑖
+ 1 − 𝛼𝑖

𝑇

𝜕𝑇

𝜕𝑧
𝑛) − 𝐾 ( 𝜕𝑛𝑖

𝜕𝑧

𝑛𝑖

𝐻𝑖
+ 1
𝑇

𝜕𝑇

𝜕𝑧
𝑛) (2.2)

where 𝐷𝑖 is the species’ molecular diffusion coefficient, 𝐻𝑖 the species’ scale height,
𝐻𝑎𝑡𝑚 the atmospheric scale height, 𝛼𝑖 the thermal diffusion parameter, 𝐾𝑧𝑧 the
vertical eddy diffusion coefficient, and 𝑇 the temperature (Y. Yung and Demore,
1982). The flux consists of molecular diffusion (which can be derived from the
molecular theory of ideal gases) and eddy transport. We calculate the eddy diffusion
coefficient profile according to the formulation in (Ackerman and Marley, 2001).

Radiative Transfer Model, REDFOX
REDFOX calculates radiative transfer for discrete intervals in the spectral range from
𝑣 = 0 to 105 𝑐𝑚−1. We individually studied the temperature responses to including
𝐶𝑂2-𝐻2, 𝐻2-𝐻2, as well as 𝑁2-𝐻2 CIA in our scenarios, and even in the two cases
of added 300 mbar of 𝑁2 we found the latter to affect surface temperatures less than
2 K. Surface temperature changes between the 5 atmospheres considered are mainly
attributed to variations in surface pressure opposed to the compositional variations.
This is in agreement with (Wordsworth, Kalugina, et al., 2017), which found that
the more heterogeneous electron density distribution of the major atmospheric con-
stituent 𝐶𝑂2 strengthens the multipole moments and increases the polarizability
leading to a stronger CIA effect in comparison to that of any added 𝑁2. This result
is in contrast to the early Earth study by (Wordsworth, Francois Forget, et al., 2013),
which had found 𝑁2-𝐻2 to significantly increase their temperatures. The difference
lies mainly in the large amounts of 𝐶𝑂2 in early Mars, with major absorption bands
in the same wavelength range as the 𝑁2-𝐻2 CIA. See Scheucher et al. (2020) for a
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Figure 2.4: Temperature-pressure profiles computed by REDFOX after iteration
with KINETICS. The top three panels assume a background 𝐶𝑂2 atmosphere with
10% 𝑁2 in a 1 bar atmosphere (left), 500 mbar atmosphere (center), and 200 mbar
atmosphere (right). The lower left panels show the cases with 300 mbar 𝑁2 added
to 1 bar and 500 mbar of 𝐶𝑂2. Cases with no hydrogen source are plotted in grey,
lower limit 𝐻2 fluxes in blue, intermediates in green and orange, and upper limit
𝐻2 fluxes in red. Cases with surface temperatures cooler than 250 K are plotted in
a dotted linestyle, greater than 250 K are plotted in a dashed linestyle, and greater
than 270 K in a solid linestyle.

full list of atmospheric absorbers included in our correlated-k radiative transfer and
for details about the cross sections. Water concentrations in convective regions in
the troposphere are adjusted to follow modern Earth-like relative humidity profiles
after (Manabe and Wetherald, 1967) with surface 𝑅𝐻 = 0.77, including the potential
presence of a liquid water ocean.

Figure 2.4 shows the temperature-pressure profiles as computed by REDFOX after
iteration with KINETICS. The temperature profiles are similar in the upper regions,
where the atmospheric density is not large enough for significant longwave ab-
sorption. The near-surface temperature shows the greatest response to near-surface
photochemistry and surface interactions, and the thicker atmospheres show a warm-
ing of up to 60 K compared to our thinner atmospheres.
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Note for our coldest resulting tropospheres without added 𝑁2, such as in the case of
200 mbar atmospheres and the 500 mbar atmosphere with lowest 𝐻2 fluxes, 𝐶𝑂2

may partially freeze out in parts of the troposphere. A caveat of 1D models is the
global treatment of such freeze out, potentially leading to artificial full atmospheric
collapse in such cases (e.g., F. Forget et al., 2013). In an effort to compare all our
cases with the intended surface pressure, we prevented global 𝐶𝑂2 freeze out.

Relating Hydration to an Atmospheric Hydrogen Source
Clay minerals and other hydrated minerals will incorporate OH-groups and 𝐻2O-
groups, and the case of OH groups can be thought of as an oxygen sink since one H
is liberated for every OH-group that is incorporated. The ratio of OH:𝐻2O groups
incorporated is dependent on the mineral, and in this work we make the assumption
that it is serpentine-like. With the simplifying assumption that 2 OH must be
incorporated for one release of 𝐻2, for serpentine, the ratio of 𝐻2O incorporated to
𝐻2 released is 4-40 (Chassefière and al., 2013; Chassefière, Lasue, et al., 2016).
Scheller et al. (2021) finds that 100-900m GEL water is lost to crustal hydration
during the Noachian and 10-100m GEL during the Hesperian.

Crustal hydration is not the only source of water loss. We base assumptions on
Fe(II) to Fe(III) oxidation depths on Scheller et al. (2021): 10-5 km during the
Noachian and 5-1 km during the Hesperian. Regular basalt at Mars contains 20
wt% 𝐹𝑒𝑂, and the 𝐹𝑒3+/𝐹𝑒𝑇 is < 0.2 − 0.3 for relatively unaltered basalts and
0.6-0.9 for highly altered basalts (morris2006). Therefore, assuming 10-60% of all
Fe(II) becomes oxidized to Fe(III), which requires 0.5 mol O per Fe, this relates to
32-382m GEL lost during the Noachian and 6-192m GEL during the Hesperian.

Furthermore, oxidation of FeS minerals to sulfate contributes as a third relevant
mechanism, and SNC meteorites show 0.2-0.3 wt% FeS (McLennan and Grotzinger,
2008). Meanwhile Fe oxidation via chlorates may also be efficient (Kaushik Mitra
and Catalano, 2019). However, neither of these aqueous mechanisms would release
𝐻2, and therefore we ignore them in our work. With similar assumptions as iron
oxidation, we acknowledge the former contributes 2-29m GEL water loss during the
Noachian and 0.5-15m GEL loss during the Hesperian.

The total water lost (in units of m GEL) can be related to a flux lost (in units of
molecules 𝑐𝑚−2𝑠−1) with another simplifying assumption that loss was approxi-
mately constant over a respective era:

𝐹𝑤𝑎𝑡𝑒𝑟𝑙𝑜𝑠𝑠 = 𝐷 · 𝐴 · 𝜌 ·
1

𝑚𝑢𝑤𝑎𝑡𝑒𝑟
· 𝑁𝐴 ·

1
𝑡
· 1𝐴 · 1𝑛 (2.3)
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where 𝐷 is the depth of water in cm GEL, 𝐴 is the surface area of Mars (cm2), 𝜌
is the density (g/cm3) of water, 𝜇𝑤𝑎𝑡𝑒𝑟 is the mean molecular weight of water (18
g/mol), 𝑁𝐴 is Avogadro’s constant, and 𝑡 is the duration of a given epoch. This
flux may then be related to the flux of hydrogen released according to the ratio, 𝑛,
of 4-40 for 𝐻2O loss : 𝐻2 release. This relates to a range of hydrogen released
to the atmosphere between 1010 − 2𝑥1012 𝐻2𝑐𝑚

−2𝑠−1 during the Noachian and
109 − 3𝑥1011 𝐻2𝑐𝑚

−2𝑠−1 during the Hesperian.

Effect of Water Photolysis Rates on 𝐶𝑂 Runaway
CO runaway at Mars occurs when the production of 𝐻𝑂𝑥 radicals is limited. At
present-day Mars, dust storms are known to increase hydrogen escape via lofting
water into the stratosphere. At early Mars, a similar effect may result from periods
of strong convection. Here, we demonstrate that lofting water into the stratosphere
supplies an insufficient amount of HOx to balance the 𝐶𝑂 runaway.

Additionally, it was recently found that the extended tail region for the photolysis
cross section of water is non-negligible due to the solar spectrum hosting an increased
number of photons at longer wavelengths (Ranjan, Sasselov, and Lewis, 2020). Here,
we demonstrate that the effect of the faster water photolysis (i.e., faster supply of
𝐻𝑂𝑥) is also insufficient to balance the 𝐶𝑂 runaway.

Figure 2.5: Percent change in surface and stratospheric 𝐶𝑂 concentrations due to
periods of strong convection or the inclusion of the tail region in the water photolysis
cross sections.
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C h a p t e r 3

NITROGEN FIXATION AT EARLY MARS

Adams, Danica et al. (2021). “Nitrogen Fixation at Early Mars”. In: Astrobiology
21.8.
D.J.A modified and ran the photochemical model KINETICS and the thermo-
chemical model CEA, and D.J.A. developed the steady state aqueous chemistry
model. Y.L. computed CAPE from established GCM results. C.D. and P.D. ran
the Geant4 simulation, and M.C. improved the aqueous chemistry model. Y.L.Y
and M.L.W developed the research concept., pp. 968–980. doi: 10.1089/ast.
2020.2273.

3.1 Introduction
The Mars Science Laboratory (MSL) recently discovered 70–260 and 330–1100
ppm of nitrate in the Klein and Cumberland Noachian-aged mudstone deposits,
respectively, at Yellowknife Bay (Stern et al., 2015). Subsequent measurements
of 0.002 to 0.05 wt% of nitrate in sediments near Gale Crater were also reported
(Sutter et al., 2017). One possible mechanism for nitrate deposition is through
HNOx formation and rain-out in the atmosphere, for which lightning-induced NO
is the fundamental source (e.g., Schuman and Huntrieser, 2007; Ducluzeau et al.,
2009). At early Mars, electrical discharges would have heated local air parcels to
tens of thousands of Kelvin, encouraging the following chemical processes (e.g.,
Wong, Charnay, et al., 2017):

𝐶𝑂2 → 𝐶𝑂 +𝑂

𝑂 + 𝑁2 → 𝑁𝑂 + 𝑁

𝑁 + 𝐶𝑂2 → 𝑁𝑂 + 𝐶𝑂

Photochemical pathways then produce HNOx from NO and oxidizing species, fol-
lowed by subsequent rain-out into a depositional environment. Wong, Charnay,
et al. (2017) investigated the production and precipitation of HNOx via this pathway
in early Earth environments. This mechanism is likely applicable to early Mars, as
extensive geological and mineralogical evidence at the present surface suggests that
liquid water once flowed and precipitated on the surface during the late Noachian
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(e.g., Baker, 2006; Bibring et al., 2006; Grotzinger et al., 2015; McEwen et al.,
2013; Milliken, Grotzinger, and Thomson, 2010).

HCN may be produced as a dissociation product of 𝑁2 and𝐶𝐻4 (i.e., in the presence
of lightning, as well as solar energetic particle events). HCN is also soluble, and we
expect it would have also precipitated to the early Mars surface during times of a
warm, wet climate. We thus also examine the surface flux of HCN rain-out. Multiple
pathways to produce HCN from radicals have been suggested (Pearce, Ayers, and
Pudritz, 2019). The dominant formation mechanisms in this work are summarized
in Fig. 3.7, and the complete reaction table (with rate constants and column rates)
are provided in Appendix 1.

The nitrogen cycle at early Mars remains a long-standing question of significant
astrobiological relevance; specifically, lightning-induced production of HCN and
nitrogen oxides may have been key to the onset of both early terrestrial and possibly
Martian life.

Astrobiological Implications of HCN
HCN production may have been relevant to synthesizing prebiotic molecules (e.g.,
D. Ritson and J. D. Sutherland, 2012; D. J. Ritson and J. D. Sutherland, 2013;
J. Sutherland, 2017). It has been hypothesized that prebiotic synthesis of adenine
from HCN may have made adenine readily available in early terrestrial environments
(e.g., Holm and Neubeck, 2009). The purine coding elements of RNA, adenine in
particular, can be synthesized in an efficient process from HCN (Oro, 1960; Oro,
1961). While this synthesis would have required high concentrations of HCN (>
0.01𝑀), strong absorption via zeolites (Fripiat et al., 1972) and other concentrating
mechanisms have been suggested to allow for synthesis via compartmentalization in
an otherwise more dilute solution of HCN (e.g., Holm and Neubeck, 2009). In this
work we investigate the HCN produced by lightning and photochemistry involving
radicals produced from solar energetic particle (SEP) events, but we acknowledge
that formation could have also been encouraged by UV radiation and geothermal
energy sources.

Astrobiological Implications of NOx
It has been hypothesized that nitrogen oxides may have acted as high-potential elec-
tron acceptors for early metabolic processes (e.g., Mancinelli and McKay, 1988).
Nitrate (𝑁𝑂−3 ) and nitrite (𝑁𝑂−2 ) could have provided the free energy gradient to
drive the first metabolic pathway via oxidizing hydrothermal𝐶𝐻4 while hydrogenat-
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ing 𝐶𝑂2 at alkaline hydrothermal vents (e.g., Ducluzeau et al., 2009; Nitschke and
M. J. Russell, 2013; Shibuya, M. Russell, and Takai, 2016). In order for this mech-
anism to proceed, nitrogen oxides are required as high potential electron acceptors.
First, their presence would help set up the initial disequilibrium required to activate
methane, which is converted to methanol as nitrate and nitrite are re-reduced to
nitric oxide, NO (Nitschke and M. J. Russell, 2013). Second, they could potentially
facilitate electron bifurcation, in which the acceptance of an outer shell molybde-
num electron would be coupled to the reduction of 𝐶𝑂2 (the low-potential electron
acceptor) to 𝐶𝑂 (Schoepp-Cothenet et al., 2012; Nitschke and M. J. Russell, 2013;
Helz, Erickson, and Vorlicek, 2014). The astrobiological relevance of lightning-
induced nitrogen fixation in the early terrestrial atmosphere has been considered and
was motivated by these mechanisms in (Wong, Charnay, et al., 2017).

Relevance of the Early Mars Climate
As mentioned above, its present-day surface morphology indicates that early Mars
was likely warm and wet during the late Noachian, suggesting a drastically different
early climate than the present. This climate is key to inferring the nature of the early
Mars nitrogen cycle. Since this paper seeks to examine HCN and HNOx production,
it is critical to first understand the nature of the early atmosphere in which these
molecules would have formed. Despite the evidence for a warm, wet early Mars, a
zero-albedo early Mars would have hosted an equilibrium temperature of only 210
K, far from the phase transition for liquid water. With a semi-major axis of 1.524
AU, Mars only receives 43% of the solar flux received by Earth. The early Sun
(at 3.8 Ga) contributed to this cool temperature as it was only 75% as luminous as
the present-day Sun; the energy output of stellar cores increases with time as they
contract due to the increasing mean molecular weight yielded from hydrogen fusion
(Gough, 1981). Hence, this evidence for surface water is paradoxical and begs the
question: what early Mars climate was capable of sufficiently warming the surface?

It has been hypothesized that early Mars likely hosted a much thicker atmosphere
enriched with greenhouse gases. James F Kasting (1991) demonstrated that a
𝐶𝑂2–𝐻2O atmosphere (i.e., an atmosphere dominated by greenhouse gases) would
have increased the planetary albedo via Rayleigh scattering and cloud condensation,
and would thus be insufficient to warm early Mars. Other surface warming processes
have been investigated but yielded insufficient surface warming; these include but
are not limited to: cirrus clouds (e.g., R. M. Ramirez and James F. Kasting, 2017),
water clouds (e.g., Urata and O. Toon, 2013), 𝐶𝑂2 clouds (e.g., François Forget
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and Pierrehumbert, 1997), sulfur dioxide from volcanic outgassing (e.g., Halevy
and James W Head, 2014), and orbital obliquity and eccentricity variations and/or
diurnal variations (Wordsworth, Francois Forget, et al., 2013). While the present
Mars atmosphere is oxidizing due to efficient hydrogen escape, it has recently been
suggested that the early atmosphere may have been more reducing. Collisionally
induced absorption (CIA) of 𝐶𝑂2 with 𝐶𝐻4 and 𝐻2, due to both induced dipole
and dimer effects (Gruszka and Borysow, 1997; Baranov, Lafferty, and Fraser,
2004),could provide sufficient climate forcing to allow at least transient liquid water
on the early martian surface (e.g., R. Ramirez et al., 2014; Wordsworth, Kalugina, et
al., 2017). The climate model presented in Wordsworth et al. (2017) produces global
mean surface temperatures >273 K with atmospheric pressures below 2 bar. This
atmospheric pressure is consistent with estimates of carbon isotope fractionation
(Hu, Kass, et al., 2015), an upper limit derived from surface crater distributions
(Kite et al., 2014), and the estimated time-integrated atmospheric loss derived from
MAVEN (the Mars Atmospheric and EvolutioN mission) (Bruce M Jakosky et al.,
2018). We consider it likely that 𝐻2 and 𝐶𝐻4 were important greenhouse gases on
early Mars; however, their early abundances are still highly uncertain.

Throughout this work, we assume a background 1 bar 𝐶𝑂2 atmosphere and vary
the abundances of 𝑁2, 𝐻2, and 𝐶𝐻4 from 1–10%. The precise phase space is
summarized in Figure 3.1.

These mixing ratios of reduced gases are motivated in part by their contribution
to the greenhouse effect, but also by geochemistry. Note that these geochemical
sources – serpentinization-induced 𝐶𝐻4 fluxes of 1010˘1012𝑐𝑚−2𝑠−1 (Etiope and
Sherwood Lollar, 2013; Wordsworth, Kalugina, et al., 2017), in combination with
release from methane clathrates, impact degassing, and volcanic outgassing – would
have competed with atmospheric escape and photochemical destruction for 𝐻2

and 𝐶𝐻4, respectively. Methane clathrates may have formed in the presence of
surface ice and serpentine (Lasue et al., 2015). Theoretical equilibrium calculations
of carbonaceous chondrite impactors suggest methane as the dominant C-bearing
specie outgassed (Schaefer and Fegley, 2007). The interior of Mars may not have
reached the temperature and pressure required to undergo the spinel-to-perovskite
transition at 1900 K and 24 GPa (Chudinovskikh and Boehler, 2001) which would
make the interior more reduced; if Mars had a lower oxygen fugacity mantle,
magmatic outgassing could have yielded a 𝐶𝐻4 rich atmosphere (Wadhwa, 2001).
Relatively low mixing ratios would have been likely, due to the competition of
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Figure 3.1: Summary of the 40 atmospheric compositions we consider. 𝐶𝐻4
composition is indexed on the left (blocks of four rows), 𝐻2 on the right (one value
per row), and 𝑁2 by each column. Composition combinations that are considered are
shown by filled (blue) circles, and those not considered are shown by open (white)
circles.

photochemistry with geochemical sources, and Wordsworth, Kalugina, et al. (2017)
finds that mixing ratios <10% are able to sufficiently warm early Mars to sustain
transient surface liquid water. Wordsworth, Kalugina, et al. (2017) notes that the
mixed 𝐶𝑂2-𝐶𝐻4-𝐻2 composition would likely persist over timescales of 100,000s
years, which is long enough to explain the formation of deposits in Gale crater
(Grotzinger et al., 2015) and agrees with the timescale estimated by some valley
network formation models if a high discharge frequency is assumed (Rosenberg et
al., 2015). We caution the reader that the abundance of nitrogen in early Mars’
atmosphere remains poorly constrained, and in the discussion section we outline
future steps that may be taken to improve this understanding. Note that isotopic
fractionation of nitrogen implies a greater abundance of 𝑁2 in the early atmosphere,
but few constraints have been made regarding the abundance of nitrogen in the early
Mars atmosphere.

We investigate the production of HCN and nitrogen oxides in a phase space of
potential early Mars climates. In Section 2, we compute lightning-induced fluxes
of 𝐻𝐶𝑁 and 𝑁𝑂 at early Mars. In Section 3, we compute 𝑁 and 𝑁 (2𝐷) flux
profiles that Solar Energetic Particle (SEP) events may have yielded at early Mars.
In Section 4, we input these fluxes into a photochemistry and transport model to
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examine precipitation rates of nitrogen oxide. In Section 5, oceanic concentrations
are derived considering loss via hydrolysis and photoreduction, and astrobiological
relevance is investigated. In Section 6, we estimate nitrate precipitation to the
surface. In Section 7, we discuss future work, and in Section 8 we summarize
conclusions.

3.2 Photochemistry due to Lightning at Early Mars
While lightning has not been observed in the present-day Mars to date, extraterres-
trial lightning associated with water clouds has been observed at Jupiter and Saturn,
and lightning attributed to sulfuric acid clouds has been observed at Venus. A
warm early Mars climate likely held more water in its atmosphere, supporting the
assumption that lightning may have been active. Lightning is sufficiently energetic
to split the triple bond of 𝑁2, thereby transforming 𝑁2 into a form which can be
metabolized by most organisms. Here, we calculate a theoretical lightning flash rate
in Section 2.1, which is used in Section 2.2 to compute the associated production
flux of 𝑁𝑂 and 𝐻𝐶𝑁 in the lower atmosphere.

Parametrizing the Lightning Flash Rate on Early Mars
We adopt the parametrization for the lightning flash rate, F, from Romps et al.
(2014):

𝐹 =
𝜂

𝐸
· 𝐶𝐴𝑃𝐸 · 𝑃 (3.1)

where 𝜂 is a dimensionless parameter that describes the efficiency of lightning
discharge energy, 𝐸 is the energy released per flash, 𝑃 is the precipitation rate per
unit area, and 𝐶𝐴𝑃𝐸 is the convective available potential energy. CAPE quantifies
the convective instability of the atmosphere by measuring the maximum kinetic
energy that an ascending air parcel can gain during convection. Larger CAPE gives
rise to higher ascending velocity in a convective zone. Although Romps et al.
(2014) did not propose a specific charging mechanism, they identified a correlation
between higher updraft speeds and higher flash rates. We adopt the coefficient
value, /𝐸 , from Romps, Seeley, et al. (2014) of 1.3𝑥10−11𝐽−1. The parametrization
of 𝐶𝐴𝑃𝐸𝑃 describes the maximum change in kinetic energy that water droplets in
an ascending parcel of air may undergo. Note that we presently lack a thorough
analysis of lightning on the scale of comparative planetology; we acknowledge this
parametrization was originally derived over a localized region in the context of only
terrestrial data (Romps, Seeley, et al., 2014). We discuss these assumptions in
Section 6.1.
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We use the 3-D general circulation model (GCM) results of Wordsworth, Kerber,
et al. (2015) to inform P and CAPE. Wordsworth, Kerber, et al. (2015) applied
the Laboratorie de Meterologie Dynamique GCM in a transient warm, wet climate,
which was likely applicable on transient timescales. The horizontal resolution of the
GCM is 3.75° in latitude by 5.625° in longitude, corresponding to a grid dimension
of 220 km by 330 km at the equator and 220 km by 165 km at 60° latitude. In a 1
bar 𝐶𝑂2 atmosphere, the 𝐻2O mixing ratio was governed by the moist convection
scheme and a grey-gas absorber was used to alter the broadband IR opacity in order
to warm the surface temperature to 300 K. Surface topography 2.54 km below the
geoid was considered to comprise a potential transient northern ocean (Wordsworth,
Kerber, et al., 2015; Di Achille and Hynek, 2010).

We compute CAPE based on the GCM-simulated atmosphere of early Mars. We note
that the concept of CAPE has been applied extensively extraterrestrially, including
to the present-day Mars atmosphere (e.g., Colaprete and O. B. Toon, 2003; Hu,
Cahoy, and Zuber, 2012). Physically, CAPE is determined by the abundance of
moisture at the surface and the vertical profile of atmospheric temperature. In
our calculation, for each grid point at each timestep in the course of the GCM
simulation, an arbitrary air parcel is lifted from the surface, as defined by the
initial properties of surface temperature, pressure, and specific humidity. As the
air parcel ascends, the evolution of its temperature follows the dry adiabatic lapse
rate (Γ𝑑 = 𝑔/𝑐𝑝, where 𝑔 is the gravitational acceleration and 𝑐𝑝 is the specific
heat capacity of 𝐶𝑂2, assumed constant at 744𝐽𝑘𝑔−1𝐾−1) before saturation. After
saturation is reached, the temperature profile follows the moist adiabatic lapse rate.
We assume a clean atmosphere free of ice nuclei, requiring that nucleation can
only happen homogeneously. Note that heterogeneous nucleation, allowing the
phase transition from water vapor to water ice, would release more latent heat than
homogeneous nucleation, further warming up the air parcel, and making CAPE
larger. Accordingly, the condensate is assumed to be liquid water if the parcel
temperature is above -38°C; it is assumed to be water ice if the parcel temperature
is below this temperature threshold, which is the highest temperature at which
homogeneous nucleation takes place. This assumption provides a lower bound of
the estimated CAPE.

We derive a global mean value of 5179 J/kg, which is 1 order of magnitude
larger than typical values for the terrestrial atmosphere (Romps, Seeley, et al., 2014)
and more than two orders of magnitude greater than that on the present-day Mars
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Figure 3.2: Annual mean lightning flash rate (log-scale, flash 𝑐𝑚−2𝑠−1) in a warm,
wet, early Mars climate, assuming a global northern ocean for topography at an
altitude of -2.54 km. Despite significant temporal variability (not shown here),
we show the annual mean here since we seek to model the average early Mars
environment in this work. This figure has been interpolated from the 64x49 grid of
the GCM presented in Wordsworth, Kerber, et al. (2015).

during polar night (Hu, Cahoy, and Zuber, 2012). Analytical terrestrial estimations
demonstrate that CAPE increases in direct response to higher surface temperatures
(Romps, Charn, et al., 2016), and the 30 K warmer surface temperature of this GCM
(313 K) compared to the terrestrial global mean temperature is a likely contributor
to the larger global mean CAPE. CAPE is generally larger over the northern ocean
than surface topography (by a factor of 2), consistent with the terrestrial trends
identified in Romps, Charn, et al. (2016).

The precipitation rates exhibit significant temporal variability but are on average
larger by factors of 10 and 5 at the northern and southern poles, respectively, in
comparison to the mid-to-low latitude regions (< |60𝑜 |). The global mean flash
rate is considered in the later calculations in this paper, and we derive a value
of 5.2𝑥10−17 flash 𝑐𝑚−2𝑠−1 (for details regarding this derivation please refer to
Appendix 4), which is comparable to the present-day terrestrial rate and early
earth rate (as determined by the Generic LMDZ 3D global climate model; (Wong,
Charnay, et al., 2017)). The derived lightning flash rate also exhibits large temporal
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variability due to the effect of the precipitation rate. The annual mean flash rate
is demonstrated in Figure 3.1, with larger values over the poles (explained by high
precipitation rates) and more frequent mid-latitude ( 30 − 50𝑜) flashes in the north
due to the larger CAPE over the northern oceans.

Nitrogen Fixation via Lightning
Lightning is known to have profound local effects on atmospheric chemistry. Dur-
ing a lightning flash, the current-carrying channel is heated to 3x104 K, and UV
radiative photodissociation produces radicals and complex chemistry in the vicinity
of the channel. The shock wave associated with thermal expansion of the gas yields
overpressures that drive the shock outward, heating surrounding gas to several thou-
sand kelvin. At these temperatures, the atmospheric constituents are broken into
radicals which recombine to form molecules stable at temperatures of several thou-
sand kelvin, such as 𝑁𝑂𝑥 and 𝐻𝐶𝑁 for early Mars. The gas cools at 106𝐾/𝑠, and
the cool atmospheric temperature quenches the gas composition out of equilibrium,
but the compositions remain nearly frozen in since the reactions involved in driving
the atmosphere back to equilibrium are kinetically inhibited (e.g., Desch et al., 2002,
and references therein).

Figure 3.3: Lightning-induced fluxes of NO (blue) and HCN (green) (molecules
𝑐𝑚−2𝑠−1) produced by lightning in a 𝐶𝑂2 background atmosphere with varied
amounts of 𝑁2 (1% dotted; 3% dot-dash; 5% dash; 10% solid), 𝐻2 (1-10% x-axis
of A + C), and 𝐶𝐻4 (1-10% x-axis of B + C). In panels (a) and (b), 𝐶𝐻4 and 𝐻2
(respectively) are fixed at 1%. While the molecular fluxes respond to atmospheric
composition, all cases vary by less than one order of magnitude.

We calculate the NO and HCN mixing ratios from local thermodynamic equilibrium
in the presence of lightning (approximated as 2000 K) using the Chemical Equilib-
rium and Applications program (McBride and S. Gordon, 1996). In the potential
early climates considered, we find that lightning yields fluxes of NO and HCN
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of 109 molecules 𝑐𝑚−2𝑠−1 and 103 molecules 𝑐𝑚−2𝑠−1 (as shown in Figure 3.2).
The former is comparable to the fluxes of NO on early Earth estimated by Wong,
Charnay, et al. (2017) and James F. Kasting, Holland, and Pinto (1985), and may
have profound astrobiological implications, which we investigate further in Section
4 when considering precipitation rates.

The NO flux is found to decrease when the abundances of reduced species are
increased, while the HCN flux is found to increase due to the more reduced state, as
shown in Figure 3.2. Notice that neither flux varies by orders of magnitude; these
are small variations that would likely not significantly affect the habitability of early
Mars in the greater scheme of current uncertainties.

3.3 Dissociation of 𝑁2 by Solar Energetic Particle Events
We use the simulation platform Geant4 (e.g., Agostinelli et al., 2003) to approximate
the response of the Martian atmosphere to a coronal mass ejection (CME) and the
associated SEP events. The planetary surface is represented by a uniform non-
magnetized sphere with radius 3400 km composed of only iron for simplicity with
an STP density of 7.9 𝑔𝑐𝑚−3. The atmosphere is represented by a grid of 66 altitude
layers extending to 110 km composed of pure 𝐶𝑂2. Below 60 km, the atmospheric
temperature and eddy diffusivity (Kzz) profiles are informed by the GCM output. At
higher altitudes, the temperature profile is assumed isothermal and the Kzz profile
is calculated following the methods of Ackerman and Marley (2001). These profiles
are also used to inform the photochemical model that follows in Section 5, which is
where they are shown in Fig. 3.4. We subject the Mars atmosphere to an isotropic
distribution of particles with energies ranging from 10 MeV to 10 GeV. The energy
for each particle was assigned randomly, with an algorithm designed to create a
logarithmically uniform distribution. Particles are sourced from a sphere enclosing
both Mars and its atmosphere; we ran two simulations with spheres of different
radii, 3250 and 5280 km, to validate that the result was independent of the arbitrary
value selected. We record the initial energy of each particle and resulting energy
deposited at each altitude layer. We binned the data by initial energy in logarithmic
increments of 0.025 (40 bins per order of magnitude) for 120 bins ranging from 10
MeV to 10 GeV, and we obtain the average deposit on a 120x66 grid over energy and
altitude. We calculated the energy deposit geometric factor matrix (units of MeV
cm2 ster) by multiplying this energy deposit matrix by 4𝜋2𝑟2 (where r is the radius of
the spherical particle source). We multiplied this with the flux distribution to obtain
a total energy deposit rate (MeV/sec) at each altitude. For our simulated event, we
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used the differential flux from the October 29, 2003 CME event as displayed in
Figure 3.5 of Mewaldt et al. (2012). The data from the figure was extrapolated out
to 6 GeV, assuming the linear log-log relation shown in the figure, and we assume
zero flux for energies greater than 6 GeV. The differential flux was converted to
an actual flux and run through our atmospheric response matrix in order to obtain
the energy deposit at each altitude. This describes the theoretical response of the
Martian atmosphere to the October 29, 2003 event.

The frequency of CMEs from the young Sun and other active stars has been esti-
mated from their association with solar/stellar flares. SOHO/LASCO and STEREO
observations show strong association of energetic and fast (>1000 km/s) CMEs with
powerful solar flares. Empirical correlations for present solar events allow CME
occurrence frequencies to be estimated from Kepler observations of the frequency of
stellar superflare events at active and young K-G type main sequence stars. Lingam
et al. (2018) analyzed this correlation to determine that early Mars may have ex-
perienced a few CMEs per day. In this work, we assume, on average, early Mars
experienced one event per terrestrial day, each with a duration of 1 terrestrial day.

We compared the energy deposition rate at each altitude layer with the ionization
rates of 𝐶𝑂2, the dominant atmospheric constituent, and 𝑁2. We assume a 50:50
branching ratio for the products of 𝑁2 dissociation to yield N and N(2D) in order to
derive profiles of 𝑁 and 𝑁 (2𝐷) production rates induced by SEP events, as shown
in Fig. 3.3 below.

3.4 Photochemical Production and Precipitation of HNOx and HCN
In order to calculate the equilibrium concentration and rainout of HNOx and HCN,
we adapt KINETICS, the Caltech/JPL chemical transport model (e.g., Allen, Yung,
and Waters, 1981), to the early Mars environment. Other versions of this model have
been validated across numerous planetary bodies, such as Jupiter (e.g., Moses et al.,
2005), Titan (e.g., C. Li et al., 2014), and Pluto (e.g., Wong, Yung, and Gladstone,
2015), and a similar model was considered for the early Earth in Wong, Charnay,
et al. (2017).

The lightning-induced fluxes for 𝑁𝑂 and 𝐻𝐶𝑁 are injected to the lowest atmo-
spheric level, which extends from 0 to 1.4 km. The 𝑁 and 𝑁 (2𝐷) fluxes resulting
from SEP events are input as fixed altitude-dependent profiles. We consider the
chemistry of 50 species linked by 495 reactions on an altitude grid with 1-2 km
spacing, having updated the chemical network to include all 118 reactions consid-
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Figure 3.4: 𝑁 and 𝑁 (2𝐷) production rates (atoms 𝑐𝑚−3𝑠−1) that result from SEP
events as a function of altitude, for an atmospheric composition of 10% 𝑁2.

ered by Airapetian (2016), which examined terrestrial nitrogen fixation. The model
calculates the chemical production and loss rates at each altitude as well as the
diffusive flux between each altitude grid by solving the 1-D continuity equation. We
consider a solar spectrum from 4.4 Ga (Claire et al., 2012). For a complete list
of chemical reactions and rates, model boundary conditions, and details regarding
these equations, we refer the reader to Appendix 1 and 2 respectively.

Below 60 km, the atmospheric temperature and 𝐾𝑧𝑧 profiles are informed by the
GCM output. At higher altitudes, the temperature profile is assumed isothermal
and the 𝐾𝑧𝑧 profile is calculated following the methods of Ackerman and Marley
(2001). The water vapor concentration is fixed to the saturation vapor pressure.
Homogeneous nucleation of water condensation is assumed; please refer to appendix
2. These profiles are shown in Figure 3.4 below.

Our model calculates and outputs chemical abundances for each species at every
level. The vertical profiles of photochemically derived 𝑁𝑂, 𝑁𝑂2, 𝑁2O, 𝐻𝑁𝑂,
𝐻𝑁𝑂3, and 𝐻𝐶𝑁 in atmospheric compositions of 10% 𝑁2, 1% 𝐶𝐻4 and 𝐻2, and
10% 𝑁2, 10% 𝐶𝐻4 and 𝐻2 are shown in Fig. 3.5.

The resulting precipitation column rates of 𝐻𝑁𝑂, 𝐻𝑁𝑂2, 𝐻𝑁𝑂3, 𝐻𝑂2𝑁𝑂2, and
𝐻𝐶𝑁 are found to be 108, 102, 106, 103, 𝑎𝑛𝑑105 molecules 𝑐𝑚−2𝑠−1, respectively.
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Figure 3.5: (a) Temperature (K), (b) pressure (mbar), (c) eddy diffusion coefficient
(𝑐𝑚2𝑠−1), and (d) water vapor concentration profiles (𝑐𝑚−3) of our model atmo-
sphere. The inversion feature in the 𝐾𝑧𝑧 profile corresponds to the tropopause, as
defined by the temperature profile.

These fluxes also respond to variations in the abundances of 𝐻2 and 𝐶𝐻4, as shown
in Figure 3.6. These responses are discussed below, and the photochemical pathways
governing such behavior is demonstrated in Figure 3.6.

The precipitation rates of 𝐻𝑁𝑂 appear to increase as 𝐻2 and 𝑁2 are added to
the initial atmospheric abundance. The dominant formation pathway for 𝐻𝑁𝑂,
summarized in Fig. 3.7, is via 𝑁𝑂 reacting with 𝐻𝐶𝑂, and the latter is a result
of 𝐻 + 𝐶𝑂. By this process, greater initial abundances of 𝐻2 enhance 𝐻𝐶𝑂
concentrations, increasing the production rate of 𝐻𝑁𝑂. Likewise, greater initial
𝑁2 abundances directly correspond to increased lightning-induced 𝑁𝑂 fluxes (as
shown in Fig. 3.2), and therefore also increase the 𝐻𝑁𝑂 production rate.

𝐻𝑁𝑂3 is dominantly formed via 𝑁𝑂 reacting with 𝐻𝑂2, and therefore displays
similar trends in 𝑁2 abundances. However, production of 𝐻𝑁𝑂3 decreases as the
initial abundance of reduced gases is increased. Atmospheres with high abundances
of reduced gases yield less 𝑂2, which limits 𝐻𝑂2 (produced via 𝐻𝐶𝑂 + 𝑂2) and
hence the formation of 𝐻𝑁𝑂3. We note an additional formation mechanism via
𝑁2O5 reacting on atmospheric ice particles; this formation mechanism dominantly
occurs at night, although this can only be done in a future model that includes diurnal
variation.

𝐻𝑁𝑂2 and 𝐻𝑂2𝑁𝑂2 are both formed via 𝑁𝑂2 reacting with 𝐻𝑂2, as shown in
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Figure 3.6: Mixing ratio profiles of NO (pink), NO2 (purple), 𝑁2O (yellow), HNO
(blue), HNO3 (cyan), and HCN (green) in two atmospheric compositions: 10% 𝑁2,
10% 𝐶𝐻4, 10% 𝐻2 (dashed) and 10% 𝑁2, 1% 𝐶𝐻4, 1% 𝐻2 (solid).

Figure 3.7: Precipitation rates (fluxes) of 𝐻𝑁𝑂, 𝐻𝑁𝑂2, 𝐻𝑁𝑂3, and 𝐻𝐶𝑁

(molecules 𝑐𝑚−2𝑠−1) (shown in pink, red, blue, and green, respectively) in at-
mospheres with varying mixing ratios of 𝐻2 (a), 𝐶𝐻4 (b), and 𝐻2 + 𝐶𝐻4 (c). In
panels (a) and (b), 𝐶𝐻4 and 𝐻2 (respectively) are fixed at 1%. In all panels 𝑁2 is
varied as the line style: 1% (dots), 3%(dot-dash), 5% (dashes), and 10% (solid line).
1 bar atmosphere is considered with a background composition of 𝐶𝑂2.
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Fig. 3.7. From Fig. 3.6, it is apparent that the production of both decreases in
the presence of reduced gases, though the magnitude of this behavior depends on
the presence of 𝑁2. 𝐻𝑂2 again behaves as a limiting reactant in the presence of
high reduced gas abundances, as in the formation of 𝐻𝑁𝑂3. But an important 𝑁2

dependence is that 𝐻𝐶𝑂 may form either 𝐻𝑁𝑂 (in the high-𝑁2 regime) or HO2
by reacting with 𝑂2. Hence in high 𝑁2 atmospheres, 𝑁𝑂 is readily abundant, and
𝐻𝐶𝑂 is lost to𝐻𝑁𝑂 rainout, making𝐻𝑂2 further limited. Hence, the abundance of
𝑁𝑂 affects the slope at which the reduced gas abundance decreases HO2 production
and thereby the production rate of 𝐻𝑁𝑂2 and 𝐻𝑂2𝑁𝑂2.

𝐻𝐶𝑁 increases by 1 order of magnitude within the 𝑁2 range considered. 𝐻𝐶𝑁
is formed dominantly via 𝐻2𝐶𝑁 , which is created from atomic N reacting with the
methyl radical. CH3 is a result of 𝑁 (2𝐷) reacting with methane. (Recall that both
𝑁 and 𝑁 (2𝐷) are products of 𝑁2 dissociation via solar events.) This mechanism
is summarized in Fig. 3.7. The production rate of 𝐻𝐶𝑁 therefore depends on the
concentrations of both 𝑁 and 𝑁 (2𝐷), yielding an increased dependence on initial
𝑁2 abundance. The inclusion of SEP events results in a factor of 2 increase in 𝐻𝐶𝑁
production.

Figure 3.8: Photochemical pathways describing (a) the production of 𝐻𝑁𝑂𝑥 and (b)
the production and loss of 𝐻𝐶𝑁 . 𝐻𝑁𝑂𝑥 is produced mainly by oxidizing lightning-
induced 𝑁𝑂, and 𝐻𝐶𝑁 is produced mainly through radicals, including 𝑁 and 𝐶𝐻3,
that result from SEP events.

3.5 Oceanic Concentrations and Astrobiological Implications
To assess the possibility of whether nitrate and nitrite may have acted as high
potential electron acceptors, we solve for the equilibrium concentration of nitrate
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in a putative global northern ocean. The putative northern ocean is motivated by
a shoreline of deltaic deposits north of the dichotomy boundary (Di Achille and
Hynek, 2010). We consider photoreduction (Ranjan et al., 2019) and hydrolysis
(Miyakawa, James Cleaves, and Miller, 2002) as dominant loss mechanisms of
nitrate and cyanide respectively; we compare this nitrate loss to the assumption of
hydrothermal vent circulation dominating nitrate loss (e.g., Wong, Charnay, et al.,
2017). After raining out, 𝐻𝑁𝑂 is of great interest due to the relatively high rainout
rates computed. It has been suggested that via the following aqueous reactions,
𝐻𝑁𝑂 will likely produce nitrate and nitrite (Summers and Khare, 2007):

𝐻𝑁𝑂 → 𝐻+ + 𝑁𝑂−

𝑁𝑂− + 𝑁𝑂 → 𝑁2𝑂
−
2

𝑁2𝑂
−
2 + 𝑁𝑂 → 𝑁3𝑂

−
3

𝑁𝑥𝑂
−
𝑥 → 𝑁𝑂−3 + 𝑁𝑂

−
2 + 𝑁2𝑂

𝐻𝑁𝑂2 and 𝐻𝑁𝑂3 will dissociate into 𝐻+ and 𝑁𝑂−2 or 𝑁𝑂−3 respectively, and
𝐻𝑂2𝑁𝑂2 will deoxygenate rapidly to produce nitrite and 𝑂2. Hu and Diaz (2019)
analyzed the kinetic rates of aqueous-phase chemistry and determined that the
mechanism above should be inefficient in Archean Earth’s ocean. Here, we adopt
the former mechanism of Summers and Khare (2007) for early Mars and discuss its
impact on our results in Section 6.

𝐻𝐶𝑁 can be destroyed via hydrolysis, and the first product would be formamide.
The stability of formamide has not been exhaustively studied, but it is a potential
solvent for prebiotic reactions it can be concentrated and is itself a prebiotic reagent.
However, the consideration of this specie is beyond the scope of our work. We fit
the laboratory hydrolysis rates of Miyakawa, James Cleaves, and Miller (2002) to an
Arrhenius equation to find a hydrolysis kinetic rate of 2.265𝑥10−12 molec 𝑐𝑚−2𝑠−1,
which corresponds to a temperature of 273 K.

Intense heating (to nearly 700 K) as ocean water circulates through acidic hy-
drothermal vents would have acted as a significant loss process. Heterogeneous
distributions of zinc and gypsum veins suggest aqueous alteration via impact gener-
ated hydrothermal vents in the terrains of early Mars (e.g., Squyres et al., 2012). At
these high temperatures, iron minerals within the crusts would have reduced nitrate
and nitrite to 𝑁2. Additional reduction via cooler serpentinization-driven alkaline
springs may have likely yielded ammonia, adding alkaline vents to the loss as well
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(A. D. Gordon et al., 2013). To consider hydrothermal vent circulation alone, we
derive resulting oceanic concentrations, following the methods of Wong, Charnay,
et al. (2017), as:

𝐶 =
𝑓𝑎𝑡𝑚𝐴𝑀𝜏𝐻𝑇𝑉

𝑉𝑜𝑐𝑒𝑎𝑛
(3.2)

where 𝑓𝑎𝑡𝑚 is the 𝐻𝑁𝑂𝑥 flux from the atmosphere (molecules 𝑐𝑚−2𝑠−1), 𝐴𝑀 is the
area of Mars, 𝜏𝐻𝑇𝑉 is the timescale for cycling through high-temperature vents, and
𝑉𝑜𝑐𝑒𝑎𝑛 is the volume of the northern ocean, which we approximate in our work as the
full northern hemisphere. Notice that 𝜏𝐻𝑇𝑉 = 𝑉𝑜𝑐𝑒𝑎𝑛/𝐹𝐻𝑇𝑉 , where 𝐹𝐻𝑇𝑉 is the mass
flux of water through high-temperature hydrothermal vents for which we adopt the
current terrestrial water mass flux from high-temperature vents, 7.21012 kg/year.
The equilibrium concentration may then be expressed as:

𝐶 =
𝑓𝑎𝑡𝑚𝐴𝑀

𝐹𝐻𝑇𝑉
(3.3)

With hydrothermal vent circulation acting as the only source of nitrate destruction
in early surface waters, concentrations of 0.001− 0.01𝑀 nitrate are found, which is
slightly lower than the concentration expected at early earth of 0.024 M under this
same assumption (Wong, Charnay, et al., 2017).

Figure 3.9: Concentrations of nitrate (top) and cyanide (bottom) assuming hy-
drothermal vent circulation as the only loss mechanism for both species (as in Wong
et al., 2017). The following are varied from 1-10%: (a) 𝐻2, (b) 𝐶𝐻4, and (c) both
𝐻2 and 𝐶𝐻4. In panels (a) and (b), 𝐶𝐻4 and 𝐻2 (respectively) are fixed at 1%. In
all panels 𝑁2 is varied as the line style: 1% (dots), 3% (dot-dash), 5% (dashes), and
10% (solid line). 1 bar atmosphere of background 𝐶𝑂2 is considered.
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However, the concentration expressed in eq. 5 would overestimate the concentration
of nitrate, which undergoes further destruction in surface waters. We therefore
also incorporate photodestruction in order to compute a concentration of nitrate in
surface waters. Photolysis by UV radiation reduces nitrate to nitrite and nitrite to
gaseous NO, which may directly escape to the atmosphere or become reduced to
𝑁2O before escaping (e.g., Ranjan et al., 2019):

𝑁𝑂−3 + ℎ𝑣 → 𝑁𝑂−2 + 1/2𝑂2

𝑁𝑂−2 + 𝐻2𝑂 + ℎ𝑣 → 𝑁𝑂 +𝑂𝐻 +𝑂𝐻−

These processes have been measured in present-day terrestrial oceans to have median
rate constants of 𝑘𝑁𝑂−3 , ℎ𝑣 = 2.3𝑥10−8 𝑠 − 1 and 𝑘𝑁𝑂−2 , ℎ𝑣 = 1.2𝑥10−6𝑠−1 for nitrate
and nitrite respectively (Mack and Bolton, 1999). Although OH may oxidize nitrite
to nitrate, nitrite is lost with 20-100% efficiency in the presence of bicarbonate,
𝐵𝑟−, and other 𝑂𝐻 scavengers (e.g., Zafiriou and True, 1979). We assume surface
water temperatures of 273 K, and we note that the photolysis rates increase by a
factor of up to 4 had we assumed a temperature up to 50 K greater (Ranjan et al.,
2019). Further, we acknowledge that the incident solar flux at the early Mars surface
would differ from that at present-day earth, attributed to both the change in solar
spectrum over time and the different atmospheric optical depths due to the two
differing compositions. To account for this, we use a KINETICS output adapted to
present-day Earth (K.-F. Li et al., 2017) to compare the two incident fluxes between
200 and 400 nm (the dominant wavelengths that contribute to photoreduction). Early
Mars, accounting for the faint young sun and attenuation through an atmosphere
of different optical depth, is found to experience a flux that is 27.2x greater than
present-day Earth, and we linearly scale the rates above. Hence, we consider the
following rate constants for our calculation: 𝑘𝑁𝑂−3 , ℎ𝑣 = 6.26𝑥10−7𝑠−1 and 𝑘𝑁𝑂−2 ,ℎ𝑣
= 3.26𝑥10−5𝑠−1.

We find nitrate and cyanide concentration values of 0.1 − 2𝑛𝑀 and 0.01 − 2𝑚𝑀
(respectively) in a putative northern ocean at early Mars. Note that despite a much
less efficient rainout of𝐻𝐶𝑁 compared to𝐻𝑁𝑂𝑥 , the slower loss mechanism (or, the
lack of photodestruction) generally allows a greater concentration of cyanide in the
surface waters than nitrate. For both species, the variation attributed to the different
atmospheric compositions considered are linearly comparable to the rainout fluxes
shown in Figure 3.8, and are again due to the photochemical processes described in
Section 4.
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Figure 3.10: Concentrations of CN- (green) and NO3- (pink) in oceans are shown
(y-axis) are compared across varied atmospheric compositions (x-axis, linestyle).
The following are varied from 1-10%: (a) 𝐻2, (b) 𝐶𝐻4, and (c) both 𝐻2 and 𝐶𝐻4.
In panels (a) and (b), 𝐶𝐻4 and 𝐻2 (respectively) are fixed at 1%. In all panels 𝑁2
is varied as the line style: 1% (dots), 3% (dot-dash), 5% (dashes), and 10% (solid
line). 1 bar atmosphere of background 𝐶𝑂2 is considered.

Recall from Section 1 that NO3- and HCN may have been astrobiologically relevant
in concentrations of 1 𝜇mol and 0.01 mol respectively. Both concentrations derived
in our model are significantly more dilute. It is likely that secondary concentrating
processes of HCN would be required for the production of adenine or amino acids,
as expected by previous terrestrial work (e.g., Holm and Neubeck, 2009). We
suggest that future work, particularly laboratory experiments, could investigate the
relevance of more dilute nitrate concentrations in scenarios thought to be important
to the onset of metabolism. Future studies may also draw comparisons with the
nitrate-deposits identified previously by the MSL (Stern et al., 2015; Sutter et al.,
2017).

3.6 Estimating Nitrate Precipitation
We next consider what these results imply about expected concentrations of nitrate
in the martian regolith. We assume salts would precipitate to the surface from the
acids after evaporation of surface waters, likely during the Amazonian eon, and we
make several assumptions to calculate the concentration of salts that would have
deposited. The concentration of acids can be expressed in terms of column mass
of nitrate per unit surface area, spread over the northern hemisphere in the putative
northern ocean assumed throughout this paper. We assume the nitrates would have
deposited in the first 2 meters of the Mars soil, which is the mean of three e-folding
depths of the 0.51-0.85m 1/e mixing depths that small post-Noachian impactors
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would have churned the soil (Zent, 1998). We assume a soil density of 1 g/cc (Moore
and Bruce M. Jakosky, 1989).

We compute the weight percent of nitrate precipitates that may have formed in
each climate composition considered, and we find values between 1-8x10−4 weight
percent. The nitrate precipitation concentrations demonstrate a similar response
to climate composition as the formerly presented aqueous concentrations, since
the response of both are determined by the response of the rainout fluxes to the
atmospheric composition.

Sutter et al. (2017) measured present-day surface nitrate abundances of 0.002 to 0.05
weight percent, and Stern et al. (2015) measured 70-260 and 330-1100 ppm. The
largest range of values from our model thus agree with the lowest range measured
by Stern et al. (2015), and are a factor of two from the lowest range in Sutter et
al. (2017). The best match is represented by an atmospheric composition rich in
hydrogen, or by a moderate ( 3% each) combination of hydrogen and methane in the
atmosphere.

We compute salt precipitation directly from the equilibrium oceanic acid concentra-
tions, but this assumption neglects the following processes. First, photoreduction of
aqueous nitrates is efficient only above the photic depth, which we define to be two
thirds of the present-day terrestrial photic depth at the equator of 5m (the scaling
to average over latitude). Evaporation would not be instantaneous, and once water
evaporates to be shallower than the photic depth, acids may be more concentrated in
this near-surface layer. In this case, photoreduction would become more efficient,
decreasing the amount of nitrate precipitation that would form on the surface. Sec-
ond, since evaporation would not be instantaneous, assuming the entire northern
hemisphere as the depositing surface area may be an overestimate. In the absence
of an ocean (eg, ponds), photodestruction would be more efficient (since they would
be shallower), but the surface area of deposition would decrease. Third, in the early
case of a deep ocean, nitrates may either react with dissolved cations to sink and
precipitate to the ocean floor. Similarly, if nitrates were involved in biologic pro-
cesses, the death of oceanic creatures would also result in the sinking and deposition
of nitrate-bearing compounds to the ocean floor. The sinking and burial of nitrates
would protect them from photoreduction, decreasing the efficiency of loss and thus
increasing the concentration of surface precipitates.
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3.7 Discussion
Parametrizing Lightning on Global Scales across Comparative Planetology
Romps, Seeley, et al. (2014) derived Eq. 1 as an approximation to estimate lightning
over the United States (a localized region), and deviations within an order of mag-
nitude are known to exist over the continents versus oceans (Romps, Charn, et al.,
2016). We acknowledge that this parametrization lacks mechanistic underpinnings,
while the true flash rate may depend on the atmospheric scale height, atmospheric
constituents, the presence/absence of a mixed-phase region in the deep convection,
and the gravitational constant through its impact on particle fall speeds. Some of
these parameters (scale height, constituents, and surface gravity) are included in the
GCM and may be captured by the dependence of F on CAPE and P. This parametriza-
tion has been used in previous works regarding early Earth (Wong, Charnay, et al.,
2017). We solve for CAPE and P directly, and we assume E is comparable to that
of present day Earth noting that the electrostatic breakdown field is thought to not
vary strongly with the local composition of the gas (Helling et al., 2013). However,
the constant 𝜂 in eq. 1 is likely not a best fit on global scales at other worlds,
which makes the scaling relation in this parametrization likely valid only to an order
of magnitude; 𝜂 is not physically motivated but is a best fit parameter (Romps,
Seeley, et al., 2014) and therefore the uncertainty in applying this relation to other
worlds is large (David Romps, private communication). Since no constraints can
be made to date, we accept the parametrization and suggest future work investigate
parametrizing lightning globally on other worlds.

In calculating the lightning flash rate, we obtain the precipitation rate and derive
CAPE from GCM outputs of Wordsworth, Kerber, et al. (2015), which considered
a 1 bar 𝐶𝑂2 atmosphere with a grey-gas absorber to explain a fairly high surface
temperature of 300 K. A grey-gas absorber cannot be considered in kinetics mod-
els, but the reducing gases we consider (1-10% 𝐻2 and 𝐶𝐻4, which are excluded
from the GCM) have a similar warming effect due to collision-induced-absorption
(Wordsworth et al., 2017). We also consider 1-10% abundances of 𝑁2, though no
𝑁2 was considered in the GCM. Despite the exclusion of trace gases from the GCM,
since the bulk composition (𝐶𝑂2) is the same in both the GCM and our models, we
expect that our model set up is not far from self-consistent, and uncertainties from
the small difference are likely small.

It is necessary to note that results of CAPE calculation depend on the convection
scheme in the GCM, and the LMD GCM in this study only employs a simple
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convection scheme as described in Manabe and Strickler (1964), in which convective
adjustments are applied where the radiation-determined temperature profiles are
convectively unstable. Therefore, we interpret the CAPE results in this study as an
order-of-magnitude estimate. Future studies with more realistic GCM simulations
using mesoscale models such as PlanetWRF (Richardson, Toigo, and Newman,
2007) need to be conducted to provide a more accurate estimate of CAPE on early
Mars and validate the conclusions in the present study.

Fixed Nitrogen in Surface Waters
In addition to surface delivery via rainout, Hu and Diaz (2019) calculated nitrate
deposition by considering aqueous chemistry in the ocean and atmosphere–ocean
equilibrium. This work derives a flux of nitrate deposition comparable to that in
Wong, Charnay, et al. (2017) but demonstrates that oceanic feedback to the gaseous
deposition will remove HNO prior to the formation of nitrates. Hence, our oceanic
concentrations are likely upper limits for the derived nitrate flux into surface waters.
We intend for future work to incorporate the feedback mechanism of Hu and Diaz
(2019) to determine its impact on early Mars’ nitrate formation.

Nitrate reduction by reactions with iron (e.g., Buchwald et al., 2016), have been
identified as an additional loss mechanism. The neglection of this loss is motivated
by present-day terrestrial measurements, in which dissolved ferrous iron is able
to circulate thousands of kilometers from hydrothermal vent sites, in the presence
of abundant nitrate and nitrite (Fitzsimmons, Boyle, and Jenkins, 2014). Further,
Ranjan et al. (2019) examined the relevance of this loss in the context of hydrother-
mal vent circulation and photoreduction; the reaction rates for reduction by iron
are poorly constrained and yield uncertainties of >8 orders of magnitude, and the
mechanism would only change our result should it be faster than photoreduction.
We suggest future lab work constrain these reaction rates to improve uncertainties.

Cyanide in surface waters would likely also react with iron to form ferrocyanic salts.
Toner and Catling (2019) investigated the fate of varied fixed partial pressures of
atmospheric HCN gas (ignoring rainout to aqueously deliver cyanide). They found
that ferrocyanic salts would form from gaseous HCN reacting with surface iron, and
subsequent thermal decomposition of the salts would release cyanide to the waters
in equilibrium. We deem an aqueous chemistry model is beyond the scope of this
work, but we predict that aqueously delivered cyanide to early Mars surface waters
would lead to an equilibrium composition of both aqueous cyanide and ferrocyanic
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salts.

Throughout this work, we assume a putative northern ocean at early Mars. While
some evidence has been explored (e.g., Di Achille and Hynek, 2010), the presence
of an ancient ocean is still highly uncertain and debated (e.g., Palumbo and James W.
Head, 2018). Surface lakes and/or ponds are a plausible scenario (e.g., Grotzinger
et al., 2015); however, investigating fixed nitrogen concentrations in smaller bodies
of water would require some estimate of the fraction of early Mars’ surface area
covered by this water (which presently is poorly constrained). HCN hydrolysis
is not sensitive to depth, and would approximately be homogeneous throughout
any body of water (although the rate of destruction would respond to water pH,
(Miyakawa, James Cleaves, and Miller, 2002). Hence, the concentration of HCN in
small bodies of water would inversely scale with the total volume of surface water
across the planet. Photoreduction of NOx is sensitive to depth, and primarily only
occurs above a photic depth of 100s cm. Hence, destruction of nitrates would be
more rapid in small ponds, yielding a more dilute concentration (e.g., Ranjan et al.,
2019). However, for both species, the catchment area feeding into a lake/pond would
introduce significant uncertainty, as would weather, mineralogy, and proximity to a
volcano. Hence, it is difficult to model such systems using global models such as
ours.

3.8 Conclusions
The nitrogen cycle remains one of the long-standing questions regarding early Mars
habitability and has strong ties to profound astrobiological implications. We esti-
mated NO and HCN lightning-induced fluxes of 109 and 103 𝑐𝑚−2𝑠−1 respectively,
by computing thermochemical equilibrium with Chemical Equilibrium with Appli-
cations in regions of lighting, parametrized following the methods of Romps et al.
(2014). We computed 𝑁 and 𝑁 (2𝐷) flux profiles (peaking nearly at 103𝑐𝑚−3𝑠−1)
yielded by solar energetic particle events with a Geant4 simulation platform. Using
KINETICS (the Caltech/JPL model that considers photochemistry and transport),
we derived precipitation rates of HNOx and HCN (of 109 and 105 respectively).
In a putative northern ocean at early Mars, assuming loss via hydrothermal vent
circulation we find concentrations of 3-20 mM nitrate and 0.01-2 mM cyanide,
and assuming nitrate loss via photodestruction we find nitrate concentrations of
0.1-2 nM. We suggest future work investigate the astrobiological relevance of these
concentrations. Following the evaporation of surface waters, these acids may have
precipitated out as salts which would correspond to precipitates of 1 − 8𝑥10−4
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weight percent.

3.9 Appendix 1: KINETICS Model
We assume an upper boundary condition flux of 0 for all species, except for N and
N(2D), whose downward traveling fluxes at the upper boundary are determined from
these SEP events as−1.6𝑥109 molecules 𝑐𝑚−2𝑠−1. At the lower boundary, a zero flux
is considered for𝑂,𝑂 (1𝐷), 𝐻, 𝑂𝐻, 𝐻𝑂2, 𝑁, 𝑁 (2𝐷), 𝑁𝑂2, 𝑁𝑂3, 𝑁2𝑂5, 𝐶, 𝐶𝐻, 1𝐶𝐻,
𝐶𝐻2, 𝐶𝐻3, 𝐶2𝐻,𝐶2𝐻3, and𝐶2𝐻5; a deposition velocity of 10−6𝑐𝑚𝑠−1 for O2; and a
deposition velocity of 10−2 for all remaining species. 𝑁2 and𝐶𝑂2 are considered as
fixed species (not solved as time dependent species). This means that the removal of
𝑁2 to form fixed nitrogen species is replenished to maintain the 𝑁2 profile constant
overtime. The column concentration of fixed nitrogen is 7 orders of magnitude
smaller than the column concentration of 𝑁2, and the column rainout rate of fixed
nitrogen of 109 molecules 𝑐𝑚−2𝑠−1 (dominated by 𝐻𝑁𝑂) corresponds to a loss over
100,000 years of 3e21 molecules 𝑐𝑚−2, which is only 1 ppt of the total 𝑁2 budget.
While the outgassing rate of 𝑁2 is widely unknown for early Mars, even in the case
of no outgassing, the assumption to resupply the 𝑁2 budget does not notably affect
our result.

We use a fixed mixing ratio at the lower boundary condition for 𝐻2 and 𝐶𝐻4, which
requires that KINETICS solve for a steady state flux to resupply these species as
they are transported or destroyed from the lowest bin:

𝑑𝑛𝑖

𝑑𝑡
= 𝑃𝑖 − 𝐿𝑖 −

𝜕𝜙𝑖

𝜙𝑧
(3.4)

where 𝑛𝑖 is the number density of species 𝑖, 𝜙𝑖 the vertical flux, 𝑃𝑖 the chemical
production rate, and 𝐿𝑖 the chemical loss rate, all evaluated at time 𝑡 and altitude 𝑧.
The vertical flux is given by:

𝜙𝑖 = −𝐷𝑖 (
𝜕𝑛𝑖

𝜕𝑧
+ 𝑛𝑖
𝐻𝑖
+ 1 − 𝛼𝑖

𝑇

𝜕𝑇

𝜕𝑧
𝑛) − 𝐾 ( 𝜕𝑛𝑖

𝜕𝑧

𝑛𝑖

𝐻𝑖
+ 1
𝑇

𝜕𝑇

𝜕𝑧
𝑛) (3.5)

where 𝐷𝑖 is the species’ molecular diffusion coefficient, 𝐻𝑖 the species’ scale height,
𝐻𝑎𝑡𝑚 the atmospheric scale height, 𝛼𝑖 the thermal diffusion parameter, 𝐾𝑧𝑧 the
vertical eddy diffusion coefficient, and 𝑇 the temperature Yung and DeMore (1999).
The flux consists of two parts: (1) molecular diffusion which can be derived from
the molecular theory of ideal gases and (2) eddy transport. We calculate the eddy
diffusion coefficient profile by using the formulation in the work of Ackerman and
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Marley (2001). A critical difference between the two terms is the scale height: in the
isothermal case, molecular diffusion drives the system toward diffusive equilibrium
since each species follows its own scale height, 𝐻𝑖, while eddy diffusion drives the
system toward a well mixed state since all species follow the bulk atmospheric scale
height, 𝐻𝑎.

3.10 Appendix 2: GCM Outputs
Global maps of (top) surface temperature and (b) surface relative humidity over
the annual mean as computed by the warm, wet GCM scenario from Wordsworth,
Kerber, et al. (2015).

3.11 Appendix 3: Lightning-Induced Fluxes of NO and HCN
The general circulation model outputs precipitation rate on a 49x64 grid over 373
timesteps. The annual-mean globally averaged precipitation rate in the GCM from
Wordsworth, Kerber, et al. (2015) is 7.8e-6 kg𝑚−2𝑠−1, which is equivalent to 246 kg
𝑚−2𝑦𝑟−1 or 0.246 𝑚𝑦𝑟−1. The annual-mean globally averaged convective available
potential energy is 5179 J/kg. The flash rate (as in eq. 1) is thus:

𝐹 = (5179𝐽/𝑘𝑔)∗(7.810−6𝑘𝑔𝑚−2𝑠−1)∗(1.310−11𝐽−1) = 5.2310−13𝑚−2𝑠−1 = 5.2310−17𝑐𝑚−2𝑠−1

(3.6)
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The current-carrying channel released from a lightning flash results in a shock wave
associated with thermal expansion of the gas, and this yields overpressures that
drive the shock outward, heating surrounding gas to several thousand Kelvin. At
these temperatures, we assume this atmospheric gas takes on a thermochemical
equilibrium composition which we compute with CEA, Chemical Equilibrium with
Applications. This model outputs mixing ratios of the new local composition.

To determine global fluxes of 𝑁𝑂 and 𝐻𝐶𝑁 from these mixing ratios, we must
consider the mass of atmospheric gas that experiences this heating per lightning
event. We then scale by the global lightning flash rate to determine fluxes. This
conversion is done with the following equation:

𝑃𝑖 = 𝐹
𝐸 𝑓

(𝑐𝑝Δ𝑇)
1
/ (𝜇𝑚𝑝)𝜒𝑖 (3.7)

where 𝑃𝑖 is the production flux of species 𝑖, 𝐹 is the lightning flash rate, 𝐸 𝑓 is the
energy released per flash (we assume a terrestrial-like value of 5 GJ), 𝑐𝑝 is the heat
capacity, Δ𝑇 is the temperature increase (from the background atmospheric tem-
perature to 2000 K, the assumed near-lightning temperature), 𝜇 is the atmospheric
mean molecular weight, 𝑚𝑝 is the mass of a proton, 𝜒𝑖 is the equilibrium mixing
ratio output by CEA of species 𝑖.
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C h a p t e r 4

EXPLAINING NITROGEN FIXATION AT PALEO-MARS BY
INVESTIGATING DIURNAL AND HETEROGENEOUS

NITROGEN CHEMISTRY

4.1 Introduction
Evolved gas analyses measurements of Mars’ soils made by the SAM instrument
on board the Mars Science Laboratory (MSL) recently discovered 70-260 and 330-
1100 ppm of nitrate in the Klein and Cumberland Noachian-aged mudstone deposits
respectively at Yellowknife Bay (Stern et al., 2015). Subsequent measurements of
0.002 to 0.05 wt% of nitrate in sediments near Gale Crater were also reported (Sutter
et al., 2017). The presence of nitrate suggests a nitrogen cycle during Mars’ history,
which would be of high astrobiological relevance; nitrogen fixation is required for
nitrogen to be useful to terrestrial life. However, the precise mechanism of the
nitrogen cycle at early Mars remains debated.

Mancinelli (1996) predicted the formation of nitrates at early Mars would arise via
the following complex chemical network. First, photodissociation of 𝑁2 and ion-
neutral reactions are known to form odd nitrogen radicals in the thermosphere, and
upon transporting downwards, these species may then be oxidized to form nitric acid
(e.g., Krasnopolsky, 1993; Yung et al., 1977). Smith et al. (2014) considered this
mechanism and subsequent dry deposition of gaseous nitric acid to estimate the rate
of nitrate delivery to the surface. However, they ignored heterogeneous chemistry
and diurnal variations, which are known to influence terrestrial NOx deposition.

Adams et al. (2021) was the first work to explain the abundance of nitrate observed
by the MSL; however, their mechanism required lightning-induced nitrogen fixation
in a warm and wet climate. These assumptions may be valid; significant geochemical
and geomorphological evidence exists to suggest warm, wet periods persisted for
105-107 years during the Noachian likely due to a thicker atmosphere enriched in
reduced greenhouse gases (e.g., Grotzinger et al., 2014; 5-7 in warm mars paper;
Wordsworth et al., 2017). In addition, although no lightning has been observed at
present-day Mars, which is now cold and dry, lightning has been observed at planets
other than Earth including Venus, Jupiter, and Saturn. However, the surface deposits
of nitrate predicted by Adams et al. (2021) are only in agreement with the lower
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limits of the MSL measurements, and the climate would have likely only been warm
and wet for a brief window of Mars’ history. The question still remains whether
nitrates can form and deposit in a cold, dry Martian atmosphere at rates relevant to
the MSL observations.

In terrestrial models, it has been shown that heterogeneous chemistry involving ice
reactions with 𝑁2O5 and HNO3 are important to nitrate formation, especially when
diurnal effects are included since 𝑁2O5 is unstable to photolysis on the dayside (e.g.,
Li et al., 2021). There, three main sources contribute to increasing NOx during the
daytime: (1) photolysis of reservoir species HNO3 and 𝑁2O5; (2) destruction of
𝑁2O via reacting with O(1D) which results from O3 photolysis ; (3) a small source
through NO3 photolysis. In this work, we examine whether the addition of diurnal
chemistry and heterogeneous reactions may increase the rate of nitric acid deposition
in cold, dry Martian climates.

4.2 Methods
We adapt KINETICS, the Caltech/JPL chemical transport model (eg., Allen et al.,
1981), to the present-day Mars environment as in Nair et al. (1994). Other versions
of this model have been validated across numerous planetary bodies, such as Jupiter
(eg., Moses et al., 2005), Titan (eg., Li et al., 2014), and Pluto (see, e.g., Wong
et al., 2015), and a similar model was considered for the early Earth in Wong et.
al. (2017) and for the early Mars in Adams et al. (2021). The model calculates
the chemical production and loss rates at each altitude as well as the diffusive flux
between each altitude grid by solving the 1-D continuity equation:

𝑑𝑛𝑖

𝑑𝑡
= 𝑃𝑖 − 𝐿𝑖 −

𝜕𝜙𝑖

𝜙𝑧
(4.1)

where 𝑛𝑖 is the number density of species 𝑖, 𝜙𝑖 the vertical flux, 𝑃𝑖 the chemical
production rate, and 𝐿𝑖 the chemical loss rate, all evaluated at time 𝑡 and altitude 𝑧.
The vertical flux is given by:
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𝑛𝑖

𝐻𝑖
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𝑇

𝜕𝑇

𝜕𝑧
𝑛) (4.2)

where 𝐷𝑖 is the species’ molecular diffusion coefficient, 𝐻𝑖 the species’ scale height,
𝐻𝑎𝑡𝑚 the atmospheric scale height, 𝛼𝑖 the thermal diffusion parameter, 𝐾𝑧𝑧 the
vertical eddy diffusion coefficient, and 𝑇 the temperature. The flux consists of
two parts: (1) molecular diffusion which can be derived from the molecular theory
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of ideal gases and (2) eddy transport. We calculate the eddy diffusion coefficient
profile by using the formulation in the work of Ackerman and Marley (2001). A
critical difference between the two terms is the scale height: in the isothermal
case, molecular diffusion drives the system toward diffusive equilibrium since each
species follows its own scale height, 𝐻𝑖, while eddy diffusion drives the system
toward a well mixed state since all species follow the bulk atmospheric scale height,
𝐻𝑎.

We consider the chemistry of the following species linked by 152 reactions on an
altitude grid with 1-2 km spacing: 𝑂, 𝑂 (1𝐷), 𝑂2, 𝑂3, 𝐻2O, 𝐻, 𝐻2, 𝑂𝐻, 𝐻𝑂2,
𝐻2𝑂2, 𝑁 , 𝑁 (2𝐷), 𝑁2, 𝑁𝑂, 𝑁𝑂2, 𝑁𝑂3, 𝑁2O, 𝑁2𝑂5, 𝐻𝑁𝑂2, 𝐻𝑁𝑂3, 𝐻𝑂2𝑁𝑂2,
𝐶𝑂, 𝐶𝑂2, 𝑂+, 𝑂+2 , 𝐶𝑂2+, 𝐶𝑂2𝐻

+, and electrons. Unless otherwise stated, we
consider a zero flux at the boundary condition. At the lower boundary, we fix the
concentration of water vapor to the concentration equivalent to the saturation vapor
pressure and the concentration of all ion species to zero. We fix the mixing ratio
at the lower boundary for O2, 𝐻2, 𝑁2, 𝐶𝑂, and 𝐶𝑂2 to agree with measurements
of the present-day atmosphere. At the upper boundary, we fix the escape flux of
O to 1.2108 molecules 𝑐𝑚−2𝑠−1 (Nair et al., 1994) which is in agreement with
present-day observations (e.g., Jakosky et al., 2018; references therein), and we
fix the escape velocity of H and 𝐻2 to 3.08𝑥103 and 3.39101 molecules 𝑐𝑚−2𝑠−1

according to diffusion limited escape theory (e.g., Hunten et al., 1972). We ignore
the dry deposition of HNOx, as previous works have found the dry deposition rate
to be small. Instead, heterogeneous reactions on ice particles are assumed to be the
dominant loss of HNOx to the surface in our model.

A cartoon of the dominant production and loss mechanisms in the odd nitrogen cycle
is shown in Figure 4.1. Solar energetic particles have sufficient energy to dissociate
𝑁2, and subsequent oxidation of N radicals forms NO and NOx. At night, photolysis
(largely of 𝑁𝑂𝑥 and 𝑁2𝑂5) severely slows, causing a buildup of 𝑁2𝑂5 and 𝐻𝑁𝑂3,
and heterogeneous reactions on ice particles may deplete these reservoirs.

We invoke diurnal variations in KINETICS, and the model runs through simulated
time until the diurnal cycle of the stratospheric 𝑁𝑂2 becomes stationary. During
the progression through time, the pressure and temperature profiles are fixed and
do not vary with time; the incident photon flux drives the diurnal variations. We
prescribe a rate coefficient for loss of a species through heterogeneous reactions
with ice aerosols as:

𝐽′ = 0.25𝛾𝑣𝜎𝑁𝑖𝑐𝑒 (4.3)
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Figure 4.1: Cartoon of the relevant odd-nitrogen chemistry in Mars’ atmosphere.

where 𝛾 describes the sticking coefficient, 𝑣 describes the thermal velocity of the gas,
𝜎 describes the average cross section (area) of the ice particle, and 𝑁𝑖𝑐𝑒 describes
the number density of the ice particles. We consider a 𝛾 of 0.01 according to
Michelangeli et al. (1989), and we compute the cross section according to a mean
particle radius of 1.41 microns based on the particle size distributions of Kleinbohl et
al. (2011). We compute the number density of ice particles by temporally averaging
MCS observations for Mars years 29-33 for the 5 Ls periods 0-5, 45-50, 90-95,
135-140, and 175-180. The computed time-averaged J profile is plotted in black in
Figure 4.2, and the temporal variations are overlaid behind in various colors.

4.3 Diurnal Cycle of NOy Reservoirs
The dominant loss for nitrogen from the atmosphere is the formation of HNO3, which
is eventually deposited. During the daytime, HNO3 is produced via oxidation of
NO2 by OH, but overnight, heterogeneous hydrolysis of 𝑁2O5 on ice particles leads
to HNO3 formation as well:

𝑁𝑂2 +𝑂𝐻 → 𝐻𝑁𝑂3

𝑁2𝑂5 + 𝐻2𝑂 (𝑠) → 2𝐻𝑁𝑂3

The availability of 𝑁2O5 in R2 is sensitive to diurnal variations. 𝑁2O5 is thermally
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Figure 4.2: Vertical profiles of J, the rate coefficient for loss of a species through
heterogeneous reactions with ice particles, derived from a temporal average of MCS
observations taken during Mars years 29-33.

unstable and decomposes back to NO2 and NO3. The presence of NO3 is charac-
teristic of night chemistry, as on the dayside it quickly photolyzes to NO2; however,
when it builds up at night from the slowed loss, NO2 and NO3 may react to form
𝑁2O5 again:

𝑁2𝑂5 → 𝑁𝑂2 + 𝑁𝑂3

𝑁𝑂3 + ℎ𝑣 → 𝑁𝑂2 +𝑂

𝑁𝑂2 + 𝑁𝑂3 → 𝑁2𝑂5

This cycle requires that 𝑁2O5 be in thermal equilibrium with NO2 and NO3, and
therefore the concentration of 𝑁2O5 shows a diurnal variation. We discover a 15%
increase in 𝑁2O5 overnight from Mars dusk to Mars dawn.

4.4 Heterogeneous Removal of NOy
Heterogeneous chemistry has demonstrated to be a significant contribution to total
HNOx and 𝑁2O5 loss. The steady state mixing ratio of both species decreases by a
factor of 2 with the inclusion of ice particles with a number density informed from
the temporal average of four Mars years of MCS data. 𝑁2O5 converts to HNO3
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Figure 4.3: Diurnal cycle of 𝑁2𝑂5 at Mars which derives from the diurnal variation
in NO3, a species sensitive to photolysis on the dayside.

through reactions on ice particles, and despite the faster production of HNO3,
heterogeneous reactions with ice encourage the removal of HNOx from the Mars
atmosphere which results in a decrease in the HNO3 mixing ratio profile.

We acknowledge that the ice densities are highly variable over time, and as a
sensitivity study we consider a third case with ice densities enhanced by a factor of
3; in this case, the steady state mixing ratios decrease again by a factor of 2.

4.5 Deposition Rate of HNOx on Ice Particles
Our photochemical model finds a deposition rate of 5.3e5 HNOx molecules cm-2
s-1, which is a two-fold increase in comparison to the results of Smith et al. (2014)
that did not include heterogeneous chemistry. Figure 4.5 summarizes the flux of the
relevant NOy species to the Martian surface.

Interestingly, the deposition rate of pernitric acid is faster than that of nitric acid,
which differs from terrestrial chemistry. The formation of nitric acid requires that
NO2 become oxidized by OH; however, the water vapor abundance at Mars is low
due to the cool temperatures and hence OH production is limited. Meanwhile,
HO2NO2 forms faster due to the temperature-dependence of the rate coefficient for
its main production reaction, R, which is inversely related to temperature:

𝐻𝑂2 + 𝑁𝑂2 + 𝑀 → 𝐻𝑂2𝑁𝑂2 + 𝑀



72

Figure 4.4: Steady-state mixing ratio of 𝐻𝑁𝑂3 and 𝑁2𝑂5. We consider one case
with no heterogeneous chemistry (blue; labeled “no ice”) as a control to compare
with the scenario considering heterogeneous chemistry with ice data informed from
MCS (black). In a third scenario, we acknowledge the ice number densities vary
overtime and consider a scenario with ice densities enhanced by three-fold.

Figure 4.5: Comparison of dry deposition versus deposition through rainout on ice
particles. Fluxes are shown in units of 1e5 molec cm-2 s-1. Y represents a factor
to consider the inefficiency of adsorption into the ground, which may be less than
unity.

With several assumptions, we can approximate to an order of magnitude the concen-
tration of salts that have accumulated in the Mars soil. We take a similar approach
as Smith et al. (2014): We approximate the duration of the icy climate as the
duration of the Amazonian eon. Upon deposition on ice, we assume the soils mixed
throughout a shallow depth due to post-Noachian impactors. We consider 2m which
represents three e-folding depths (Zent 1998). We also assume a soil density of 1
g/cc (Moore and Jakosky, 1989). We assume the loss rates of nitrate and nitrite
upon deposition would be negligible, unlike aqueous systems. Under these assump-
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tions, our resulting deposition fluxes correspond to the following weight percents:
0.03 wt% nitrate, 0.6 wt% nitrite (considering both nitrous acid and pernitric acid
decompose into nitrite).

4.6 Interpreting the Formation of MSL-Measured Volatiles
We find that icy climates are able to form and deposit nitric acid fast enough to
explain the MSL-measured nitrates as global averages, although we acknowledge
that the MSL measurements may not be globally representative (e.g., ices and/or
NOx could transport to locally collect in some regions).

Our result does not rule out the formation of nitrates in warm and wet climates,
however, it suggests the nitrates measured by MSL could be formed by two mecha-
nisms at different epochs in time. Future measurements of N-isotopes in the Martian
nitrates could help constrain when the nitrates formed. Over Mars’ history, the at-
mospheric isotopic record became enriched in heavy isotopes due to atmospheric
loss to space; since nitrate formation originates with atmospheric chemistry under
both regimes, nitrates formed during the warm and wet climate would likely be
older and thus of lighter isotopic signatures than nitrates formed during the cool,
icy climate.

In addition, it is noteworthy that our results demonstrate that the deposition of perni-
tric acid may have been faster than that of nitric acid. The fate of pernitric acid upon
deposition may be analogous to its fate in aqueous systems, in which its destruction
would result in nitrite salts on the surface (e.g., Regimbal and Mozurkewich, 1997;
Slusher et al., 2002). Nitrite salts are unlikely to convert to nitrate via reactions with
magnetite, hematite, and geothite (Li et al., 2020). However, Sutter et al. (2017)
reports only detections of nitrate at Mars from the SAM instrument, inferred from
multiple NO releases from soil samples in the evolved gas analysis (EGA) experi-
ment; they suggest NO peaks at various temperatures may result from the sensitivity
of NO evolved from Fe-bearing nitrates (relatively lower temperatures) and Mg-,
Ca-, Na- and K-bearing nitrates (at relatively higher temperatures).

It may be interesting to question whether the evolved 𝑁𝑂 could suggest the presence
of nitrite. Navarro-González et al. (2018) discovered that both nitrite and nitrate are
extremely labile in the presence of iron perchlorates decomposing at temperatures
below 270 C; however, in the presence of magnesium and calcium chlorates or
perchlorates, 𝑁𝑂−2 decomposes below 400 C and nitrate decomposes above 400 C.
The EGA results of Sutter et al. (2017) show NO peaks at temperatures below 400
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C in the Cumberland, John Klein, and Rocknest samples; 𝑁𝑂 peaks at temperatures
greater than 400 C are in several samples. We suggest future work investigate
the thermal decomposition of nitrite- and nitrate- bearing species in Mars-like soil
samples in order to place better constraints on interpreting the presence or absence
of nitrite.
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C h a p t e r 5

HYDROCARBON CHEMISTRY IN THE ATMOSPHERE OF A
WARMER EXO-TITAN

5.1 Introduction
Titan is the only moon in the solar system demonstrated to have complex organic
chemistry occurring in an earth-like atmospheric envelope ( 1.5 bar), which is
a result of its unique atmospheric properties: a 𝑁2 atmosphere with a reducing
composition, energy sources to drive disequilibrium chemistry, and an aerosol layer
to shield the surface from solar UV radiation (eg., Yung et al., 1984; Wilson and
Atreya, 2004; Willacy et al., 2016). This world draws parallels to an early Earth-
like world which may have been reducing (eg., Lunine 2005; Lorenz and Mitton
2008), and these characteristics make it an appealing object of study when exploring
planetary habitability.

To date, over 5000 exoplanets have been discovered, primarily due to NASA’s Kepler
mission which searched for and discovered transiting exoplanets. Hot-Jupiters were
the easiest planets to detect at first, but today small (1-4 Re), low mass (< 20 Me)
and short period (P < 100 days) planets are the most common type of exoplanet
known today (eg., Bean et al., 2019). The atmospheres of small close-in planets are
vulnerable to rapid escape; however, it has been recently suggested that during planet
formation of super-Earth planets, 𝐻2 may not have accumulated as a thick gaseous
envelope, but instead would dissolve in the interior magma (Chachan et al., 2019;
Kite et al., 2020). Outgassing of a reduced secondary atmosphere may be plausible
and has been suggested to explain the observed atmospheric spectra of GJ 1132b,
a super-Earth orbiting an M-Dwarf at a close-in orbit at 0.01 AU, a super-Earth
orbiting an M-Dwarf at a close-in orbit at 0.01 AU (Swain et al., 2021). Recent
Hubble Space Telescope (HST) observations suggest a surface pressure between 1
and 10 bars, a surface temperature of 950 K, a stratospheric temperature of 480 K,
and an 𝐻2-dominated atmosphere with nitrogen and hydrocarbon chemistry (Swain
et al., 2021). Although, recent works have also disputed the observations, suggesting
either that photochemical hazes muted the spectral features or that no atmosphere
was present (Mikal-Evans et al., 2021; Libby-Roberts et al., 2021).

The photochemistry in the reduced atmospheres of close-in, rocky planets may be
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unique from the solar system worlds. Previous studies have primarily examined
the surface climate and atmospheric circulation of earth-like exoplanets (eg, Kaspi
Showman 2015; Shields et al., 2013; 2016; Merlis Shneider 2010; Kopparapu et
al., 2013), but fewer investigations have explored the range of possible conditions at
exoplanets with photochemical hazes, reduced atmospheres, and/or different equi-
librium temperatures (eg., Morley et al., 2015; Lora et al., 2018). Lora et al. (2018)
examines the response of a Titan-like atmosphere to different host stars and finds
(in agreement with results presented here in Section 3) that the greater shortwave
activity but lower luminosity of M-Dwarves both result in a lesser production of hy-
drocarbons. Here we investigate the response of a Titan-like atmosphere to a larger
swath of planetary parameters than previously considered in order to more closely
adapt known atmospheric chemistry to the conditions of close-in super-Earths: to
a warmer temperature, larger irradiation flux, different stellar type, and different
background 𝐻2:𝑁2 ratios. We term these planets exo-Titan due to their similarities
in atmospheric composition (reduced, N-bearing chemistry), although we acknowl-
edge the differences in interior composition, planetary radius, and temperature.

5.2 Methods
We adapt the Titan KINETICS model presented in Willacy et al. (2021) to vari-
ous Exo-Titan atmospheres orbiting Sun-like and M-Dwarf host stars. The model
considers 111 species linked by 1143 reactions in order to calculate the chemical
production and loss rates at each altitude as well as the diffusive flux between each
altitude grid by solving the 1D continuity equation.

We consider Titan and GJ 1132b as our two end members, and consider a swath of
theoretical intermediates between in order to examine the photochemical response
to four parameters: (1) the stellar type, M-Dwarf vs K-star vs Sun-like host star;
(2) close-in orbit, ranged from a Titan-like distance of 9.55 AU to 0.01 AU; (3)
temperature, from a Titan temperature (94 K at the surface and 170 K in the
stratosphere) to a GJ 1132b temperature (950 K at the surface and 480 K in the
stratosphere); and (4) initial 𝐻2:𝑁2 ratio, varied from Titan-like (or <1% 𝐻2) to GJ
1132b-like (10% 𝑁2 and 90% 𝐻2).

The TP profile at Titan comes from Willacy et al. (2022), and for orbits at the same
equilibrium temperature at different host stars we maintain the same TP profile.
The TP profile at the 9.5 AU at dimmer stars is scaled according to the differing
equilibrium temperatures. The TP profile of GJ 1132b comes from Swain et al.
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(2021).

The stellar type (M-Dwarf) and properties of GJ 1132 are very similar to those
of GJ 1214 (with a temperature of 3000 K and mass of 0.15 solar masses), which
is a stellar spectrum that has been well studied. Figure 5.1 compares the incident
radiation at 1 AU of this star and the Sun.

Figure 5.1: Stellar spectra of the Sun (black), an M4.5 host star (red), and a K star
(blue), all shown at 1 AU. We obtain the K and M star spectra from the MUSCLES
database (France et al., 2016), and we adapt the solar flux from Gladstone et al.
(2010). In all cases shown, we have binned to a coarser resolution than the original
datasets to minimize model runtime.

We compute synthetic spectra of the predicted photochemical results in order to
consider potential detectability. We use Exo-Transmit (Kempton et al., 2016),
an open-source radiative transfer code, that calculates atmospheric transmission
spectrum of transiting exoplanets. In this study, we include eleven species – C,
𝐶𝐻4, C2𝐻2, C2H4, C2H6, H, HCN, 𝐻2, N, 𝑁2, and NH3. Then, Exo-Transmit
finds atmospheric opacity by interpolating between single-molecule cross section
data for 𝐶𝐻4, C2𝐻2, C2H4, C2H6, HCN, 𝑁2, and NH3 between a predefined
temperature-pressure grid (temperature ranging from 100 K to 3000 K with a spacing
of 100 K, pressure ranging from 10-4 Pa to 108 Pa with a spacing of one order of
magnitude) and collision-induced-absorption opacity data for 𝐶𝐻4–𝐶𝐻4, 𝐻2–𝐻2,
𝐻2–H, 𝐻2–𝐶𝐻4, 𝑁2–𝐶𝐻4, 𝑁2–𝐻2, and 𝑁2–𝑁2 between the same temperature grid,
solve the radiative transfer equation line by line, and generates wavelength-dependent
transit depths. The wavelength range is 300 nm to 30 m. Exo-Transmit considers
the oblique path of light through the planetary atmosphere along a distant observer’s
light of sight. It also accounts for opacity caused by Rayleigh scattering. All opacity
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data in Exo-Transmit is taken from Freedman et al. (2008), Freedman et al. (2014),
and Lupu et al. (2014).

We carry out Exo-Transmit calculations for 10-5 to 103 mbar of the modelled
atmosphere. Exo-Transmit has a resolving power 𝜆/Δ𝜆 of 1000. For visual clarity,
we perform a running average with a resolving power of 50. It is worth noting that
some of the modelled atmospheres have altitude ranges with temperatures lower
than 100 K where Exo-Transmit does not have opacity data. We manually set the
opacity for 70–100 K the same as that for 100 K. Sensitivity tests show that the
transmission spectra are robust against different approaches of extrapolation.

5.3 Results
Stellar Irradiance on Hydrocarbon Chemistry
The production of hydrocarbons is driven by methane photolysis, which makes the
incident photon flux a critical driver of hydrocarbon chemistry. An M-Dwarf host
star is more active in the shortwave region than longwave, compared to the Sun.
However, the star is less luminous making the total incident radiation at 2 AU orbit
comparable to the 9.5 AU orbit around the Sun.

Here, we consider the hydrocarbon chemistry at five worlds: Titan around the Sun,
Titan around an M-Dwarf at an orbit of 2 AU and 9.5 AU, and Titan around a
K star at an orbit of 5.6 AU and 9.5 AU. A similar investigation is presented in
Lora et al. (2018), and our results presented in this section largely agree with theirs.
Understanding these cases is imperative to understanding the novel results presented
later in this work.

Ethane, C2H6

At all cases, the production of C2H6 is dominated by 2CH3 + M, where M is the
third body (Fig. 5.3). At the same equilibrium temperatures (close-in orbits of 5.6
AU and 2.0 AU around the K and M star respectively), the photolysis of methane
is comparable to that of Titan around the Sun (Fig. 5.3). However, the enhanced
flux of short wavelength (𝜆<80nm) photons of the M-Dwarf encourages faster 𝑁2

dissociation (Fig. 5.3), allowing N+CH3 (Fig. 5.3) to act as an additional sink of
CH3.

At all cases, the dominant loss of ethane are reactions to C2H and C3N, and these
are both important in the M-Dwarf cases as well. At a distant orbit of 9.5 AU around
an M-Dwarf, methane photolysis is slowed but 𝑁2 photolysis is still enhanced,
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Figure 5.2: Response to stellar type and irradiation; all cases are at a Titan-like
temperature and 𝑁2-dominated atmosphere. Black line: Sun-like star at 9.55 AU;
solid red line: M-Dwarf star at 2.0 AU; dashed red line: M-Dwarf star at 9.5 AU;
solid blue line: K star at 5.6 AU; dashed blue line: K star at 9.5 AU. Note that the
total irradiation at 2.0 AU from an M-Dwarf host star and 5.6 AU from a K star
are both comparable to the total irradiation a world experiences at 9.55 AU from a
Sun-like star. From left to right, the panels show 𝐶𝐻4, C2𝐻2, C2H4, C2H6, HCN,
HC3N, and C2H3CN.

and thus production of ethane is limited. Methane photolysis results from slightly
longer wavelength photons (770-1600 A) than 𝑁2 photons (680-980 A). A distant
orbit means all photon fluxes are reduced compared to a close-in orbit. However,
since M Dwarves emit more photons in the smaller wavelengths (relative to longer
wavelengths), the slowed photolysis effect is lesser for 𝑁2 photolysis.

Acetylene, C2𝐻2, and Ethylene, C2H4

At Titan, the concentration of acetylene is influenced by production via C2H +
𝐶𝐻4 and C𝐻2 + C𝐻2 balanced by destruction via photolysis which yields C2H +
H. However, in the upper atmosphere with an M-Dwarf host star, H+C2H3 and
CH3+C2H3 and CH3+C3𝐻2 become dominant, where the cycling among C2𝐻2,
C2H3, and C3𝐻2 balances the C2𝐻2 concentration. Around an M-Dwarf, upper
atmospheric C2𝐻2 is lost to reactions with CN, and photolysis of C2𝐻2 is the
dominant lower atmosphere destruction reaction.

At all cases CH + 𝐶𝐻4 is the dominant production, and photolysis is the dominant
destruction. At a comparable effective temperature (2 AU around the M-Dwarf), the
greater flux of energetic photons results in faster methane photolysis and thereby a
faster production of ethylene. From the same distance (9.5 AU), photolysis of both
methane (production) and C2H4 (loss) are slowed and therefore the steady state
mixing ratios at Titan and the 9.5 orbit around an M-Dwarf are comparable.
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Figure 5.3: Reaction rates (cm-3 s-1) of dominant production and destruction
reactions for C2H6. Black lines represent solar system Titan, solid red lines represent
Titan around an M-Dwarf at 2 AU, dashed red lines represent Titan around and M-
Dwarf at 9.5 AU, solid blue lines represent Titan around a K star at 5.6 AU, and
dashed blue lines represent Titan around a K star at 9.5 AU.

-CN species

The greater photon flux in the shortwave spectral region emitted by the K star yields
a greater abundance of N and thereby a faster production of HCN. However, HCN
photolysis rate is comparable between the K star and sun as lyman-alpha photons
are able to dissociate HCN, and the Ly-A of the two stars is more comparable. As
a result, the HCN abundance is greatest at a 5.6 AU orbit around a K star, where
production is faster. Dissociation of 𝑁2 and HCN are both faster around the M
star, and these effects balance each other out and thereby yield a comparable HCN
concentration as that at solar system Titan. Photolysis of HCN, the primary loss
mechanism, results in CN which may form C2H3CN via reactions with C2H4;
although, CN may also cycle back to HCN via reactions with the hydrocarbons.
For the same reasons that HCN is larger around the K star at the same equilibrium
temperature as solar system Titan (5.6 AU), HC3N and C2H3CN are largest around
the K star. Meanwhile, in the 9AU orbit around the M star, slowed photolysis due to a
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Figure 5.4: Reaction rates (cm-3 s-1) of dominant production and destruction
reactions for C2𝐻2 and C2H4. Black lines represent solar system Titan, solid red
lines represent Titan around an M-Dwarf at 2 AU, dashed red lines represent Titan
around an M-Dwarf at 9.5 AU, solid blue lines represent Titan around a K star at
5.6 AU, and dashed red lines represent Titan around a K star at 9.5 AU.

lower photon flux in total, limits the presence of N and CH3. HCN loss to photolysis
is similarly slowed, however, resulting in a similar steady state concentration.

Temperature and 𝐻2 Composition on Hydrocarbon Chemistry
With the same solar host star and at the same orbit of 9.5 AU, we now investigate
the hydrocarbon chemistry in a cold 𝑁2 atmosphere (Titan), a cold 𝐻2 dominated
atmosphere, and a warm 𝐻2 dominated atmosphere (eg, a sub-Neptune or close-
in super Earth). The 𝐻2-dominated atmospheres are motivated by the recognized
𝐻2-dominated atmosphere of GJ 1132b (Swain et al., 2021) and predicted reduced
interiors of close-in super Earths described in Section 1.

Methane, 𝐶𝐻4, and Ethane, C2H6

The reaction H+𝐶𝐻4 → CH3+𝐻2 is well known to be a mechanism for methane
destruction at Titan, other than methane photolysis. Both this reaction and its back
reaction, 𝐻2 + CH3 → 𝐶𝐻4 + H, are highly temperature dependent, and in the
warmer atmosphere these reactions recycle CH3 back into 𝐶𝐻4, which will limit
hydrocarbon production. H+CH3+M is a second important reaction to destroy
CH3, and this reaction also becomes faster in the 𝐻2 atmospheres due to the greater
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Figure 5.5: Reaction rates (cm-3 s-1) of dominant production and destruction
reactions for -CN species. Black lines represent solar system Titan, solid red lines
represent Titan around an M-Dwarf at 2 AU, dashed red lines represent Titan around
an M-Dwarf at 9.5 AU, solid blue lines represent Titan around a K star at 5.6 AU,
and dashed red lines represent Titan around a K star at 9.5 AU.

concentrations of H.

In the 𝑁2-dominated atmosphere, photolysis of methane becomes severely photon
limited above 0.1 mbar since shortwave photons are lost to𝑁2. In both𝐻2-dominated
atmospheres, however, the atmosphere is less opaque to incident stellar photons and
photolysis of methane extends down to the near-surface. The CH3 produced from
methane photolysis recycles back into methane. However, the photolysis branch
of C𝐻2+H acts as a longer-lived sink of methane, and this C𝐻2 may then be
photolyzed to CH to kick off subsequent hydrocarbon chemistry described in the
following sections.

This cycling does not directly affect the methane profile, but the faster destruction
of CH3 is important to the larger hydrocarbons that are shown next.

For all three cases, the production of C2H6 is dominated by the reaction 2CH3 →
C2H6. At Titan, ethane is largely destroyed to reactions with C2H and secondly to
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Figure 5.6: Temperature-pressure-altitude profiles of the cold solar system Titan 𝑁2
atmosphere (black) and warm Exo-Titan 𝐻2 atmosphere (red). Notice the altitude
scale changes for the Exo-Titan, which is a result of the warmer temperature and
puffy nature (large scale height) of 𝐻2 atmospheres.

Figure 5.7: Response to temperature and 𝐻2 content; all cases are around a Sun-like
star at 9.5 AU. Solid black lines: Titan temperature, 𝑁2 dominated atmosphere; red
lines: warm, 𝐻2 dominated atmosphere; blue lines: Titan temperature (cold), 𝐻2
dominated atmosphere. From left to right, the panels show 𝐶𝐻4, C2𝐻2, C2H4, and
C2H6.

reactions with C3N. However, in an 𝐻2-dominated atmosphere, loss is dominated
by H+C2H6 → C2H5+𝐻2. The slower production in the warm case in combination
with a faster loss rate to atomic hydrogen in both cases results in a depleted C2H6
profile in the 𝐻2-dominated atmospheres.
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Figure 5.8: Reaction rates (cm-3 s-1) of 𝐶𝐻4-CH3 recycling and dominant produc-
tion and destruction reactions for C2H6. Black lines represent a cold 𝑁2 atmosphere
(Titan), blue lines represent a cold 𝐻2 atmosphere, and red lines represent a warm
𝐻2 atmosphere.

Acetylene, C2𝐻2

At Titan, C2𝐻2 is known to form from C2H + 𝐶𝐻4 in the upper atmosphere
and is destroyed via photolysis to form C2H + H, and these reactions lead to the
autocatalytic destruction of methane. Importantly, C2H is a chemical product of
destruction of larger hydrocarbons, so we note another relevant production of C2𝐻2

directly from methane photochemical products is CH+C𝐻2 → C2𝐻2+H. In an 𝐻2-
dominated atmosphere, the main production of C2𝐻2 occurs via C2H+𝐻2 instead
of with 𝐶𝐻4 (as at Titan), and the main destruction is again via photolysis to form
C2H+H occurs in the upper atmosphere.

In the 𝐻2-dominated atmospheres, faster production and loss reactions occur in
an inner cycle between C2𝐻2, C2H3, and C2H4 via reactions with H and 𝐻2.
Importantly, this exchange is imperfect; in the full profile C2𝐻2 reacts to form
C2H3, which cycles back into C2𝐻2 only in the upper atmosphere. In the middle
and lower atmospheres C2H3 reacts with 𝐻2 to build C2H4 instead of C2𝐻2. C2H4
photolysis sources C2𝐻2 in the middle atmosphere.

In the middle atmosphere, most of these inner cycle reaction rates are comparable
to the rates at Titan. However, the photolysis of C2𝐻2 is faster at Titan due
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to a larger steady state concentration of C2𝐻2, and the production of C2𝐻2 via
C2H+𝐶𝐻4 is faster than C2H4 photolysis. Therefore, the inner cycle reactions
are small compared to the main production/destruction reactions at Titan. At the
𝐻2 dominated atmospheres though, the inner cycle is more important, where the
photolysis rate is comparable to the inner cycle reaction rates.

Figure 5.9: Rates (cm-3 s-1) of dominant production and loss reactions for C2𝐻2 in
the top panel. Rates of exchange reactions between C2𝐻2-C2H3-C2H4 in the bottom
panel. Black lines represent a cold 𝑁2 atmosphere (Titan), blue lines represent a
cold 𝐻2 atmosphere, and red lines represent a warm 𝐻2 atmosphere.

-CN species

In the mid-atmosphere, HCN loss to C2H3 becomes faster in the 𝐻2-dominated
warm atmosphere due to the faster formation of this radical via H+C2𝐻2 (Figure
5.10), resulting in a lower concentration 1 mbar. Photolysis of HCN still yields
CN, yet in the 𝐻2-dominated atmospheres, reactions to C2𝐻2 act as the primary
production pathway to HC3N and C2H3CN, resulting in a narrower production peak
near 0.1 microbar (due to the results of C2𝐻2 shown in 3.2.3).

Ethylene, C2H4

At Titan, C2H4 is formed from the reaction CH + 𝐶𝐻4 and lost to photolysis
which yields C2𝐻2 and either 𝐻2 or 2H. The CH3-𝐶𝐻4 exchange described in 3.2.1
encourages the production of CH, thereby increasing the production rate of C2H4
in the warm 𝐻2 atmosphere.
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Figure 5.10: Rates (cm-3 s-1) of dominant production and loss reactions for -CN
species. Black lines represent a cold 𝑁2 atmosphere (Titan), blue lines represent a
cold 𝐻2 atmosphere, and red lines represent a warm 𝐻2 atmosphere.

In addition to photolysis, in the 𝐻2 atmospheres, C2H4 is lost to reactions with 𝐻2

to form C2H5, and in the upper atmosphere, the latter reacts with H to form 2CH3.
In the warm 𝐻2 atmosphere, the CH3 may cycle back to methane, photolyze, and
further encourage the production reaction CH+𝐶𝐻4.

Figure 5.11: Rates (cm-3 s-1) of dominant production and loss reactions for C2H4.
Black lines represent a cold 𝑁2 atmosphere (Titan), blue lines represent a cold 𝐻2
atmosphere, and red lines represent a warm 𝐻2 atmosphere.
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5.4 GJ 1132b: A Warm 𝐻2 Atmosphere at a Close-In Orbit Around an M-
Dwarf

Thus far we have examined, individually, the effect of changing the temperature,
host star, semi-major axis, and stellar type. GJ 1132b is an interesting world with all
of these parameters differing from the solar system Titan. Hubble Space Telescope
(HST) observations revealed a warm (stratospheric T of 480 K), 𝐻2-dominated
atmosphere in an otherwise Titan-like atmosphere (90% 𝐻2, 8.9% 𝑁2, 0.3% HCN,
0.3% 𝐶𝐻4, 0.3% CO; Swain et al., 2021), and the world orbits an M-Dwarf at a
close-in orbit of 0.01 AU (Bonfils et al., 2018).

Figure 5.12: GJ 1132b (red lines; warm, 𝐻2 dominated atmosphere at 0.01 AU away
from an M-Dwarf host star) vs Titan (black lines; cold, 𝑁2 dominated atmosphere
at 9.55 AU away from the Sun). From left to right, the panels show C2𝐻2, C2H4,
and C2H6.

The C2𝐻2 profile peaks just above 0.1 mbar, or near 1000 km. Above the peak, the
rate of formation is limited by the rate of methane photolysis (due to a low number
density). Centered near the peak, the fate C2𝐻2 is photolysis to C2H, which may
cycle back into C2𝐻2. But, below the peak C2𝐻2 is lost to reactions with H to yield
C2H3, which may either cycle back to C2𝐻2 or build larger hydrocarbons. The latter
means reactions with H act as a more efficient net loss of C2𝐻2 than photolysis,
hence decreasing the mixing ratio profile of C2𝐻2 in the regions below.

The C2H4 profile is comparable to that at Titan. At a close-in orbit around an M-
Dwarf, photolysis of methane is efficient and thus synthesis of C2H4 via CH+𝐶𝐻4

is fast. Meanwhile, photolysis of C2H4 (the main loss) is also efficient. Hence, the
production and loss rates have been altered comparably and hence the steady state
abundance of C2H4 is not majorly changed.

We find a depletion in the C2H6 profile due to the CH3-𝐻2 exchange reactions which
efficiently recycle CH3 back to methane before two CH3 molecules may react to
form C2H6.
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Figure 5.13: Diagram of important reactions relevant to hydrocarbon chemistry
at Exo-Titans, based off the Titan chemistry presented in Yung et al. (1984).
Reactions highlighted in blue show those with a large temperature dependence,
thus dominating the chemistry in warmer atmospheres. Reactions highlighted in
red show those which become significant in 𝐻2-dominant atmospheres. Reactions
highlighted in green show those which become significant at worlds around M-
Dwarves.

5.5 Discussion
Model Validation
In this work, we extrapolate the known photochemistry of Titan (e.g., Willacy et
al., accepted) to putative super-Earth conditions which will become testable in the
new JWST era. In order to ensure valid predictions, we validate our model against
atmospheric observations of the Titan atmosphere (Figure 5.15). Our lower bound-
ary conditions of 𝐶𝐻4 are based on observations, forcing the lower atmosphere
to agree with near-surface observations. The resulting photochemically produced
hydrocarbons and N-bearing species roughly agree with the measurements from
ALMA and Cassini. Our model overestimates the HCN profile in the lower at-
mosphere, which we speculate may be related to condensation processes, but the
profile roughly matches in the upper atmosphere. Overall, the success of our model
reproducing the observations in most regions demonstrates that our predictions of
putative super-Earth atmospheres are grounded in a complete photochemical model.
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Figure 5.14: Mixing ratio profiles of 𝐶𝐻4, C2𝐻2, C2H4, C2H6, HCN, and HC3N
at Titan. Model results are in black and overplotted dots show a comparison to
recent observations in the literature: (1) Niemann et al. (2010); (2) Koskinen et
al. (2011); (3) Nixon et al. (2013); (4) Magee et al. (2009); (5) Lombardo et al.
(2019); (6) Adrian et al. (2011); (7) Kim et al. (2005); (8) Shemansky et al. (2005);
(9) Vervack et al. (2004); (10) Vinatier et al. (2010); (11) Cordiner et al. (2014);
(12) Cui et al. (2009); (13) Marteen et al. (2005)

Aerosols
Photochemical hazes are common in reducing atmospheres, as a result of methane
and hydrocarbon destruction by solar UV photons and high-energy ions and neutrals,
followed by polymerization of the radical species products. Hazes play important
roles in radiative transfer, atmospheric dynamics, and atmospheric composition
(e.g., Zhang et al., 2017), and they are predicted in atmospheres cooler than 1000
K (e.g., Gao et al., 2020). Therefore, hazes are common at solar system worlds with
reduced atmospheric chemistry, having been revealed at Titan by Voyager (West et
al., 1983; West and Smith, 1991) and Cassini (e.g., Tomasko et al., 2008; Lavvas et
al., 2009; 2010), Pluto by New Horizons (e.g., Gao et al., 2017; Cheng et al., 2017;
Fan et al., 2021), and Triton (e.g., Ohno et al., 2021). Photochemical hazes are also
common at exoplanets and influence observables by acting as grey absorbers and
muting spectral features (e.g., Adams et al., 2019; Kawashima Ikoma, 2019; Zahnle
et al., 2016; Marley et al., 2013).

Our photochemical models predict notable photochemical production rates of haze
material, assuming a soot (hydrocarbon-based) or tholin (N-bearing, hydrocarbon-
based) composition. We find rates similar to the production rate at Titan regardless
of stellar type or 𝐻2 atmospheric content: 2.2e9 molecules/cm2/s at Titan; 2.5e9
molecules/cm2/s at a 2AU orbit around an M Dwarf; 1.2e9 molecules/cm2/s at a
5.6 AU orbit around a K star; 3.4e9 molecules/cm2/s for a warm 𝐻2 atmosphere;



90

and 3.4e9 molecules/cm2/s for a cool 𝐻2 atmosphere. However, the close-in orbits
(e.g., GJ 1132b) host large photolysis rates of 8.0e13 molecules/cm2/s due to the
greater flux of incident photons. The particle sizes are known to scale with pro-
duction rate (controlled by this preceding photochemistry), which the role of hazes
on radiative transfer is dependent on. A larger production rate could lead to more
particles available to coagulate, resulting in larger particles. This result may skew
observations by muting spectral features, although we note that other parameters
may influence the microphysics of particle growth (such as gravity influencing sed-
imentation, dynamics influencing upward diffusion, and particle fractal dimensions
influencing radiative transfer).

Predicted Observability
The new era of JWST begs the question of whether the predicted concentrations
and chemistry found in this work are potentially testable. We find that the predicted
concentrations at solar system Titan and Titan around an M-Dwarf are both not likely
to be detected due to their atmospheres’ small scale height. However, the larger scale
height of the 𝐻2 dominated atmospheres encourage a more feasible detection of the
hydrocarbons and nitrile species. GJ 1132b is an especially interesting world: the
large scale height, close-in orbit to a relatively smaller star, and greater concentration
of HCN makes for potentially more feasible detections. We find that solar system
Titan would yield spectral features of order 1 ppm, while GJ 1132b could yield
spectral features of up to >150 ppm in a hazy sky and up to 1000 ppm in a clear sky.

We present results assuming both a hazy sky and clear sky at all worlds. As
discussed in section 5.2, observations of Titan reveal tholin-like hazes which would
mute spectral features, and our photochemical model predicts a haze production rate
several orders of magnitude larger at GJ 1132b thereby worsening the outlook for
detectability. A flat or sloped spectrum may be capable of muting the large spectral
features predicted for GJ 1132b shown in Figure 5.15. In these results, we do not
solve for the haze parameters, but instead assume an optically thick haze layer whose
top is located at 10 Pa (motivated by the vertical extent of Titan’s hazes; e.g., Rages
Pollack, 1983; West et al., 2018). Exo-Transmit only considers extinction caused
by the atmosphere above this pressure level. However, we note that the larger haze
production rate at GJ 1132b (see section 5.2) may influence the haze properties to
deviate from those at Titan.

We adapted Pandexo, an open source code which determines the noise floor of
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JWST observations (Batalha et al., 2017), to GJ 1132b, and we find a noise floor
of 400 ppm for NIRCAM’s G395H instrument (acknowledging this value varies
with wavelength dependences). Comparing to Figure 5.15 (bottom left panel), we
predict the aerosols would mute spectral features below the noise floor for potential
detection at GJ 1132b. The molecular features for the species presented in our work
would be detectable in a clear sky at GJ 1132b (bottom right panel); however, we
find those conditions to be unlikely provided the large haze production rate (see
Section 5.2). While JWST detections of these predictions may be challenging,
detection of these signals will likely be possible with future instruments dedicated
for atmospheric characterization of transiting exoplanets.

Figure 5.15: Computed transmission spectra for the bookend exo-Titan cases pre-
sented in this paper: (upper) solar system Titan vs. a 2 AU orbit around an M star;
(middle) solar system Titan vs. a cold 𝐻2-dominated atmosphere (blue) vs. a warm
𝐻2 dominated atmosphere (red); (lower) solar system Titan vs. GJ 1132b. Notice
the different y-axis scales, where the spectral features in the upper panel are well
below detection thresholds and spectral features in the middle and the lower panels
are much larger and potentially detectable with JWST. The absorption regions of
detectable species are labeled above the uppermost panel. CIA, collision-induced
absorption.

5.6 Conclusion
A larger 𝐻2 abundance and warmer temperature increases the rate of the back
reaction 𝐻2 + CH3 → 𝐶𝐻4 + H, and the temperature dependence is so great that
CH3 recycles back into 𝐶𝐻4 instead of forming C2H6. A larger 𝐻2 abundance and
warmer temperature also encourages interesting cycling between C2𝐻2, C2H3, and
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C2H4 via reactions with atomic H. This results in a decreased column abundance
of C2H6 and C2𝐻2 and relatively larger column abundance of C2H4 at close-in
Exo-Titans with warm, 𝐻2-dominant atmospheres than Titan, at a more distant
orbit with a cool, 𝑁2-dominant atmosphere. Meanwhile, close-in orbits around
stars with greater shortwave photon emission result in faster 𝑁2 photolysis and a
greater availability of HCN, HC3N, and C2H3CN. We find these abundances may
be detectable at close-in, 𝐻2 dominated atmospheres (e.g., GJ 1132b) should these
worlds have clear skies, but we caution the reader of large haze production rates
which may mute these spectral features.
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C h a p t e r 6

AGGREGATE HAZES IN EXOPLANET ATMOSPHERES

6.1 Introduction
Exoplanet transmission spectra that display subdued molecular features and scatter-
ing slopes are seen across a wide swath of planet types, from Super Earths to hot
Jupiters (e.g., Sing et al., 2016; Crossfield and Kreidberg, 2017). Aerosols have been
used to interpret these observations, but their origins and composition are uncertain.
In general, it has been suggested that hazes composed of small (< 0.1 microns)
spherical particles, possibly stemming from photochemistry, produce the slopes in
the optical and NIR regions of transmission spectra, while condensation clouds with
larger spherical particles ( 1 micron) flatten spectra across all wavelengths (e.g.
Barstow et al. 2017).

Photochemical hazes have been observed on many solar system bodies, including
sulfuric acid aerosols in the upper haze of Venus, stratospheric sulfate aerosols on
Earth (e.g., Lazrus and Gandrud, 1974; Turco et al., 1982), and hydrocarbon hazes
on the giant planets (e.g., Wong et al., 2003; Koskinen et al., 2016), Titan (e.g.,
Rannou et al., 2010), Pluto (e.g., Gladstone et al., 2016), and Triton (e.g., Hillier
et al., 1991). While some of these hazes are made up of spherical particles (e.g.
Kawabata et al. 1980), others are composed of fractal aggregates - loose collections
of smaller “monomers” that are highly porous and irregular in shape described by
(e.g., Forrest and Witten, 1979; Sorensen and Roberts, 1997):

𝑁 = 𝑘𝑜 (
𝑅

𝑟𝑚
)𝐷 𝑓 (6.1)

where R represents the radius of the fractal aggregate that is composed of 𝑁
monomers, each of a radius 𝑟𝑚 . The structural coefficient, 𝑘𝑜 , is a prefactor
that affects the fractal scaling relationship and the description of the particles’ ra-
diative properties. We assume 𝑘𝑜 to be of order unity, as previous works have
also done (e.g., Westetal.,1991; Wolfetal.,2010). 𝐷 𝑓 is the fractal dimension of the
aggregate, which describes the porosity of the fractal. Zhang et al. (2013) investi-
gated stratospheric aerosols on Jupiter using multiple-phase-angle images from the
Cassini Imaging Science Subsystem (ISS) and ground-based near infrared (NIR)
spectra. Stratospheric haze at 10-50 mbar, depending on latitude, was found to
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be composed of fractal aggregate particles consisting of a thousand 10-nm sized
monomers. At Titan, Tomasko et al. (2008) analyzed measurements from Huygens’
Descent Imager/Spectral Radiometer (DISR). The aerosols’ vertical distribution,
phase function, and single scattering albedo were determined by multi-directional
measurements from the UV photometers, and the single-scattering phase function
of the aerosols between 30 and 80 km were found to be consistent with fractal
aggregates. In the lower 30 km of Titan’s atmosphere, the wavelength dependence
decreased compared to that at higher altitudes, suggesting that the aerosols con-
tinued to grow with decreasing altitude. Robinson et al. (2014) analyzed spectral
observations at Titan made by the Cassini spacecraft, and found that the aerosol
distribution reached unit optical depth at pressures less than 0.1-10 mbar, depending
on wavelength, which is comparable to the pressures probed by exoplanet transmis-
sion spectra. Gao et al. (2017a) compared numerical models of both spherical and
aggregate hazes to New Horizons observations of UV extinction in Pluto’s atmo-
sphere. They determined that Pluto’s photochemical hazes are composed primarily
of fractal aggregate particles, though spherical particles may also be present, as
inferred from forward scattering observations (Cheng et al. 2017).

Since fractal aggregates are common in solar system hazes, it is possible that ex-
oplanet hazes may be similar. Kopparla et al. (2016), for example, examined the
effects of aggregate hazes on the polarization of reflected light from giant exoplanets.
However, they assumed a simplified haze layer in their model. Hazes, and aerosols
in general, are controlled by microphysical processes that sculpt their particle size
and spatial distributions, but haze models that have considered microphysical pro-
cesses in the context of exoplanets have mainly examined the effect of spherical haze
particles. Lavvas and Koskinen (2017) applied a 1D aerosol microphysics model to
produce aerosol distributions on HD 209458b and HD 189733b. The aerosol distri-
bution was found to depend on the particle composition, photochemical production
rate, and atmospheric mixing. Soot aerosols were found to match the primary transit
observations of HD 189733b. Morley et al. (2013) calculated the vertical profile of
hydrocarbons in the atmosphere of GJ 1214b to derive haze particle distributions
that could match the observed flat spectra. Particle sizes of 0.01-0.25 𝜇𝑚 were found
to best match the data, but condensation clouds were also considered. Kawashima
and Ikoma (2018) developed a numerical model to simulate the production, growth,
and settling of hydrocarbon haze particles on warm exoplanets (<1000 K). The size
distribution of haze particles was fairly broad, and they concluded that the breadth
of observed exoplanet spectra could be caused by variations in the production rate
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of haze monomers due to the varying UV irradiation intensity of the host stars.

In this study, we apply an aerosol microphysics model that considers transport
and coagulation over a multidimensional phase space to present a comprehensive
analysis of haze opacity in giant exoplanet atmospheres. Specifically, this is the
first study to consider the microphysics of aggregate haze particles in exoplanet
atmospheres. We also apply our model to the super-Earth GJ 1214b, which has been
observed extensively using space- and ground-based observatories, (e.g. Gillon et
al., 2014, Kreidberg et al., 2014, Bean et al., 2010), and many observations reported
flat spectra. Kawashima and Ikoma (2018) modeled spherical haze particles in the
atmosphere of GJ 1214b but required a haze forming efficiency that was orders of
magnitude greater than that of Titan in order to produce a flat spectrum, while at low
haze forming efficiencies a sloped spectrum at optical wavelengths was produced
due to haze scattering, with spectral absorption features of molecular species visible
at longer wavelengths. Since spherical hazes did not fit the observations well when
considering a haze forming efficiency comparable to that in the solar system, we
consider the effect of aggregate hazes on GJ 1214b’s transmission spectra.

We describe our methodology in section 2. In section 3, we analyze the effect of
varying haze particle shape, monomer production rate, eddy diffusion coefficient,
and monomer size on particle size distributions and haze opacity. In section 4,
we discuss the impact of our assumptions and the implications of our results on
transmission spectra of giant exoplanets and GJ 1214b. We present our conclusions
in Section 5.

6.2 Model
We calculate the equilibrium haze particle size distribution using the 1-D Commu-
nity Aerosol and Radiation Model for Atmospheres (CARMA; Turco et al., 1979;
Toon et al., 1988; Jacobson and Turco, 1994; Ackerman et al. 1995; Bardeen et al.,
2008; Wolf and Toon, 2010). CARMA solves the continuity equation of aerosol
particles that experience production via particle nucleation, growth via condensation
and coagulation, loss via evaporation, and transport. We follow the methodology
outlined in Gao et al. (2017a) for Pluto hazes to simulate haze distributions in exo-
planet atmospheres, where nucleation, condensation, and evaporation were ignored
due to the low volatility of the haze material and the uncertain chemical pathway
leading to haze formation. The change with time of haze particle number density,
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𝑛𝑝 (𝑧), in the 𝑝th mass bin at altitude 𝑧 is given by:

𝜕𝑛𝑝

𝜕𝑡
=

1
2

𝑖=𝑝−1∑︁
𝑖=1

𝐾𝑖,𝑝−𝑖𝑛𝑖𝑛𝑝−𝑖 − 𝑛𝑝
𝑖=𝑁∑︁
𝑖=1

𝐾𝑖,𝑝𝑛𝑖 −
1
𝑧2
𝜕 (𝑧2Φ)
𝜕𝑧

+ 𝛿𝑝,1𝛿𝑧,𝑧𝑡𝑜𝑝𝑃 (6.2)

where 𝐾𝑖, 𝑗 is the Brownian coagulation kernel between particles in mass bins 𝑖 and
𝑗 and 𝑃 is the production rate of the minimum mass particles at the top of the
atmosphere, as represented by the Kronecker deltas, which specify that production
only occurs at 1 microbar at the top of the atmosphere. The first term on the right
hand side of Eq. (2) represents the increase in 𝑛𝑝 due to the coagulation of smaller
particles with total mass equal to that of particles in the 𝑝th mass bin; the second
term represents the decrease in 𝑛𝑝 due to coagulation of particles in the 𝑝th mass bin
with other particles to generate more massive particles; and the third term represents
vertical transport with Φ as the particle flux, defined as:

Φ = −𝑤𝑠𝑒𝑑𝑛 − 𝐾𝑧𝑧𝑛
𝜕 (𝑛𝑝/𝑛)
𝜕𝑧

(6.3)

with 𝑤𝑠𝑒𝑑 as the sedimentation velocity, 𝜕 (𝑛𝑝/𝑛)
𝜕𝑧

as the gradient in mixing ratio of the
haze particles, and 𝐾𝑧𝑧 as the eddy diffusion coefficient. Note that all variables in
Eq. (3) are functions of 𝑧. We refer the reader to the appendix of Gao et al. (2018a)
for a full description of 𝑤𝑠𝑒𝑑 and 𝐾𝑖, 𝑗 .

Each mass bin corresponds to particle masses twice that of the previous bin. We use
47 bins in our model, with the mass in the first bin corresponding to two monomers
in the aggregate case and an equivalent mass in the spheres case. We assume a
zero concentration lower boundary condition at 10 bars to simulate loss by thermal
decomposition. The haze material mass density is taken to be 1 g/cm3, which is
typical of organics including both hydrocarbon soots (e.g., Maricq et al., 2004;
Rissler et al., 2013) and tholins (e.g., Trainer et al., 2006; Horst and Tolbert, 2013).
The fractal dimension of aggregate particles is assumed to vary with the number
of monomers per aggregate, as shown in Fig. 6.1, following the parametrization of
Wolf and Toon (2010),where the smallest aggregates, with only two monomers, have
a 𝐷 𝑓 of 1.5. Small aggregates have a low fractal dimension. This corresponds to
“chain growth,” in which monomers coagulate to form linear chain-like structures.
As particles grow larger ( 1000 monomers), they restructure and collapse into more
compact arrangements, resulting in a higher fractal dimension. We set 𝐷 𝑓 to a
constant 2.4 for particles with more than 2000 monomers, an extrapolation of the
parameterization of Wolf and Toon (2010) to larger aggregates than they considered.
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Figure 6.1: Variation of aggregate fractal dimension as a function of the number of
monomers in the aggregate.

We consider haze particles composed of hydrocarbon soots, which are likely to
survive in hot and warm giant exoplanet atmospheres due to their low volatility at
high temperatures, and we use the refractive indices of soot that are presented by
Lavvas and Koskinen (2017). As an alternative, we also consider hazes composed
of tholins, which have been treated as a proxy for low temperature organic hazes
on Titan and Pluto (Khare et al. 1984). As shown in Fig. 6.2, while the refractive
indices of soots are smoothly varying, that of tholins show features at 3 and 6.5
microns, and are lower in value overall. In section 4.2, we compare the effect of
tholin and soot hazes on hazy transmission spectra.

The optical properties of spherical particles are computed using the Mie scattering
code of Grainger et al. (2004), and that of aggregate particles are computed following
the methodology of Rannou et al. (1997). The nadir optical depth is defined as:

𝜏𝑛𝑎𝑑𝑖𝑟,𝑧 (𝜆, 𝑧) =
𝑧∑︁
𝑖=1

𝜎𝑒𝑥𝑡 (𝜆, 𝑖)𝑛𝑝 (6.4)

where 𝜎𝑒𝑥𝑡 is the extinction cross section, further defined for spheres as:

𝜎𝑒𝑥𝑡 = 𝑄𝑒𝜋𝑟
2
𝑝 (6.5)
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Figure 6.2: Real (n, red) and imaginary (k, blue) refractive indices of tholins
(dashed) and soots (solid line).

where 𝑄𝑒 is the extinction coefficient. For aggregates, Rannou et al. (1997) treats
each monomer as a Mie sphere, and the fractal structure (equation 1) allows for
a description of the relative position between monomers in the aggregate. The
scattered fields for each monomer are all summed, while taking into account the
phase difference of the incident radiation on each spherical monomer as well as the
scattered field due to the spacing of monomers. The monomers’ relative positions
and scattering terms can yield intensities, from which the cross sections are derived.
We refer the reader to the Appendix of Rannou et al. (1997) for greater detail
regarding this calculation.

We vary the monomer radius (𝑟𝑚), eddy diffusion coefficient (𝐾𝑧𝑧), and production
rate of haze particles at the top of the atmosphere at 1 microbar to determine their
effects on haze opacity. We consider the following evenly log-spaced values: column
mass production rate equivalent to 108, 109, 1010, 1011 methane molecules 𝑐𝑚−2𝑠−1

(mass flux of 2.55 x 10−15 to 2.55 x 10−12 g 𝑐𝑚−2𝑠−1, 𝐾𝑧𝑧 of 108, 109, 1010𝑐𝑚2𝑠−1
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and monomer size of 1 and 10nm. The production rate of photochemical aerosols
is highly uncertain, but exoplanets can potentially have higher production rates
than those seen on Titan (Horst et al., 2018), which has an estimated haze mass
production rate of 0.5-2 x 10−14 g 𝑐𝑚2𝑠−1 (McKay et al. 2001). Our investigated
range of values is within those calculated by Lavvas and Koskinen (2017) with a
photochemical model. Similarly, the value of 𝐾𝑧𝑧 is uncertain. Previous studies of
exoplanet atmospheres considered values from 106 to 1010𝑐𝑚2𝑠−1 (e.g., Kawashima
and Ikoma et al., 2018; Lavvas and Koskinen, 2017; Kopparapu et al., 2012, Miguel
et al., 2014, Venot et al., 2015, Barman et al., 2015). The range of monomer sizes
we consider also spans values used by previous studies. Gladstone et al. (2016)
analyzed Rayleigh scattering observations to conclude that monomer sizes of 10
nm are expected at Pluto. Gao et al. (2017a) considered monomer sizes of 5
and 10 nm in their modeling study of Pluto’s haze, and both Lavvas and Koskinen
(2017) and Kawashima and Ikoma (2018) used 1 nm monomers for their exoplanet
aerosol modeling work. Larger monomers ( 50 nm) have been considered for Titan,
Jupiter, and additional modeling works (e.g., Tomasko et al. 2008; West Smith,
1991; Trainer et al. 2006; Wolf Toon, 2010), as well as produced in laboratory
simulations (e.g., He et al., 2018), but we will primarily use the smaller monomer
sizes so as to facilitate comparisons to previous exoplanet modeling studies.

We generate temperature-pressure profiles for solar metallicity giant exoplanets or-
biting a Sun-like star using a 1D radiative-convective model (e.g., McKay et al.,
1989; Marley et al., 1996) that has been previously applied to both hazy and clear
atmospheres of solar system bodies, exoplanets, and brown dwarfs (e.g., Marley et
al., 1999; Fortney et al., 2008; Saumon Marley 2008). We vary the distance from
the host star (0.05 and 0.20 AU) to obtain two T-P profiles spanning 400-1750
K, which are shown in Figure 6.3. The planet’s internal temperature is calculated
using the results of Thorngren et al. (2018), which uses Bayesian inference and
current observations of hot Jupiters to tie internal temperatures to their equilibrium
temperatures. Unlike previous studies (e.g., Kawashima and Ikoma, 2018; Lavvas
and Koskinen, 2017), our study does not consider photochemistry. Therefore, tem-
perature affects only coagulation and sedimentation rates, as well as the amplitude
of spectral features in the transmission spectra due to scale height differences. Pho-
tochemical pathways should differ between the 0.05 AU and 0.2 AU cases, as the
carbon reservoir at high altitudes for the former is CO while that of the latter is
methane (Figure 6.3). Recent laboratory work from Horst et al. (2018) showed
that the rate of photochemical haze production for a high metallicity atmosphere
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devoid of methane could reach 31% of that of Titan due to the presence of CO. This
suggests that CO can replace methane as a progenitor of aerosols, though whether
this is applicable to solar metallicity atmospheres is unknown. We investigate the
differences in photochemical pathways by considering production rates that vary by
several orders of magnitude. An alternative to carbon-based aerosols is the sulfur-
based hazes originating from 𝐻2S photochemistry (Zahnle et al., 2016), but they
tend to emerge at lower temperatures than those considered here (Gao et al., 2017b).

Figure 6.3: Temperature-pressure profiles of exoplanets at 0.05 AU (green) and 0.20
AU (blue) away from their host star, as well as GJ 1214b (dashed red). The chemical
equilibrium [𝐶𝐻4]=[CO] curve for a solar metallicity atmosphere is shown in black.

We use the same radiative-convective model to generate a TP profile for GJ 1214b,
assuming 100x solar metallicity. As in Morley et al. (2013, 2015), we use k-
coefficients for a 50x solar metallicity atmosphere multiplied by 2 for the molecular
opacity. For the Kzz profile, we consider the parameterization specific to the 100 x
solar metallicity GJ 1214b case from Charnay et al. (2015), given by:

𝐾𝑧𝑧 = 3𝑥107𝑃−0.4 (6.6)

with P in bars and 𝐾𝑧𝑧 in cgs units. We consider a column rate of production of 1
nm monomers limited by the diffusion flux of methane into the upper atmosphere,
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𝑃(𝑧) = 𝑛𝐾𝑧𝑧
𝑑𝑓

𝑑𝑧
(6.7)

with an atmospheric number density 𝑛 and an eddy diffusivity 𝐾𝑧𝑧 at the top of
the atmosphere (1 microbar). The methane mixing ratio gradient 𝑑𝑓

𝑑𝑧
is computed

assuming total methane photolysis within a scale height ( 220 km) above 1 microbar.
We calculate the methane mixing ratio at 1 microbar assuming thermochemical
equilibrium using the Chemical Equilibrium with Applications code (Gordon and
McBride, 1994), yielding 30 ppm. This results in a mass production rate equivalent
to 1.3 × 1011𝐶𝐻4 molecules 𝑐𝑚−2𝑠−1 . Note that this value is much smaller than
that of Kawashima and Ikoma (2018), who assumed a photon-limited production
rate that scaled with lyman alpha flux.

6.3 Results
Size Distributions
Scattering efficiency depends on the particle size relative to the wavelength of light,
and therefore the size distributions of haze particles are critical in determining the
spectral response. Here, size distributions for aggregate and spherical particles are
compared, while varying monomer size, production rate, and the eddy diffusion
coefficient. Throughout the atmosphere, aggregate haze particles tend to be larger.
This is due to aggregate particles having an irregular shape with a greater cross
sectional area than spherical particles of the same mass. This larger cross section
allows for an increased number of regions for particles to collide and stick, in
comparison to spherical particles. This dependence of coagulation on particle shape
is demonstrated by the spatial and size distributions shown in Fig. 6.4. Aggregate
haze particles coagulate to produce a broad distribution centered at a few microns
and extending beyond 10 microns, while coagulation of spherical haze particles
results in a narrower distribution centered at sizes 0.3 micron and extending out to
only 1 micron.

The difference between the two particle types is further demonstrated by comparing
the size distributions explicitly in Fig. 6.5. The aggregate and spherical size
distributions peak at 2.5 and 0.16 microns, respectively. Due to their greater sizes,
it is expected that aggregate particles obscure observations at longer wavelengths
more effectively than spherical particles.

The size distributions are altered by variations in the production rate, eddy diffu-
sion coefficient, and monomer size. An increased production rate allows for more
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Figure 6.4: Color map of particle size distributions with respect to atmospheric
pressure for aggregate particles (left) and spherical particles (right). Parameters were
chosen to maximize the haze mass loading, with a mass production rate equivalent
to 1011 methane molecules cm-2s-1 (maximum), an eddy diffusion coefficient of
108 cm2s-1 (minimum), and a monomer size of 1 nm (minimum).

particles to collide and stick together, resulting in the formation of larger parti-
cles. As shown by Fig. 6.6, the enhanced production rate yields size distributions
that peak at radii 24 and 8 times larger for aggregate and spherical particles,
respectively. Aggregate haze particles respond to changes in production rate more
significantly than spherical haze particles. This is due to their larger cross sections
and correspondingly increased collision frequency.

Increasing 𝐾𝑧𝑧 increases the rate of vertical transport of the haze particles, by
definition. Allowing the particles to be transported through the atmosphere faster
provides decreased time for collisions and coagulation, and this therefore results in
smaller particles, as shown in Fig. 6.6. At a sufficiently high 𝐾𝑧𝑧, the haze particles
stay small such that no separate coagulation size mode forms.

Monomer size influences the aggregate size distributions due to porosity effects,
and the difference in shape of the aggregate distribution is due to the fixed 𝑁 versus
𝐷 𝑓 relationship, given by Figure 6.1. As shown in Fig. 6.6, the aggregate size
distributions peak at 2.5 and 0.77 microns for rm of 1 and 10 nm, respectively.
On the other hand, spherical particles are by definition not porous and their size
distributions do not significantly respond to variations in monomer radius. For
spherical particles, increasing the monomer size only increases the initial particle
size, allowing larger particles to exist at lower pressures, though in lower number
densities. Larger particles higher in the atmosphere have different coagulation rates
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Figure 6.5: Size distributions for spherical (dashed) and aggregate (solid) particles.
Parameters were chosen to maximize the haze mass loading, with a mass production
rate equivalent to 1011 methane molecules cm-2s-1 (maximum), an eddy diffusion
coefficient of 108 cm2s-1 (minimum), and a monomer size of 1 nm (minimum).

than had they been produced a few scale heights down. This yields slightly offset
size distributions for different monomer sizes, as demonstrated in Fig. 6.6.

Optical Depth
We first calculate the optical depth at each altitude layer. The nadir optical depth at
a given pressure level is then calculated by summing the optical depths of the layers
above, given by:

𝜏𝑛𝑎𝑑𝑖𝑟,𝑖 (𝜆) =
𝑛∑︁
𝑖=1

𝜏𝑛 (𝜆) (6.8)
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Figure 6.6: Size distributions are compared at 2.8 mbar (in the middle of our model
atmosphere) for spherical and aggregate particles, while varying (a) production
rate, (b) diffusion coefficient, and (c) monomer size. Aggregate and spherical haze
particles are shown in solid and dashed profiles respectively. Green profiles represent
the lower value for the varied parameter and blue represents the greater value. The
following parameters were used in each figure: (a) 𝐾𝑧𝑧 = 108𝑐𝑚2𝑠−1 and rm = 1 nm,
(b) mass production rate equivalent to 1011 methane molecules 𝑐𝑚−2𝑠−1 and rm=1
nm, (c) mass production rate equivalent to 1011 methane molecules 𝑐𝑚−2𝑠−1 and
𝐾𝑧𝑧 = 108𝑐𝑚2𝑠−1.

Similar to the size distributions, the nadir optical depth is unique to particle shape as
well. The wavelength dependence of the spherical haze optical depth is significant,
in comparison to that of aggregate hazes, as shown in Fig. 6.7. When wavelength
is increased from 0.4 to 30 microns, the nadir optical depth for aggregate particles
decreases by a factor of 3 while nadir optical depth for spherical particles decreases
by nearly two orders of magnitude, given the same values for the other parameters.
Aggregates generally have a greater optical depth than spheres, with the exception
of high altitude hazes at a wavelength of 0.4 microns. High in the atmosphere at
10 microbar, spherical particles grow to become moderately opaque at 0.4 microns.
By comparison, aggregates grow to larger sizes more quickly, such that, while
they can block more light per single particle, their number density is much lower.
This allows spheres to be more opaque at 0.4 microns high in the atmosphere.
At greater pressures, coagulation of spheres also reduces their number density.
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Thus, while the extinction coefficient of spherical particles remains small ( 2), that
of aggregates, computed assuming the cross sectional area of an equivalent-mass
sphere, increases (from 12 to 20). The change in both density and extinction
coefficient allows aggregates to become more opaque deeper in the atmosphere. At
3 microns, however, spheres have a much lower extinction coefficient ( 0.2) than
aggregates ( 32) at the top of the atmosphere, and the larger particles of aggregates
are more efficient at scattering long wavelengths of light. Hence, at this wavelength,
aggregates are more opaque than spheres at all levels of the atmosphere.

Figure 6.7: Nadir optical depth profiles for aggregate (solid) and spherical (dashed)
haze particles at wavelengths of 30 (red), 3 (green), and 0.4 microns (blue). Mass
production rate equivalent to 1011 methane molecules 𝑐𝑚−2𝑠−1, eddy diffusion
coefficient of 108𝑐𝑚2𝑠−1, and monomer radius of 1 nm were used.

The pressure level of unit optical depth as a function of wavelength dictates the max-
imum depth to which observations may probe, particularly for thermal emission;
transmission observations probe lower optical depths. As a result of the difference
in the wavelength dependence of optical depth of the two particle shapes, aggregate
particles are more efficient at obscuring molecular spectral features at long wave-
lengths than spherical particles (Fig. 6.8), as aggregate hazes reach unit optical
depth higher in the atmosphere and across a broader range of wavelengths. At short
wavelengths (𝜆 < 0.5𝜇𝑚) spherical and aggregate hazes reach an optical depth of
unity at a comparable pressure level in the atmosphere. For example, in comparing
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opacity at 0.35 and 10 microns in Fig. 6.8, unit optical depth occurs 7 scale heights
and <1 scale height deeper in the atmosphere for spherical and aggregate hazes
respectively.

Figure 6.8: Comparison of the pressure levels at which the nadir optical depth
reaches unity for aggregate and spherical hazes while varying (a) production rate
and (b) eddy diffusion coefficient. The pressure of unit nadir optical depth for
aggregate and spherical hazes are depicted by solid and dashed profiles, respectively.
Blue profiles correspond to the lower value of the varied parameter, and red profiles
correspond to the greater value. The following parameters were used in each figure:
(a) 𝐾𝑧𝑧 = 108𝑐𝑚2𝑠−1 and 𝑟𝑚 = 1 nm and (b) mass production rate equivalent to 1011

methane molecules 𝑐𝑚−2𝑠−1 and 𝑟𝑚 =1 nm.

Increasing production rate increases the number density of large particles at low
pressures and results in optical depth reaching unity higher in the atmosphere. The
haze particle sizes at the unit optical depth level does not change significantly,
however, so the slopes of the unit optical depth level are not affected (Fig. 6.8).
However, increasing the eddy diffusion coefficient results in smaller particles due
to faster transport and decreased time for coagulation, resulting in steeper slopes
for the unit optical depth level (Fig. 6.8), as smaller particles are less efficient at
scattering at longer wavelengths.

Increasing the monomer size from 1 to 10 nm leads to a minor increase in the altitude
at which unit optical depth occurs in the atmosphere (Fig. 6.9). For aggregate
hazes, the size distribution of haze particles composed of 10 nm monomers peaks
at smaller sizes but the distribution is broader. The slope of the unit optical depth
level is mainly consistent between the 1 and 10 nm monomer size cases, but unit
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Figure 6.9: Level of unit optical depth with monomer sizes of 1 (blue) and 10
(red) nm for aggregate (solid) and spherical (dashed) haze particles. A production
rate of 1010 methane molecules 𝑐𝑚−2𝑠−1 and eddy diffusivity of 108𝑐𝑚2𝑠−1 were
considered.

optical depth occurs deeper in the atmosphere with 1 nm monomers. This effect
may be due to the relationship between 𝑁 and 𝐷 𝑓 , in which for a 2 constant 𝑁 and
particle radius, the fractal dimension increases with an increasing monomer size.
However, the vertical shift of this level is relatively small, and the uncertainties
regarding the relationship between 𝑁 and 𝐷 𝑓 likely dominate any conclusions one
could make about a difference in haze opacity caused by monomer size. Also, the
effect of monomer size on the level of unit optical depth is found to depend on
production rate: given P = 1010 molecules 𝑐𝑚−2𝑠−1 (Fig. 6.9), a minor shift in haze
opacity between the 1 and 10 nm monomer cases is observed for aggregates and
no difference is observed for spherical particles; increasing the production rate to
1011 (Fig 9b) results in a greater shift between the two aggregate cases and causes
a shift to develop between the spherical 1 and 10 nm cases. This dependence on
production rate exemplifies the effect of the uncertainties regarding 𝑁 vs 𝐷 𝑓 , and
suggests that monomer size alone may not have a significant effect on haze opacity.
We also tested the impact of having 50 nm monomers on haze optical depth and
found that it continued the trend seen previously with 1 nm and 10 nm monomers,
in that the optical depth increased, and so for clarity we do not include those results
here.
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It is common for haze particles in planetary atmospheres in the solar system to have
a potential charge on their surface, or charge density parameter, of up to 30 𝑒−𝜇𝑚−1,
or 30 electron charges per unit particle radius on a particle’s surface (e.g., Borucki
et al. 1987; Lavvas et al., 2010; Larson et al. 2015; Gao et al. 2017a). A nonzero
charge density parameter can affect coagulation rates and therefore particle size.
We therefore considered the effect of varying charge density from 0 to 30 𝑒−𝜇𝑚−1.
For spherical particles, the presence of charge results in slightly smaller particles
and decreased opacity at long wavelengths, while for aggregates the effect was
insignificant, as shown in Fig. 6.10. Despite the larger size of aggregate particles,
we surmise that the corresponding coagulation rate is sufficiently high that charge
effects become negligible. We consider zero charge density for all other results in
this study.

Several cases produced optically thin hazes that never reached unit nadir optical
depth in the atmosphere, such as hazes yielding from mass production rates ≤ 109

methane molecules 𝑐𝑚−2𝑠−1 and Kzz = 1010 𝑐𝑚−2𝑠−1. Transits probe slant optical
depths and may detect opacity not viewed from the top down. This is shown in the
generated transmission spectra in section 4.1.

Application to GJ 1214b
Similar to the results shown in our giant exoplanet cases, size distributions of
aggregate hazes in the atmosphere of GJ 1214b extend to larger particle sizes than
that of spherical hazes, while a greater production rate leads to larger particles
for both aggregate and spherical hazes, as shown in Fig. 6.11. Likewise, the
depth of unit nadir optical depth is less wavelength dependent for aggregate than
spherical hazes, and a greater production rate produces hazes of unit optical depth
significantly higher in the atmosphere, as shown in Fig. 6.11. From these results, it
is clear that aggregate and spherical hazes would have significantly different effects
on the transmission spectrum of GJ 1214b.

6.4 Discussion
Transmission Spectra of Warm Giant Exoplanets and GJ 1214b
Since photochemical hazes can dominate spectra of exoplanet atmospheres, we
follow the methodology of Fortney et al. (2003, 2010) to generate synthetic trans-
mission spectra to explore the variety of observations possible given the parameter
space we have considered in this study. We find that aggregate hazes can generate
flat spectra, similar to condensate clouds, since aggregate hazes allow for larger
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Figure 6.10: Comparison of the pressure level at which unit optical depth occurs
when charge is varied from 0 𝑒−𝜇𝑚−1 (blue) to 30 𝑒−𝜇𝑚−1 (red) for both aggregate
(solid) and spherical (dashed) haze particles. The following parameters are used to
generate these profiles: mass production rate equivalent to 1011 methane molecules
𝑐𝑚−2𝑠−1, eddy diffusion coefficient of 108𝑐𝑚−2𝑠−1, and monomer size of 1 nm.
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Figure 6.11: (a) Particle size distributions for GJ 1214b with aggregate (solid) and
spherical (dashed) hazes. A mass production rate equivalent to 1.3 × 1011 (green)
and 1.3 × 109 molecules 𝑐𝑚−2𝑠−1 (blue) were considered. (b) The depth of unit
nadir optical depth of GJ 1214b for aggregate (solid) and spherical (dashed) hazes.
A mass production rate equivalent to 1.3 × 1011 (blue) and 1.3 × 1010 molecules
𝑐𝑚−2𝑠−1 (red) were considered.

particles to form. By contrast, we are unable to produce flat spectra with spherical
haze particles despite the large range in the values considered for production rate,
eddy diffusivity, and monomer radius. For example, in Fig. 6.12, high production
rate (1011 molecules 𝑐𝑚−2𝑠−1) and low eddy diffusivity (108𝑐𝑚2𝑠−1) results in high
opacity hazes for both aggregate and spherical haze particles. The spectra with
aggregate haze particles are nearly flat across all wavelengths, while the spectra
with spherical haze particles are sloped. In hazy conditions, spherical haze particles
can obscure most molecular spectral features at wavelengths shorter than 1 micron,
but with increasing wavelength, spectral features become more distinct.

The effect of varying eddy diffusivity and production rate on transmission spectra
mirrors that on the unit optical depth pressure level. Smaller molecular features
are produced with greater production rates and lower eddy diffusivity values due to
increased haze opacity. In contrast, varying monomer size results in the opposite
effect in transmission as in the nadir view. This is caused by the different regions
probed by the two viewing geometries, as well as the more complicated relationship
between monomer size and haze opacity, as shown in Fig 13. 1 nm monomer cases
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Figure 6.12: Computed transmission spectra for the 0.05 AU atmosphere with
hazes considering: (a) 𝐾𝑧𝑧 of 108 (blue and light blue) and 1010𝑐𝑚2𝑠−1 (red and
orange) for aggregate (blue and red) and spherical (light blue, orange) hazes. Mass
production rate equivalent to 1011 methane molecules 𝑐𝑚−2𝑠−1 and 𝑟𝑚 = 1 nm are
used. (b) Mass production rates equivalent to 108 (blue and light blue), 109 (red and
orange), and 1010 (yellow and green) methane molecules 𝑐𝑚−2𝑠−1 are considered
for aggregate (blue, red, and yellow) and spherical (light blue, orange, and green)
haze particles. 𝐾𝑧𝑧 =109𝑐𝑚2𝑠−1 and 𝑟𝑚 = 1 nm are used. (c) Monomer radii of 1
(blue and light blue) and 10 nm (red and orange) are considered for aggregate (blue
and red) and spherical (light blue and orange) haze particles. Mass production rate
equivalent to 1010 methane molecules 𝑐𝑚−2𝑠−1 and 𝐾𝑧𝑧 of 108 𝑐𝑚2𝑠−1 are used.
The transmission spectrum of the clear atmosphere is shown in grey.

show a jump in opacity at the top of the atmosphere before a more gradual increase
at higher pressures, while 10 nm monomer cases show a more smooth increase in
optical depth. The “jump” for 1 nm monomer cases likely arises due to the forced
constant mass flux at the top of the atmosphere, which causes 1 nm monomer haze
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particles to be more numerous there. Since the coagulation rate is proportional to
the square of the number density, 1 nm monomer cases (and the equivalent cases for
spherical particles) coagulate faster at the top of the atmosphere, producing larger
particles that increase haze opacity. Lower in the atmosphere, farther away from the
haze production site, coagulation reaches equilibrium, allowing size distributions
and haze opacity to become consistent across monomer radius (as observed for the
lower production rate, spherical haze case in Fig. 6.13). Greater production rates
exaggerate the difference between coagulation rates at the top of the atmosphere
between the 1 and 10 nm monomer cases.

Figure 6.13: Effect of monomer radius on haze opacity depends on production rate
and pressure. The nadir optical depth of aggregate (solid) and spherical (dashed)
hazes are shown, and production rates of 1010 (red and green) and 1011 (blue and
purple) methane molecules 𝑐𝑚−2𝑠−1 and monomer radii of 1 (red and blue) and 10
(green and purple) nm are considered.

It is evident that transmission spectra could be highly sensitive to haze properties.
For example, increasing the production rate in Fig. 6.12 from 108 and 109 molecules
𝑐𝑚−2𝑠−1 does not significantly change the prominence of molecular spectral features.
However, increasing the production rate another order of magnitude, from 109 to
1010 molecules 𝑐𝑚−2𝑠−1 results in very hazy conditions, with minimal spectral
features. Since the production rate is a poorly constrained parameter for exoplanets
(as discussed in Section 1), this sensitivity emphasizes the breadth of observations
possible within this parameter space, as discussed by Kawashima and Ikoma (2018).
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Spherical and aggregate hazes do not significantly differ across atmospheric tem-
perature profiles with a fixed production rate, eddy diffusivity, and monomer radius.
The obscuration of molecular features is comparable for planets at 0.05 AU and 0.20
AU as shown in Fig. 6.14, with the main difference due to the significantly different
scale heights between the two cases. Note that we do not consider photochemistry
or atmospheric dynamics in our model, so production rate and eddy diffusivity are
not affected. Instead, only the temperature responses of transport and coagulation
rates are considered.

Figure 6.14: Transmission spectra models for planets at 0.05 AU (blue and light
blue) and 0.20 AU (red and orange) with aggregate (blue and red) and spherical
(light blue and orange) haze particles. The following parameters were considered:
𝐾𝑧𝑧 = 109𝑐𝑚2𝑠−1 , mass production rate equivalent to 1010 methane molecules
𝑐𝑚−2𝑠−1 and 𝑟𝑚 = 1 nm. The minimum transit depth value of the clear cases was
subtracted from the spectra in order to compare the two atmospheres across different
planetary radii.

In order to investigate the effect of aggregate and spherical hazes on the transmission
spectra of GJ 1214b, we generate synthetic spectra of the case discussed in section
3.3 with the diffusion limited mass production rate equivalent to 1.3 x 1011 methane
molecules 𝑐𝑚−2𝑠−1. Comparing these models to observations from HST WFC3
(Kreidberg et al., 2014) and Spitzer (Gillon et al., 2014) yields a reduced chi
squared of 1.58 for the aggregate haze case and 7.29 for the spherical haze case.
These results are shown in Fig. 6.15. For reference, a flat spectrum results in a
reduced chi squared of 1.64 (Gao et al. 2018b). The aggregate haze case fits the
observations better than a flat spectrum due to 𝐶𝑂2 absorption at 4.5 microns in
the former case coinciding with an increased transit depth measured in the Spitzer
4.5 micron band. The spherical haze case does not fit the data at all due to the
pronounced scattering slope across the entire wavelength range presented. Note
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that the water feature at 1.4 microns is more pronounced in our aggregate haze
model spectra than in the data, suggesting that a slightly higher haze opacity may
better fit the data there. This could be achieved with contributions to the haze mass
production rate from CO and 𝑁2, which are more abundant than 𝐶𝐻4 by several
orders of magnitude in a 100 x solar metallicity atmosphere. Also, the 𝐾𝑧𝑧 profile
is a model prediction, and slightly lower values could also contribute to higher haze
opacity.

Figure 6.15: Synthetic spectra of GJ 1214b with aggregate (orange) and spherical
(red) hazes compared to HST WFC3 and Spitzer observations (blue and magenta;
Kreidberg et al., 2014; Gillon et al., 2014). A production rate of 1.3 × 1011 molecules
𝑐𝑚−2𝑠−1 and 1 nm monomers were considered. The Spitzer filter responses are
shown at the bottom of the plot. The Spitzer observations overlay the model values
in the Spitzer bands for the aggregate case.

Comparing our GJ 1214b results with previous efforts to fit the observations us-
ing microphysical models demonstrates the value in considering aggregate hazes.
Kawashima Ikoma (2018) were able to produce relatively flat transmission spectra
using spherical haze particles and reasonable Kzz values only when the haze pro-
duction efficiency was several orders of magnitude greater than that of Titan. Gao
et al. (2018b) were able to produce transmission spectra that fit the HST WFC3
and Spitzer points using spherical KCl cloud particles only when the Kzz was 1-2
orders of magnitudes greater than those predicted by Charney et al. (2015). Ohno
Okuzumi (2018) considered the Kzz profile from Charnay et al. (2015) and spherical
KCl cloud particles but were unable to reproduce the cloud top pressures retrieved
by Kreidberg et al. (2014) unless the atmosphere was dominated by metals and the
cloud particles were porous. However, we note that, even though we are able to
reproduce the data with both reasonable Kzz values and haze production rates, there
exist large uncertainties in haze optical and material properties and photochemical
networks that could impact our results.
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Tholin Hazes
Photochemical hydrocarbon hazes can have compositions other than soots. For
example, hazes at Titan and Pluto have been modeled as tholins (e.g., Gao et al.,
2017a). We apply tholin refractive indices to our haze particle distributions and find
that their opacity is comparable but less than that of soot hazes, as shown by the
synthetic spectra in Fig 16. This is understandable since the imaginary refractive
index of tholins is much smaller than that of soots (Fig 2). Unique from soots, tholins
have spectral features in the infrared. The most prominent spectral feature occurs at
6.5 microns and is visible for the spherical case due to the small size of the particles.
Tholin hazes are nearly indistinguishable from soot hazes for the aggregate case,
as aggregate particles are sufficiently large (e.g. 𝑟 > 6.5/2𝜋) and compact in our
parameterization of fractal dimension that the spectral feature is muted.

Figure 6.16: Synthetic spectra of the 0.2 AU atmosphere. Clear conditions are
shown in black. Tholin aggregate hazes (red), soot aggregate hazes (blue), tholin
spherical hazes (yellow), and soot spherical hazes (light blue) are considered. Kzz
= 108𝑐𝑚2𝑠−1, 𝑟𝑚 = 1 nm, and P = 1011 methane molecules 𝑐𝑚−2𝑠−1 are used to
generate these haze cases.

Restructuring of Aggregates in Warm Atmospheres
While aggregate particles are common in solar system atmospheres, it is critical to
consider whether they may be restructured or destroyed in the warmer atmospheric
conditions considered in this study. We investigate this question by comparing the
effective collisional energies of aggregates in our work to the critical energies for
aggregate restructuring computed in Dominik Tielens (1997), which includes the
following restructuring mechanisms: sticking of aggregates without visible restruc-
turing; losing monomers upon collision; maximum compression; and catastrophic
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destruction. A collision is considered to cause “catastrophic destruction” if the col-
liding aggregates are broken into monomers or very small fragments. The effective
collision energy 𝐸 𝑓 𝑓 is defined as:

𝐸𝑒 𝑓 𝑓 =
1
2
𝑀𝑣2

𝑐𝑜𝑙 (6.9)

with an effective mass 𝑀 given by 𝑀−1 = 𝑀−1
1 + 𝑀

−1
2 where 𝑀1 and 𝑀2 are the

masses of the colliding aggregates. We set the colliding velocity to the relative
thermal velocity of the aggregates in the atmosphere, as with Lavvas and Koskinen
(2017):

𝑣𝑐𝑜𝑙 =

√︂
8𝑘𝑇
𝜋𝑀

(6.10)

Combining Eqs 7 and 8, we find that 𝐸𝑒 𝑓 𝑓 is only dependent on temperature. The
rolling and breaking critical energies are given by 𝑙𝑜𝑔𝐸𝑐𝑟𝑖𝑡 = 𝐴𝑙𝑜𝑔(𝑅) + 𝐵 with
an effective radius 𝑅 given by 𝑅−1 = 𝑅−1

1 + 𝑅
−1
2 where 𝑅1 and 𝑅2 are the radii

of the monomers. 𝐴 and 𝐵 are the constants depending on the material, and for
this analysis, we consider the values for graphite and polystyrene given by Dominik
Tielens (1997) since these materials are composed of carbon and hydrogen, similar
to the haze composition we consider. The critical energies for graphite are defined
as:

𝑙𝑜𝑔𝐸𝑟𝑜𝑙𝑙,𝐺 = 𝑙𝑜𝑔(𝑅) − 4.65

𝑙𝑜𝑔𝐸𝑏𝑟𝑒𝑎𝑘,𝐺 =
4
3
𝑙𝑜𝑔(𝑅) − 2.40

The critical energies for polystyrene are defined as:

𝑙𝑜𝑔𝐸𝑟𝑜𝑙𝑙,𝑃 = 𝑙𝑜𝑔(𝑅) − 5.45

𝑙𝑜𝑔𝐸𝑏𝑟𝑒𝑎𝑘,𝑃 =
4
3
𝑙𝑜𝑔(𝑅) − 3.47

By comparing the temperatures corresponding to the critical energies to 1750 K
(𝑇𝑚𝑎𝑥), the maximum temperature reached in our model atmospheres (Fig. 6.3),
we can assess whether collisions of aggregates lead to any significant restructuring.
Table 1 shows the results of this comparison, and reveals that aggregate particles do
not undergo restructuring in the atmospheric temperatures considered. While the
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Figure 6.17: Critical temperatures at which graphite (𝑇𝐺) and polystyrene (𝑇𝑃)
aggregates composed of 1 nm, 3 nm, or 10 nm monomers begin to undergo their
corresponding restructuring mechanism. Critical temperatures are derived from
critical energies, assuming 𝑛𝑐 = 1(or a single contact point within an aggregate).

critical temperatures for the conditions of “losing monomers upon collision” and
“maximum compression” for the rm = 1 nm, polystyrene cases exceed 𝑇𝑚𝑎𝑥 , this
is only for 1 contact (𝑛𝑐 = 1), or an aggregate composed of only 2 monomers. For
both cases, 𝑇𝑚𝑎𝑥 is less than a factor of two greater than the critical temperatures,
demonstrating that for aggregates composed of three or more monomers (𝑛𝑐 ≥ 2),
the critical temperature will exceed 𝑇𝑚𝑎𝑥 . The relationship between this critical
temperature and the number of monomers in an aggregate is shown in Fig. 6.17,
and it is clear that for more than 2 monomers, the temperatures considered in our
models are cooler than that for maximum compression. Therefore, only small
aggregates at very high temperatures may possibly undergo restructuring due to
collisions. Also, the critical temperatures are much greater for graphite than for
polystyrene, and neither of these compositions are fully representative of the hazes
considered here.

While our atmospheric conditions appear to prevent the structures of the aggregates
from being significantly affected by collisions, the methodology of Dominik Tielens
(1997) did not consider gas drag. Kataoka et al. (2013) demonstrated that gas drag
acting on an aggregate may result in greater compaction than that resulting from
collisions. Therefore, we suggest that gas drag may compress larger aggregate
particles, allowing for the evolution in 𝐷 𝑓 that we have 2 assumed in Fig. 6.1.
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Figure 6.18: Critical temperature for maximum compression as a function of the
number of monomers in an aggregate particle. Graphite (solid) and polystyrene
(dashed) materials are considered, with monomer radii of 1 nm (blue), 3 nm (green),
and 10 nm (red). The range of temperatures considered in our model atmospheres
is shown in orange.

Haze Production Assumptions
In this study, we assumed that the haze particles are sufficiently nonvolatile that
they do not grow by condensation. This is consistent with the low volatility of
soots as indicated by their condensation curves shown in Lavvas Koskinen (2017).
Nucleation is assumed to occur above 1 microbar to form the initial monomers,
which is where previous studies have found maximum haze precursor production to
occur (e.g., Zahnle et al., 2016; Morley et al., 2013, 2015; Lavvas and Koskinen,
2017; Kawashima and Ikoma, 2018).

Despite our results, hazes composed of aggregate particles do not intrinsically
produce flat spectra. By comparing the effective optical depth of aggregate and
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spherical particles, Wolf and Toon (2010) determined that the spectral behavior of
tholin aggregate particles are more sloped compared to equivalent-mass spherical
particles in an early earth-type atmosphere. Robinson et al. (2014) found significant
wavelength dependence in Titan’s haze opacity in transmission, with a slope rising
towards shorter wavelengths, even though the haze is composed of tholin aggregates
with characteristic particle sizes of 1-2 microns. We provide two possible explana-
tions for differences between these previous studies and our work. First, the different
spectral behavior of the imaginary refractive index of tholins are shown in Figure
6.16 to produce more sloped spectra, at least for spherical particles, compared to the
spectra produced by haze with the imaginary refractive index of soots. Second, the
particle size distributions of Titan’s aggregate haze are different from those of our
work. For example, we can compare our size distributions (Figure 6.4) to those of
Lavvas et al. (2010) at pressures probed by transmission spectra. From Robinson et
al. (2014) we know transmission spectra of Titan probe altitudes from 100-300 km,
while for the P=1e11, Kzz=1e8, and rm=1 nm case the pressures probed in Figure
6.12 is 2e-6 bar. Lavvas et al. (2010) showed through microphysical simulations
that the haze particle size distribution at 100-300 km altitude in Titan’s atmosphere
is bimodal, with a large population centered near 0.01 microns and a second nar-
row distribution centered near 1 micron. In contrast, our particle size distribution
shows a tail of slightly larger particles, extending to a few microns, and abundant
particles between 0.1-0.5 microns, which are lacking in the results of Lavvas et
al. (2010). Our greater number density of larger particles likely contributes to the
greater opacity at long wavelengths and the flattened spectra compared to the results
of Robinson et al. (2014), and shows that the atmospheres in which hazes develop
play an important role in determining their spectral behavior.

We have only considered hazes formed from hydrocarbon chemistry, but Zahnle
et al. (2016) showed the significance of sulfur chemistry on the production of
photochemical hazes. They found that the free radicals that result from sulfur
photochemistry can divert carbon into the stronger bonds of CO and 𝐶𝑂2 rather
than the weaker bonds of hydrocarbons. While Horst et al. (2018) found that CO can
spur haze production under certain conditions, interference from sulfur chemistry
may affect the aerosol production rate. Photochemical sulfur hazes can also provide
significant opacity to obscure molecular spectral features for planets with effective
temperatures < 750 K.

Variations in the optical constants of our considered haze materials would affect our
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computed haze optical depths and synthetic spectra. For example, Mahjoub et al.
(2012) found tholin optical properties to be dependent on the methane concentration
of the gas from which the tholins are produced, while Tran et al. (2003) identified
minimal dependence on the ratio of methane, ethylene, acetylene, cyanoacetylene,
hydrogen, and nitrogen. Instead, hazes produced via photochemistry versus plasma
discharge were found to have distinct imaginary refractive indices. Imanaka et al.
(2004) found that both the chemical composition and optical properties of tholins
produced were dependent on the pressure at which they were deposited. In the
context of exoplanets, He et al. (2018) identified that large particle color variations in
organic haze material occurred for different temperatures when varying metallicity
from 100x to 10000x solar in an exoplanet atmosphere analog. Changes to the
imaginary refractive index would affect the slope at shorter wavelengths for the
relatively large particles in our work, as shown by the difference between soots
and tholins in Figure 6.16, while differences in the specific spectral response of the
material would affect haze spectral features at wavelengths longer than the radius of
the haze particles.

Our model ignored photochemistry when varying production rate and 𝐾𝑧𝑧, but pre-
vious studies have found that these parameters do not behave independently. The
parent molecules of the hazes (including 𝐶𝐻4 and 𝐶𝑂), as well as haze precur-
sors like more complex hydrocarbon molecules and nitriles are also transported via
diffusion. Thus, a high 𝐾𝑧𝑧 could quickly deplete the upper atmosphere of haze pre-
cursors, resulting in decreased haze production. On the other hand, faster upwelling
of haze parent molecules could lead to increased haze production. For example,
Lavvas and Koskinen (2017) found that increasing eddy diffusivity by an order of
magnitude increased mass fluxes of major compounds generated by photolysis at
HD 189733b by up to 3 orders of magnitude, while HD 209458b experienced no
change in mass flux. However, Zahnle et al. (2016) found that strong vertical mixing
creates a more oxidized environment in the upper atmosphere, resulting in lower
production rates of haze precursors. Hence, eddy diffusivity and production rate are
not independent parameters, but their dependency is complex.

6.5 Conclusions
Numerous studies have suggested photochemical hazes as an interpretation of exo-
planet transmission spectra that show an upward slope towards shorter wavelengths
and weak molecular features. Previous works have largely considered hazes com-
posed of spherical particles on exoplanets, while both spherical and aggregate haze
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particles have been inferred to exist in solar system atmospheres. We used a 1D
aerosol microphysics model to investigate the effects of aggregate and spherical
haze particles on exoplanet spectra while varying haze production rate, strength of
atmospheric mixing, initial haze particle mass, and atmospheric thermal profile.
Our results showed that:

• For any given set of parameter values, aggregate haze particles grow to larger
sizes than spherical haze particles due to the larger collisional cross section
per unit mass of aggregates and the resulting increase in collisional frequency.

• Aggregate haze opacity is gray in the optical and NIR, while spherical haze
opacity displays a scattering slope towards shorter wavelengths. Therefore,
in high haze opacity cases, aggregate hazes could obscure molecular features
in transmission across a wide range of optical and infrared wavelengths,
while spherical hazes mostly dominate the optical wavelengths only. We
note however that this result is dependent on assumptions of material optical
properties and the porosity of the aggregates.

• Increasing haze production rates and decreasing atmospheric mixing rates
increased haze opacity at all considered wavelengths due to increased particle
number densities, particle radii, or both.

• The effect of monomer radius on haze opacity depends on a myriad of factors
including production rate, and changes depending on whether it is viewed in
nadir geometry or transmission due to variability in haze opacity with pressure
level.

Given reasonable ranges of parameter values, both spherical and aggregate hazes
were able to produce a continuum of clear-to-featureless transmission spectra, with
spherical hazes generating almost exclusively sloped spectra, and aggregate hazes
generating almost exclusively flat spectra, mimicking the effects of condensation
clouds. By considering aggregate haze particles, we are able to interpret the flat
transmission spectrum of GJ 1214b without the need for extremely high haze pro-
duction rates or eddy diffusivities, showing the value in taking into account more
complex hazes beyond the simple spherical assumption. Our ability to produce dif-
ferently shaped haze spectra (sloped and flat), as well as the sensitivity of the spectra
to uncertain parameters such as production rate suggests the need to better constrain
haze properties in exoplanet atmospheres to understand their thermal structure and
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composition. Additionally, any spectral features from haze particles (e.g., tholins)
would be useful in providing size constraints on haze particles; though aggregate
particles may be too large and/or compact for spectral features at wavelengths <10
microns to be seen.
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C h a p t e r 7

SPATIALLY RESOLVED MODELING OF OPTICAL ALBEDOS
FOR A SAMPLE OF SIX HOT JUPITERS

7.1 Introduction
Transiting short period gas giant planets, or ‘hot Jupiters’, are among the most favor-
able targets for atmospheric characterization studies. By observing the decrease in
optical flux when the planet passes behind the host star (secondary eclipse), we can
measure the optical dayside albedos for these tidally locked planets. Most of these
albedo measurements have come from space telescopes observing in broad optical
bandpasses (e.g. Rowe et al., 2008; Kipping and Bakos, 2011; Brice-Olivier De-
mory, Sara Seager, et al., 2011; Brice-Olivier Demory, de Wit, et al., 2013; Coughlin
and Lopez-Morales, 2012; Parviainen, Deeg, and Belmonte, 2013; Angerhausen et
al., 2014; von Paris et al., 2016; Niraula et al., 2018). The hot Jupiter HD 189733b
is currently the only planet with a spectroscopically resolved reflected light mea-
surement (Evans et al., 2013, geometric albedo of 0.40 ± 0.12 at 290 − 450 nm
and < 0.12 at 450 − 570 nm). WASP-12b and WASP-43b were also observed with
optical spectrographs on HST, but both observations resulted in non-detections (Bell
et al., 2017; Fraine et al., 2021, geometric albedos < 0.06). These spectroscopic
albedo measurements are invaluable for constraining the nature of the scattering
particles in the atmospheres of these planets (e.g. Barstow et al., 2014).

Theoretical models predict that variations in hot Jupiter optical albedos should
primarily be driven by the presence or absence of high altitude aerosols, which are
expected to scatter incident starlight (e.g. S. Seager, Whitney, and Sasselov, 2000;
A. Burrows, Ibgui, and I. Hubeny, 2008). Cloud-free atmosphere models for hot
Jupiters generally predict dayside albedos of less than 0.1 (S. Seager, Whitney, and
Sasselov, 2000), but the observed optical geometric albedo measurements published
to date span a wide range of values, with the brightest planets exhibiting albedos as
high as 0.3 (e.g. Heng and Brice-Olivier Demory, 2013; Niraula et al., 2018). In
the solar system, the presence of water clouds increases Earth’s geometric albedo
to approximately 0.37 (e.g. Goode et al., 2001), while ammonia clouds in Jupiter’s
atmosphere contribute to its geometric albedo of approximately 0.5 (e.g. Mark S.
Marley, Gelino, et al., 1999). For the same reason, models suggest that the presence
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Figure 7.1: Optical geometric albedo measurements for a sample of hot Jupiters
observed in the Kepler bandpass; at these temperatures thermal emission is neg-
ligible for planets with cloudy skies and the measured secondary eclipse depth is
dominated by reflected light. The equilibrium temperature is calculated assuming
a Bond albedo of zero and efficient day-night circulation. The planet colors vary
as a function of surface gravity. The dashed box indicates the temperature range
considered in this study. Measurements are drawn from Jonathan J. Fortney et al.
(2011), Desert et al. (2011), Barclay et al. (2012), Esteves, De Mooĳ, and Jayaward-
hana (2013), Shporer and Hu (2015), Niraula et al. (2018), and Heng, Morris, and
Kitzmann (2021).

of reflective condensates such as Mg2SiO4 or MgSiO3 in hot Jupiter atmospheres
can increase their albedos to values as high as 0.5 (Vivien Parmentier, Jonathan
J. Fortney, et al., 2016; Vivien Parmentier, Adam P. Showman, and Jonathan J.
Fortney, 2021; M. T. Roman et al., 2021). Unlike brown dwarfs, whose cloud
distributions and optical depths correlate closely with their equilibrium temperatures
(e.g. Kirkpatrick, 2005; Mark S. Marley, Didier Saumon, and Goldblatt, 2010), hot
Jupiter albedos can vary by as much as an order of magnitude within a relatively
narrow range of equilibrium temperatures (Figure 7.1). This suggests that individual
planets with similar equilibrium temperatures may exhibit diverse cloud properties.

Hot Jupiters are expected to be tidally locked as a result of their short orbital periods,
which can lead to significant day-night temperature gradients (e.g. Guillot and
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A. P. Showman, 2002). This inhomogneous temperature structure affects the cloud
distribution, and 3D atmospheric circulation models predict that hot Jupiters should
host spatially inhomogenous clouds over a wide range of equilibrium temperatures
(e.g. Vivien Parmentier, Jonathan J. Fortney, et al., 2016; Vivien Parmentier, Adam
P. Showman, and Jonathan J. Fortney, 2021; M. T. Roman et al., 2021). Furthermore,
there is direct observational evidence for inhomogeneous cloud structures stemming
from reflected-light phase curves (e.g., Brice-Olivier Demory, de Wit, et al., 2013).
To date, three of the four planets with observed reflected-light phase curves appear to
have patchy clouds (Desert et al., 2011; Brice-Olivier Demory, de Wit, et al., 2013;
Angerhausen et al., 2014; Esteves, De Mooĳ, and Jayawardhana, 2015; Shporer
and Hu, 2015; von Paris et al., 2016; Niraula et al., 2018, also see Figure 7.1).
Kepler-7b, -12b, and -41b all appear to have patchy clouds that are preferentially
concentrated in the western (dawn) hemisphere, causing the peak of the phase curve
to occur after the secondary eclipse (Shporer and Hu, 2015). Observations of the
fourth planet, TrES-2b, indicate that it is uniformly dark (𝐴𝑠 < 0.03, which is
equivalent to 𝐴𝑔 < 0.02 for a Lambertian sphere, where 𝐴𝑠 is the spherical albedo
and 𝐴𝑔 is the geometric albedo) at all phases (von Paris et al., 2016). These studies
demonstrate that if we wish to explain the observed planet-to-planet variations in
the measured dayside optical albedos of hot Jupiters, we must utilize 3D models
capable of capturing the spatially varying cloud structure.

While an increasing number of studies are using general circulation models (GCMs)
to predict cloud patterns, these have either focused on individual planets (e.g. Webber
et al., 2015; Lee, Ch. Helling, and Dobbs-Dixon, 2015; Oreshenko, Heng, and Brice-
Oliver Demory, 2016; Christiane Helling, Iro, et al., 2019; Christiane Helling, 2019;
Christiane Helling, Kawashima, Y., et al., 2020; Lines, Mayne, Boutle, et al., 2018;
Lines, Mayne, Manners, et al., 2019; M. Roman and Rauscher, 2019) or generic
grids of models (e.g. Vivien Parmentier, Jonathan J. Fortney, et al., 2016; Vivien
Parmentier, Adam P. Showman, and Jonathan J. Fortney, 2021; M. T. Roman et al.,
2021). Of these listed studies, only five (Webber et al., 2015; Oreshenko, Heng, and
Brice-Oliver Demory, 2016; Vivien Parmentier, Jonathan J. Fortney, et al., 2016;
Vivien Parmentier, Adam P. Showman, and Jonathan J. Fortney, 2021; M. T. Roman
et al., 2021) use their models to calculate predicted albedos in the Kepler bandpass.
The question of why individual planets with similar equilibrium temperatures would
exhibit widely varying cloud properties therefore remains largely unexplored in the
literature.
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Modeling the 3D structure of clouds can be computationally demanding, especially
given the large number of parameters that must be considered (including but not
limited to the particle number density and size distribution, spatial extent of the
clouds, location of the cloud decks, number and composition of cloud species, and
coupled radiative feedback). In examining the body of published studies that use
GCMs to predict hot Jupiter dayside albedos, we find that all of these studies make
simplifying assumptions in order to conserve run time and numerical complexity.
Oreshenko, Heng, and Brice-Oliver Demory (2016), for example, determined the
locations of clouds by comparing the 3D thermal structure from a GCM with relevant
condensation curves, but assumed a fixed particle size and local condensation only
(i.e., they neglected vertical mixing) for the cloud layers. In Vivien Parmentier,
Jonathan J. Fortney, et al. (2016), cloud distributions were determined using the
completed temperature structure calculated by a non-gray cloud-free GCM, with a
cloud-top minimum pressure fixed at 1 microbar. In Vivien Parmentier, Adam P.
Showman, and Jonathan J. Fortney (2021), cloud layers were also calculated using
the thermal structure output from a GCM, but the prescribed vertical extent is limited
by temperatures within the extent of 200 mbar to 1 𝜇bar. M. Roman and Rauscher,
2019 and M. T. Roman et al., 2021 differ significantly from the Parmentier models.
In the former, cloud distributions were determined at each timestep in a double-grey
GCM which included radiative feedback. They included extended clouds which
form when the temperature-pressure profile permits, but are forced to taper off at
pressures between 0.3 mbar and 0.057 mbar. They also consider compact cases
with varied optical thickness where the clouds are truncated and tapered off after
approximately one scale height regardless of where their base forms. In M. T.
Roman et al., 2021, they also consider a more extensive grid of planet models,
while also varying cloud compositions, densities, and vertical extents. All of the
studies listed above assumed homogeneous condensation, allowing them to treat
each individual cloud species separately. Although there are studies in the literature
that have combined GCMs with microphysical cloud models (e.g., Lee, Ch. Helling,
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and Dobbs-Dixon, 2015; Lines, Mayne, Boutle, et al., 2018; Christiane Helling, Iro,
et al., 2019; Christiane Helling, 2019; Christiane Helling, Kawashima, Y., et al.,
2020), these models focused on individual planets and were limited in their albedo
predictions in the Kepler bandpass. Although there are studies in the literature that
have combined GCMs with microphysical cloud models (e.g., Lee, Ch. Helling, and
Dobbs-Dixon, 2015; Lines, Mayne, Boutle, et al., 2018; Christiane Helling, Iro,
et al., 2019; Christiane Helling, 2019; Christiane Helling, Kawashima, Y., et al.,
2020), these models focused on individual planets and were limited in their albedo
predictions in the Kepler bandpass.

In this study, we utilize a suite of models to investigate the role of patchy clouds
over a sample of six individual hot Jupiters, chosen due to their diverse observed
albedos over a narrow range of equilibrium temperatures. In §7.2, we describe
our sample selection and summarize our modeling approach. We use 3D GCMs
to derive the thermal structure and eddy diffusion coefficients (𝐾𝑧𝑧). We then use
Virga, a phase equilibrium cloud code, to make detailed maps of cloud structure
over the dayside of each planet. We use PICASO, a radiative transfer program,
to calculate the corresponding geometric albedo maps and hemisphere-integrated
dayside albedos. We also consider a microphysical code, CARMA, which enables us
to take a closer look at the role of nucleation, condensation, and sedimentation in
shaping the distribution of dayside clouds.

In §7.3 we compare our predicted dayside-integrated optical albedos with observa-
tions of the six planets of interest. We then investigate the relative importance of
various model assumptions, such as equilibrium condensation versus kinetic con-
densation, by comparing the Virga results with the CARMA results. Finally, we
discuss the implications of our results in §7.4 and present our conclusions in §7.5.

7.2 Methods
Planet Sample
In this study we focus on planets with equilibrium temperatures (𝑇𝑒𝑞, calculated as-
suming an albedo of zero and efficient day-night recirculation) between 1550−1700
K. For planets in this relatively narrow temperature range, we expect that reflective
silicate clouds should dominate the optical dayside albedos (e.g. Vivien Parmentier,
Jonathan J. Fortney, et al., 2016; Powell, Zhang, et al., 2018; Vivien Parmentier,
Adam P. Showman, and Jonathan J. Fortney, 2021; Gao, Thorngren, et al., 2020;
M. T. Roman et al., 2021). This temperature range contains some of the most re-
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Figure 7.2: Map of the dayside temperatures (in Kelvin) of each planet at 1 mbar,
roughly the pressure of unit optical depth in a clear atmosphere in the Kepler
bandpass. Each planet is given a unique scale for the color bar to best match the
relevant temperature range.

flective hot Jupiters observed to date, including Kepler-7b (Brice-Olivier Demory,
de Wit, et al., 2013; Heng, Morris, and Kitzmann, 2021) and HATS-11b (Niraula
et al., 2018). Note that two observed geometric albedos have been reported for
Kepler-7b, and from here on we consider the most recent value from Heng, Mor-
ris, and Kitzmann (2021). It also includes three moderately reflective hot Jupiters
(Kepler-8b, Kepler-17b, and K2-107b; Esteves, De Mooĳ, and Jayawardhana, 2013;
Desert et al., 2011; Niraula et al., 2018) and one very dark hot Jupiter (K2-31b;
Niraula et al., 2018). Previous studies (e.g., Brice-Olivier Demory, de Wit, et al.,
2013) have concluded that planets with these equilibrium temperatures should have
negligible amounts of thermal emission in the Kepler bandpass. We checked this by
using PICASO to compute the predicted thermal emission for each of the six planets
in our sample and found a contribution of 2 ppm or less. This is significantly smaller
than the uncertainties on the secondary eclipse depths used to calculate the geomet-
ric albedos for these planets. Hence, throughout this paper we ignore the thermal
contribution to the measured secondary eclipse depth in the Kepler bandpass.

In this study we present a GCM tailored to each of the six individual planets, which
we use to predict planet-to-planet variations in cloud coverage and dayside albedo in
the optical Kepler band. These planets sample a range of surface gravities, allowing
us to investigate its effect on the planet’s thermal structure, cloud distributions, and
optical albedo. We summarize the physical and orbital properties of each system in
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Table 1.

Modeling Atmospheric Circulation with the SPARC/MITgcm
We model each planet’s clear-sky (cloud-free) 3D thermal structure and atmospheric
circulation with the Substellar and Planetary Radiation and Circulation (SPARC)
model, which couples the GCM maintained at the Massachusetts Institute of Tech-
nology (the MITgcm; Adcrot et al., 2004) with a plane-parallel, two-stream version
of the multi-stream radiation code as described in Mark S. Marley, Gelino, et al.
(1999). The MITgcm solves the 3D primitive equations on a staggered Arakawa C
grid (Arakawa, Williams, and Inagaki, 1977) with the finite-volume method. The
equations are discretized on a 128 × 64 cubed-sphere grid with 53 vertical layers
extending from 200 bars at the bottom boundary to 20 𝜇bar at the top boundary.
A horizontal fourth-order Shapiro filter is used to smooth horizontal noise. We let
each model run for a simulated 1000+ Earth days so as to reach quasi-steady state
equilibrium.

The radiative transfer scheme solves the two-stream radiative transfer equations
using the correlated-k method (Goody et al., 1989; Mark S. Marley, Gelino, et al.,
1999) over 11 spectral bins (T. Kataria et al., 2013). This coupling allows for
the self-consistent calculation of the heating and cooling rates of the atmosphere
with latitude, longitude and pressure. At each grid point, the radiative transfer
scheme calculates the upward and downward fluxes at each pressure layer, which
are used to update the heating/cooling rates. These rates are used by the MITgcm to
update the wind and temperature fields. Opacities are computed at each pressure-
temperature point assuming chemical and thermodynamic equilibrium, using the
solar photospheric elemental abundances of Lodders (2003). We interpolate across
the PHOENIX stellar atmosphere models to generate an input spectrum for each
host star. The SPARC/MITgcm has been successfully utilized for a series of hot
Jupiter studies (e.g. Adam P. Showman, Jonathan J. Fortney, et al., 2009; Adam P.
Showman and Kaspi, 2013; Adam P. Showman, Lewis, and Jonathan J. Fortney,
2015; T. Kataria et al., 2013; Tiffany Kataria, Adam P. Showman, et al., 2015;
Tiffany Kataria, David K. Sing, et al., 2016; Vivien Parmentier, Adam P. Showman,
and Lian, 2013; Lewis et al., 2014), and we refer the reader to Tiffany Kataria,
David K. Sing, et al. (2016) for further details. Figure 7.2 shows the resulting
thermal structure for each of the six planets in our sample at 1 mbar (approximately
the level of unit optical depth for clear skies).



130

Computing Equilibrium Condensate Clouds with Virga
We use the thermal structure and vertical mixing rates from the SPARC/MITgcm
model as inputs to Virga (N. Batalha, caoimherooney11, and sagnickm, 2020)1, an
open-source code that calculates phase equilibrium cloud distributions. The cloud
parameterization used in this code is described in Andrew S Ackerman and Mark
S Marley (2001) and has been used for 1D model studies across a wide range of
exoplanets and brown dwarfs (e.g. J. J. Fortney et al., 2006; Mark S. Marley, Didier
Saumon, and Goldblatt, 2010; Caroline V Morley et al., 2015). This parametric
approach also allows us to sample the 3D cloud structure at a much higher spatial
resolution than for our microphysical models.

We calculate𝐾𝑧𝑧 profiles from the root-mean-square (rms) vertical velocities derived
from global horizontal averages at a given pressure level from the GCMs by assuming
𝐾𝑧𝑧 = 𝑤(𝑧)𝐿 (𝑧), where𝑤(𝑧) is the horizontally averaged global rms vertical velocity
from the GCM simulations, 𝐿 (𝑧) is approximated as the atmospheric pressure scale
height 𝐻 (𝑧) (but could be a fraction of 𝐻 (𝑧); see Smith, 1998), and 𝑧 is altitude.
Moses et al. (2011) note that this is only an estimate; a better approach would
involve calculating 𝐾𝑧𝑧 from the eddy vertical velocity times the eddy displacement,
but this information is not readily obtainable from the GCMs; this could be resolved
by adding passive tracers to future GCM models. Our treatment may overestimate
𝐾𝑧𝑧 in the ∼10–200 bar radiative region, where the vertical motion often consists of
small-scale wave oscillations.

We reduce the spatial resolution of our longitude and latitude grid from 128×65 to
10×10 by binning the pressure-temperature profiles and corresponding Kzz profiles
prior to running Virga. We retain the original 53 pressure levels in the rebinned
grid. This binning has a negligible effect on our calculation of the phase-integrated
albedo and significantly reduces computation time. We bin using the area mean
with angles from the Chebyshev-Gauss integration method that vary as a function
of planetary latitude and longitude.

In Virga the molar mixing ratio of the condensed phase, 𝑞𝑐, is calculated by solving
the equation:

−𝐾𝑧𝑧
𝜕𝑞𝑡

𝜕𝑧
− 𝑓𝑠𝑒𝑑𝜔∗𝑞𝑐 = 0 (7.1)

1Code and documentation available at https://natashabatalha.github.io/virga/
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where 𝑞𝑡 is the total mixing ratio (condensed and vapor phases), 𝜔∗ is the convective
velocity scale, and 𝑓𝑠𝑒𝑑 is defined as the ratio of the mass-weighted droplet sedi-
mentation velocity to the convective velocity, 𝜔∗. The product 𝑓𝑠𝑒𝑑𝜔∗ describes an
average sedimentation velocity for the condensate, which offsets turbulent mixing.
We refer the reader to Andrew S Ackerman and Mark S Marley (2001) for more
details regarding the equations that govern Virga.

In Eq. 7.1, 𝑓𝑠𝑒𝑑 is the only parameter that cannot be calculated directly from the
models. We therefore treat it as a tunable parameter and explore a range of possible
values. Models with larger values of 𝑓𝑠𝑒𝑑 will have high rates of sedimentation,
concentrating the condensing species in the lower atmosphere. Conversely, models
with smaller values of 𝑓𝑠𝑒𝑑 will have much slower sedimentation rates, allowing
cloud particles to remain lofted higher in the atmosphere. For each planet, we run
a suite of Virga models with 𝑓𝑠𝑒𝑑 values of 0.03, 0.1, 0.3, 1.0, 3.0, and 6.0. This
range is motivated by comparisons to observational data, which suggest that 𝑓𝑠𝑒𝑑
can be as small as 0.01 for super Earths (Caroline V Morley et al., 2015) or as large
as 2-5 for some gas giants and brown dwarfs (Skemer et al., 2016; MacDonald et al.,
2018; D. Saumon and M. S. Marley, 2008). For Jupiter’s ammonia clouds, an 𝑓𝑠𝑒𝑑

of ∼2 appears to provide the best match to observations (Andrew S Ackerman and
Mark S Marley, 2001). We therefore conclude that our chosen list of values spans a
representative range for this parameter.

Computing Microphysical Clouds with CARMA
In addition to the parametric model described above, we also utilize the Community
Aerosol and Radiation Model for Atmospheres (CARMA), a more computationally
demanding microphysical cloud formation model. CARMA calculates the equilibrium
cloud particle size distribution by solving the 1D discretized continuity equation
for aerosol particles that experience vertical transport due to sedimentation and
eddy diffusion and production and loss due to particle nucleation (homogeneous
and heterogeneous), condensation, evaporation, and coagulation. CARMA has been
previously used to investigate condensate cloud formation on Earth (e.g., Andrew
S. Ackerman, Owen B. Toon, and Peter V. Hobbs, 1993; Andrew S Ackerman,
Owen B Toon, and Peter V Hobbs, 1995; Jensen and O. B. Toon, 1994), Venus
(e.g. James, O. Toon, and Schubert, 1997; McGouldrick and Owen B. Toon, 2007;
Gao, Zhang, et al., 2014), Mars (e.g. Colaprete, Owen B. Toon, and Magalhães,
1999), and exoplanets (e.g., Gao, Mark S. Marley, and Andrew S. Ackerman, 2018;
Gao, Thorngren, et al., 2020; Powell, Louden, et al., 2019). CARMA has also
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Figure 7.3: Condensation curves (dashed grey) of Fe, Al2O3, TiO2, and Mg2SiO4
clouds compared with the two-zone model averaged temperature profiles (see §7.3).
Dayside (solid) and western limb (dashed) are shown for each planet: K2-107b (yel-
low), Kepler-8b (orange), HATS-11b (black), K2-31b (navy), Kepler-17b (purple),
and Kepler-7b (green).

been used to model photochemical hazes on Titan (O. Toon et al., 1992), Pluto
(Gao, Fan, et al., 2017), ancient Earth (Wolf and Owen B. Toon, 2010), and warm
Jupiters (Adams et al., 2019). In order to make our use of CARMA computationally
tractable, we divide each planet into two zones and calculate averaged temperature
and 𝐾𝑧𝑧 profiles for each zone as described in §7.3 (see also Figure 7.3). We do
not consider photochemical hazes here, as the planets in our sample lie above the
temperature range where these hazes are expected to form (Lodders and Fegley,
2002; Kawashima and Ikoma, 2019; Gao, Thorngren, et al., 2020).

In the CARMA model, the formation of condensate clouds begins with either ho-
mogeneous or heterogeneous nucleation. Cloud particles undergo homogeneous
nucleation when stable clusters of condensate molecules form and grow directly
from the vapor. The rate is controlled by the material properties of the condensate,
such as its molecular weight and surface energy, and the flux of molecules to the
cluster, which depends on the abundance of condensate vapor. Under the same
supersaturation and local temperature, high surface energy and molecular weight
materials tend to nucleate more slowly than low surface energy and low molecular
weight materials. Unlike homogeneous nucleation, heterogeneous nucleation in-
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Figure 7.4: Nadir optical depths (integrated over the Kepler bandpass) for three
condensate species in our Virga model of K2-107b. From left to right: Mg2SiO4,
TiO2, Al2O3. Each panel shows two representative grid points: black corresponds
to a western grid point centered at −60 W, 8 N and red corresponds to a dayside
gridpoint centered at 42 E, 8 N. The value of 𝑓𝑠𝑒𝑑 , which ranges from 0.03 to 6.0,
is indicated by the shading of each line, where the lightest shades correspond to the
smallest values and darkest shades represent the largest values of 𝑓𝑠𝑒𝑑 .

volves the formation of stable clusters on condensation nuclei, or foreign surfaces,
which are provided by other aerosol particles in the atmosphere. The size and abun-
dance of these particles strongly impact the rate of heterogeneous nucleation. The
nucleation rate is also dependent on the interaction between the condensate and the
surface, characterized by the contact angle between the surface and the condensate
cluster, the energy needed by a condensate molecule to desorb from the surface,
and the oscillation frequency of the condensate molecule on the surface, which is
related to the desorption energy (Pruppacher and Klett, 1978).

Unlike in Virga, which assumes a log-normal particle size distribution, particle
size distributions in CARMA are resolved using mass bins and can change over time
via condensation, evaporation, and coagulation. The former two rates are dependent
on the flux of condensate molecules and the rate at which particles may conduct
away the latent heat released upon condensation. Coagulation, or growth via phys-
ically sticking upon the collision of particles, is also considered. Each mass bin
corresponds to particle masses twice that of the previous bin. We use 65 bins in our
model, with the mass in the first bin corresponding to particles with radii of 0.1 nm
for all species.

Cloud Compositions
For the Virga cloud modeling in this study, we are only interested in cloud species
that are expected to be abundant in these atmospheres and which condense at
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relatively low pressures (approximately 1 bar). We identify three cloud species that
are likely to be important based on comparing the species’ condensation curves to
the planets’ temperature pressure profiles (Figure 7.3; also see Andrew S Ackerman
and Mark S Marley, 2001; Caroline V. Morley, Jonathan J. Fortney, Mark S.
Marley, et al., 2012): Mg2SiO4, Al2O3, and TiO2. This assumes that all SiO
goes into Mg2SiO4 rather than SiO2 or MgSiO3. The inclusion of SiO2 would
require a different modeling framework including kinetic condensation. We plot
the optical depths in the Kepler bandpass (shown in Figure 7.6) for these species
as a function of pressure as computed by Virga at a representative location on
the planet K2-107b in Figure 7.4. Although some previous studies of spatially
inhomogeneous cloud formation in hot Jupiters also included sulfide clouds (e.g.
Vivien Parmentier, Jonathan J. Fortney, et al., 2016), recent microphysical cloud
models (Powell, Louden, et al., 2019; Gao, Thorngren, et al., 2020) indicate that the
high surface energy of sulfide condensates makes homogeneous nucleation unlikely.
This conclusion is in good agreement with observational data indicating that the
observed cloud opacity for more moderately irradiated hot Jupiters is well-matched
by models without sulfide condensates (e.g. Chachan, Knutson, et al., 2019; Gao,
Thorngren, et al., 2020). We therefore exclude sulfide condensates from our Virga
models. Fe is also a potentially important condensate, but like the sulfides previous
microphysical modeling suggested that Fe cloud formation proceeds slowly due to
Fe’s high surface energy (Gao, Thorngren, et al., 2020). On the other hand, Fe has
been considered a major cloud component in many previous works (M. S. Marley
et al., 2013; Christiane Helling, Dehn, et al., 2008; M. Marley and Robinson, 2015;
Jonathan J. Fortney, 2005; Sudarsky, Adam Burrows, and Ivan Hubeny, 2003).
Therefore, while our nominal Virga models will not include Fe, we will consider
another set of simulations where Fe is included to explore its impact on our predicted
albedos.

For the CARMA simulations in this study, we use the same model setup as in Gao,
Thorngren, et al. (2020) where clouds of TiO2, Al2O3, Fe, Mg2SiO4, Cr, MnS, Na2S,
ZnS, and KCl are allowed to form. However, as previously discussed, in practice
only Mg2SiO4, Al2O3, and TiO2 form in any significant abundance. Of these three
species, Mg2SiO4 is particularly unlikely to undergo homogeneous nucleation, as it
is not abundant in the vapor phase. Instead, it is the product of a thermochemical
reaction between Mg, SiO, and H2O (e.g. Visscher, Lodders, and Fegley, 2010).
Similarly, Al2O3 does not exist in the gaseous phase as other aluminum oxide species
will be more stable (e.g. Patzer et al., 2005). As in Gao, Thorngren, et al. (2020), we
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Figure 7.5: Pressure level (bar) of unit optical depth for Rayleigh scattering (pink),
cloud opacity (green), and molecular opacity (black) as a function of wavelength
for a single grid point (−60 W, 8 N) in the Virga model of hot Jupiter K2-107b.
𝑓𝑠𝑒𝑑 of 0.1 is shown on the left and 3.0 on the right. The shaded regions indicate the
dominant opacity source as a function of wavelength. This is the same grid point
shown in Figure 7.4.

allow these two species to heterogeneously nucleate on homogeneously nucleated
TiO2 seeds. Though Fe is permitted to both homogeneously and heterogeneously
nucleate (on TiO2 seeds), the high surface of Fe prevents significant Fe cloud
formation.

Computing Optical Albedos with PICASO
We use the outputs from the cloud codes Virga and CARMA to calculate the single
scattering albedos, asymmetry parameters, and optical depths for each pressure layer
at each location in the atmosphere assuming Mie scattering. We then convert these
quantities into wavelength-dependent albedos using The Planetary Intensity Code
for Atmospheric Scattering Observations (PICASO;N. E. Batalha et al., 2019). This
code is governed by the radiative transfer equation:

𝐼 (𝜏𝑖, 𝜇) = 𝐼 (𝜏𝑖+1, 𝜇) exp( 𝛿𝜏𝑖
𝜇
)−∫ 𝛿𝜏𝑖

0
𝑆(𝜏′𝜇) exp(− 𝜏

𝜇
)𝑑𝜏′/𝜇 (7.2)

where 𝐼 (𝜏𝑖, 𝜇) is the azimuthally averaged intensity emerging from the top of a layer
𝑖 with opacity 𝜏𝑖 and outgoing angle 𝜇. 𝐼 (𝜏𝑖+1) exp( 𝛿𝜏𝑖

𝜇
) is the incident intensity at

the lower boundary of the layer attenuated by the optical depth within the layer 𝛿𝜏,
and 𝑆(𝜏′, 𝜇) is the source function integrated over all layers. The source function
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has two components: single scattered and multiple scattered radiation integrated
over all diffuse angles:

𝑆(𝜏′, 𝜇) = 𝜔

4𝜋
𝐹𝑜𝑃𝑠𝑖𝑛𝑔𝑙𝑒 (𝜇,−𝜇𝑜) exp(− 𝜏

′

𝜇𝑠
)+

𝜔

2

∫ 1

−1
𝐼 (𝜏′, 𝜇′)𝑃𝑚𝑢𝑙𝑡𝑖 (𝜇, 𝜇′)𝑑𝜇′,

(7.3)

where 𝜔 is the single scattering albedo and 𝐹𝑜 is the incident flux. 𝑃𝑚𝑢𝑙𝑡𝑖 and
𝑃𝑠𝑖𝑛𝑔𝑙𝑒 describe the phase function of the multiple and single scattering, respectively.
𝑃𝑠𝑖𝑛𝑔𝑙𝑒 is an opacity weighted combination of the Rayleigh phase function and a two-
term Henyey Greenstein phase function. 𝑃𝑚𝑢𝑙𝑡𝑖 requires integration over all diffuse
angles, for which PICASO uses a 𝑁 = 2 Legendre expansion. This approximation
alone is inadequate to represent cases with high rates of forward scattering, so
PICASO implements the delta-Eddington approximation to scale 𝑔, 𝜔, and 𝜏 to more
accurately capture the forward scattering peak.

PICASO considers the extinction from three opacity sources in order to calculate
the geometric albedo as a function of wavelength: molecular absorption, Rayleigh
scattering, and scattering by clouds. We show a representative calculation of these
three opacity sources as a function of wavelength in Figure 7.5. To describe the
phase-dependence, PICASO computes the emergent intensity from the disk at mul-
tiple plane-parallel facets, where each has its own incident and outgoing angles.
PICASO uses the Chebyshev-Gauss integration method to integrate over all emer-
gent intensities. We integrate the wavelength-dependent geometric albedo over the
Kepler response function for each point in our 10× 10 grid and then integrate again
over the dayside hemisphere in order to obtain a geometric albedo that we can com-
pare with the Kepler measurements. We have run sensitivity tests that demonstrate
a higher resolution grid (20 × 20 grid) yields comparable results.

Effect of Simplifying Model Assumptions
In this study we do not consider radiative feedback from clouds, which might
affect our albedo predictions. Clouds can alter the planet’s global thermal structure
in several ways. First, they can reduce the amount of heating on the dayside
by increasing the planet’s Bond albedo. Second, they can suppress cooling on the
nightside by preventing the re-radiation of infrared light to space. Vivien Parmentier,
Adam P. Showman, and Jonathan J. Fortney, 2021 and M. T. Roman et al., 2021 ran
grids of 3D GCM models incorporating radiative feedback from clouds spanning
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a range of incident fluxes. They found that the presence of reflective clouds on
the dayside resulted in lower global temperatures, while the presence of nightside
clouds inhibited cooling, causing a 100 − 200 K global increase in temperature.
With the possible exception of Kepler-7b (see §7.4), we expect that such shifts in
temperature would not substantially alter the pressures of the cloud decks or reduce
their horizontal extent for the planets examined here.

We also note that in this study, our 3D atmospheric circulation models are decoupled
from our cloud models. While this does enable more flexibility in exploring different
cloud species and sedimentation parameters in both Virga and CARMA, cloud for-
mation and transport is ultimately a coupled process between advection, radiation,
and chemistry. Previous studies that couple cloud microphysical models and atmo-
spheric circulation models (e.g., Lee, Ch. Helling, and Dobbs-Dixon, 2015; Lines,
Mayne, Boutle, et al., 2018) suggest that zonal (east/west) and/or meridional (north-
south) transport of cloud particles from colder regions of the atmosphere could lead
to high cloud particle number densities, even on the hotter dayside, which could in
turn enable more cloud nucleation and growth. These processes will only affect our
dayside albedo predictions if the planet in question has large dayside temperature
(and hence albedo) gradients with longitude or latitude. We revisit both of these
assumptions (radiative feedback and cloud microphysics coupled to circulation) in
§7.4, where we discuss their implications for individual planets in light of our model
results.

7.3 Results
The SPARC/MITgcm models indicate that the day-night temperature contrasts for
the six planets in our sample vary in magnitude (Figure 7.2). As expected, the
hottest region on the day side in all six models is located to the east of the substellar
point. This shift is caused by eastward equatorial winds, which transport heat to
the planet’s nightside (e.g., Adam P. Showman, Tan, and V. Parmentier, 2020, and
references therein).

Kepler-7b has the largest thermal gradient of all the planets in our sample, followed
by K2-31b and Kepler-17b; this is because the former has a relatively low surface
gravity (approximately 4 m/s2) and the latter two have the shortest orbital periods in
the sample

Kepler-7b has the largest thermal gradient of all the planets in our sample, followed
by K2-31b and Kepler-17b; this is because the former has a relatively low surface
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Figure 7.6: Hemisphere-averaged albedo of K2-107b as a function of wavelength for
a clear atmosphere (black) and cloudy atmospheres of varying 𝑓𝑠𝑒𝑑 values (green;
0.03 as a solid line, 0.1 as a dashed line, and 0.3 as a dotted line). Cloudy atmospheres
including Fe condensates are shown in purple. All cloud distributions are computed
using Virga. The Kepler response function is overplotted in grey.

gravity (approximately 4 m/s2) and the latter two have the shortest orbital periods
in the sample. Our models indicate that Kepler-7b is also warmer at depth than
the other planets in this sample. This is expected, as Kepler-7b has the lowest
surface gravity of the six planets and under hydrostatic equilibrium the gradient of
temperature with respect to pressure is related to the inverse of the surface gravity
(e.g., Gao, Mark S. Marley, and Andrew S. Ackerman, 2018).

VirgaModel Results
In order to determine the effect of the clouds on the albedo, we must first calculate
their vertical extent at each location in our model grid. In our Virga equilibrium
cloud models, the vertical extend of the clouds is controlled by our choice of 𝑓𝑠𝑒𝑑 .
Taking K2-107b as a representative example, Figure 7.4 indicates that Mg2SiO4

clouds reach a unit optical depth near 1 mbar for the lowest 𝑓𝑠𝑒𝑑 value, 0.03, and
near 50 mbar for 𝑓𝑠𝑒𝑑 = 0.1. These clouds will only contribute to the albedo at
wavelengths where they reach optical depth unity at lower pressures than Rayleigh
scattering or molecular opacity (Figure 7.5). This means that clouds will have a
greater effect at wavelengths where the combined molecular and Rayleigh scattering
opacity is lower. We show the effect of varying 𝑓𝑠𝑒𝑑 on the wavelength-dependent
albedo of K2-107b in Figure 7.6. As 𝑓𝑠𝑒𝑑 decreases and the clouds extend to lower
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Figure 7.7: Relative dayside albedo contribution at each grid point including appro-
priate geometric weights. Planets are sorted by increasing equilibrium temperature
from top to bottom, and sorted by increasing 𝑓𝑠𝑒𝑑 (0.03, 0.1, 0.3, and 1.0) from
left to right. We omit 𝑓𝑠𝑒𝑑 values of 3.0 and 6.0 from the figure, as the clouds in
these models reside below the level of unit molecular albedo, and thus the albedo
remains roughly unchanged compared to the 𝑓𝑠𝑒𝑑 = 1.0 case. The relative albedo
contributions are all smaller than the face-integrated albedo by roughly a factor of
𝜋; summing over the points yields the integrated albedo. The models include three
cloud species: Mg2SiO4, Al2O3, and TiO2.
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pressures, the cloud opacity contributes most to the overall albedo for an increasingly
large fraction of the Kepler bandpass.

We next examine how the contribution of clouds to the band-integrated albedo
varies across the dayside atmosphere. In Figure 7.7, we show the 10 × 10 grid of
albedos in the Kepler bandpass for each planet as a function of 𝑓𝑠𝑒𝑑 . We find that
the three planets with the greatest temperature variation as a function of longitude
(Kepler-7b, K2-31b and Kepler-17b) also have relatively large albedo variations
across their dayside atmospheres for low to intermediate 𝑓𝑠𝑒𝑑 values. Once 𝑓𝑠𝑒𝑑

increases above 0.3, the clouds remain confined below the optical depth unity level
of molecular absorbers, such that the presence or absence of clouds does not affect
the observed albedo. These three planets appear brighter on their western limbs
than in the east, in good agreement with the albedo maps derived from the Kepler
phase curve for Kepler-7b (Brice-Olivier Demory, de Wit, et al., 2013) and other
planets with comparable equilibrium temperatures (Shporer and Hu, 2015). In
contrast to these three planets, HATS-11b, K2-107b, and Kepler-8b all appear to
have fairly homogeneous albedos, as expected based on their more homogeneous
thermal structures.

Lastly, we compare the hemisphere-averaged dayside albedo in the Kepler bandpass
as a function of 𝑓𝑠𝑒𝑑 to the measured dayside albedo for each planet (Figure 7.8).
We find that K2-31b and K2-107b are best described by models with large values
of 𝑓𝑠𝑒𝑑 or (equivalently) clear atmospheres, indicating that any reflective clouds
present in these atmospheres do not extend above the level of unit molecular opacity.
Kepler-17b and Kepler-8b are best-matched by models with intermediate 𝑓𝑠𝑒𝑑 values,
implying that their albedos are moderately enhanced by cloud opacity. HATS-11b
is best matched by models with low 𝑓𝑠𝑒𝑑 values, corresponding to a high, vertically
extended reflective cloud layer spanning a wide range of longitudes. No 𝑓𝑠𝑒𝑑 value
is able to reproduce the high observed albedo for Kepler-7b, which our models
indicate is too warm for bright Mg2SiO4 clouds to form over much of the day side.
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Figure 7.8: Geometric albedo predictions in the Kepler optical bandpass compared
with published albedo measurements as a function of equilibrium temperature.
Albedo predictions from the full-resolution Virga models are shown as circles
where the shading indicates the 𝑓𝑠𝑒𝑑 value, going from 0.03 (light) to 6.0 (dark).
Kepler albedo measurements are shown as stars while the predicted albedos from
the two-zone CARMA models are shown as triangles. Left panel excludes Fe in
Virga calculations, while the right panel includes Fe condensates.

Instead, our models indicate that the dayside of Kepler-7b is dominated by deep
Al2O3 clouds at pressures of around a bar. The addition of iron clouds do not
greatly change our results except for decreasing the albedos of low 𝑓𝑠𝑒𝑑 models,
as iron clouds sink below the photosphere for higher 𝑓𝑠𝑒𝑑’s. We list the observed
albedos and the predicted albedos as a function of 𝑓𝑠𝑒𝑑 in Table 7.3. We find that
the hemisphere-integrated albedo over the Kepler bandpass is very sensitive to the
assumed value of 𝑓𝑠𝑒𝑑 .

Comparison to CARMAMicrophysical Models
We find that dayside albedos can vary significantly depending on the assumed
sedimentation efficiency (e.g., Figure 7.7). We therefore use these maps to divide
each planet into two zones, and then utilize the more computationally demanding
CARMA microphysical cloud model to solve for the vertical extent of the clouds and
corresponding albedo in each zone.
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Figure 7.9: Optical depth (left), single scattering albedo (center), and asymmetry
parameter (right) as a function of pressure for the two-zone Virga (dashed; 𝑓𝑠𝑒𝑑 fixed
to 0.1) and CARMA (solid) models, calculated by dividing the dayside hemisphere
into a dayside (red) and western (black) zone (see §7.3). Each row corresponds to a
different planet, sorted left-to-right by increasing equilibrium temperature.

Our Virga albedo maps indicate that a subset of the planets in our sample are likely
to have spatially inhomogenous Mg2SiO4 clouds located near their western limbs.
Although it would be computationally prohibitive to run a separate CARMA model
for each point in the 10 × 10 grid, we can nonetheless capture this cloud structure
using a more computationally tractable two-zone model. We define a threshold
value in longitude for each planet based on the albedo distributions found by Virga
as shown in Figure 7.7 and in Table 7.3. We determine the longitude range defining
the two zones (a western zone and a dayside zone) as the division that yields the
greatest difference in albedo at mid-latitudes as determined from the Virga albedo
maps. Occasionally the western zone includes a limb region in the east; see Table
7.3 for a list of the zone definitions for each planet. The resulting zonally-averaged
pressure-temperature profiles are plotted in Figure 7.3. We run a separate CARMA
model for each zone, and also run Virga models for the same zones in order to
facilitate comparisons between the two models. In the discussion below, we limit
our comparisons to these two-zone Virga models unless otherwise noted.

When comparing the two models, it is important to note that they predict distinct
particle compositions. WhileVirga assumes that particles nucleate homogeneously,
CARMA predicts that the Mg2SiO4 condensates will nucleate heterogeneously onto
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Figure 7.10: Dayside and western zone albedos from the CARMA models integrated
over the Kepler bandpass. Virga model albedos with 𝑓𝑠𝑒𝑑 equal to 0.1 are listed
below for comparison. Both sets of models are calculated in two zonally averaged
regions, defined in Table 7.3. Planets are sorted from left to right and top to bottom
by increasing equilibrium temperature.

TiO2 cores (see §7.2). We find that accounting for this TiO2 core when we calculate
the single scattering albedos for the Mg2SiO4 particles in our CARMAmodels results
in a lower single scattering albedo than when we repeat the calculation for pure
Mg2SiO4 particles, which return single scattering albedo profiles of greater than
0.96. For comparison, we refer the reader to Figure 7.9; a single value for single
scattering albedo is not representative of heterogeneous particles, which are sensitive
to the core mass fraction of TiO2. However, even after accounting for this effect we
find that the species-averaged single scattering albedo shown in Figure 7.9 for our
CARMAmodels with heterogeneous particles is still comparable to the Virgamodels
with 𝑓𝑠𝑒𝑑 equal to 0.1 (Figure 7.10).

When we calculate the hemisphere-integrated albedos for these planets from the
CARMA models we find that they generally lie within the range of Virga predic-
tions for varying 𝑓𝑠𝑒𝑑 (see Figure 7.8 and Table 7.3). In Figure 7.8, we show
the hemisphere-integrated albedos from the full-resolution Virga model from §7.2
rather than the two-zone model discussed in this section.

We find that K2-107b and HATS-11b appear to have the brightest hemisphere-
integrated CARMA albedos, with values consistent with those of the lowest 𝑓𝑠𝑒𝑑
(0.03 − 0.1) Virga models. Kepler-8b, Kepler-17b, and K2-31b have somewhat
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lower predicted CARMA albedos, more comparable to the 𝑓𝑠𝑒𝑑 of 0.3 Virga models.
Kepler-7b is a notable exception, as our CARMA model predicts an albedo that is
higher than that of the smallest 𝑓𝑠𝑒𝑑 Virga model.

7.4 Discussion
Comparison to Previous Modeling Efforts
We can compare our results to generic grids of cloudy GCM models in the published
literature. First, we note that our GCM outputs for Kepler-7b roughly agree with
those shown in Oreshenko, Heng, and Brice-Oliver Demory (2016), and the general
distribution of our silicate and corundum clouds agrees with the modeling results
of M. Roman and Rauscher (2019).

M. T. Roman et al. (2021) investigated planetary albedos using a grid of GCMs
with varying irradiation temperature and surface gravity. The closest equivalent
models in their grid are for a planet with an irradiation temperature of either 2500 K
(equilibrium temperature of 1500 K) or 2750 K (equilibrium temperature of 1700
K) and a surface gravity of 10 m/s2. We compare to their nucleation-limited models,
which also exclude iron and sulfide condensates.

The models presented in M. T. Roman et al. (2021) assume a fixed pressure-
dependent particle size for the clouds, with a size of 0.1 𝜇m at the top of the atmo-
sphere that increases exponentially with increasing pressure for pressures greater
than 10 mbar. Since their equilibrium cloud models do not solve for the vertical
extent of the cloud layers, they present two cases corresponding to compact (cloud
tops limited to 1.4 scale heights above the cloud base) and vertically extended (cloud
top pressure of 0.1 mbar) cloud layers. Unlike our models, they account for radiative
feedback from these clouds when solving for the temperature structure of the atmo-
sphere. These models indicate that compact cloud layers will result in relatively
low and uniform dayside albedos, in good agreement with our results (Figure 7.7).
Their vertically extended cloud models exhibit a range of optical spherical albedos
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between 0.2 − 0.3, with lower values for the higher temperature model as the re-
flective silicate clouds become increasingly confined to the cooler western region
of the atmosphere. This also agrees with the qualitative picture from our models,
which span an equivalent range of albedos. They conclude that their optical albedos
for the nucleation-limited case are dominated by silicate cloud particles, consistent
with our conclusions here.

Vivien Parmentier, Jonathan J. Fortney, et al. (2016) and Vivien Parmentier, Adam P.
Showman, and Jonathan J. Fortney (2021) considered GCMs spanning a wide range
of equilibrium temperatures. In Vivien Parmentier, Jonathan J. Fortney, et al., 2016,
the clouds are post-processed (i.e., they do not include cloud radiative feedback in
the GCM models), and they model the condensation of a wide range of cloud species.
These models predict that MgSiO3 and CaTiO3 clouds should dominate the dayside
optical albedo for planets with equilibrium temperatures between 1500 − 1700 K.
In Vivien Parmentier, Adam P. Showman, and Jonathan J. Fortney, 2021 they
incorporate cloud radiative feedback for the condensation of a single cloud species,
MnS, but the treatment of silicate clouds is similar to Vivien Parmentier, Jonathan J.
Fortney, et al. (2016). For that reason, we focus on Vivien Parmentier, Jonathan J.
Fortney, et al., 2016 for our comparison. In this study they assume a small fixed
particle size distribution centered at 0.1 𝜇m and a cloud top pressure of 1 microbar,
which yields geometric albedos greater than 0.5 in the Kepler bandpass for planets
of approximately 1500 K equilibrium temperature. This value is much higher than
both our albedos and those reported by M. T. Roman et al., 2021, and is most likely
due to the very low cloud top pressure assumed in these models. They invoke a
cold trap for silicates to reduce the albedo, while we predict that changing the cloud
vertical extent can achieve a similar difference in observable albedo.

Comparison to Published Kepler Albedos
Our results show that, with the exception of Kepler-7b, it is possible to match
the observed optical geometric albedos for all of the planets in our sample using
either Virga or CARMA models. However, no single model (Virga at a fixed
𝑓𝑠𝑒𝑑 or CARMA) can explain the observed albedos of all six planets. Although the
albedo predictions from the CARMA models are broadly consistent with those of the
Virga models, neither model is able to reproduce or explain the observed planet-
to-planet variations in dayside albedo. This suggests that accounting for differences
in equilibrium temperature, host star spectral type, surface gravity, and rotation rate
alone are not sufficient to capture the observed diversity of hot Jupiter albedos in
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this temperature range. We discuss our results in more detail on a planet-by-planet
basis below.

Kepler-7b: Spatially Resolved Clouds

Our CARMA and Virga models both indicate that Kepler-7b’s relatively bright day-
side albedo is dominated by reflection from the region near the western limb, in good
agreement with spatially resolved albedo constraints from phase curve observations
(Brice-Olivier Demory, de Wit, et al., 2013; Heng, Morris, and Kitzmann, 2021).
This underscores the importance of using spatially resolved cloud models for tidally
locked hot Jupiters. We note that there is some tension between our model predic-
tions and the observational data, as fits to Kepler-7b’s optical phase curve indicate
that the bright reflective western zone extends as far as 10 ± 6 west of the substellar
point (Muñoz and Isaak, 2015; Heng, Morris, and Kitzmann, 2021). Our Virga
models predict that the atmosphere will only be cool enough for Mg2SiO4 clouds to
condense in the two westernmost longitude bins (extending from the terminator to
approximately 38 west of the substellar point; see Figure 7.7 and Table 7.3). This is
likely why our models under-predict Kepler-7b’s optical geometric albedo.

We consider two possible explanations for this discrepancy. Zonal transport of
cloud particles from the western limb region could increase the albedo in adjacent
longitudes where the atmosphere is otherwise too warm for them to condense (see
§7.2). However, our models for Kepler-7b prefer small cloud particles with a large
vertical extent; these small particles might have a relatively short lifetime in the
hotter substellar region of the dayside atmosphere. Instead, perhaps small particles
transported meridionally could nucleate and grow in bands at high latitudes (Lines,
Mayne, Boutle, et al., 2018). Ultimately, this planet would be an interesting test case
for microphysical transport models (e.g., Lee, Ch. Helling, and Dobbs-Dixon, 2015;
Lines, Mayne, Boutle, et al., 2018), which can explicitly quantify the timescales of
these processes and predict the resulting horizontal distribution of cloud particles.

Alternatively, if Kepler-7b’s dayside is cooler than predicted by our GCM, Mg2SiO4

would be able to condense over a wider range of longitudes. Our GCMs do not
account for reflectivity from clouds when calculating the effect of incident starlight
on the dayside atmosphere; this effect might reduce the magnitude of dayside heating
and result in globally lower temperatures (Lines, Mayne, Boutle, et al., 2018; M.
Roman and Rauscher, 2019; M. T. Roman et al., 2021). However, if the clouds
extend over a significant fraction of the planet’s nightside it could result in net



147

global warming, as they would act to reduce the amount of energy that can be
radiated to space in this region (M. Roman and Rauscher, 2019; M. T. Roman et al.,
2021; Vivien Parmentier, Adam P. Showman, and Jonathan J. Fortney, 2021). For
Kepler-7b, whose clouds extend over much of the western hemisphere, it is unclear
which of these two competing effects would dominate. These explanations assume
that the dayside coverage area is the most significant limiting factor on the brightness
of the dayside-integrated albedo. However, it is also important to consider factors
that might increase the brightness of the cloudy region, including a larger vertical
extent for the clouds or brighter cloud particles. We discuss how porous particles
may increase HATS-11b’s dayside albedo in Section 4.2.3; this same explanation
might also apply to Kepler-7b..

K2-31b and K2-107b Do Not Host High Altitude Reflective Cloud Layers

The observed albedos of K2-31b and K2-107b are relatively low, and are well-
matched by Virga models with clear skies and/or deep clouds (i.e., those with
opacities dominated by molecular absorption). For K2-31b, the contribution of
clouds to the albedo is negligible for 𝑓𝑠𝑒𝑑 of 0.3 and larger. For K2-107b, we obtain
a comparable result for 𝑓𝑠𝑒𝑑 of 1.0 and larger. This suggests that both of these
planets may have relatively efficient sedimentation (deep clouds), or alternatively
that they have relatively little condensable material in their atmospheres (perhaps
corresponding to a relatively low atmospheric metallicity). If the lack of clouds
is due to efficient sedimentation, this would appear to contradict predictions from
our microphysical CARMA models, which track the sedimentation of cloud particles
explicitly and predict albedos that are a factor of two or more higher than the
observed values for these two planets.

Our CARMAmodels utilize vertical mixing rates calculated from our GCMs. If these
mixing rates are overestimates of the true values, we might expect any clouds near
the day-night terminator on these planets to also be relatively compact. If this is
the case, the transmission spectra of these two planets should show relatively strong
absorption features. Although K2-31b has a high surface gravity and is therefore
a more challenging target for transmission spectroscopy, K2-107b might be acces-
sible to future space telescopes like JWST. More broadly, the sedimentation rates
calculated from GCMs and CARMA could be tested with comparisons to transmission
spectra from ongoing surveys (David K Sing et al., 2016; Crossfield and Kreid-
berg, 2017; Fu et al., 2017). If CARMA models underestimate the sedimentation
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efficiency for other planets, the disagreement should be detectable in these data,
which are very sensitive to the vertical distribution of cloud particles near the limb.
To date, most planets appear to be well-matched by CARMA model predictions (e.g.
Chachan, Jontof-Hutter, et al., 2020; Gao, Thorngren, et al., 2020), indicating that
such model-data disagreements may be relatively rare.

HATS-11b, K2-31b, and K2-107b Have Reflective Dayside Clouds

The measured Kepler albedo for HATS-11b (0.27 ± 0.05) is brighter than that of
Kepler-7b, in good agreement with our model predictions. This planet is cooler
than Kepler-7b, with a smaller day-night temperature gradient. As a result, our
models predict a global reflective dayside cloud layer for small 𝑓𝑠𝑒𝑑 values, and our
hemisphere-integrated Virga albedo for the 𝑓𝑠𝑒𝑑 of 0.03 model is within 1𝜎 of the
measured value. This is an unusually small value of f𝑠𝑒𝑑 , compared to the other
planets’ best-fit value, while more typical values of 0.1 and larger underestimate the
observation. The CARMA model albedo is somewhat lower, but is still within 2𝜎 of
the observed value. If we wish to adapt our models to better match this planet’s high
dayside albedo, it likely would require increasing the predicted cloud opacity, such
as by increasing the porosity of the cloud particles (Samra, Helling, Ch., and Min,
M., 2020). Although increasing the atmospheric metallicity might also increase the
cloud opacity, published models for other planets indicate that there is not a simple
scaling between these two quantities (e.g. Caroline V. Morley, Jonathan J. Fortney,
Kempton, et al., 2013; Gao, Mark S. Marley, and Andrew S. Ackerman, 2018), and
increasing the metallicity will also affect the global thermal structure (e.g. Tiffany
Kataria, Adam P. Showman, et al., 2015).

Our model predictions for Kepler-17b and Kepler-8b are also in reasonable agree-
ment with the observed albedos. In both cases, an 𝑓𝑠𝑒𝑑 = 0.1 Virga model slightly
overestimates the albedo while our CARMAmodel slightly underestimates the albedo.
This may indicate that moderately bright/cloudy worlds have moderate sedimen-
tation efficiencies. For Kepler-8b, both CARMA and Virga models predict that the
planet will have relatively uniform cloud coverage in both latitude and longitude; we
therefore do not need to consider further spatial variations in cloud number density
and particle size. For Kepler-17b, the 𝑓𝑠𝑒𝑑 = 0.1 Virga model predicts an albedo
gradient across the dayside atmosphere, but this gradient appears to be localized
near the equatorial (low latitude) region of the atmosphere. Our CARMA model pre-
dicts a relatively uniform albedo across the two zones, but this may be biased by our
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inability to resolve latitudinal gradients in the simplified two-zone model.

7.5 Conclusions
Optical secondary eclipse measurements made by Kepler reveal a wide range of
geometric albedos for hot Jupiters with equilibrium temperatures between 1550-
1700 K. We combine 3D general circulation models with both equilibrium (Virga)
and microphysical (CARMA) cloud models to explore whether 3D effects can explain
these observations. We find that the predicted albedos from our Virga models
are very sensitive to the assumed sedimentation efficiency ( 𝑓𝑠𝑒𝑑). We can compare
these albedo predictions to results from our CARMA model, which use mixing rates
calculated from the GCM models to predict the vertical extent and particle size
distributions of the clouds. We find that while the hemisphere-integrated CARMA
albedos generally agree with the range of albedos predicted by Virga, there is no
single 𝑓𝑠𝑒𝑑 value that consistently matches the CARMA predictions.

When we compare these model predictions to the measured Kepler albedos for each
of the six planets in our sample, we find that the albedos of K2-31b and K2-107b
are best matched by models that are either cloud-free or have very deep compact
cloud layers (large 𝑓𝑠𝑒𝑑 values). Kepler-8b and Kepler-17b’s optical albedos can
be matched by moderately cloudy models ( 𝑓𝑠𝑒𝑑 greater than 0.3). Both Virga
and CARMA tend to under-predict the dayside albedos of the two most reflective
planets in our sample, HATS-11b and Kepler-7b, which are best matched by Virga
models with reflective Mg2SiO4 clouds extending to very low pressures ( 𝑓𝑠𝑒𝑑 =
0.03); our CARMA model for HATS-11b predicts a slightly lower albedo value than
the brightest Virgamodel, while our CARMAmodel for Kepler-7b predicts a slightly
higher albedo value than Virga. Although HATS-11b has relatively uniform cloud
coverage across the dayside, it is possible that other factors (such as a low particle
porosity) might increase the dayside cloud opacity beyond the values predicted by
our models.

Our models predict that the observed albedo of Kepler-7b should be lower than
that of HATS-11b, in good agreement with the observations. Although a bright
reflective cloud layer forms in the westernmost region of the dayside atmosphere,
most dayside longitudes in Kepler-7b’s atmosphere are too warm for Mg2SiO4 to
condense, resulting in a lower hemisphere-averaged dayside albedo. Empirical
constraints on the horizontal extent of the western cloudy region from phase curve
observations indicate that it extends farther east than predicted by our models,
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hinting that a more detailed study of the planet that couples cloud microphysics and
dynamics is required.

We conclude that the sample of optical albedos measured by Kepler represents
a rich source of information for 3D cloud models, and that there is no single
explanation for the observed diversity of albedos for the planets considered in
this study. Future studies leveraging the large sample of transmission spectra of
hot Jupiters could provide complementary constraints on the typical sedimentation
efficiencies their atmospheres, while additional complementary modeling studies
exploring the coupled effects of atmospheric dynamics and cloud microphysics, as
well as an exploration of the micro-porosity of cloud particles, would help to further
illuminate the relative importance of these processes in explaining the high albedos
of the brightest planets in our sample.
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C h a p t e r 8

CONCLUSION

In this thesis, I investigated the evolution of Mars’s chemistry and climate, predicted
the prebiotic chemistry at exoplanets with reduced atmospheres, and interpreted
observations of exoplanets. Going forward, I aim to continue developing these three
approaches and synthesize towards a single theme: "What worlds may have been
habitable at a time during their geologic histories?"

It is likely Mars may have been habitable early on. Geologic evidence for large
volumes of flowing liquid water on its surface suggests a more habitable climate,
and the preserved volatiles in the Martian soil is telling of prebiotic chemistry
including an early nitrogen cycle. In Chapter 2, I investigated how the loss of
Mars’ atmosphere and surface liquid water influenced its atmospheric chemistry
and climate through time. Crustal hydration, or the loss of liquid water to the crust
largely to oxidize surface Fe(II), sourced a large hydrogen flux which may have
sustained large 𝐻2 concentrations for up to 107 years during the Noachian. During
cooler eras, reduced iron exposed to the atmosphere may have slowly encouraged a
sink of atmospheric oxidants, driving the early Mars atmosphere towards a reduced
state with a bulk composition dominated by𝐶𝑂 instead of𝐶𝑂2. My past and current
research into Mars’ evolution and habitability throughout its geologic history has
laid the groundwork for my new conjecture, which my proposed postdoctoral work
will investigate: I predict that Mars’ atmospheric chemistry may not have always
been in steady state, meaning my past results may describe end-of-range cases.
Instead, Mars’ atmosphere may have alternated between highly oxidized (𝐶𝑂2

background, oxygen rich and hydrogen depleted) and highly reduced environments
(𝐻2 rich, oxygen depleted, potentially a 𝐶𝑂 background) on potentially shorter
timescales than steady state. In the future, it will be helpful to implement a coupled
photochemical and climate model in order to investigate whether how quickly the
chemistry and climate could respond to geologic events. These models could then
be coupled to an aqueous model to make comparisons to the soil record, similar to
the investigations of Mars nitrate which I carried out in Chapters 3 and 4.

Because of its unique and accessible geological record, Mars arguably serves as
a Rosetta Stone for the study of the evolution and habitability of planets in our
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Solar System (including Earth) and exoplanets. Going forward, the James Webb
Space Telescope will soon make measurements of the atmospheres of rocky worlds,
some of which may be earth- and Mars- like. JWST will observe many closely
orbiting super-Earths, which are thought to have initially formed with thick, puffy,
hydrogen-rich envelopes (i.e., ’sub-Neptunes’) which were then lost to space. Once
basic parameters of these atmospheres are known (including temperature and bulk
composition), I aim to extend our understanding of Mars to interpret the evolution of
these worlds’ atmospheres and climates, and if applicable also examine the potential
for prebiotic chemistry. I aim to use the same photochemical model KINETICS
to explain the presence of any species observed which may be photochemically
derived, and if applicable, I will inform input fluxes from volcanism and/or lightning
at the boundary conditions by approximating local thermochemical equilibrium
with the model CEA. Extending from my past exoplanet works which explained
measurements of warm and hot gas giants, I aim to implement a similar suite of
models to interpret spectral observations of smaller rocky worlds. The parametrized
cloud model, Virga, and microphysical aerosol model, CARMA, will both be useful
in inferring the presence of hazes derived from methane photolysis and the presence
of water clouds and thereby a hydr ologic cycle, as well as interpreting the effect of
these aerosols in spectral observations. The radiative transfer model, Picaso, will
be useful in producing synthetic spectra for predictions of future observations, as
well as for conducting atmospheric retrievals.

Future space missions will soon contribute to these goals. The Mars Sample Return
(MSR) will provide isotopic measurements in soil measurements, including nitrate
and sulfate. Isotopic measurements of the former will help constrain the forma-
tion period and mechanism. Meanwhile, Sulfur-Mass Independent Fractionation
(S-MIF) on Earth occurs both biotically and abiotically (such as photolysis and
thermochemical sulfate reduction). Measurements of non-zero S-MIF have been
made at Mars (Tomkins and al., 2020), but not all S isotopes have been measured.
MSR will improve measurements of S-MIF at Mars, allowing the Mars community
to interpret this signal as an ancient biosignature.

In summary, extended goals include building on the findings and methods presented
in this thesis to: [I] improve on understanding Mars’ chemical evolution through
time and [II] extend that understanding to decipher the evolution and habitability of
other worlds through time.


