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ABSTRACT

This thesis covers two separate projects which both use ultrasound to measure a
form of blood pressure in very different ways. The first project focuses on the
noninvasive measurement of continuous arterial blood pressure via the previously
unstudied phenomenon of arterial resonance. While prior research efforts have
attempted many methods of noninvasive blood pressure measurement, none has
been able to generate continuous, calibration-free measurements based on a first-
principles physical model. This work describes the derivation of this resonance-
based model, its in vitro validation, and its in vivo testing on 60 subjects. This
testing resulted in robust resonance detection and accurate calculation of BP in the
large majority of evaluated subjects, representing very promising performance for
the first test of a new biomedical technology. The second study changes focus to
the measurement of blood pressure in the right atrium of the heart, an important
clinical indicator in heart disease patients. Rather than developing a new physical
approach, this project used machine learning to model the existing assessments
made by cardiologists. Comparison to gold standard invasive catheter measurements
showed that model predictions were statistically indistinguishable from cardiologist
measurements. Both of these projects represent significant advances in expanding
precise blood pressure measurements beyond critical care units and expanding access

to a much broader population.
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3.1

LIST OF ILLUSTRATIONS

Physical concepts underlying arterial resonance. a) An illustration
of Laplace’s Law, which relates the fluid pressure inside a cylinder
(P) to the resultant circumferential tension in the wall needed to
contain that pressure (7). Because blood pressure places the arterial
wall under tension, we expect the wall to exhibit resonant behavior.
b) The lowest order resonant mode which can be excited around the
circumference of an artery, with the scale of deformation exaggerated.

Colored arrows represent velocities which would be detectable via

Doppler ultrasound if the probe were placed at the top of the page. . .

An illustration of a device embodiment which uses the CARDI-BP
method to measure blood pressure in the carotid artery. The device
consists of two attached components; an audio-frequency speaker
which stimulates arterial resonance, and an ultrasound probe which
measures both the resonant response and arterial dimensions. While
this version of the device requires handheld operation, future versions
could incorporate the speaker and ultrasound probe into a wearable
formfactor. . . . .. ...
An illustration of both the measurement device and the phantom used
for in vitro testing. The device consists of a commercial ultrasound
probe with attached speakers, which simultaneously conduct imaging
and stimulate vibrations in the target. The phantom consists of rubber
tubing suspended in a tissue-mimicking medium, with a syringe at
one end to apply internal fluid pressure and a gauge at the other to

precisely measure this pressure. . . . . . . . ... ... ... ..
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3.5

The benefits of using a chirped pulse. a) A single-frequency pulse
at the center frequency of our transducer. b) The autocorrelation
of this single-frequency pulse. The significant spread in energy
far from the central peak would lead to blurry images. c) A chirp
pulse with frequency linearly ramping across the bandwidth of our
transducer. d) The autocorrelation of this chirp pulse. The energy in
this autocorrelation is significantly suppressed away from the central
peak, leading to sharper images. . . . . . . . .. ... ... ... ..
The benefits of CF-DMAS image synthesis. a) The layout of a
commercial ultrasound phantom used for this test, which uses thin
nylon threads to simulate ideal point targets. b) An image from
our device with DAS image synthesis. While the point targets can
be made out, there are many wide arcing artifacts that significantly
clutter the image. c¢) An image from our device using the same
ultrasound parameters but with CF-DMAS image synthesis. While
noisy artifacts have not been entirely eliminated, they have been
drastically suppressed compared to DAS imaging. . . . ... .. ..
Example of a resonant response in the phantom. a) Magnitude re-
sponse for differential, common, and normalized wall motion in the
small phantom at 135 mmHg. Differential magnitude shows a sharp
peak characteristic of resonance, while common magnitude shows
a gradual change due to non-flat response of the stimulus speaker.
To normalize the resonant response we divide differential magnitude
by common magnitude, removing the effect of speaker response and
leading to a sharper resonant peak. b) Phase response for differential
and common wall motion. Differential phase shows a drop of r radi-
ans centered around the peak in magnitude response, characteristic of
resonance. Common phase, in contrast, barely changes, as expected
due to lack of common wall motion in the n = 2 resonance mode.
Plots showing the (a) magnitude and (b) phase responses of the small
phantom as pressure is increased from 95 to 135 mmHg. Points
represent individual values (measured in 10 Hz intervals), and lines
represent best-fit curves obtained via vector fitting. The resonant
frequency clearly moves up as pressure increases, in line with the

physicalmodel. . . . . . . .. ... ... ... .
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3.6

4.1

4.2

In Vitro phantom testing results. a) Predicted and measured reso-
nant frequencies for the small and large phantoms across a range of
pressures. Measured values (points) were generated via vector fit-
ting on frequency responses, and error bars represent spread across
5 replicate measurements. Physical model predictions (dashed lines)
were calculated from measured parameters using equation 2.23. The
phantoms experienced some plastic deformation overnight between
measurements, leading to two different pressure-frequency curves
for each phantom. b) Measured vs. true fluid pressure for the small
and large phantoms (main plot), along with residual errors (inset).
Measured pressure values were calculated from equation 2.25, and
true values were taken directly from the pressure gauge. The close

agreement between measurements and true values indicates that our

resonance model is an accurate description of the physical system. . .

The benefits of multisine phase optimization. a) A multisine stimulus
covering 140-440Hz in 20Hz steps, with all components starting at
0 phase at time 0. Because the peak of the signal is normalized to
1 (the maximum output displacement of the audio transducer), the
total energy contained in the signal is relatively small. b) A multisine
stimulus covering the same frequencies, but with component phases

optimized according to Equation 4.2. Because the peak is much less

prominent, the total energy of the signal is significantly higher. . . . .

Artery identification and annotation. a) An example of an un-
annotated artery image. We can see the artery walls as two bright
horizontal features, along with some dimmer neighboring features
which we want to ignore. b) The same artery image annotated with
user-defined top and bottom wall ROIs (red dashed boxes) and com-

puted wall centers of mass (orange dots). The distance between the

wall centers of mass (orange line) was used to measure artery radius.
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4.4

4.5

An example of unscented Kalman filter (UKF) performance. a) Mea-
sured resonant frequency over a ~4 heartbeat period. The values
stay in a reasonably stable range but are noisy, showing only a weak
pulsatile pattern. b) Measured radius over the same period. The
behavior is more pulsatile than that of frequency, but it still shows
substantial noise. c¢) BP over the same period after passing through
a 12Hz lowpass filter vs the UKF. After lowpass filtering alone the
output BP is still significantly noisy, reflecting the noise in its input
parameters. The UKF, however, is able to effectively denoise by syn-
thesizing multiple streams of measurement information, producing a

far more physically plausible BP curve with more stable systolic and

diastolic values. . . . . . . . . . ...

A screenshot of the software used for real-time BP data acquisition.
Blue box: B-mode image of the target artery with wall ROIs drawn.
Green boxes: ultrasound parameter controls. Red box: real-time
output of measured BP curve, along with inferred heartrate and sys-
tolic/diastolic pressures. The numerical values and y-axis scale were
omitted during data collection to avoid bias. Purple box: Real-time

output of frequency response and wall velocities to allow for trou-

bleshooting. . . . . . . . . . ...

An example of resonant behavior observed in vivo in a carotid artery.
a) The phase component of the spectrogram of differential wall ve-
locity over time. The color map shows a gradient with a center which
shifts in time with the heartbeat. The overlaid best fit frequency (black
line) confirms that the resonant frequency is moving in a heartbeat
pattern. b) The magnitude component of the same spectrogram from
(a), showing the same type of synchronized shifts with heartbeat. c,
d) Individual point-in-time curves of the magnitude and phase of fre-
quency response; colors correspond to the times indicated by vertical
dashed lines in (a) and (b). As P increases, we see the magnitude
and phase curves both shift to the right while maintaining roughly the
same shape. e) Fitted resonance frequency plotted on top of measured
arterial radius. This makes it clear that the frequency and radius are

both changing synchronously with the heartbeat, as predicted by our

physicalmodel. . . . . . . .. ... ... ...

X1



4.6

4.7

4.8

4.9

A selection of computed BP waveforms from subjects in the initial
N = 6 feasibility study (solid lines), along with corresponding BP
cuff measurements (dashed lines). These BP traces have roughly the
expected shape and have systolic and diastolic pressures broadly in
line with the cuff readings. In segments with relatively low noise

we also have sufficient temporal resolution to pick out smaller-scale

waveform features such as the dicroticnotch. . . . . .. ... .. ..

Example blood pressure (left) and resonant frequency/radius (right)
measurements from three other sites: the axillary (shoulder) artery
(a,b), the brachial (bicep) artery (c,d), and the femoral (thigh) artery
(e, ). The CARDI-BP prototype device was able to detect resonance
and measure BP values in general agreement with those of a cuff in

all three arteries, indicating that the method is not just limited to the

carotid. . . . . . .

An illustration of the data capture setup for the clinical study. BP was
simultaneously measured using the CARDI-BP prototype ("Device")
on the carotid artery and an arterial catheter on the ipsalateral radial
artery, and intermittent measurements were acquired using an oscil-
lometric BP cuff on the contralateral brachial artery. Inset graphs
show expected example BP curves from CARDI-BP and the A-line;
note that CARDI-BP is expected to produce lower systolic peaks than

the A-line, as systolic BP is systematically lower in the carotid artery

compared to the radial. All vertical axes are in units of mmHg. . . . .

Plots showing overall correlation results for CARDI-BP measure-
ments in the clinical study. The top row shows results for a) diastolic
pressure, b) mean pressure, and c) systolic pressure across all indi-
vidual data windows, as well as a linear regression. For both DIA
and MAP the regression line lies close to the 1:1 line, and in every
case we get a fairly strong correlation of » > 0.6. The bottom row
shows the same results, but with all windows for each subject aver-

aged together to generate one data point per subject. This averaging

suppresses noise and increases correlationstor > 0.7. . . . .. . ..
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4.10

4.11

4.12

4.13

Aligned 30s traces of continuous BP from the A-line and CARDI-
BP. We see that CARDI-BP is capable of generating stable outputs
when the operator and subject remain still. The graph also shows
continuous MAP measurements from each device, calculated once
per heartbeat. MAP in the A-line shows slow sinusoidal variation at
the subject’s respiration rate, a pattern expected from prior literature.
This pattern is also evident in the CARDI-BP readings, indicating

that the method is picking up on BP changes over time. . . . . . . . .

Evidence of a cardiovascular disease from the BP waveform shape.
a) Example A-line traces from two different subjects, one showing
a typical healthy waveform and one showing possible aortic stenosis
(AS). A primary indicator of aortic stenosis is a prominent anacrotic
notch (a sloped bump just before the systolic peak), which is evident
in the red waveform. b) CARDI-BP traces for the same subjects in
the same time windows. Just as in the A-line, CARDI-BP waveforms
show an anacrotic notch in the red waveform but not in the blue wave-
form. This indicates that CARDI-BP is capable of measuring subtle

features in BP waveform shape, not just maximum and minimum

pressure values. . . . . . . ...

A depiction of the data QC chain for the clinical study and how
much data was rejected at each step. QC steps 4 and 5 from the text
are grouped into the "Window Check" box since both checks wer
performed simultaneously during rolling window selection. Overall,
35.6% of all collected data was included in the final results. Almost
50% of data were rejected due to insufficient scan stability, as it was
difficult for both the subject and operator to stay sufficiently still for

60 seconds. If a scan passed the variance checks, on average about

70% of that scan was included in the finaldata. . . . . . .. . .. ..

Plots with the same window statistics from Figure 4.9, but with
binned averages and linear regressions of these binned averages over-
laid. Data were divided into even 4mmHg-wide bins based on A-line
pressures, and each point represents the aveage of all CARDI-BP
measurements in that bin. The fact that the binned averages are well
aligned along a linear regression, without an obvious nonlinear pat-

tern, indicates that our underlying physical model and measurement

techniques are, on average, working quite well. . . . . . . . ... ..
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4.14

4.15

5.1

5.2

Plots of various statistics for CARDI-BP measurements of DIA, MAP,
and SYS compared to the A-line as the radius/frequency correlation
QC threshold is varied from 0.05 (very permissive) to 0.9 (very strict).
Presented statistics are a) Correlation, b) Bias (average of differences
betwen CARDI-BP and A-Line), ¢) Variance (standard deviation of
differences betwen CARDI-BP and A-Line), and d) The number of
windows passing QC. Black dots represent the QC threshold chosen
for results presented above. We can see that tightening QC leads to
significant improvement in correlation and variance, at the cost of
fewer passing windows. . . . . . .. ..o
A replication of plots from Figure 4.14, but with BP values averaged
for each subject. In contrast to the window statistics, subject statistics
do not show any consistent improvement as QC is tightened, and
indeed sharply worsen at the very strict end of the spectrum. This
lack of improvement indicates that this QC parameter is affecting
type 3 but not type 2 error. The sharp drop-off at the end is likely an
artifact of small-number statistics. . . . . . . ... .. ... .....
Demonstration of convergent behavior in the iterative stiffness esti-
mation approach. Each panel shows pressure/stiffness iteration tracks
for a randomly selected time step from a specified subject in the ini-
tial N = 6 in vivo feasibility study (circular scatter points and dashed
lines). Even though the iterations begin from initial conditions differ-
ing by 3 orders of magnitude in stiffness, they consistently converge
to the same final answer after only a few rounds of iteration. This final
answer is also consistently close to the initial linearized estimation
(triangular points) from Equations 5.13 and 5.14. . . . . . . . . . ..
Overall distribution of stiffness results. a) Histograms showing the
distribution of diastolic and systolic stiffness values. Both values
show similarly shaped distributions, with the systolic distribution
shifted upwards. b) Histogram showing the distribution of systolic/-
diastolic stiffness ratios. The large majority of scans showed higher

stiffness at systole than at diastole, as expected. . . . . .. ... ...
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6.1

Averaged values of diastolic and systolic stiffness for each of the 59
clinical study subjects that passed QC, plotted against the subject’s
age. Physiologically, we expect vascular stiffness to increase with

age. This trend is reflected in the data, with significant positive

correlations for both diastolic and systolic stiffness. . . . . . . . . ..

Examples of different types of stiffness vs. radius shapes observed
in clinical data. For ease of comparison, the x-axis represents the
radius of the scan normalized from O to 1, and the y-axis represents
the stiffness of the scan normalized such that its diastolic value is
1. Each panel shows representative stiffness curves of a given shape
class, obtained from 3 different subjects. The most common types
observed were linear (a) or sigmoidal (b), which are shapes that have
been seen in prior literature. In some scans stiffness was roughly
constant (c) and did not vary by more than 10% from diastole to

systole. Some scans exhibited more irregular behavior (d), suggesting

unexpected arterial dynamics. . . . . . ... ... L.

Sniff test illustration. a) An ultrasound view of the inferior vena cava
(IVC) and right atrium at a resting state. The IVC tends to curve in
starting from the top left of the field of view. Towards the bottom
right, the IVC expands and flows into the right atrium of the heart.
This IVC has a relatively small diameter of 18 mm. b) Another view
of the IVC in (a), from a different frame in the same video showing
the sniff. The high degree of collapse, combined with the low resting
diameter, indicates that this patient likely has a normal RAP. c¢) A
view of another IVC at rest, this one with a relatively large diameter
of 24 mm. d) Another frame of the IVC in (c), showing a sniff.

The low degree of collapse, combined with the high resting diameter,

indicates that this patient likely has an elevated RAP. . . . . . . . ..
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6.3

A2.1

A22

A2.3

A24

A25

A2.6

Examples of scans that could be confused with an IVC, or that are
in fact IVCs but are hard to identify. a) This is a vessel sloping in
the correct direction with a darker space to the right, but it is the
abdominal aorta rather than the IVC. b) This is from another region
of the heart, but the dark area in the middle right happens to resemble
an IVC starting to expand into the right atrium. ¢) This is an IVC, but
the scan is quite noisy and a lot of the vessel and atrium are obscured.

d) This is an IVC with an artery next to it. This artery would not

collapse during a sniff, which could confuse the sniff classifier. . . . .

Accuracy of cardiologist RAP estimates compared to true RAP values
from right heart catheterization, with various time windows allowed
between cardiologist and RHC measurements: a) unlimited time, b)
1 month, c) 1 week, or d) same day. Blue circle represent individ-
ual measurement pairs, and green boxes are the "correct" prediction
ranges. Reducing the time window significantly reduced the amount

of data available, but surprisingly only moderately increased predic-
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Flowchart describing the high-level data flow for BP measurement,

from raw ultrasound data acquisition to final outputs. . . . . . . . ..

Flowchart describing the data flow for generating B-mode images

from raw ultrasound returns using the CF-DMAS synthetic aperture

algorithm. . . . . . . . . . ... ..

Flowchart describing the data flow for converting raw pulsed Doppler

ultrasound returns into velocities. . . . . . . . . . . ... ... ...

Flowchart describing data flow for converting full-column Doppler

ultrasound velocities into arterial wall velocities, both "baseline" (due

to the heartbeat) and "multisine” (due to the audio stimulus). . . . . .

Flowchart describing the data flow for converting multisine wall ve-

locities into a frequency response spectrum, and fitting this spectrum

to obtain a resonant frequency. . . . . . . .. ... L.

Flowchart describing the data flow for combining synthesized B-

mode images and user-defined wall ROIs to measure arterial dimen-
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Chapter 1

INTRODUCTION

1.1 Ultrasound and Its Clinical Uses

Ever since the invention of the medical X-ray over 100 years ago, engineers have
devoted great effort to developing methods of peering inside the human body without
breaching the skin. Modern-day X-ray instruments using computational tomography
are capable of creating extremely detailed pictures of our bodies’ inner workings.
However, these machines are not only large and expensive, but they also require
exposure of the subject to potentially harmful radiation which must be applied in
controlled doses. The drive to develop an alternative to the X-ray led to the creation

of ultrasound, which uses audio signals rather than light waves to image the body.

At its core, ultrasound is the measure of acoustic impedances. The measurement
begins with the emission of an audio pulse of ~ 1 — 50 MHz directed into the
body. This range of audio frequencies propagates well in uniform, soft tissue with
a relatively low acoustic impedance. However, denser tissues, such as bone, cysts,
or the muscular walls of blood vessels and heart chambers have significantly higher
acoustic impedance. When the ultrasound pulse hits a boundary with one of these
tissues, the impedance mismatch causes a portion of the the pulse’s energy to be
reflected. Carefully listening for the strength and time delay of these reflected
echoes allows for the reconstruction of where these impedance mismatches exist in

the tissue.

The key advantage of early ultrasound scanners over X-ray imaging was the lack
of harmful radiation. This led to the early adoption of ultrasound technology by
obstetricians for prenatal imaging, as even low doses of X-ray exposure could be
harmful to a developing fetus. Because early medical ultrasound instruments were
large, expensive, and hard to operate, most other physicians initially preferred to stick
with X-rays, stethoscopes, and physical exams. Over time, however, the technology
gradually improved, yielding higher-quality images from smaller instruments that
could be wheeled to a patient’s bedside. Physicians began to find a wide variety of
diagnostic use cases for ultrasound which could not be easily replicated with X-ray,
such as localizing bleeding in trauma patients, looking for signs of cirrhosis in the

liver, or distinguishing a malignant tumor from a benign cyst. Modern ultrasound
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machines range from high-powered devices which can create detailed 3D renderings
of entire organs to ultra-portable devices which are operated from a smartphone.
This versatility has made ultrasound a standard part of any doctor’s training and an

indispensable tool in any hospital.

Among its many uses, ultrasound is particularly well-suited for imaging the cardio-
vascular system. The boundary between the muscular walls of arteries and heart
chambers and the blood contained within creates a significant acoustic impedance
discontinuity, leading to bright and detailed images. The continuous nature of ultra-
sound imaging allows doctors to investigate the dynamics of the heartbeat, including
valve function, cardiac chamber outputs, and artery distention. 3D ultrasound imag-
ing allows for accurate measurement of heart chamber volume. Doppler ultrasound
allows for direct visualization of blood flow, providing even deeper insight into
system behavior. Recent research efforts have moved beyond simple imaging, har-
nessing the power of ultrasound in innovative ways to measure previously invisible
mechanical properties such as shear wave speed in arterial walls [1] or stress in mus-
cle fibers [2]. This thesis continues along this line of inquiry, using ultrasound to
measure one of the most important parameters in the cardiovascular system: blood

pressure.

1.2 Thesis Outline

The bulk of this thesis focuses on the noninvasive measurement of continuous blood
pressure via the previously unstudied phenomenon of arterial resonance. Chapter
2 begins with an overview of blood pressure measurement technology, including
both modern clinical standards and the myriad of other research approaches which
have attempted to replace these standards, so far without much success. It then
provides a first-principles derivation of the arterial resonance approach to blood
pressure measurement, as well as an analysis of its feasibility and sensitivity. Chap-
ter 3 describes the prototype device and analysis methods designed conduct arterial
resonance measurements, and demonstrates that the physical equations we derived
very accurately describe behavior in an idealized in vitro model artery. Chapter 4
describes the additional analysis procedures needed to enable real-time blood pres-
sure measurement and shows initial feasibility results demonstrating that resonance
can be stimulated and measured in real human arteries. It then presents the results
of a 60-subject clinical study, demonstrating that arterial resonance can lead to ac-
curate BP measurements across a wide variety of physiologies and demographics.

Chapter 5 describes how arterial resonance also enables the measurement of arterial
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stiffness, which is recognized as an important indicator of cardiovascular health but

has been difficult to measure in an accurate, localized way.

The final section of the thesis, Chapter 6, changes focus from measuring blood
pressure in arteries to measuring pressure in the right atrium of the heart. It begins
by describing the clinical importance of this parameter for care management in heart
failure patients and how it is currently assessed using ultrasound imaging. Rather
than developing a new method of conducting this measurement, we instead leverage a
large dataset from the University of California, San Francisco cardiology department
which combines ultrasound scans of the heart with cardiologists’ measurements of
right atrial pressure based on these scans. Using machine learning, we develop
a model which can replicate and even improve upon the pressure measurements
generated by cardiologists. This model could allow for more robust and accurate
measurements of right atrial pressure, particularly in settings without regular access

to experienced cardiologists.



Chapter 2

BIOPHYSICS OF BLOOD PRESSURE AND ARTERIAL
RESONANCE

Blood pressure (BP) is one of the most important vital metrics for clinicians when
assessing patient health. Elevated BP, or hypertension, can be caused by either
chronic underlying conditions or acute stress and afflicts an estimated 31% of adults
worldwide [3]. It is associated with heart disease as well as a wide spectrum of
disorders from dementia to stroke, making it the global leading cause of premature
death [3], [4]. Depressed BP, or hypotension, is usually caused by acute events such
as shock or trauma, and it can also have severe consequences. Severe hypotension
results in insufficient blood circulation throughout the body, potentially leading to
organ damage and loss of life [S]. The risks associated with both hypertension and
hypotension make BP measurement a regular procedure in any medical setting, from

primary care checkups to intensive care units and operating rooms.

Measuring fluid pressure in a pipeline is generally not considered an engineering
challenge, as designers of artificial systems can easily place a pressure transducer
inside the pipeline during construction. Biological systems, however, do not come
with any measurement devices built-in. This has led engineers to explore dozens of
methods of BP measurement, but none has matched the standard set by transducers in
artifical pipelines: providing real-time, continuous pressure measurements without
breaching the arterial wall or performing calibration to an external source. This
chapter will provide an overview of current clinical standards for BP measurement
as well as the wide variety of research that has attempted to improve upon these
standards. It will then provide a theoretical derivation and feasibility analysis of our

novel approach to BP measurement: arterial resonance.

2.1 Background: Clinical Standards of Blood Pressure Measurement

The gold standard of clinical BP measurement is the arterial catheter, or A-line.
The catheter is inserted into the subject’s artery of interest (most often the radial
artery in the wrist), and BP is continuously recorded via a pressure transducer.
Because the measurement is taken directly from inside the artery, this is considered
the most accurate way to measure blood pressure. The continuous nature of the

measurement means that acute events leading to rapid BP changes can be identified
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immediately, which is of particular importance in critical care units and operating
rooms. Additionally, the A-line is able to measure the full shape of the blood
pressure waveform, rather than just maximum and minimum values. This shape
can provide significant clinical value beyond diagnosis of hypertension, such as
diagnosis of arterial valve stiffening [6], measurement of cardiac efficiency [7],

early identification of hypotensive crises [8], and assessment of vascular health [9].

Despite the value provided by A-lines, they are relatively rarely used due to a
number of limitations. Inserting a needle through the muscular wall of an artery is
significantly more difficult than the venous insertions typically used for blood draws.
The process requires at least two personnel with special training, and even then it
can take up to an hour to complete and may fail entirely up to 25% of the time due
to muscle spasms in the artery [10]. Successful A-line placements can still cause
significant discomfort for the patients, and they carry additional risks of infection,
hemorrhage, and ischemia (clot formation) [11]. As a result, A-lines are typically
only applied to a high-risk subset of patients in hospitals and are almost never used

in outpatient settings.

In almost all other scenarios, BP measurements are performed using an inflatable
cuff, or sphygmomanometer, placed on the upper arm over the brachial artery. To
perform a measurement the cuff is first inflated to a pressure well above the subject’s
systolic (maximum) blood pressure, or SBP, which cuts off all blood flow. The
pressure is then gradually reduced until blood flow is once again detectable, either
manually using a stethoscope or automatically using vibration sensors in the cuff.
The highest pressure at which blood flow is intermittently detected is recorded
as SBP, and the highest pressure at which blood flow is continuously detected is

recorded as diastolic (minimum) blood pressure, or DBP.

BP cuffs have gained widespread usage because they are easy to apply, noninvasive,
inexpensive, and generate results within minutes. However, they also come with
a variety of drawbacks. The primary limitation is that cuff measurements are
intermittent; gradually increasing and decreasing cuff pressure takes significant time,
and patients will generally not tolerate frequent re-measurements due to discomfort.
This response time may be substantially too slow for patients at risk of rapid health
deterioration, such as those in critical care units. Furthermore, these intermittent
measurements only provide maximum and minimum values for BP, removing the
diagnostic value of analyzing full BP waveform shapes. Finally, cuff use in practice

often results in wide measurement variability due to a number of factors, including



6

cuff size, body positioning, drug and alcohol use, and cold exposure [12]. As
determined in a recent meta-analysis by Dankel, Kang, Abe, et al. [13], this variation
leads to BP cuff measurement errors of up to 15.5mmHg for DBP and 20.2mmHg for
SBP when compared to A-line measurements. Patients and doctors would benefit
significantly from a technology which could provide the continuous and accurate
BP readings of an A-line but with convenience and non-invasiveness of an inflatable
cuff.

2.2 Background: Prior Work in the Field

The gap in performance and utility left by the two available clinical standards for
BP measurement has inspired a wide variety of approaches to the problem of non-
invasive blood pressure measurement, or NIBPM. This section will briefly review
the body of prior work and examine why none of these methods has achieved

widespread clinical acceptance.

The most established method of NIBPM is vascular unloading, which uses an inflat-
able cuff placed over the subject’s fingertip [14]. The cuff continuously measures
the level of blood perfusion in the finger on each heartbeat based on infrared light
transmission through the fingertip, and a control loop varies pressure in the inflatable
finger cuff to keep this perfusion volume constant. The variable pressure required
to maintain this constant volume is used to calculate a BP reading. Commercial
devices based on vascular unloading have gained regulatory approval and seen some

limited use in hospitals, but have not gained widespread acceptance.

The key limitation of vascular unloading is that it does not actually measure pressure
in an artery of interest; instead it measures a proxy (in this case perfusion force
in the capillary beds of the fingertip) and extrapolates from this value back to a
clinically useful BP number. While arterial BP is correlated to this proxy variable,
there is not a 1:1 physical relationship between the two, or even an empirical
relationship that is consistent across all subjects. Instead, the proxy-BP relationship
is generally calibrated for each patient individually based on a standard inflatable
BP cuff, and even then periodic re-calibration is often required to correct for drift
and can result in data blackouts [15]. These calibration steps and the uncertain
proxy-BP relationship create significant potential sources of error, and studies have
frequently found errors between finger cuffs and A-lines of over 25 mmHg [16],

[17]. Futhermore, commercially available vascular unloading devices typically cost
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upwards of $30,000, making them infeasible for widespread deployment beyond
well-funded hospitals.

Dozens of research groups have pursued NIBPM techniques using a variety of other
physical signals, including (but not limited to) light reflectance from blood (photo-
plethysmography) [18]—[27], pressure signals at the surface of the skin (tonometry)
[28]-[30], electrical conductivity of blood (bioimpedance) [31]—[34], pressure wave
velocity (pulse transit time) [21], [33], [35]-[37], reactive forces from cardiac ejec-
tion (ballistocardiography) [38]-[40], and millimeter-wave radar for waveform mea-
surement [41]. A more detailed summary of these methods is provided in Appendix
Table Al.1. Despite the wide variation in these techniques, they all share the same
common limitation as vascular unloading; they are only able to measure a proxy

variable that is correlated with, but not directly mapped to, true blood pressure.

Most of the above methods establish the proxy-BP relationship via calibration to
an inflatable cuff. However, even once calibration is performed, changes in subject
BP may not always lead to consistent changes in proxies. For example, Avolio et
al. [42] found that BP increases due to cycling stress tests significantly increased
pulse transit time, but similar BP increases from ice water immersion or hand grip
stress tests did not. Thus, these devices suffer from a compounding of errors due to
inherent measurement noise, inaccuracy in the cuff calibration reference, and drift
in calibration validity over time. Some methods have attempted to remove the need
for direct calibration by applying machine learning models which predict BP from
the measured proxies and other factors like subject demographics and heart rate
[19], [22]-[25], [39]. However, the accuracy of these empirically trained models
is limited by the diversity of training data, which could be especially problematic
for patients with extreme BPs or uncommon pathologies [43]. Such accuracy
concerns have prevented these various NIBPM devices from gaining significant

clinical acceptance.

Ultrasound-Based Approaches

In addition to the above work, some research groups have approached NIBPM
using ultrasound as a measurement modality [44]-[48]. A significant advantage of
ultrasound is that it is able to directly measure properties such as arterial radius,
distention, and blood velocity which can only be assessed in relative terms (if at all)
by other techniques. Furthermore, while traditional ultrasound devices are bulky

and require manual operation, recent advances have led to the design of flexbile,
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wearable ultrasound patches that can measure arterial characteristics [47], [49], [50].
By combining measurements of arterial cross-sectional area (A) and volumetric
blood flow rate (Q) over time, it is possible to measure changes in pressure via the
"QA" equation: [46]

2
dP dQ) L, dA o

E = Pblood (a E

This equation represents a direct physical relation between measured parameters and
blood pressure, in contrast to all of the correlated proxies described above. However,
it is still only able to measure relative changes in pressure over time; the absolute
baseline pressure must still be determined by calibration to a cuff. Furthermore,
since only dP/dt is measured, small errors in each measurement can quickly add
up and cause significant drift in inferred P if re-calibration is not performed. As a

result, the QA method has not yet seen clinical utility.

An alternative ultrasound-based approach which does attempt to extract absolute BP
is described by Zakrzewski, Huang, Zubajlo, et al. [51]. With this method, a force
gauge is attached to a standard ultrasound probe, and the user images their carotid
artery while pressing the probe into their neck with a gradually increasing force over
time. The observed distention of the artery and surrounding tissue is then matched
up with a pre-computed library of finite element models to extract DBP and SBP.
While this measurement technique does have a connection to absolute BP through
physics-based modeling, the actual data acquisition method is practically infeasible
in a clinical setting, and atypical patients whose anatomies do not match up with the

pre-computed model library could cause problems.

2.3 Arterial Resonance: A First-Order Approach

The focus this project was developing a model for continuous, absolute BP mea-
surement which calculates pressure directly from observables rather than relying on
correlated proxies or trained models. Both clinical standards for BP measurement
rely on reference to a known stimulus; the BP cuff measures the collapse of the artery
in response to a known external compression, and the arterial catheter measures the
reaction of a transducer with a known response function to the pressure exerted
by the blood itself. In contrast, almost none of the NIBPM methods described
above incorporate a known external stimulus. Instead, they rely on the subject’s
own heartbeat to perturb the artery and perform passive observation to measure the

artery’s response. The central problem with such methods is that the magnitude
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of pressure exerted by the heartbeat is unknown, so the system is left undercon-
strained; we know how it responded but not what exactly it was responding to. As a
result, such methods can measure how blood pressure changes relatively over time,
but they cannot establish an absolute pressure baseline. It is telling that the only
NIBPM method described above which does involve external stimulus application
(Zakrzewski, Huang, Zubajlo, et al. [51]) is also the only one which can measure
baseline absolute BP without inferring it via machine learning, albeit after the appli-
cation of an empirically tuned tissue model. This suggests that stimulus application

is the key missing ingredient in the development of calibration-free NIBPM.

Our novel approach to the NIBPM problem is Controlled Arterial Resonance for
Direct Identification of Blood Pressure, or CARDI-BP. The inspiration for this
method is the guitar string. If one simply walks up to a guitar that has already been
strung, there is no way to tell how much tension any given string is under just by
looking at it. However, the tension can be measured by plucking the guitar string
and measuring the frequency f at which it resonates. Specifically, because the string
is an elastic system its tension 7" is directly related to its wave velocity v,, and linear
mass density y as T = yv2. Because the string is fixed at both ends its baseline
wavelength will be 4 = 2L, and the wave equation dictates that v,, = Af. Putting
this all together gives us T = 4yL? f?; by measuring the string’s density, length, and

resonance frequency we can determine the absolute amount of tension it is under.

The key to extending this logic to blood vessels is Laplace’s Law, as illustrated in
Figure 2.1a. This states that for an elastic cylindrical vessel of radius a, the absolute

internal fluid pressure P and wall tension 7 are related as
P=T]/a. (2.2)

Passive observation is not capable of measuring an absolute value for 7 any more
than it can measure P. However, if we apply an external stimulus and resonate the
artery, we can apply guitar string physics to convert resonant frequency to tension
and thereby measure pressure. Because the arterial wall is a closed loop, its lowest-
order vibrational mode will contain two full wavelengths around its circumference,
as illustrated in Figure 2.1b. Substituting A = ma and y = ph for wall volumetric

density p and thickness A, we get

T = n’pha’ f? (2.3)
P =n’phaf?. (2.4)
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This equation provides the core of the CARDI-BP method; if we can stimulate
the artery to measure its resonant frequency while simultaneously measuring other

properties like dimensions and density, we can obtain an absolute measurement of

¢

Figure 2.1: Physical concepts underlying arterial resonance. a) An illustration of
Laplace’s Law, which relates the fluid pressure inside a cylinder (P) to the resultant
circumferential tension in the wall needed to contain that pressure (7). Because
blood pressure places the arterial wall under tension, we expect the wall to exhibit
resonant behavior. b) The lowest order resonant mode which can be excited around
the circumference of an artery, with the scale of deformation exaggerated. Colored
arrows represent velocities which would be detectable via Doppler ultrasound if the
probe were placed at the top of the page.

blood pressure without any external calibration or reference.

a) b)

WaII
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2.4 Arterial Resonance: A Detailed Approach

The result in Equation 2.4 is illustrative of the system’s general behavior, but it is far
too simple to be of practical use. Accurate BP measurement requires a more detailed
analysis of the system’s behavior. The physical model underlying CARDI-BP draws
from two disparate lines of analysis: one from aerospace engineering and the other
from biomechanics. The first set of analyses deals with vibrational resonance
modes in thin-walled cylindrical shells for large-scale industrial applications such
as fuel tanks and pipelines [52]. The second set of analyses examines the dynamics
of in vivo arterial walls by modeling them as long, thin-walled cylindrical shells
and using structural and fluid mechanics to calculate how these shells respond to
changes in pressure [53], [54]. While these two lines of analysis share fundamental
commonalities and assumptions, no work has combined them to create a model
of the resonant modes in pressurized arteries. Furthermore, all of these analyses

focused on deriving expected responses based on a known applied pressure. We
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show that by combining and inverting these relationships, it is possible to calculate

in vivo arterial blood pressure from measurements of its resonant response.

In order to extend the analysis of Arnold and Warburton [52] to the in vivo context,
their model must be modified using additional mechanical analyses to account for
various physical complexities which had previously only been analyzed in isolation.
These include the presence of a pressurized fluid inside the artery [55] and inertial
damping due to fluid mass inside and outside the artery [56], [57]. Furthermore,
we integrate established biomechanical analysis to account for effects such as the
significant distention of the artery as pressure changes and the nonlinear character
of its elasticity [53], [54].

Assumptions
We begin by making some simplifying assumptions to make analysis of this system

tractable:

1. The artery is a cylindrical shell with length L and a constant radius a, thickness
h, density pg, Poisson’s ratio v, and circumferential Young’s modulus E along

its entire length.
2. The artery is long and thin-walled, i.e., L > a and a > h.

3. The artery is surrounded by an incompressible fluid of constant density o

both inside and out.

4. All circumferential tension in the arterial wall is from either the internal blood
pressure or the wall’s inherent stiffness; no additional tensile or shearing forces

are exerted by, e.g., attached tendons or muscle fibers.

5. All induced vibrations can be treated as infinitesimal displacements, with
the associated wall displacements much less than a. Damping effects due to
viscosity of the internal or external media or viscoelasticity of the wall itself
can be modeled as a linear effect for the range of displacements induced by

the stimulus.

6. The circumferential Young’s Modulus of the arterial wall (E) behaves in a
linearly elastic manner in response to the small radius perturbations induced
by the stimulus. Such an assumption does not preclude changes in E over the

course of a cardiac cycle; it only asserts that changes in radius induced by
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the stimulus are small enough compared to heartbeat-induced radius variation

such that the vibrations do not change E.

These assumptions invalidate the model in some circumstances, such as when an
artery branches or turns sharply. However, they should hold reasonably true for
major arteries far from branch points and joints, such as the carotid artery in the

neck and the brachial artery in the bicep.

Mechanics of Cylindrical Shell Resonance

A cylindrical shell will support many natural modes of wall motion, each composed
of a superposition of an axial component consisting of m /2 wavelengths along the
length of the cylinder and a circumferential component consisting of n wavelengths
around the circumference of the cylinder, where m is an integer equal to or greater
than 1 and 7 is an integer greater than 1. In cylindrical coordinates of axial location
z and azimuthal angle 6, the radial displacement w of each point on the surface at
any given time ¢ can be expressed as a superposition of sinusoidal basis functions

given by

w(z,0,t) = Z A Sin % cosnfcos2nft (2.5)

for some scalar amplitude A,,,,. The general solutions for the equations of motion of
this system are quite complex for arbitrary system and depend on both circumferential
wavenumber n and axial wavenumber A, = mma/L. In a system with L > a,
however, we have n > A,,, so the contributions of the axial modes are greatly
suppressed compared to the circumferential ones. Neglecting terms proportional to

A, the resonant frequencies take the form of roots of a cubic polynomial: [55]

0=«> - Kxk* + K1k — Ko (2.6)
_ 4npsa®(1 —v?) fz @7

E
Ko = % (n8 _ o+ n4) 4 %aq 2.8)
K| = 1% (n4 + nz) + lg;az + %ag 2.9)
Ky = 1+3;Vn2+ 1;122 (it +02) + 1 f;% (2.10)
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where «, K;, and «; are dimensionless parameters. In a damped system the lowest
frequency resonant mode is generally the easiest to excite as first-order damping
forces will increase with frequency for a given magnitude of displacement; thus, we
focus our attention on the n = 2 mode. Finding the smallest real root of Equation

2.6 and converting from « back to f with n = 2 yields

Co—+/C2-C)

2

.= 2.14
Frac 2472(1 — v3)ha*ps (2.14)
Co = 5SEh(3a® + h?) + 124°P (2.15)
Ci = 12Ea*h(36a>P — 4ah*P + 9ERL?). (2.16)

Inertial Contribution of the Surrounding Medium

The above resonant frequency is written as f,,. because the analysis of Fung,
Sechler, and Kaplan [55] is only valid when the shell is in an environment where
the mass of the surrounding medium can be neglected, so all inertial contributions
come from the shell itself. This makes sense for metal pipelines or tanks containing
pressurized gasses, but it is clearly invalid for arteries where the surrounding blood
and tissue have a similar density to the arterial wall itself. To account for this, we
incorporate the work of Lindholm, Kana, and Abramson [56] and Warburton [57].
These works show that the unstable pressure exerted by the internal and external
fluids at the fluid-wall boundary each affect resonant behavior by adding an effective

inertial mass term:

int = _rmz 2.17

L fnt apL/lm]rlz (/lm) ( )
Ky (Am)

= —_— 2.18

where 7, and K, are modified Bessel functions of the first and second kind and 7, K,
are their derivatives. In general we know that the acceleration of a system under a

given force is inversely proportional to its mass, and taking the second derivative of
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Equation 2.5 we can see that 9>w/0t> o f2. Thus, the addition of effective mass

from the surrounding medium will scale down our result from Equation 2.14:

fove  PSh+MLjn + ML exy

o psh

pLa Iy (/lm) + K, (/lm)
psh | Anly (Ay)  AnK) (Am) |

(2.19)

=1+ (2.20)

Applying the previous assumption of L > a (and thus 4,, = mma/L ~ 0) and

plugging in n = 2, we can take the limit of these Bessel function ratios as 4,, — O,

yielding
@ = 2n pLa (2.21)
12 n2+1psh
4pL a
=1+-—-. 2.22
5 ps I (2.22)

Solving for Pressure
We now have everything we need to solve for pressure. The proper resonant fre-

quency, accounting for inertial mass, can be written as

2
. GG -G

= 2.23
! 2472(1 = v3)a3s (223)
4
§ = ahps + gaz,oL. (2.24)
Inverting this equation to solve for pressure yields
9¢* -5 (3a +a®) D +3D?
= (2.25)
—4(9a - a3) + 12D
a=h/a (2.26)
pa’f*
D =4n*(1 - VZ)T (2.27)
4
p=aps+pL (2.28)

where a and D are dimensionless parameters and p has units of volumetric mass

density. Following Fung, Sechler, and Kaplan [55], Equation 2.6 can be simplified
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by neglecting tangential inertial forces in the cylinder, yielding a linear relationship

between k and P:

W 4, Pa , 2
~ 12a2n + 5" (1 =v%) (2.29)
h? 1
2

~ + 2.30
Joae 3n2ps(1 —v¥a* nlpsah (2.30)
2~ il E+— (2.31)

T 3n2p(1 = v2)dd nlpa? '
P~ n’pa’f?* - h—3E (2.32)

3(1 = v3)a’

This linearization exactly recovers our original behavior from Equation 2.4 if p; =
E = 0, reflecting the fact that this original simplification ignored the inertial mass
contribution of the surrounding medium and tensile forces due to the material’s
inherent stiffness. Equations 2.25 and 2.32 are the key pressure calculation formulae
underlying CARDI-BP and will be used throughout the rest of this work, depending
on whether working with the full or linearized equation is more tractable.

2.5 Parameter Measurement
Using either of our equations for pressure requires determining the values of seven

parameters:

1. f: Arterial resonant frequency
2. a: Arterial radius

3. h: Arterial wall thickness

N

. ps: Density of the arterial wall

91

. pr: Density of the fluid surrounding the arterial wall

6. v: Poisson’s ratio of the arterial wall

~

. E: Young’s modulus of the arterial wall.

These can be broken into three categories; those that are directly measured (1-3),
those whose values can be assumed constant (4-6), and those which must be inferred

based on arterial dynamics (7).
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Directly Measured Parameters

In order to embody CARDI-BP into a device, we must pick a measurement modal-
ity which is able to simultaneously measure arterial radius, thickness, and resonant
frequency. The obvious choice for measuring arterial dimensions is ultrasound.
While ultrasound is less precise than methods like computational tomography and
magnetic resonance imaging, it is far less expensive, portable, and free from harm-
ful radiation. For these reasons, clinical studies which assess arterial dimensions

primarily rely on ultrasound to make these measurements, even for small features
like wall thickness [58]-[60].

Selecting a method of measuring arterial resonant frequency is less obvious, as such
measurements have never been performed. Fortunately, previous work in related
areas like shear wave elastography (SWE) has shown that ultrasound is capable of
detecting very small displacements in arterial walls generated by an audio stimulus
[2], [61]. If we stimulate the artery at various frequencies and measure its response,
the resulting magnitude and phase curves should show characteristics of resonance,
i.e., a peak in magnitude and sigmoidal transition in phase. Thus, using ultrasound
as our sole measurement modality should allow us to simultaneously assess radius,
thickness, and resonant frequency. An embodiment of this device is illustrated below
in Figure 2.2, which consists of two separate components; a speaker to stimulate
arterial resonance and an ultrasound wand to measure both the resonant response and
arterial dimensions. Further details on exactly how the device and measurements

are implemented are provided in Chapters 3 and 4.

Assumed Parameters

Ultrasound cannot be used to directly measure material density or Poisson’s ratio.
Fortunately, these parameters can be assumed to hold constant across individuals.
The IT’IS database of tissue properties shows that arterial walls and blood have
fairly stable densities of 1102 kg/m> and 1050 kg/m?, respectively [62]. The density
of the tissue surrounding the artery is a bit less well-defined, as it depends on the
artery’s location and surrounding physiology. However, most soft tissue types in
the IT’IS database have densities between 1000 and 1100 kg/m3, SO we assume an
average density of 1050 kg/m> for the surrounding tissue as well. Finally, prior
studies have shown that the arterial wall is very nearly incompressible [63]-[65], so

we can assume its Poisson’s ratio will be v = 0.5.
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Figure 2.2: An illustration of a device embodiment which uses the CARDI-BP
method to measure blood pressure in the carotid artery. The device consists of
two attached components; an audio-frequency speaker which stimulates arterial
resonance, and an ultrasound probe which measures both the resonant response and
arterial dimensions. While this version of the device requires handheld operation,
future versions could incorporate the speaker and ultrasound probe into a wearable
form factor.

Young’s Modulus Measurement

The only remaining parameter to be measured is Young’s modulus, which is a
measure of the stiffness of the arterial wall. The value of this stiffness can vary
substantially between individuals due to differences age, pathologies, and vascular
muscle tone, so assuming a constant value is not feasible. Furthermore, within
a given artery the Young’s modulus changes significantly over the course of a
heartbeat, with stiffness starting at a minimum in diastole and rapidly increasing
during systole [66], [67]. Thus, we need a way to measure stiffness continuously
over the course of a heartbeat. Prior studies have used ultrasound to conduct
this measurement based on a combination of the Moens-Kortweg [53] (first term)
and Bramwell-Hill [54] (last term) equations, which are related but independent

measures of pulse wave velocity down the length of the artery: [44]

Eh A dP
- s 2.33
‘ \/2PL61 pr dA (239
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where c is pulse wave velocity and A is arterial cross-sectional area. Rearranging
the latter two terms and substituting A = 7a? yields a useful equation for calculating

Young’s modulus based on changes in pressure:

Eh nma*dP
—_— = 2.34
2a 2ra da (2.34)
a* dp
E=——. 2.35
h da ( )

Prior studies which utilized this relationship measured a and & with ultrasound, but
relied on an external reference such as a cuff or tonometer to measure pressure. We
replace this external reference with pressure measurements generated by Equation
2.25. This creates a recursive relationship, as these pressure measurements are
themselves dependent on the value of E I’'m measuring. This interdependency can
be resolved using the Gauss-Seidel method. First, a physiologically reasonable value
for E is chosen as a starting point, and P is calculated at all radii based on this value
using Equation 2.25. These P values are then used to calculate E using Equation
2.35. By repeating these two steps, both P and E converge on a self-consistent set
of values that satisfy both Equations 2.25 and 2.35. Importantly, this method does
not require E to be constant at different times. Instead, it provides instantaneous E
estimates at the same rate that pressure and radius measurements are generated. A
more detailed investigation of the convergence of this method and its results is the

focus of Chapter 5.

2.6 Feasibility and Sensitivity Analysis

We have now established that it should be possible, in theory, to generate blood
pressures based on the measurement of arterial resonance. However, this does not
guarantee that such measurements will be practically obtainable in real arteries.

This section is focused on investigating these practicalities.

Expected Resonance Frequencies

The first question to answer is what frequencies real arteries should be expected
to resonate at. The parameters of our system dictate a "sweet spot" of frequencies
which can reasonably be measured. This sweet spot is bounded on the low end
by heart rate, which can range up to ~4Hz in humans. If the resonance is not
significantly faster than this heart rate we will get at best an averaged resonance
behavior that cannot distinguish systole from diastole. On the high end, the sweet
spot is bounded by the rate of measurements attainable with ultrasound. Standard

ultrasound techniques for measuring target velocity have a minimum period dictated
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by the round-trip time for sound to travel from the probe to the target and back.
For artery depths up to 4cm under the surface of the skin, the fastest possible
measurement rate is ~20kHz; if the resonance is not significantly slower than this,

we will run into undersampling problems.

Table 2.1 shows expected resonance frequencies for three different arteries where
BP measurement would be of clinical interest; the carotid artery (in the neck), the
brachial artery (in the bicep), and the radial artery (in the wrist). Each artery is
analyzed under low-frequency (i.e., low pressure, high radius) and high-frequency
(i.e., high pressure, low radius) conditions to get an idea for the range of expected
resonance frequencies which may be measured in the artery. Listed parameters are
taken from prior literature to represent the range of what might commonly be seen
in adult patients under non-extreme conditions [68]—-[70]. All of these frequencies
fall in the range of 100-1500 Hz, and fortunately this lies squarely within our sweet
spot. This indicates that it should be possible to measure arterial resonance with
ultrasound and that this resonance should vary quickly enough to track BP changes

over the course of a heartbeat.

Artery 11122?):;2(: Pressure | Radius | Thickness Young’s
Frequency (Hz) (mmHg) | (mm) (mm) Modulus (MPa)

(iirv(;ﬁ;) 122 40 5 0.5 0.1
(E?gl)at?) 459 130 3 03 !

1(35331 l;l; 245 40 2.5 0.25 0.1
?I;fgcffi% 918 180 | 15 | o015 |

(Eifj ?) 382 40 1.6 0.16 0.1

( Iliie:gd&a}) 1378 180 1.0 0.1 1

Table 2.1: Expected resonance frequencies for three different arteries that would be
likely clinical targets for measurement. Each artery is analyzed in a low-frequency
state (i.e., low pressure, high radius) and a high-frequency state (i.e., high pressure,
low radius). The predicted range of frequencies falls significantly above human
heart rate (~4 Hz) and significantly below the sampling limit of ultrasound (~20
kHz), making CARDI-BP potentially viable on any of these three arteries.
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Sensitivity Analysis
Another important practical consideration is the sensitivity of the final pressure
output to its various input parameters. We begin with the standard formula for
propagation of error under the assumption that errors in various parameters are in-
dependent and uncorrelated, where o; represents the standard deviation of parameter

i and |y denotes the measurement reference state:

02~8—P02+6—P02+6—P02+6—P02
P> \arl, ) T\oal, ) T\anl|, ") T\eE|, "
oP > (0P > (oP| \*
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(e ) (s e) (&) - e

In order to make the derivatives tractable to gain intuition for system behavior, we

start with the linearized equation 2.32, yielding

oP|\* _ g 3
7l _?[4+O(a )| (2.37)
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Note that we have expanded each error term about small values of the parameter
a = h/a to give intuition about the relative scale of the uncertainties, since « is
assumed to be a relatively small parameter for our system. The terms f, a, and pp
all have order-unity leading terms, indicating that they will be relatively important
in contributing error. In contrast, the terms A, E, pgs, and v have order-a? or higher
leading terms, indicating that they will be relatively unimportant in the total error
budget.
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We can substitute representative values into the above equation to quantify how
much each term contributes to the overall error budget. Assigning values to each
parameter corresponding to a typical carotid artery (ap = 4 mm, fo = 270 Hz,
ho = 0.6 mm, Ey = 0.385 MPa, pg = 1102 kg/m?, p; = 1050 kg/m?, and v = 0.5)

gives:

op oy 2 Oa 2 oy 2 OE 2
— =~ 4.4 (—) +4.4 (—) + 0.00024 (—) +0.0028 (—)
Py 0 ao ho Ey

2 2 211/2

o o oy,

+o.o3o(ﬂ) +0.77( ’”) +o.oo12(—)] . (2.44)
PSo PLO Vo

The numerical coefficients in Equation 2.44 are broadly in line with expectations
from leading-order scaling in Equations 2.37 to 2.43, with error terms for f, a, and
o1 over 10x more prevalent in the final error budget than error terms for 4, E, pg,

and v.

Variability of Measured Parameters

Equations 2.37 to 2.40 indicate that errors in thickness and stiffness will propagate
very weakly into our final pressure estimate, but we will be significantly sensitive to
errors in resonant frequency and radius. For either of these parameters, a measure-
ment error of 5% (corresponding to 13.5Hz in frequency or 200um in radius in the
above example) would lead to over a 10% error in pressure, which could be prob-
lematic in a clinical setting. As we shall see in Chapter 4, it is practical to measure
arterial stimulus response in 20Hz increments, which is not enough precision on its
own to yield acceptable accuracy in pressure; getting past this precision limit re-
quires the use of curve fitting techniques. For radius, running ultrasound with pulses
at SMHz (roughly the value used in this work) can yield raw spatial resolution of up
to 300um when analyzing a single return channel; once again, this is insufficiently
precise on its own. Attaining higher resolution requires dynamic focusing of the
image using multiple channels of return information as well as image analysis and
denoising processes. The techniques we implemented for resonant curve fitting and

image analysis will be described in Chapter 3.

Variability of Assumed Parameters
Equations 2.41 to 2.43 indicate that error in arterial wall density and Poisson’s ratio

will propagate very weakly into our final pressure estimate, but we will be sensitive
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to errors in fluid density. Since this parameter is given an assumed value, we need
to obtain an estimate for what the underlying variance around this assumption might
be.

The IT’IS database lists the density of blood as 1050 + 17 kg/m?, so it may be
expected to vary by about 1.6%. However, blood only constitutes half of the total
inertial mass contribution from the artery’s surroundings; the other half comes from
the surrounding tissue. This component is harder to quantify, since we do not know
exactly what tissue the artery will be embedded in. Most types of soft and connective
tissue in the IT’IS database have densities of roughly 1050 kg/m> as well, which
is why we use blood density to represent the total surrounding medium. If we are
5% off in our estimate of external medium density (i.e., the tissue in which the
artery is embedded has a density close to 1000 or 1100 kg/m?, towards the extreme
of soft tissue densities in IT’IS), this would translate to a roughly 2% error in the
final pressure estimate based on equation 2.44. An outlier in soft tissue density
is fat deposits, which have a density of only 911 kg/m>. Central arteries such as
the carotid are generally not surrounded by fat deposits except in mordibly obese
patients with poor muscle tone; for such patients, a special correction to the density

term may be necessary.

Even though our pressure equation is not directly very sensitive to Poisson’s ratio,
at multiple points later in this research we will assume arterial incompressibility
(i.e., v = 0.5), in line with common arterial models in the literature [71]. Thus,
it 1s relevant here to consider how robustly this assumption can be expected to
hold. Multiple groups have compressed ex vivo arterial tissue and measured its
volumetric strain AV /V, finding values between 0.2% and 2% [63]-[65]. This
implies true values for Poisson’s ratio between 0.49 and 0.499 and indicates that our

assumption of arterial incompressibility is a safe one.

A final assumed parameter to consider is the speed of sound. While this does not
appear explicitly in our pressure equations, it is implicitly involved in the calculation
of arterial dimensions. In particular, arterial radius is calculated by taking the time
delay in echoes between the top and bottom arterial walls and converting this travel
time into a distance using the speed of sound in blood. Ultrasound processing
techniques generally assume a constant sound speed of 1540 m/s, regardless of
tissue type [72]. This assumption of a constant speed is necessary for generating
coherent images without a priori knowledge of the spatial distribution of tissue types

that will be imaged. However, the speed of sound in blood has been measured as
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1578 £ 11 m/s [62]. To account for this, during in vivo data analysis all B-mode
images were generated using the standard sound speed of 1540 m/s, but all calculated

radii were scaled up by a factor of 38/1540 = 2.5% to account for the speed of sound
difference.
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Chapter 3

IN VITRO TESTING

The physics model we have derived for the CARDI-BP method has not previously
been described or tested. Thus, before applying the model to human arteries it was
important to test it on an idealized system which matched the assumptions of Section
2.4 as closely as possible. This chapter will describe the measurement device and
data analysis procedures which were used to perform CARDI-BP measurements, as

well as the setup and results of our idealized in vitro testing.

3.1 Measurement Device

The measurements we need to perform in order to obtain pressure can be done with
standard ultrasound acquisition modes, namely B-mode (for arterial dimensions)
and Doppler (for resonant response). However, performing analysis requires both
access to raw data from ultrasound returns and precise synchronization between
the ultrasound pulses and our audio stimulus source; neither of these is possible
with standard commercial ultrasound devices. Instead, we constructed our own
ultrasound system consisting of an off-the-shelf Acuson 6L3 ultrasound imaging

probe (Acuson, Mountain View, CA) with a custom backend.

Interfacing between a control computer and the backend is performed via two
software-defined radios (USRP N210 from National Instruments, Austin, TX). The
first powered the ultrasound transmit and receive chains. The transmit chain used
a bipolar high-voltage pulse generator (MAX4940 from Maxim Electronics, San
Jose, CA) to generate ultrasound pulses from one of 16 piezoelectric elements on
the probe, selected via a multiplexer. Returns from these elements were routed to a
low-noise amplifier (AD8336, Analog Devices, Wilmington, MA) via an automatic
transmit/receive switch (MDO100 from Microchip, Chandler, AZ) and sampled by
the N210’s analog-digital converter, which operated at 25 MHz. The receive chain
was linked to an additional 16 elements via a separate amplifier for a total of 32
receive elements, of which 2 could be recorded simultaneously. Raw returns from

the receive chain were recorded for both real-time and post-processing.

The additional component needed to enable our resonance measurements was an

audio stimulus driver, which was controlled by the second software-defined radio.
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In principle, we could have used high-intensity focused ultrasound (HIFU) to drive
arterial displacements using the ultrasound probe[61]; however, this would have
required more complicated engineering in our transmit chain and would have also
raised potential safety concerns[73]. Fortunately, the resonant frequencies we ex-
pected to drive were in the range of 100-1500 Hz (see section 2.6), which is well
within the range of commodity speakers. Standard speakers are designed to broad-

2*5_1
b

cast sound into air, which has an acoustic impedance of roughly 400 kg*m™
while skin has an acoustic impedance of roughly 1.6 x 10 kg*m=2*s~! [62]. As a
result, audio energy broadcast from standard speakers is almost entirely reflected at
the air-skin boundary and very little stimulus reaches the artery. Instead, we gener-
ated our audio stimulus using moving-coil drivers (BC-10 from Ortofon, Nakskov,
Denmark), which are designed to transmit acoustic energy directly into tissue and
typically employed in bone-conduction headphones. For symmetry, one driver was
attached to each side of the ultrasound probe via epoxy with the broadcast surfaces
leveled such that the probe and both drivers could all be placed in simultaneous
contact with the subject’s skin. The form factors of the device and in vitro target are

illustrated below in Figure 3.1.

A

L Ultrasound
/ \Transducer

Pressure
Gauge

Tissue-Mimicking i Syringe
Medium "
Rubber Tubing N

(Mock Artery)

Figure 3.1: Anillustration of both the measurement device and the phantom used for
in vitro testing. The device consists of a commercial ultrasound probe with attached
speakers, which simultaneously conduct imaging and stimulate vibrations in the
target. The phantom consists of rubber tubing suspended in a tissue-mimicking
medium, with a syringe at one end to apply internal fluid pressure and a gauge at
the other to precisely measure this pressure.
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3.2 Signal Processing

Ultrasound Pulse Chirping

Forming a 2D cross-sectional image of the volume being assessed by the ultrasound
probe, referred to as "B-mode" imaging, is essential for measuring arterial dimen-
sions. An important consideration for this imaging is the shape of the pulse used.
When an emitted pulse reflects off of a point source, the receiving element will see
the same scaled pulse shape scaled down by some attenuation factor. The location
of the reflector is then localized by correlating the received signal with the original
pulse. As shown in Figure 3.2a-b, applying this procedure to a single-frequency
signal leads to a very wide autocorrelation, which in turn would lead to blurry im-
ages after autocorrelation is applied. This behavior can be substantially improved
by using a pulse with a linearly time-varying frequency, more commonly referred

to as a chirp [74]:

. (W] — W
x(t) = sin (¥

2
ot a)ot) 3.1)

where angular frequency sweeps from wq to w; and T is the total length of the pulse.
Figure 3.2c-d shows autocorrelation results for a chirp spanning 3 to 6 MHz, which
is the response range of our 6L.3 ultrasound probe. This autocorrelation shows a

significantly sharper peak, leading to more precise localization of reflection sources.

Synthetic Aperture Imaging

Almost all commercial ultrasound instruments use beamforming to focus transmitted
ultrasound pulses onto an area of interest; however, this was not possible with our
device as we could only transmit from one pixel at a time. Instead, we used synthetic
aperture (SA) imaging [74], a family of imaging algorithms which synthesize returns
from a series of single-pixel transmissions to create a full image which is focused
everywhere. The most basic SA algorithm, referred to as Delay-And-Sum (DAS),
begins by converting each individual ultrasound return into an image. This is done
by converting each pixel location in the image into a time delay based on the distance
from the pixel to the transmit/receive elements and the speed of sound in the medium.
Each pixel is then assigned an value equivalent to the intensity of the ultrasound

return at the corresponding delay time. This can be summarized mathematically as

N
1
SDAS(t ]) N E l‘+Al‘l] 3.2)
i=1

Atj = 6;j/c (3.3)
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Figure 3.2: The benefits of using a chirped pulse. a) A single-frequency pulse at the
center frequency of our transducer. b) The autocorrelation of this single-frequency
pulse. The significant spread in energy far from the central peak would lead to blurry
images. c) A chirp pulse with frequency linearly ramping across the bandwidth of
our transducer. d) The autocorrelation of this chirp pulse. The energy in this
autocorrelation is significantly suppressed away from the central peak, leading to
sharper images.

where Sp s 1s pixel intensity, 7 is the starting time for image construction, j indexes
pixel location, i indexes transmit/receive element combination, At;; is the time delay
factor for element combination i and pixel j, s;(t + Af) is the measured ultrasound
return from transmit/receive combo i at time 7+At, ¢;; is the round-trip distance from
the transmit element to pixel j and back to the receive element, and c is the speed
of sound in the medium. Since any pixel with the same ¢;; corresponds to the same
delay, a point-source reflector will be "imaged" by a single return as an elliptical
arc with foci at the transmit and receive elements. When many delay-based images
from many transmit-receive pairs are added together (the "sum" part of DAS), the
areas of the image with actual reflector sources will constructively reinforce while

arcing artifacts in other areas will, on average, cancel each other out.

In practice, DAS imaging requires averaging across many elements to suppress arc-

ing artifacts and attain a useful lateral resolution; this makes it unsuitable for our
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device with 16 transmit and 32 receive elements (see Figure 3.3a,b). Multiple im-
proved SA methods have been proposed to increase imaging performance with fewer
elements by utilizing phase information from returns in addition to magnitude. The
most successful method for our application was CF-DMAS [75], which combines
CF-DAS (delay-and-sum with a coherence factor) with DMAS (delay, multiply, and

sum):

5 3
( i\ /s;(t+Atl-j)) — YN s (t+ Any)

2
(S0 15 e+ )]} = 2, | (1 -+ Ay
S; (t + Alij) = aj;Si (f + Al‘,‘j) 3.5

Scr-pmas(t,j) = (3.4)

where a;; is an apodization factor. This factor stems from the fact that piezoelectric
elements are most sensitive to signals which arrive normal to their face, and this
sensitivity falls off as the angle from normal increases; thus, returns for pixels with
extreme angles to a transducer element are suppressed. Rather than the approximate
Hanning window used in Jeon, Park, Choi, et al. [75], we used a more exact form
derived in Selfridge, Kino, and Khuri-Yakub [76]:

a;jj = f(6,)f(6,) (3.6)
_ sin(nd/Asin 6)
1) = nd/Asin 6 050 3.7)

where 6; and 6, are the angles from normal between pixel j and the transmit
and receive elements of combination 7, respectively, d is the element width in the
transducer, and A is the average wavelength of the transmitted ultrasound pulse.
We also modified the procedure of Jeon, Park, Choi, et al. [75] by converting real-
valued ultrasound returns into their complex equivalents using a Hilbert transform,
generating more accurate phase information. As shown in Figure 3.3c, the CF-
DMAS procedure generated significantly better images of point targets than simple
DAS; examples of in vivo images of arteries using CF-DMAS are shown in Chapter
4. A flowchart summary of the CF-DMAS procedure is provided in Appendix
Figure A2.2. Final images were generated with a pixel size of 100um and a total

size of 2.8cm wide by 4cm deep.

Doppler Velocity Measurement
The first step in measuring the resonant response of an artery (or arterial phantom)

is measuring its wall velocity. This was done using single-element pulsed Doppler
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a) Ideal b) DAS c) CF-DMAS

Figure 3.3: The benefits of CF-DMAS image synthesis. a) The layout of a commer-
cial ultrasound phantom used for this test, which uses thin nylon threads to simulate
ideal point targets. b) An image from our device with DAS image synthesis. While
the point targets can be made out, there are many wide arcing artifacts that signif-
icantly clutter the image. c) An image from our device using the same ultrasound
parameters but with CF-DMAS image synthesis. While noisy artifacts have not
been entirely eliminated, they have been drastically suppressed compared to DAS
imaging.

ultrasound [77] which, despite its name, does not actually rely on the Doppler
effect. Instead, the target of interest is interrogated at a high rate using repeated
ultrasound pulses from the same element. If the target is stationary, these pulses will
all generate the same return. However, if the target moves slightly between pulses
its return will keep the same shape but shift slightly in time. This shift is measured
by taking the difference in return phase (as determined via the Hilbert transform)
across consecutive returns; a higher velocity will lead to a larger shift in the return
and thus a larger change in phase. The conversion factor between phase change and
physical velocity units of m/s depends on factors such as the ultrasound pulse shape,
speed of sound, and Doppler pulse repetition frequency. We determined this factor

by simulating returns from a perfect point reflector moved by controlled amounts.

Applying this velocity extraction to an entire Doppler return will generate a separate
velocity for every return sample at every pulse interval. These velocities were first
bandpass-filtered in the time domain using a 4th-order Butterworth filter with cutoffs
at 50 and 1000 Hz to suppress signal far from our range of stimulus. To isolate
the velocity of an arterial wall, we started with a user-defined window centered on

the wall of interest. The darkest 75% of samples in this window (as measured by
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magnitude of the chirp-correlated return) were discarded, and the velocities of all
remaining samples were averaged with weights proportional to the magnitude of
return of each pixel. This procedure was applied separately to the top and bottom
wall of the artery, generating a velocity vs. time measurement for each. Summary

flowcharts of this process are provided in Appendix Figures A2.3 and A2.4.

Resonance Extraction

The n = 2 resonance mode we hoped to stimulate and measure is characterized by
the top and bottom walls moving opposite from each other (see Figure 2.1b); thus,
the velocities of the top and bottom walls were subtracted to generate a differential
velocity measure. A digital lock-in amplifier was then applied to this differential
velocity to extract the magnitude and phase of its response at each stimulus frequency
(Figure 3.4). While the phase of this differential response should follow a sigmoid
characteristic of resonance, the magnitude will be determined by both the artery’s
resonant response and the response function of the audio transducer. To account
for this, the differential response magnitude at every frequency was divided by
the common (i.e., adding the wall velocities) response magnitude at that frequency
(Figure 3.4a). This was based on the assumption that there was no resonant behavior
in the common mode response, which meant that variation in magnitude at different
frequencies was due solely to the response function of the audio transducer; this
assumption was supported by the nearly flat phase response of the common mode

signal (Figure 3.4b).

As mentioned in section 2.6, final pressure determination is significantly sensitive
to error in resonant frequency, so simply taking the frequency of maximum re-
sponse was not sufficient. Thus, we performed curve fitting on the response to
improve precision beyond the granularity of the individual stimulus frequencies.
The functional form of this fitted curve would ideally be determined from physical
analysis of the system; however, the unknown nature of damping forces made this
intractable. Instead we applied the vector fitting algorithm [78], which models an
arbitrary complex frequency response H( f) as a sum of rational functions:
H(f)=3sN_ " +d+fe (3.8)
if —am
where f is frequency, a,, and r,, are complex poles and residues, respectively, and
d and e are real linear offset parameters. In particular, a resonant system will have a
complex conjugate pair of poles. Vector fitting is an algorithm which uses iterative

least-squares fitting to find an optimal set of values for (r,,, a,,, d, e) which best
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Figure 3.4: Example of a resonant response in the phantom. a) Magnitude response
for differential, common, and normalized wall motion in the small phantom at 135
mmHg. Differential magnitude shows a sharp peak characteristic of resonance,
while common magnitude shows a gradual change due to non-flat response of
the stimulus speaker. To normalize the resonant response we divide differential
magnitude by common magnitude, removing the effect of speaker response and
leading to a sharper resonant peak. b) Phase response for differential and common
wall motion. Differential phase shows a drop of & radians centered around the peak
in magnitude response, characteristic of resonance. Common phase, in contrast,
barely changes, as expected due to lack of common wall motion in the n = 2
resonance mode.

match the observed frequency response of the system. The final fitted resonant
frequency of the system is represented by the magnitude of our complex conjugate
pair of poles; if resonance was not present, the vector fitting algorithm would return
a set of purely real poles. In principle this method can match any response function
given a sufficient number of poles. For the in vitro data only one pairs of pole was
necessary, but for the in vivo data fit fidelity was improved by adding a second pair
of poles, and the pole with maximum response was chosen as the "true" resonance
frequency. Examples of the resulting fits are shown in Results, and a summary

flowchart of the frequency fitting process is provided in Appendix Figure A2.5.
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Timing
An important consideration underlying all of the above methods is timing, as mea-
surements must be taken frequently enough to appropriately sample the behavior we
are trying to measure. As we discussed above, the sampling rate on our ADC (25
MH?z) is fast enough to capture the highest frequency component of our ultrasound
pulses (6 MHz). The remaining concerns were imaging frequency and velocity

measurement frequency.

The fundamental limit on how quickly ultrasound measurements can be repeated is
the travel time of sound, as we need to wait for an emitted pulse to return before
moving onto the next pulse. The arteries we wished to image may have bottom walls
up to Scm deep beneath the skin, which means sound waves have to travel about
10cm round trip. Given that the speed of sound in tissue is 1540 m/s [72], the round
trip travel time was 130 us, implying a maximum possible pulse repitition rate of
about 15.4 kHz. In practice, we limited our rate to 10 kHz to allow for a safety
buffer.

The pulses we emitted needed to be allocated to provide both B-mode imaging
and Doppler velocity measurements. Analyzing frequency components in Doppler
response is easiest if measurements are obtained at constant intervals, so we allocated
B-mode and Doppler acquisitions to alternating pulses such that each was performed
at a constant rate of 5 kHz. For Doppler measurements the same transmit element
was used every time, so we obtained velocity measurements at 5 kHz. For larger
arteries such as the carotid and brachial we expected resonant frequencies to be
under 1 kHz (see Table 2.1), so this sampling rate was more than sufficient; for
future device iterations that target smaller arteries such as the radial, it may need to
be increased. For B-mode measurements, forming a full image required performing
one pulse cycle from each of our 16 transmit elements, so the effective rate of image
formation was 312.5 Hz. When imaging a human artery the only factor causing
significant image variation will be heartbeats, which occur no faster than 4 Hz; thus,

this imaging rate was also more than sufficient.

A further consideration was the maximum velocity measurable using this method,
which depends on the conversion factor between phase change and physical units
as well as the Doppler pulse repetition frequency. For our particular chirp, a phase
change of 1 radian corresponded to physical motion of 27.4 ym. The maximum shift
we could reliably measure was a motion of 7 radians between consecutive Doppler

pulses, which occurred at a rate of 5 kHz. This yielded a maximum measurable
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velocity of (27.4 + 107 m) x 7 x (5000 s~!) = 0.43 m/s; system velocities higher

than this would result in aliasing. Even for a very fast heartrate of ~4 Hz, the
distention of the artery from systolic rise will not take less than 1/40 s and each wall
will not move by more than 1 mm; thus, we could be confident that wall velocity
due to the heartbeat would not exceed 0.04 m/s, well below our aliasing limit. The
frequency of motion from our audio stimulus may be 20 times higher than this (i.e.,
motion occurring in ~ 1/800 s), but the magnitude of displacement excited by our
stimulus was far lower than displacement from the heartbeat. This indicated that the

audio stimulus would also not generate wall velocities nearing our aliasing limit.

3.3 Experimental Methods

Phantom Target

To construct a synthetic artery analogue we used compliant, thin-walled rubber
tubing sourced from latex rubber balloons (Qualatex 160Q or similar). Ultrasound
phantoms (tissue-mimicking mock-ups) consisting of fluid-filled rubber tubing sus-
pended in gelatin are often used as ultrasound teaching aids as they provide similar
imaging properties to blood vessels embedded in tissue [79], [80]. We chose to
substitute a water/psyllium fiber (Metamucil) mixture [81] for the gelatin/psyllium
fiber mixture, as tubing can disbond from the gelatin as pressure (and thus also the
tubing’s radius) is changed, leading to air pockets and behavior disparate from real
anatomy. Commercial ultrasound tissue models were unsuitable for these experi-
ments as they do not have similar elasticity in their vessel analogues; several vendors

we investigated used rigid tubing, and all were flow-only (no pressure simulation).

For our experiments we used two sizes of tubing: 2.18mm radius ("small") and
3.23mm radius (“large”). The wall thicknesses of each were 0.25mm and 0.28mm,
with a density of 1930 kg/m? measured for both. The tubing was submerged to a
depth of 2-3 cm in the water/psyllium fiber bath, modeling a depth similar to that of
the human carotid artery. Psyllium fiber was used as a tissue-mimicking scattering
medium to disperse ultrasound echoes reflected from the edges of the container. The

tubing was filled with water and inflated using a syringe to add pressure.

Experimental Procedure
Each scan on the small phantom consisted of a stimulus sweep from 200 to 600
Hz in 10 Hz steps with simultaneous measurement using the ultrasound transducer.

Five scans were performed at each pressure, and pressure was swept from 60 to
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150 mmHg (targeting a physiologically-relevant range) in 5 mmHg increments, for

a total of 95 scans. Pressure was held constant for the course of a scan.

The experiment was repeated using the larger diameter tubing to confirm that the
model held across different vessel sizes. Pressures were swept from 60 to 150 mmHg
in 10 mmHg increments. Above 130mmHg, we found that sections of the tubing
entered elastic failure and expanded rapidly in an uneven manner, as normally seen
during inflation of a balloon. As this behavior is not seen in healthy arteries, we

discarded data above 130mmHg, for a total of 40 scans.

Data Analysis

For each individual scan, radius was calculated from the average delay in echo
timings between the brightest points in the top and bottom walls, and resonant
frequency was calculated using the vector fitting method described above. Because
the tubing walls were significantly thinner than those of in vivo arteries, thickness
could not be determined accurately from our ultrasound imaging due to limited
resolution. Instead, we used high-precision calipers to measure the unpressurized
radius and thickness of the tubing (a¢ and hg). Because the tubing was assumed to
be incompressible (v = 0.5), a pressure-dependent thickness could be calculated as
h = hg = (ro/r). These caliper measurements along with the weight of the tubing

were also used to calculate its density.

The Young’s modulus of the tubing was calculated by comparing radius and resonant
frequency measurements across multiple scans at different pressures using equation
2.35. We assumed that the tubing was linearly elastic, so a single value of E
was calculated which minimized the relative error in pressure as determined by
Equations 2.25 and 2.35; this value came out to 1.16 MPa. The balloon material
was later analyzed with a tensile strength measurement instrument from Instron
(Norwood, MA). This test yielded an average stiffness of 1.10 MPa which held
nearly constant across our strain range, validating both our calculated value and our

linearity assumption.

Measured radii were adjusted for each scan based on this fixed E value to generate
agreement with Equation 2.35. For the larger tubing, obtaining alignment with
theory required adding %/2 to all radii; this would be explained if peak echoes
from this system corresponded to the inner rather than average radius of the tube.

The measured values for radius, thickness, resonant frequency, and stiffness were
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combined with prior values for wall density, fluid density, and wall Poisson ratio in

Equation 2.25 to generate the final calculated pressure values.

3.4 Results and Discussion

Figure 3.4 shows the measured frequency response of our small phantom at a single
pressure, and it demonstrates the classic signatures of resonance, i.e., a peak in
magnitude space and a co-located sigmoidal rolloff in phase with height 7 radians.
This indicates that our measurement device was able to both stimulate and detect
resonance in an artery-like system. The next step was to assess whether or not
this resonant behavior varied in the way predicted by the physical model. Figure
3.5 shows the measured response of the small phantom at five different internal
pressures from 95 to 135 mmHg, as well as best fit functions obtained from vector
fitting. The resonant frequency shifted steadily upwards as pressure was increased,

in line with our physical model.
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Figure 3.5: Plots showing the (a) magnitude and (b) phase responses of the small
phantom as pressure is increased from 95 to 135 mmHg. Points represent individual
values (measured in 10 Hz intervals), and lines represent best-fit curves obtained
via vector fitting. The resonant frequency clearly moves up as pressure increases, in
line with the physical model.
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We next combined all of our in vitro scans to quantitatively assess the accuracy of
our physical model. Because our tubing was inflated with a controlled pressure, we
began by using equation 2.23 to predict resonant frequencies and compared with
experimental results. Overnight storage of our phantoms at pressure caused some
plastic deformation partway through the experiments, so each phantom had a differ-
ent pressure vs. radius relationship between the two days of data collection. Despite
this, the predicted curves very closely matched the observed resonant frequencies
across all scans, as shown in figure 3.6a. The measured resonance frequencies were
then used to predict internal pressure in the phantoms using equation 2.25, as shown
in figure 3.6b.

Comparison of predicted to actual phantom pressure shows that our physical model
produced consistently accurate predictions, with a correlation of r > 0.995 for
both the small and large phantoms. The residual errors are shown in the inset
of 3.6b; across all measurements, the mean error was —1.09 + 1.98 mmHg. The
residual errors did not show any obvious pattern when comparing day 1 to day 2
measurements (as indicated in figure 3.6a) despite the plastic deformation, indicating
that the change in radius trend was correctly accounted for. Our mean error compares
favorably with standards for BP cuff accuracy set by the International Organization
for Standardization (ISO), which limit the mean and standard deviation of BP
measurement error to SmmHg and 8mmHg, respectively [82]. These results indicate
that, at least in an idealized system, the physical model and measurement device are
more than capable of producing BP measurements with clinically useful accuracy

and precision over a range of pressure values and artery sizes.
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Figure 3.6: In Vitro phantom testing results. a) Predicted and measured resonant
frequencies for the small and large phantoms across a range of pressures. Measured
values (points) were generated via vector fitting on frequency responses, and error
bars represent spread across 5 replicate measurements. Physical model predictions
(dashed lines) were calculated from measured parameters using equation 2.23. The
phantoms experienced some plastic deformation overnight between measurements,
leading to two different pressure-frequency curves for each phantom. b) Measured
vs. true fluid pressure for the small and large phantoms (main plot), along with
residual errors (inset). Measured pressure values were calculated from equation
2.25, and true values were taken directly from the pressure gauge. The close
agreement between measurements and true values indicates that our resonance
model is an accurate description of the physical system.
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Chapter 4

IN VIVO TESTING

Chapter 3 demonstrated that our physical model is very accurate at matching resonant
behavior to pressure in a static artificial system that matches all of our assumptions.
However, real arteries are made up of a multi-layered wall structure embedded in
inhomogeneous surrounding tissue, and both the pressure and dimensions change
continuously due to heartbeats. This chapter will demonstrate that, despite these
complexities, CARDI-BP is able to generate continuous and accurate blood pressure
measurements in human arteries. It will first describe the modifications to stimulus
and data analysis necessary to provide robust real-time measurements, and then
show initial measurements demonstrating that resonance could be measured in a
small sample size of human arteries. It will then show the results of our N = 60
clinical study, which directly compared the performance of CARDI-BP against a

gold-standard arterial catheter to provide a quantitative test of accuracy.

4.1 Real-Time Signal Processing

Because our phantoms were maintained at a static pressure for the duration of a
scan, measurements could be taken by stimulating the system with one frequency at
a time over many steps and compiling the results together afterwards. In addition to
simplifying the stimulus protocol, the long measurement time allowed for significant
noise suppression through averaging. In vivo measurements demand a much faster
response time, as pressure changes rapidly due to heartbeats; thus, making these

measurements work required modifications to both stimulus and signal processing.

Multisine Stimulus

The first step was developing a way to stimulate the artery with many frequencies
at once. A multi-frequency stimulus, which we term "multisine," can easily be con-
structed via linear superposition of many single-frequency signals, and the response
of the artery to each individual frequency can be extracted via a Fourier transform.

The primary challenge lies in crafting an effective superposition. Any arbitrary
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superposition with period T and finite bandwidth can be expressed in the following

way:

N
S(t) = Zpk sin (27;1“ + ek) 4.1)
k=1

where py is the power of the kth harmonic (normalized such that ) py = 1) and
0y is its phase angle. Since we were measuring velocity rather than displacement,
we set px o 1/k such that dS(¢)/dt had a flat frequency content. Commercial
vital sign monitors which process A-line data generally apply a lowpass filter with
a cutoff frequency of 12 to 20 Hz [83], so we infered that there is not important BP
information at frequency bands above 20 Hz. Thus, we set our period to 7' = 50ms,
which led to a 20 Hz discretization in our stimulus frequencies. Based on the
analysis in Table 2.1, we set the bandwidth of our stimulus to 140-440 Hz when
measuring the carotid artery to capture all but the most extreme cases (this range

was shifted as appropriate for measurements on other arteries).

The simplest way to generate a multisine signal with these parameters is to set all
0r = 0, which leads to the stimulus waveform shown in Figure 4.1a. If our audio
transducer and velocity measurements had unlimited dynamic range and sensitivity,
this stimulus would have worked fine. However, in reality our audio transducer had
a maximum displacement, so the actual output of our stimulus waveform was always
normalized to the waveform’s peak value. While a single-frequency sine wave has
an average output power (defined as the integral of its square) of 0.5 over one period,
the normalized waveform of Figure 4.1a has a very low average output power of
0.047. Using this stimulus would have significantly reduced the signal-to-noise ratio

of our measurements.

It was clear that we could achieve better average power in our stimulus with appro-
priate phase shifts in the various components. Solving for the optimum phases to
maximize average power is an unsolved problem for the general case. Fortunately,
however, Schroeder [84] provides a useful heuristic for making a multisine signal

with relatively good average power:

k-1
Or =m lZ(l —-k)pi|.
i=1

Applying these phases resulted in the stimulus waveform shown in Figure 4.1b.

4.2)

This stimulus has an average power of 0.312, over 6 times higher than the 6; = 0
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Figure 4.1: The benefits of multisine phase optimization. a) A multisine stimulus
covering 140-440Hz in 20Hz steps, with all components starting at 0 phase at time 0.
Because the peak of the signal is normalized to 1 (the maximum output displacement
of the audio transducer), the total energy contained in the signal is relatively small.
b) A multisine stimulus covering the same frequencies, but with component phases
optimized according to Equation 4.2. Because the peak is much less prominent, the
total energy of the signal is significantly higher.

waveform and approaching the single-frequency limit of 0.5. Equation 4.2 was used

to generate stimulus waveforms for all in vivo experiments.

The arterial wall velocities produced by the multisine stimulus were analyzed using
a spectrogram, which applies a sliding window FFT to generate a complex frequency
response function at each time step. Because our stimulus function was periodic and
smooth, any time window could be used for analysis; this theoretically capped our
response measurement rate at the rate of Doppler velocity acquisitions, or 5 kHz.
In order to reduce computational overhead we limited the response measurement
rate to 200 Hz, or 10x higher than the highest expected frequency content of the

waveform we were trying to measure.

Artery Identification and Dimension Extraction

In our in vitro experiments we were guaranteed a clean environment with no sig-
nificant ultrasound returns from anything other than the thin wall of the tubing.
Unfortunately, real arteries are embedded in messy environments with other nearby
reflectors. This necessitated new image analysis techniques to extract artery radius

and wall thickness from our images.

To begin the process, the user was shown a live view of the B-mode images generated

by the ultrasound probe using synthetic aperture processing (see Section 3.2). This
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allowed the user to find the artery and position the probe to obtain a longitudinal
view of both walls of the artery, as shown in Figure 4.2a. The user then drew two
region of interest (ROI) boxes, one encompassing the center of each wall (see Figure
4.2b). This ensured that all subsequent analysis was performed on the artery of

interest rather than a neighboring structure such as a vein.

Figure 4.2: Artery identification and annotation. a) An example of an un-annotated
artery image. We can see the artery walls as two bright horizontal features, along
with some dimmer neighboring features which we want to ignore. b) The same
artery image annotated with user-defined top and bottom wall ROIs (red dashed
boxes) and computed wall centers of mass (orange dots). The distance between the
wall centers of mass (orange line) was used to measure artery radius.

Within each wall ROI, the dimmest 75% of pixels were zeroed, and the remaining
brightest pixel locations were used to determine a brightness-weighted center of
mass (COM) location for each wall. The radius of the artery was measured as half
of the vertical distance between the two wall COMs. A brightness curve was then
determined above and below each COM point using cubic interpolation, and the
thickness of each wall was measured as the full width at half max of the brightness
peak surrounding the COM. The single thickness parameter for the artery as a whole

was taken to be the average of the computed top and bottom thicknesses.

An additional correction was made based on the angle of the artery in the image, as
a non-horizontal artery would result in over-estimation of radius and wall thickness
and under-estimation of wall velocity. This was done by taking the brightness-
weighted COM of each pixel column in each wall ROI and then performing a linear
regression through these column COMs to find a slope. The total angle of the artery

away from horizontal, 6, was measured as the average angle from the two artery
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walls, and radius, thickness, and wall velocity were corrected by factors of cos 6,

cos 6, and 1/cos 0, respectively.

Unscented Kalman Filter

The three system parameters we measured in order calculate BP (frequency, radius,
and thickness) all had their own noise characteristics. The easiest approach to
denoising these measurements would have been to simply apply a separate lowpass
filter to each one. However, this would have discarded significant information we had
about how the various system parameters evolved in relation to each other. This sort
of knowledge about interrelated parameters in a nonlinear system is often integrated
via an Unscented Kalman Filter (UKF) [85], [86]. With any type of Kalman filter, the
system is paramaterized according to its underlying state X and a set of observations
Zx which are somehow related to the underlying state. Defining the filter requires
specifying the state transition function f;(X;_1), the observation function A (Xy),

the process noise covariance Qy, and the observation noise covariance Ry such that

Xi = f(Xk-1) + Wy (4.3)
Zx = h(Xp) + Vi 4.4)
Wi ~ N(0,Qx) (4.5)
Vi ~N(0,Ry) 4.6)

where wy and v and process and observation noise parameters drawn from a 0-mean
multivariate normal distribution. These equations describe the observations which
are expected from a system which is evolving under its own internal dynamics. In a
noisy system, observations and expectations will not exactly match; the goal of the
Kalman filter is to determine the optimal evolution of state vectors which minimizes
the residual between observations and expectations. The UKF is an extension of
the original Kalman filter which able to handle nonlinear systems. For this project,
the UKF was implemented using the UnscentedKalmanFilter module in the filterpy
package [87].

Applying the UKF to the full nonlinear physics model of Equation 2.25 tended
to result in unstable behavior, presumably because the evaluation points used to
estimate the system’s mean and covariance could stray too close to the poles inherent

in the equation’s denominator. However, the filter did perform very well with the
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approximate version of the physics model from Equation 2.32 (which lacks any
poles). The system state and observation vectors were defined as

X=la,v,q,E,P] 4.7)

A A

7=[a,0,hE, f] (4.8)

where a is radius (in m), v is half of total differential wall velocity (in m/s), ¢ is the
radius-thickness product (in m?), E is Young’s Modulus (in Pa), P is blood pressure
(in Pa), & is wall thickness (in m), and f is resonant frequency (in Hz), and the hat
is used to denote an observed (as opposed to a system state) quantity. The state

transitions were defined as

ap = aj—q + vi_1dt 4.9)
Vi = Vi-1 (4.10)
9k = qk-1 “4.11)
dE da
Er=E, 1+ — —_— dt 4.12)
da e dt fe
dE
=FE_ 1+ — Vi_1dt 4.13)
da s
dP d
Pe=Pia+—| = ar (4.14)
da - dt fe1
G E_
= Py + T2 (4.15)
Q-1

where we have used Equation 2.35 to express dP/da in terms of our other state
parameters. In Equation 4.10 we know that the actual wall velocity will be far from
constant as heartbeats go through, but at any given time step we do not have a good
prior for whether the wall’s motion will accelerate or decelerate in the next time
step. In kinematic KFs this is normally addressed by giving velocity a constant state
transition with a relatively high process noise and relatively low measurement noise.

The expected observation functions were defined as

ar = ag (4.16)
Vi = Vi 4.17)
hi = qi/ax (4.18)
E, = Ex (4.19)
1/2
1 q
- (P + < 6Ek) : (4.20)
2 (Qkps + %PL) az 31 =v9)ay
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The measurement of E and dE/da relied on an iterative convergence process to
simultaneously satisfy Equations 2.32 and 2.35; further details are provided in

Section 5.3. The process noise matrix was defined as

QU

W)

a2 A2 0 0 0
dt 2 1 2 dE dt 2 “1Ex-1dt 2
A 0 Gl v Y
Q=] O 0 G*/1000 0 0 dr* (4.21)
dE dt 2 2
O % ak—l 2_(1)‘£ 0 E O
0 LetBioidiy) 0 0 P2/1000

k-1
where X is the mean value of x across the scan. The relative covariance relationship
between a and v was taken from the standard first-order kinematic filter setup in
Labbe [87], and the process noise associated with this v;_;dt transition term was
added into off-diagonal terms for £ and P as well. The process noise variances
for g and P were set relatively low as we expected them to follow our predicted
behavior quite well, while variance for E was set relatively high because its short-
term estimates can be relatively noise (see Chapter 5). The observation noise matrix

was defined as

[ @/1000 0 0 0 0
0  v2/1000 0 O 0
R = 0 0 0 0 4.22)
0 0 0 10° 0
0 0 0 0 25xef |

where € is an error modification term that was normally 1, but was set to 100 if
vector fitting did not converge properly (indicating that the final pole location was

unreliable).

The application of a filter that integrates information from multiple sources can pro-
duce powerful results. Figure 4.3 shows an example result snippet from our clinical
study data (see Section 4.5). The top panels show measurements of resonant fre-
quency and radius, which are the two most sensitive parameters in the BP calculation
(see section 2.6). In this case the measured resonant frequency was fairly stable in
its range but highly noisy, making it difficult to pick out a pulsatile pattern. The
measured radius was more pulsatile but still showed significant noise. As shown
in Figure 4.3c, simply combining these inputs using our formula and applying a
lowpass filter to the result produced a substantially noisy BP output. However, the

UKEF was able to incorporate information from other measured parameters, such as
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velocity, to denoise the output and produce a BP measurement curve which looked

much more physiologically reasonable.
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Figure 4.3: An example of unscented Kalman filter (UKF) performance. a) Mea-
sured resonant frequency over a ~4 heartbeat period. The values stay in a reasonably
stable range but are noisy, showing only a weak pulsatile pattern. b) Measured ra-
dius over the same period. The behavior is more pulsatile than that of frequency,
but it still shows substantial noise. c) BP over the same period after passing through
a 12Hz lowpass filter vs the UKF. After lowpass filtering alone the output BP is
still significantly noisy, reflecting the noise in its input parameters. The UKF, how-
ever, is able to effectively denoise by synthesizing multiple streams of measurement
information, producing a far more physically plausible BP curve with more stable
systolic and diastolic values.

The determination of optimal Q and R matrices is in general an area of open
research, particularly for nonlinear systems. The matrix values listed above were
chosen to yield good stability on this dataset via a combination of system knowledge,
inspection of noise in some representative scans, and trial and error. Future work
may experiment with methods of estimating Q and R dynamically from observed
data [88].
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Data Collection Software

All of the signal processing and analysis tasks described above were integrated into a
real-time BP measurement interface, as shown in Figure 4.4. This allowed us to get
immediate feedback on whether or not we were appropriately imaging the artery and
obtaining a resonance signal. The full flow of data through the software pipeline is
illustrated in Appendix Figure A2.1. Although our timing setup allowed a maximum
B-mode imaging rate of just over 300 Hz, the computation required for SA image
generation limited the effective frame rate to roughly 60 Hz. Cubic interpolation
was performed on extracted dimensions to upsample them to the 200Hz rate of

resonant frequency calculation, allowing for final BP outputs at 200Hz.

Ultrasound Controls

[l imaging Mode Statistics

Cor el 87 114 /

Multisine Wait Art (mmHg)
Multisine Trig

« Continuous Multisine
Image Opts

Depth (cm) 4.00

Doppler Opts

PRF (Hz2) 5000 %

Cycles 6

Update view? v/
Stimulus Opts

Freq (Hz) 440

Amplitude 0.00

Closed-loop?

Vert. Measurement  Doppler
Measure Region A v
Dist: 0.00mm BevloalEl

Figure 4.4: A screenshot of the software used for real-time BP data acquisition.
Blue box: B-mode image of the target artery with wall ROIs drawn. Green boxes:
ultrasound parameter controls. Red box: real-time output of measured BP curve,
along with inferred heartrate and systolic/diastolic pressures. The numerical values
and y-axis scale were omitted during data collection to avoid bias. Purple box: Real-
time output of frequency response and wall velocities to allow for troubleshooting.

4.2 Feasibility Study: Methods

An initial feasibility study was conducted on N = 6 human subjects to determine
whether the resonance underlying the CARDI-BP method could be detected in
human arteries. As a first target, we elected to study the common carotid artery in
the neck. This artery is relatively large, shallow, and can be easily accessed without
any disrobing, making it an ideal target for manually operated ultrasound. The neck
is also relatively broad and flat, allowing the ultrasound probe and attached speakers
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to simultaneously make good skin contact. Subjects also had their BP measured
with a traditional oscillometric cuff which reported diastolic BP (DIA), systolic BP
(SYS), and mean arterial pressure (MAP). These data were obtained under guidelines
for self-experimentation [89], and written, informed consent was obtained prior to
data collection. Data collection from each subject consisted of 6 separate 30-second
scans using the prototype device, along with cuff BP measurements before any

scans, at the halfway point, and after all scans.

It was observed that successfully obtaining a BP waveform required careful posi-
tioning of the probe directly over the center of the artery, and slight shifts from either
the operator or subject could easily disrupt the measureme