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ABSTRACT 

We consider systems of ordinary differential equations with 

rapidly oscillating solutions. Conventional numerical methods 

require an excessively small time step ( .6t = o(eh), where h is 

the step size necessary for the resolution of a smooth function 

of t and t measures the size of the large eigenvalues of the 

system's Jacobian). 

For the linear problem with well-separated large 

eigenvalues we introduce smooth transformations which lead to 

the separation of the time scales and computation with a large 

time step ( lj,. t = O(h)). For more general problems, including 

systems with weak polynomial nonlinearities, we develop an 

asymptotic theory which leads to expansions whose terms are 

suitable for numerical approximation. Resonances can be 

detected and resolved often with a large time step (At=O(h)). 

Passage through resonance in nonautonomous systems can be 

resolved by a moderate time step (At=O(€h)). 
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CHAPTER I 

INTRODUCTION 

Mathematical modeling of a chemical, electrical, mechanical 

or biological process often leads to a differential system whose 

Jacobian has at least one eigenvalue with either a large 

negative real part or a large imaginary part. Even when the 

underlying structure is quite complicated, one generally can 

analyze the stiffness of such a system through the simple scalar 

equation: 

(1.01) 

dy/dt=ay , t > 0 

y(0)=yo 

Case I: Re{-a} >> 1 

Case II: IIm{a}I >> 1 

Unless one is prepared to compute with an excessively small 

time step, most conventional numerical methods are ill-suited to 

the problem for reasons of stability or accuracy. For example, 

in table <1.10> we consider several generic schemes as applied 

to the system (1.01) with mesh width h. 
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!-----------------------------------------------------------------! METHOD FORMULATION/ SOLUTION lahl~ oa (arg(ah)<0) I 
I 
I Forward 

Euler 
<l.10a> 

lv,.,,I __.. oc (N>0) I 
I 
I 

Backward 
Euler 
<l.10b> 

fvN+_! ( 1-ah) =VN 
lvo -y. N 

VN = [ 1/ ( 1-ah)] Vo 

I 
(N>0) I 

I 
I 

Trapezoidal 
Rule 
<l.10c> 

{vN~• ( 1-ah/2) =vN ( l+ah/2) H I 
VN..,.. (-1) V0 (N>0) I Vo -y. ti 

vt.t = [ ( l+ah) I ( 1-ah)] v0 I 
I 

-----------------------------------------------------------------! 
table <1.10> I 

-----------------------------------------------------------------! 
On considering the stiff limit (lahl _., o0 with arg(ah)<0), 

we find that the first method is unstable while the second. and 

third are stable. Moreover, the solution of <l.10b> decays 

rapidly on the grid points, while the solution of <l.10c> can be 

characterized as grid oscillations. These observations do not 

contradict the general theory which has been developed for the 

non-stiff limit (lahl-Jioo0) but rather indicate that one cannot 

expect convergence in the stiff limit. 

Nevertheless, for case I the solution of <l.10b> is 

qualitatively similar to the solution of the differential 

equation (1.01). Much has been made of this salient feature of 

the backwards Euler for~ulation, and many schemes with similar 

stability properties have been proposed for stiff problems of 

this type (see, for example, Lambert [20] and Kreiss [18]). 

With the exception of a thin boundary layer, such problems have 

nicely behaved solutions. our aim is a detailed numerical 

analysis of the highly oscillatory case (II), in which the rapid 



3 

changes are expected to persist. 

Since the fundamental work of 
,, 

Poncare, mathematicians 

studying oscillatory phenomena have developed an extensive 

arsenal of perturbative techniques including multi-scaling, 

averaging, and the near-identity transformation (see, for 

example, Kevorkian and. Cole [16], Nayfeh [29], and Neu [28]). 

For the most part, these tools are difficult to implement 

numerically since the analytical manipulations require a 

competence not to be expected of a collection of FORTRAN 

statements; however, a number of computational schemes have also 

been proposed. 

Many researchers have attempted to extrapolate the effects 

of the oscillations from grid point to grid point. For certain 

problems in which the high frequencies are known in advance, 

Gautschi [11] developed linear multistep methods which are exact 

for trigonometric polynomials up to a certain degree, and later 

Snyder and Fleming [31] proposed an aliasing technique 

applicabl€'. to Certaine's method for solving ordinary 

differential equations. Multirevolution methods [12,32] were 

first introduced by astronomers to calculate future satellite 

orbits by using some physical reference point such as a node, 

apogee or perigee; these ideas were further developed by Petzold 

[30], whose methods extrapolate the effects of the oscillations 

for many cycles by first calculating for one cycle near each 

griq point. Fatunla [8] also introduced schemes designed to 

follow many cycles with each time step. 

Others less concerned with the deails of the oscillations 



have proposed filtering techniques designed to eliminate 

entirely the effects of the· fast modes. In their study of 

linear problems with well-separated, slowly varying large 

frequencies, Amdursky and Ziv [3] used left and right 

eigenvectors corresponding to the high frequencies to project 

the solution onto the manifold of smooth components. Lindberg 

[21] used temporal filters to remove the grid oscillations 

resulting from the application of the trapezoidal rule <l.10c>. 

More recently Kreiss [19] has shown that for a large class of 

linear and nonlinear problems oscillations can be suppressed by 

a proper choice of initial conditions. And finally Majda [22] 

has demonstrated that for the linear problem time-filtered 

solutions have the full accuracy of the filtering method as long 

as the system has constant coefficients, the fast and slow 

scales have been separated, or the initial data have been 

prepared by Kreiss's technique; otherwise, the computed 

solutions are only first-order accurate. 

Since, for many problems, the effects of the oscillations 

cannot be blindly suppressed or crudely approximated, a number 

of analytical-numerical methods have been proposed to further 

exploit the underlying mathematical structure. Miranker and 

Hoppensteadt [13,23,24] analyzed the theoretical and practical 

di£ficulties of implementing a method of averaging for such 

problems; however, they only executed their strategy to solve 

linear equations with constant coefficients. Moreover, they did 

not attempt to calculate the phases accurately. Amdursky and 

Ziv [2] also studied the linear problem with slowly varying 
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large frequencies by using a formulation similar to averaging. 

Nonlinear problems of the form 

(1.02} 

dX/dt=(A/e}x + g(t,X) , t > 0 

X ( 0 } =Xe , A= r 0 ll , 0 < e < < 1 l-1 0J 
were studied by Miranker and van Veldhuizen [25], who introduced 

a Fourier expansion in the fast scale (~=t/e}. Miranker and 

Wabba [23,26] also analyzed such oscillators by developing a 

calculus of stable averaging functionals to replace the standard 

point functionals of analysis. 

Our approach is similar to this last group in that we use 

analytical as well as numerical techniques to calculate the 

solutions accurately. While some of the latter methods require 

extensive preparation, we generally insist that the analytic 

manipulations be programmable, and also we treat linear and 

nonlinear systems in considerably greater generality than has 

previously been attempted. 

In chapter II we consider the general linear problem and 

propose a method which separates the time scales by a smooth 

transformation when the large freqencies are well-separated. 

Using a combination of numerical and asymptotic techniques, one 

then can compute the solution accurately with a large time step. 

In chapter III we consider systems with weak polynomial 

nonlinearities and derive an asymptotic expansion whose terms 

a~e suitable for computation with a large time step; in 

addition, we demonstrate how these principles can be applied to 

more general systems, including partial differential equations 
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in which the oscillations occur temporally but not spatially. 

In chapter IV we discuss passage through resonance in 

nonautonomous systems and demonstrate how the results of chapter 

III can be extended to handle these circumstances. 

In our consideration of linear systems with well-separated 

large frequencies (Chapter II), we study the partitioned real 

system 

(1.03) 

(~. = r:ll(t.~) 

.P:c0,e> = ~ 
y"JC ( 0 I e> : y: 

i-Al2 ( t ,e,~ 
A22(t,eJ 

0<t<T, 

( YJ:) + (t Fl ( t ,f) 

\yn= F2(t,~) 

0 < e << 1 

Here y'Z. is an nl-vector, and ylt. is an n2-vector. All given 

matrices and vectors are smooth functions of t and e. 
Moreover, tAll(t,8) is block diagonal with each diagonal block 

a (2 x 2) submatrix of the form 

a ( t ,£,) 

(1.04) 

-tb(t, ) a ( t ,&) 

The fast modes in (1.03) are completely decoupled, and yir is the 

solution of the smooth system 

;;r., = A22(t,8)ylt° + F2{t,t:.) 

( 1. 05) 

y:n: ( 0 I 2,) : ~ 

Let S&(t,s) be the (nl x nl) solution operator of the reduced 

system 
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..P:. • = All (t 1t) r 
(1.06) 

In fact Se(t,s) is a block diagonal matrix with each block,a (2 

x 2) submatrix of the form 

cos (B'e. ( t, s) /&) 

(1.07) exp <~c. ( t, s) ) 

-sin c'B' r. ( t , s > I e.> -cos('§'& ( t ,s) /L) 

where, in correspondence to (1.04)·, we have 

(1.08) 

:t: 

~~(t,s) = la(r,t)dr 
s 

~ 

"B" & ( t, s) = J b ( r , £,) dr 
s 

Now the solution for yr is given explicitly by 

~ 

Y:r(t,e> = Ss(t,0)~ + t J;e<t,s)G(s,g)ds 

(1.09) 

G(s,e,) = Al2(S,£.}yx(s,e,) + Fl(s,e.) 

One now can generate an asymptotic expansion for yr by 

means of integration by parts, and in Section 2.4 we show how 

this procedure leads to numerical techniques for approximating 

the solution of (1.03). Of course one does not have this form 

in general, a~d so in Sections 2.1, 2.2, and 2.3 we discuss the 

reduction of a general linear system to the form 
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Y' = [t;'A(t,e) + e'l-B(t,e,)]Y + iF(t,e) 

(l.HJ) 

Y(0,C) = Yio 

where, after the o(e ~) terms are discarded, we have the form 

(1.03). For this strategy to be successful one must assume that 

the large frequencies are well-separated. That is, in 

correspondence to the block diagonal structure of All(t,~) we 

must have: 

(1.11) 

min lb.,.(t,e,) I > K 
0 <-d-<T ~ 

IC 

min I I bK. ( t , C.) I - I bJ. ( t , t.) I 
o<T:(T 

lC. :/= j 
> K 

where K is a positive constant independent of &. This procedure 

leads to very accurate approximations with large time steps when 

assumption (1.11) is possible; however, the exclus·ion of weak 

nonlinearities and coalescing large frequencies considerably 

restricts the qualitative possibilities for highly oscillatory 

systems. 

In Chapter III we begin our development of more general 

techniques. Since we intend to compute with a relatively large 

mesh width, it is again essential to represent the oscillatory 

structure analytically; otherwise, excessively small time steps 

will be needed to resolve these features numerically. To 

illustrate our approach, we first consider the scalar problem 
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u' = (ia/£)u + u~ 

(1.12) 
' 

u(0,t)=u0 , 0 < t < T 

where a is a nonzero real number and & is a small parameter 

(0<G<<l). The substitution 

(1.13) u = exp ( iat/e) x 

reduces the stiff system (1.12) to a formulation in which the 

right-hand side is bounded but rapidly oscillating: 

x' = exp{iat/E) xa 

(1.14) • 

X ( 0 , £.) = x0 , 0 < t < T 

In this introduction we refer to terms with factors such as 

exp(iat/e) as oscillatory; terms without such factors are called 

nonoscillatory. For sufficiently small e system (1.14) can be 

solved explicitly by separation of variables: 

x = x
0 { 1 I (1- BXo (exp(iat/e)-1)/(ia)] } 

(1.15) -= ~ l:[x0 (exp(iat/e)-1)/(ia)]'t:.e,k:. 
l::=o 

For less tractable equations, of course, this method is 

unworkable, and solutions must be uncovered by more general 

techniques. On investigating the dominant balance of (1.14), we . 
intuitively expect the rapidly oscillating terms to be less 

important, and accordingly in section 3.3 we demonstrate that 
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max lx{t,e) - x 0 I = O{e). 
o<i:<T 

This analysis leads to an obvious change of variables: 

x' = exp{iat/e)· ({x!'/e) + 2x 0 x +2-xz.] 

(1.17) 

x { 0, £) = 0 , -x = x + t x 

The 0(1/£) oscillatory term cannot be neglected; however, after 

the substitution 

(1.18) 

.:z 
X = y I { t , £') + X 

y 1 {t,€) = -i{x!/a) exp{iat/£) 

we have the more manageable system 

(1.19) 

~· = {-2ix!/a) exp{i2at/E:) + 2x0~ exp{iat/£) 

+ £( {-ix!/a) exp{iat/e) + Y]'2. exp(iat/e) 

~ { 0 ,£) = i {x!°/a) 

, 

and again by the results of Section 3.3 we can neglect 

oscillatory terms and o{e) terms to give 

(1.20) max lx{t,e) - w 1 (t)I = O{C'.) , 
o(c<T 

where w1 satisfies the system: 

W1 I = 0 

• 

w, ( 0) = i cx!/a) 



11 

Thus, the first-order approximation to the solution of (l.14) is 

given by 

(l.22) x =XO + ecw, (t) + Y, (t,£)) + O(t&) , 

where w 
1 
(t) is nonoscillatory and y

1 
(t,£.) is oscillatory. 

We systematically develop this methodology for nonlinear 

systems in Sections 3.1, 3.2, and 3.3, where the balancing of 

terms is justified by a functional Newton iteration. 

Integration by parts yields the first oscillatory correction as 

in (l.18), whereupon the elimination of secondary terms 

determines the first nonoscillatory correction as in (l.21). 

When this procedure is repeated after linearization, corrections 

of higher order are likewise generated; the solution is then 

represented by an asymptotic expansion of the form 

(l.23) x(t,e) - Z<wtc(t) + ylC'.(t,£) )e-= , 
I<:. 

where each w~(t) is bounded and nonoscillatory and each y~(t,&) 

i$ bounded and oscillatory. We characterize the terms of (1.23) 

as the solutions of equations which are easily resolved with a 

large time step; that is, a time step which need not be small 

compared with e. Our approach is conceptually similar to the 

generalized method of averaging as developed by Bogoliubov and 

Mitropolsky [4]. 

Given this asymptotic form for the solution, we develop in 

Section 3.4 a formal procedure which generates the terms of the 

series so that repeated linearizations are unnecessary. For 

example, in the solution (l.15) of equation (1.14) the 
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oscillations clearly occur on the fast scale 

( 1. 24} :r = t/C: ' 

and so (1.15) can be rewritten as 

QC 

(1.25) x = x0 ,Zcx0 (exp(iaT) - l)/(ia) {·ek. 
IC=o 

One might discover the first terms of this· summation through a 

multi-time expansion of the form 

(1.26) 

where each fic(t/e,t} is bounded. In general, however, the 

e-dependence will not appear simply through the fast scale 

(1.24). 

(1.14) 

For e~ample, we consider a nonautonomous variant of 

x' = exp(ia(t}/e) x 2 

(1.27) 
' 

x ( 0 ' £) = XO ' 0 < t < T 

where a(t} is a smooth real function with 

(1.28) min la' (t) I > 0 • 
o<-l:~T 

As in the case of (1.14) the solution is readily obtained by 

separation of variables: 

(1.29) 

' 
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(1.30) 
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t; 

F(t,e,) = f exp(ia(t)/~) dt • 
0 

The right-hand side of (1.30) can be integrated by parts to give 

an asymptotic expansion : 

"t' 
F(t,c) ........ I exp(ia(t)/t:.) {e.[-i/a' (t)] + 

0 

(1.31) 

+ €1 
[ a ' ' ( t ) I < a ' < t ) 'fJ ] + o < e. '3 ) } • 

And after the substitution of (1.31) into (1.29) we have an 

expansion of the form given in (1.23). Now the oscillatory 

behavior enters through the factor 

(1.32) exp(ia(t)/e) = exp(ia(e~)/e) 

and so we do not have the form given in (1.26). Without the 

assumption (1.28) this procedure is unworkable because the 

mathematical structure of F(t,e) changes significantly over any 

.interval where a' (t) vanishes. This behavior characterizes the 

general theory, where the expansions first become nonuniform and 

eventually break down entirely due to the failure of the 

technique of integration by parts. 

In Chapter IV we extend the theory of the preceding chapter 

to handle these circumstances, which can be described 

mathematically as a turning point or physically as a passage 

through resonance. Under these conditions the structure of 

certain terms is changing from oscillatory to nonoscillatory to 

oscillatory, and correspondingly the balancing of terms also 
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must change. Since in practice one computes simply from grid 

point to grid point, we need only develop a principle which can 

be applied locally, and as in the previous example this 

essentially must be a p~ocedure for the evaluation of integrals 

of the form 

(1.33) 

.p 
Jf(t) exp(a(t)/c!!) dt, 

o(, 

where a' (t) may now vanish at some points in the interval of 

interest. In this context we consider the evaluation of the 

integral 

(1.34) 
1. 

Jexp{itt-;2e) dt 
0 

, 

which corresponds to a response to the frequency (it/e). With 

the introduction of the scalar parameter 

(1.35) 'I{ > 1 , 

we can decompose (1.34) into the sum of 

(1.36) 

and 

(1.37) 

'Kr& 
S exp ( i t2. /2£) dt 

0 

i . 
S.exp{it2.;2e) dt 

1(-re: 

For the first integral the change of variables 

(1.38) .f&'r=s 

in the integrand gives 

'K-1&' 
(1.39) Sexp{is2./2~) ds = 

0 

A 
K 

Jexp{ir2./2) dr 
0 
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Thus, using an O(.JE') stretching factor completely resolves the 

oscillatory effects in the neighborhood of the turning point. 

For the evaluation of the second integral we again use the 

technique of integration by parts, but here we approximate to 

within O((&"/~~~-L) where mis sufficiently large so that this 

error can be neglected: 

(1.40) + RY>'\ 

.1 

IR""'I < e~Ah-\ rl/s'2....,ds 
J'KV& 

< 

The point 

(1.41) 

then marks the transition between a fast mode which requires 

asymptotic analysis and a slow mode which requires full 

resolution, and correspondingly the value of "K' determines a 

trade-off between the number of integrations needed in one 

region and the number of grid points needed in another. One 

might compare this procedure to a perturbation theorist's 

matching of inner and outer expansions; that is, after one has 

derived the correct balances in two disjoint regions, one 

postulates that the corresponding functional representations can 

be matched through an intermediate range in which both 

expansions are valid. 
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Our turning point arguments can resolve the transition of 

modes in the neighborhood of an isolated point. In general, 

however, if there is no well-defined separation between the 

frequencies of the fast and slow modes of a system, then one is 

not really solving a singular perturbation problem. 
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CHAPTER II 

THE LINEAR PROBLEM WITH 

WELL-SEPARATED LARGE FREQUENCIES 

2.1 OSCILLATORY STABILITY 

In this chapter we consider real systems of the form 

d:X:/dt=A(t,£) X 

(2.1.1) 

X(0,£)=X0 , 0 < t < T , 0 < £ << 1 

and 

·· dX/dt=A(t,E;)X + F(t,t) 

(2.1.2) 

X(0,~)=X 0 , 0 < t < T , 0 < £ << 1 

where we assume: 

(i) X(t,£) and F(t,&') are n-vectors; A(t,t) is an (n x n) 

matrix; 

(ii) A ( t, &) =A 
1 

( t) /£, + A~ ( t, £) ; 

(iii) 0 < E<< 1 is to be interpreted as "for sufficiently 

small positive &"; for definiteness we also introduce 

an explicit upper bound E: 0 < e < E; 

(iv) A1 (t) e cl>(t); A2.(t,&) <= cPct, £); F(t, i..) e cP(t,e); 

p~l (continuous partial derivatives of order p); 

(v) The eigenvalues of At(t) can be divided into two sets 

uniformly on 0<t<T : 
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Oscillatory Set: 

nl imaginary eigenvalues Vl.j(t)} with 

and 

min IA.:J· (t) I > r 
j 

min IA;(t) - l.,.(t)I > r, 
j-:j: le. " ~ 

where r is some positive real constant. 

Nonoscillatory Set: 

n2 (=n-nl) identically zero eigenvalues. 

Although we restrict ourselves here to real systems, these 

principles also can be applied to complex systems. And also our 

analysis applies to the system (1.03), where we allow 0(1/~) 

forcing terms in certain components. In later chapters we shall 

relax the restrictions of assumption (v) so as to allow the 

treatment of coalescing eigenvalues in the oscillatory set and 

the transfer of eigenvalues between the two sets. For this 

chapter, however, we consider only well-spaced large 

frequencies. xOC) is the k-th component of the vector x and 

iK) is the k-th column of the matrix A. 

We can write the solution of (2.1.1) in the form 

(2.1.3) • 

where Sc(t,s) is the solution operator of the system (2.1.1). By 

Duhammel's Principle we then can write the solution of the 

system (2.1.2) in the form 

(2.1.4) 
t; 

X(t,€)=S£(t,0)X0 + )sit,s)F(s,&)ds 
0 
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The system (2.1.1) is said to be oscillatory stable if we have 

an estimate for the solution operator: 

(2.1.5) I S!(t ,s) I < K exp(a (t-s)) 

where Kand a are real constants independent of £(I .I is the 

maximum norm} • The following example demonstrates that 

stability is not simply determined by the real parts of the 

eigenvalues. 

example 2.1.1 

Let A 1 ( t) = [: :] and A 2. ( t ,t) = [: :] • The eigenvalues of 

A(t,e} are 

A.+= i/e ±. l/VE:' • 

Thus, the solution operator cannot be bounded independently of 

e, and the system is not oscillatory stable. Note that the 

system with A2(t,t)=0 does not have a bounded solution operator 

although the eigenvalues are purely imaginary. 

The following lemmas follow directly from our stability 

requirements. 

LEMMA (2.1.1] 

If the system (2.1.1) is oscillatory stable, then the solution 

of the inhomogeneous system (2.1.2) satisfies the estimate 



(2.1.6) 

PROOF 
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IX{t,£.) I < K [exp{at) IX 0 1 + R{a,t) max IF(s,t.) I] 
('S ,t) 

t , a=0 

with R(a,t)= 

(exp(at)-1)/a , a~0 

From ( 2 .1. 4) and ( 2 .1. 5) we have 

-f; 

IX(t,f.) I < K [exp(at) IX 0 l +max IF(s,~) I fexp(a(t-s))ds] 
(S,t) 0 

and the lemma follows. 

LEMMA [2.1.2] 

Let the matrix B(t,&} be in c 0 (t,,} with 

d =sup IB(t,t.}I <o0. 
(~£) 

If the system (2.1.1) is oscillatory stable, then the system 

dW/dt=[A(t,~) + B{t,C}] W 

(2.1.7) 

0 < t < T 

also satisfies an estimate of the form (2.1.5): 

(2.1.8) IW(t,E.) I < K IW 0 1 exp( [a+Kd] t}. 

PROOF 

By Duhammel's Principle we can use the solution operator of 

system (2.1.1} to reformulate system (2.1.7) as 
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-t: 
W(t,t:,) = Se.(t,0)W0 + S;£(t,s}B(s,e)W(s,e;) ds 

By (2.1.5) we have 

:t: 
IW(t,e)I < exp(at)KIW0 I + Kd~exp(a(t-s))IW(s,f)lds. 

0 

After the substitution 

,,....... 
W(t,f:) = W(t,e.) exp(-at) 

we have: 

.-t; 

1Wct,!:) I < K 1w.1 + Kd S.rW(s,r,) las. 

The result now follows directly from a fundamental inequality of 

stability theory (see Coddington and Levinson [6], p.37). 

LEMMA [2.l.3] 

Let the systems (2.1.1) and (2.1.7) be oscillatory stable, and 

let Ss(t,s) be the solution operator of (2.1.1). Then if 

we have: 

(2.1.9) 

and 

(2.1.10) 

E ( t , f.) = W ( t , £) - X ( t , C) 

;-t;-

E ( t, f:) = SE.(t,0) [W0 -x0 ] + Js&(t,s)B(s,E.)W(s,t.)ds 
0 

IE(t,~)I < Kexp(at) [IW0 -~I + IW
0

1 (exp(Kdt) -1)]. 

PROOF 

The equations for E(t,£) can be written 
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dE/dt = A(t,~)E + B(t,e)W(t,&) 

(2.1.11) 

, 

and the result follows direct~y from Duhammel's Principle and 

(2.1.8). 

None of these results depends on assumption (v) for its 

validity, but now we demonstrate that assumption (v) can be 

strengthened to give a sufficient condition for oscillatory 

stability. 

THEOREM [2.1.1] 

If can be reduced to diagonal. form by a smooth 

transformation W(t), then the system (2.1.1) with is oscillatory 

stable. 

PROOF 

By Lemma [2.1.2] it is sufficient to verify the result for the 

system 

f dX/dt = 

x ( 0 ,E,) = XO 

[A 1 (t)/f.]X 

The equations for 

,,,,...,, 
X = W(t)X 

become 



23 

f 
dx/dt = 

X(0,t.) = XO 

_, 
{W {A 1 /~) W 

Again by Lemma [2.1 .• 2] we can ignore the 0(1) term of the system 

and consider the further reduced system 

, 

which has diagonal structure and is clearly oscillatory stable 

since by assumption {v) the eigenvalues of A1 (t) are purely 

imaginary. Thus, the system (2.1.1) is oscillatory stable. 
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2.2 Normal Forms and Canonical Transformations 

In this section we investigate the use of similarity 

transformations to reduce the homogeneous problem (2.1.l} to a 

more tractable form. The system (2.1.1) is said to be in normal 

form (p,q) if the matrix A(t,&) can be written in the form 

(2.2.1) 

where we have 

(2.2.2) 

and 

(2.2.3) 

We assume: 

- ..L C"q. A ( t , t) - 't B ( t, E) + c. C ( t , &; ) , 

l B("t,£) = 

-
- lCll(t,E) 

C ( t IE.) 
C2l(t,~) 

tB12 ( t ,f:)J 
B22(t,f:} 

Cl2(t,£)J 

C22(t,£} 

(i) rs11(t,t} is an (nl x nl) block diagonal submatrix with 

each diagonal block a (2 x 2) submatrix of the form 

(2.2.4) 

where ak:.(t,~) and blc.(t,t} are in Ci>(t,&) with 

-min lblC(t,£) I > b > 0 
-t 

(2.2.5) -min I lbK(t,£} I - lb~(t,~)I I > b > 0 

K~j 



25 

(ii) B22(t,e) and C22(t,,) are (n2 x n2) submatrices which are 

in c'P(t,t.). 

(iii) Bl2(t,t) and Cl2(t,£) are (nl x n2) submatrices which are 

in cP(t,t) ~ 

(iv) C2l(t,e) is an (n2 x nl) submatrix which is in cP(t,e). 

(v) Cll(t,i) is an (nl x nl) submatrix which is in cP(t,l:). 

(vi) q is a nonnegative integer and p is a postive integer. 

, THEOREM [2.2.1] 

If the system (2.1.1) is in normal form (p,q), then it is 

oscillatory stable. 

PROOF 

By Lemma [2.1.2] it is sufficient to consider the reduced system 

dX/dt = (B(t,!:)/E} X 

After the transformation 

-x ( t ,i) = s ( t, f:) x ( t, ~} , 

where 

_, 
I (Bll(t,t..)) Bl2(t,(.) 

s ( t, l:.) = 

0 I 
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we can again by Lemma [2.1.2] neglect 0 ( 1) terms to give: 

cBCt ,~)le) -= x 

(2.2.6) 

- ,,..., 
x ( 0' ~) = x. , 

where 

Bll(t,~) - - ,.. B(t,f) = -B(t,~) = 

The system (2.2.6) is clearly oscillatory stable since 

.-T ~T - .-.., T ---d/dt (XX) = X (B(t,~)/L + B(t,~)/~) X = 0. 

From the results of a later section one can prove the 

following result, which characterizes the eigenstructure of the 

oscillatory set. 

THEOREM [2.2.2] 

For the system (2.1.1) in normal form (p,q) there exists, 

correspondingly to the oscillatory set, a set 

{ (ut(t,t) ,A.a:(t,t))} of nl normalized eigenpairs which are in 

cP(t,t) and which satisfy 

(2.2.7) 

where for k odd we have 
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u ~ = e K + i eK.+t + t'i:n ~ ( t , t.) 

UIC.+1 = ~ ( {uK ( t It)} c c? ( t I e)) 

(2.2.8) 

tile= t.. ale:.(t,~) + i b~(t,ez,) + e<\.+l%(t,t) 

A1e+i= Aic:. ({a~(t,t) ,bt:(t,'t) ,Jlc:(t,t)} c C"P(t,t)) 

The vectors {et} are the Euclidian unit vectors. 

PROOF 

The theorem follows from Corollary [Al.2a] in the appendix of 

this chapter and the eigenstructure of the (2 x 2) matrix 

(2.2.4). 

It ls convenient to represent the eigenstructure in another 

form derived from (2.2.8). For real systems we can assume, 

without loss of generality that for the oscillatory set 

(2.2.9) . (k Odd) I 

and similarly 

(2.2.10) (k odd). 

The space spanned by {ut} can be equivalently represented by the 

nl real, independent vectors {v~} which are given by 

vk'.:(t,~) = Re{ulc.(t,t.)} (k odd) 

(2.2.11) 

v ( t , £.) = Im { ulc. ( t , t..) } 
IC+l 

(k odd) 

For convenience we define V(t,t) to be the (n x nl) matrix whose 
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k-th column is v~(t,t); furthermore, let v 0 be the (n x nl) 

matrix whose k-th column is e~. We note that 

(2.2.12) A(t,&) V(t,C) = V(t,£) L(t,£) 

where L(t,e) is an (nl x nl) block diagonal matrix with blocks 

of the form given in (2.2.4). Hereafter we shall refer to the 

matrix V(t,&) as a canonical representation for the oscillatory 

set. 

From the eigenstructure corresponding to the oscillatory 

set, we construct transformations designed for the separation of 

time scales. 

THEOREM [2.2.3] 

Assume the system (2.1.1} is in canonical form (p,q} with (p~2}, 

and let V ( t, £ } be the canonical representation for the 

oscillatory set. If S(t,e) is a transformation of the form 

(2.2.13) S(t,£) = I+ £ct+IT(t,i} I 

where T(t,e} is in c'P(t,£), and if 

I 

(2.2.14) S(t,&)V(t,e) = Vo = 

then the system for 

(2.2.15} -X ( t I t) : s ( t I~) X ( t I t..) 

is in normal form (p-1,q+l). S(t,~) is then called a canonical 

transformation. 
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PROOF 

Since 

we have 

S(t,&) A(t,£) (S(t,~) ) 1 = A(t,~) + O(t<t.). 

Moreover, the first columns of this matrix are given by 

_, 
S ( t , £.) A ( t , C) ( S ( t , t ) ) V 

0 
= S ( t , £.) A ( t , £) V ( t , t.) 

= S ( t , £.) V ( t, t.) L ( t ,c ) 

= , 

where L(t,£) has the form given in (2.212). Since 

dS/dt = O(Zq,+I) , 

,....; 

the equations for X are in normal form (p-1,q+l). 

Next we demonstrate that such transformations can be 

constructed from the canonical representation for the 

oscillatory set. 

THEOREM [2.2.4] 

Let the system (2.1.1) be in normal form (p,q), and let V(t,£) 

be a canonical representation for the oscillatory set. Then the 

transformation S(t,e), whose inverse W(t,t) has its columns 

given by 
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' 1 < k < nl 

(2.2.16) 
(K) 

W(t,f.) = 
' 

, nl < k < n 

satisfies the requirements of Theorem [2.2.3]. 

PROOF 

The theorem follows immediately from Theorem [2.2.2] and the 

d&finition.of the canonical representation for the oscillatory 

set. 

Let II• II be the Euclidian norm. Through the following variation 

of the Q-R Factorization Theorem, we can construct other forms 

for canonical transformations. 

LEMMA [2.2.1] 

If u is an n-vector such that 

and if the reflection H is defined by 

then 

PROOF 

We have: 

H = I - 2wwT 

Hu = - tr'e • 
I( 

' 
, cl'= tlull 
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THEOREM [2.2.5] 

= - \1"e K 
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Let the system (2.1.1) be in normal form (p,q), and let V(t,£) 

be a canonical representation for the oscillatory set. Then the 

conditions of Theorem [2.2.3] are satisfied by a unique 

transformation of the form 

R(t,t) 0 

(2.2.17) s ( t, E) = Q ( t, t) 

0 I 

where: 

(i) the (nl x nl) submatrix R(t,£) has the form 

(2.2.18) 

- . where R(t,E) is upper triangular; 

(ii} Q(t,t) has the form 

(2.2.19) Q(t,t.) = Q (t,&) Q (t,£) ••• Q (t,t), 
h1 l'U.-1 I 

where each Q \:(t ,~) is expressible as a product of Householder 

transformations: 
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. Qt:( t '(.} = [I - T 
2eic. e ic:,l [I - 2wf<.(t,t.)wli::{t,&)T] 

(2.2.20) 

wk::(t,£} 
\+I 

( z~ t, t.) G C p ( t ,t) ) = ek: + f zJt,t:,) 

whereby 

(2.2.21) Q ~ ( t 't.) = I + 2.<i.+I W~ t, t) cw~ t ,t. > ~ c 'Pct, i> > • 

PROOF 

By Theorem [2.2.2] and (2.2.11) we have 

(2.2.22) 

V I ( t 1 t.) = V ( t 1 t.) (I ) 

\,+I = e 1 + e z 1 (t,&) 

z
1
(t,c) c;; C'P(t,t) 

o,ct,£) now can be defined by (2.2.20) with 

w, (t,&) = (v 1 (t,t.) + er, e 1 ),/1lv 1 (t,r,) + Oj" e, >II 

(2.2.23) 

where 

~ ( t' t.) = Iv I ( t '£) I 

(2.2.24) 
' 

to give by Lemma [2.2.1] 

(2.2.25) o,ct,t,)v,(t,l:) = cr;ct,t:)e, 

' 

We now procede by induction. After the elements of {Q,,Q~, ••• ,Q~J 

have been calculated as in (2.2.20), we define 
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= Q (t,l:) Q (t, Zr) ••• Q (t,!:) V(t, l.f~) 
IC-1 t:-z I 

(2.2.26) 

' 

and by (2.2.11), Theorem [2.2.2], and our inductive hypothesis 

we have z~(t,t)'CP(t,L). Next we construct the projection of~ 

onto the span of {ek:: ,el<•l , ••• ,et\}: 

(2.2.27) 

1.(-f 

~ ( t , £) = VI( ( t , CC.) - )' ( e .T v ) e· ..... f/J I( J 
J_: I 

h - 'P w ere ZIC(t,t:)EC (t,t). And now we define Q~(t,t) as in (2.2.20) 

with 

w IC ( t , r) = (~IC ( t , t) + ~ e,... ) I 1\V.._ ( t , £) + ~ e~ ) 11 

(2.2.28) ' 

= elc: + z'~ .. ~Y, (t,£) 

where 

(2.2.29) 

to give by Lemma [2.2.l] 

( j <k) 

(2.2.30) 

Thus, with Q(t,~) defined by (2.2.19) we have 
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U(t,e.) 

(2.2.31) Q ( t ,&) V ( t, E) = ' 

where the (nl x nl) submatrix U(t,e) is upper triangular. 

Furthermore, we can write 

(2.2.32) [U( t , t ) E c 'i' ( t , l. ) ] 

since Q(t,~) and V(t,~) also have this property. With 

_, 
(2.2.33) R ( t , .!'.) = U ( t , ~) 

in (2.2.17) we have the desired result. 

The smoothness of the transformations of Theorem [2.2.4] and 

Theorem (2.2.5] leads to the following useful result which 

characterizes the effect of perturbations of V(t,£). 

THEOREM (2.2.6] 

Let V(t,t) in the previous theorems be replaced by the 

perturbation 

(2.2.34) -V(t, e,S') = V(t,2:) + 0 F(t,e)' 

where F(t,e·) E. C' (t,£) (r~p) and~ is a small scalar parameter. 

Then for sufficiently small ~ the derived transformations of 

Theorems [2.2.4] and [2.2.5] are likewise perturbed: 
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,...... 
S(t,t:) f ( t It 1 5') in (2.2.16) s ( t It IS) = + 

(2.2.35) 
,.., 
R(t,!:,~) = R(t,t.) + g ( t ft, I 8) in (2.2.18) 

,,_,., 
wk.(t,t.,5) = Wt(. ( t I!:.) + h\C:.(t,t,S') in (2.2.21) 

{f,g,h1e} C Cr(t,£,S) 

PROOF 

The theorem follows from the smoothness of the transformations, 

which are given explicitly by ( (2.2.16) - (2.2.32)). 

By the straightforward application of Theorem [2.2.3] we 

can transform the basic equations to an improved normal form; by 

the repeated application of this procedure we can reduce the 

original system to a more manageable formulation. 

THEOREM [2.2.7] 

Let the system (2.1.1) 'be in normal form (p,q}, and let the 

positive integer r be less than p. Then there exists a 

transformation S(t,!), expressible as a product of canonical 

transformations, such that the equations for 

(2.2.36) -X ( t I [) = 8 ( t I£.) X ( t I t:) 

can be written as 

(2.2.37) 
{

dx/dt = 

X(0,£,) = x. I 

-A(t,'E) X 

where the system (2.2.37) is in canonical form (p-r,q+r) with 

(2.2.38) - - ~;+r-A ( t IC) = B ( t I Z) ~ + t c ( t ,E.) • 
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Furthermore, if Y(t,t) is the solution of the system 

(2.2.39) 

then 

[B(t,e)/£] Y 

[

dY/dt = 

Y(0,t".) = Y
0 

, 

(2.2.40) max IX( t, ~) - Y ( t, f.} I = 0 ( X 
0 

- Y
0

) + 0 ( ~ i '*",... ) • 
-t-

PROOF 

The theorem follows directly from Theorem [2.2.3], Theorem 

[2.2.4] (or Theorem [2.2.5]), and Lemma [2.1.3]. 

The reduction of system (2.1.1) to system (2.2.39) 

represents the major result of this chapter, for the presence of 

the small parameter in the latter formulation no longer places 

serious practical limitations on our ability to represent or to 

approximate the solution. Since the time scales have been 

effectively separated, the now apparent singular nature of the 

problem can be treated by asymptotic techniques. For example, 

consider the system (2.2.39) with B(t,&) as in (2 .• 2.2) and with 

the decomposition 

(2.2.41) y = 

where y'7:. is nl-dimensional and YJC"is n2-dimensional. Clearly yir. 

can be represented as the solution of the system 
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(d.;r/dt = a22(t,e);c 

l rrnlj, E;.) = ~ 
, 

where the coefficients depend smoothly on the small parameter. 

The components of y'I are handled in pairs which correspond 

to the block diagonal structure of Bll(t,~); therefore, without 

loss of generality we can assume that Y:Cis two-dimensional. 

The appropriate equations have the form: 

(2.2.43) 
[

a(t,e.) 

-b(t,e)/& 

b. ( t , e,) /€..1 
a ( t, f:) j 

with the appropriate initial conditions 

(2.2.44) 
(:: : ::: ) = (::) • 

The change of variables 

(2.2.45) ( ~vu)-- (vu) r- exp ( ~t ( t, 0)) 

't = 

where 

(2.2.46) , 

gives for the homogeneous problem 

, 

(
u) + /f 1 ( t, E,) le.) 
v lf2(t,t)/t} 
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(2.2.47) 

u( 0, v = u., , -v, 0, v 

which has the solution operator 

(2.2.48) = L cos (t-f> 
• (- 'lt:\ -sin t-., 

, 

. ,_ -1 Sln(t-1") . --cos ( t-'r') 

Therefore, the solution operator for the system 

((2.2.43)-(2.2.44)) is 

Sf.(t,1') = 

c.. [cos c13'f. < t ,-n I&> 
(2.2.49) exp(At(t,T}) A 

-sin(Bt. (t,T)/&} 

sin('~1 (t,'1")/eJ7 , 

cos (B'f. ( t ,1"') /e, J 
and the solution of the original system is explicitly given by 

Duhammel's Principle (2.1.4). For the first component we have 

u(t,t) = exp <~t. ( t , 0} } cos(13'£(t,0}/E.} Uo 

+ exp('A't.(t,0}} Sin rt3\~( t I 0) /£} Vo 

(2.2.50) + S!xp(~ 1 (t,s)} cos(13't.(t,s)/i.) fl(s,r.)/£ ds 
0 

+ s:X p (1.' t, ( t IS) } cos('§'t(t,s}/e} f 2 (SI i} /S: ds 
0 

An asymptotic expansion for the integrals easily can be 

generated by integration by parts. For example, we have: 

± 
Scos(-B'e (t,s)/E.} f(s,e}/e. ds = 

0 

!1 {sin('S'£(t,s}} [-f (s,e}/b(s,£} J} 

. 

(2.2.51) + !le{cos('B'~(t,s)) [(d/ds) (f(s,e.)/b(s,&))] [l/b(s,£)]} 

+ • • • + o c e""" > I 
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and 
-t 

J;in('B'i;(t,s)/£) f(s,£)/& ds = 

-: I {cos (a£ ( t 's) } [ f ( s' £) /b ( s It:) ] } 

(2.2.52) + !1~{sin('13'z(t,s)) [ (d/ds) (f (s,tJ)/b(t,e))] [l/b{s,t:.)]} 

+ • • • + O(E:."""') 

In subsequent sections we shall use these theoretical 

results to justify algorithms suitable for computation with 

large time steps. 
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2.3 REPUCTION TO CANONICAL FORM 

The purpose of this section is to reduce the general 

problem (2.1.1) to the normal form described in Section 2.2. By 

Theorem [Al.2] of Appendix A, there exist nl smooth eigenpairs 

which correspond to the oscillatory set: 

(2.3.1) 

where 

(2.3.2) 

"P 
{utc:.(t,g}} CC (t,t} 

As in the previous section we assume, without loss of 

generality, 

-
;. ... (t,f..> = A (t,t.> 

""' K_.1 
I k Odd 

(2.3.3) 

, k odd 

and so the eigenspace can be equivalently represented by {v~}, 

where 

, k odd 

(2.3.4) 

VK+\ (t,t.) = Im{u\::.(t,t:)} I k Odd 

As is the previous section we define the (n x nl) matrix V(t,e) 

by 
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(2.3.5) 

and refer to V(t, e) as a canonical representation for the 

oscillatory set. Furthermore, let Vo be the (n x nl) matrix 

whose k-th column is eK. Theorem [2.2.3] now must be replaced 

by the following assumption. 

Assumption (2.3a) 

If there exists a transformation S(t,e) such that 

{ s ( t IE) 's ( t 't f' } c 
(2.3.6) I 

S(t,£)V(t,E) = V0 

then the equations for 

-(2.3.7) x ( t I e> = s ( t I e> x ( t I£) 

are in normal form (p-1,0). 

By (2.3.6) the structure of the first nl columns is clearly that 

of ( 2. 2 .1) , and also the first nl rows of the last n2 (=n-nl) 

columns have the appropriate form; thus, the assumption simply 

insures that no 0(1/e) terms appear in the lower (n2 x n2) 

diagonal submatrix, which must correspond to the nonoscillatory 

set. If unbounded terms do exist in this submatrix, then smooth 

perturbations of the system can change the number of large 

eigenvalues. 

example (2.3a) 
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The system 

0 l;t 

{2.3.8) dX/dt = X, X(0,t,}=X 0 

has eigenvalues 

(2.3.9) 

while the perturbed system 

0 l/l 

(2.3.10) dX/dt = X , X ( 0 ,! } =X 0 

has eigenvalues 

(2.3.11) 

Moreover, neither system is oscillatory stable since neither has 

a bounded solution operator. 

In Section 2.1 two methods for the construction of such 

transformations were demonstrated. The method of Theorem 

(2.2.4] seems not so useful here since one cannot conveniently 

augment the matrix V(t,E} so as to span the underlying 

n-dimensional space; however, we have the following 

generalization of Theorem (2.2.5]. 

THEOREM [2.3.1] 
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Let V(t,t) be a canonical representation for the oscillatory 

set; then there exists a locally valid canonical transformation 

S ( t , £') , where 

R ( t, !:.) 0 

(2.3.12) S(t,l!) = Q ( t, t.) ; 

I 

the (nl x nl) submatrix R(t,,) is upper triangular with 

(2.3.13) 

and 

(2.3.14) Q ( t ,£,) = PQYl1. ( t, £.) Q\'\'1-1. ( t, t.) ••• Qt. ( t ,'£) , 

where P is a constant permutation matrix and 

(2.3.15) 

with 

{2.3.16) 

PROOF 

Essentially we repeat the constructive argument of Theorem 

[2.2.5]. Let p 1 be chosen so that the p,-component of v 1 (t,C) 

is locally bounded away from zero. Without loss of generality, 
,,,...., 

we assume that for some Tr 

{"P.} 
(v 1 (t,!)) > 0 

,.._ 
(0 < t ~ T 1 .$. T) 
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since otherwise a renormalization is possible. By Lemma [2.2.1] 

o,ct,£) is given by (2.3.15) with 

{

WI ( t 1 l:) = 

~ (t, ) = 

( v 1 ( t , £) + a; e p, ) I llv , ( t , £) + er; ep, II 

llv, (t,~) II 

We proceed by induction. After the elements of 

{Q 1 ,Q~, ••• ,Q~-I} have been determined, we define 

where by our inductive hypothesis 

-::::::" vK(t,C) is defined as the projection of this vector onto the 

complement of the span of {ea ,e~ , ••• ,ea }: 
rt ~~ rK-1 

l'.-1 

-:::::::: - ~ -r -vl<:(t,z:) = vl<(t,t.) - L.,(eP; vK (t,t:)) e.p,. 
• J J 
J:I -We choose pK and Tk such that 

- -( 0 ~ t ~ TI< S, TIC-I) , 

and now with Q~(t,~) as in (2.3.15) with 

we have 

( j <k) 

Dk ( t ,£.) efk 
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Here ~(t,£) cannot vanish because of the linear independence of 

{ VIC. ( t 1 £) } • 

This construction gives 

U ( t It) 

Q ( t IE.) V ( t I£) = p T I 

where P is a constant permutation matrix, the (nl X nl) 

submatrix U(t,£) is upper triangular, and 

moreover, since the left-hand side of this equation is in 

C~(t,t) the right-hand side is also in cP(t,t). Thus we have 
,._ 

for Ql~t~'Ifis. the form given by (2.3.12) with 

when 

-· R(t,t.) = U(t,t.) 

Singularities in the unitary transformations arise 

~ 
R"J:+ep~ll becomes small; then a small change in v~(t,t) may 

mean a large change in Q~{t,~). In fact the transformation is 

not even continuous in a neighborhood of 

(2.3.17) 

Note that in Theorem [2.3.5] V(t,t) is normalized so that 

(2.3.18) 

and so singularities are avoided. 
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The following smoothness result, which is analagous to 

Theorem [2.2.6], will also be useful. 

THEOREM [2.3.2] 

Let V(t,t) in the previous theorem be replaced by the 

perturbation 

-V(t,f!,b) = v {. t If.) + 6 F { t , !.. ) 

(2.3.19) , 

( r<p) 

where 5 is a small scalar parameter. Then for sufficiently 

small 6 the derived transformations of Theorem [2.3.1] are 

likewise perturbed: 

(2.3.20) 

PROOF 

'Re t , c, b > = R c t , £ > + a g c t , c , s > 

WI<:. ( t I~,~) = w I<. ( t It) + hl(, ( t, £I 5) 
~ {g,hlC} c c (t,t,$) 

The theorem follows from the smoothness of the transformations, 

which are given explicitly in the proof of Theorem [2.3.1]. 
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2.4 NUMERICAL METHODS 

The theory developed in the previous sections leads very 

naturally to the formulation of algorithms which are well-suited 

to highly oscillatory problems. In practice, the solutions of 

differential equations must be approximated through the 

techniques of discretization. In this context it is sufficient 

to consider the homogeneous problem; thus, we study the 

following reformulation of (2.1.1): 

dX/dt = A(t,~)X 

(2.4.1) 
' 

X(0,~) = X6 , 0<t<T 

where the system satisfies assumption (2.2a) and where the 

solution must be approximated on the grid {t~} with 

h~ = (t - tie; l<f'I 

(2.4.2) h = max lh~I 
IC 

to = 0 ' till = T 

The system (2.4.1) can be analytically transformed to the 

normal form (p,q) by Theorem [2.2.7] and Theorem [2.3.1] by 

which we have: 

(2.4.3) 

-1 I -I 
AN+I = S A S + S S 

N N N Al N 

Here~' the canonical transformation associated with~' can be 

explicitly constructed from the canonical representation vectors 



48 

that correspond to the oscillatory set of A,,· Thus, from 

(2.2.12) one must calculate the solutions of the equation 

(2.4.4} 

where V is normalized in some convenient way and where 

IAHI = 0(1/L.) 

(2.4.5) 

IL I = o (l/~) 

Since, by Theorem [Al.2], these quantities depend smoothly on 

the coefficients of Arf 1 one equivalently can obtain V by 

solving the system 

(2.4.6) 

where V is normalized as before. If the eigenvalue problem is 

well-conditioned, as it must be for the normal form, this system 

can be solved by a Newton iteration to an accuracy within 

roundoff error. 

Suppose the gr id values for AN are given to O (j>,.., /£::) , where 

)'N is a measure of the relative error. By Corollary [Al.2a] the 

eigenvectors which correspond to the oscillatory set of the 

perturbed system are changed only 

Theorem [2.2.6] and Theorem 

by O~), 

[2.3.2] 

and 

the 

likewise by 

constructed 

transformations are changed only by o ~._,) • Thus, we can assume 

that, for a given vector v, S~v and ~v can be calculated to 

within relative error O(~). And also we can approximate s.; by 

a linear operator: 
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(2.4.7) 

Then by (2.4.3) it is reasonable to assume that the error 

in AN+t s 

(2.4.8) 

If we take 

(2.4.9) Jo= 0 (b) , 

where 6 is a measure of the relative roundoff error, then for 

N>l we have by induction 

(2.4.10) 

as 

(2.4.11) 

Thus, after these transformations have been carried out, we 

can assume that the system (2.4.1) is in normal form {p,q) with 

a grid error given by O~/E:). Setting <5>=0) then corresponds to 

the analysis without the consideration of roundoff er~or. We 

propose to approximate the solution on the grid by the following 

Linear Solver of the form {p,q,ml,m2,m3,m4): 

I 

The O(e~) terms of the system in normal form {p,q) are discarded 
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to give on the grid points a system of the form 

(2.4.12) 

d/dt(~)= [!Bll(t,Z) 

YJ:( 0, f.) = Y:; 

Y"lt ( 0 ,t,) = Y! 

t 812 ( t / £1 (yy:) 
822 ( t, t) J 

0<t<T 

iI is an nl-dimensional vector; YJ['is an n2-dimensional vector; 

the coefficients are given by 

.J. t,Bll(t,E) = -f-s11 ct,£.) + 0 (J /I:) 

(2.4.13) B22 ( t ,£) = B22(t,£) + OCJ/C) , 

ta12 (t ,£) = ts12 ( t ,£,) + 0 er /t:) 

where the first right-hand-side terms are in C~(t,~). By Lemma 

[2.1.3] this truncation gives rise to an error 

(2.4.14) 

II 

The system for solved approximatively by some 

self-starting method which is accurate to within 

(2.4.15) a;= O(h~) + OCJ/Cht.)) 

with 

(2.4.16) ml < (p-1) • 

(see Froberg [10] , p. 260) 

III 

The system for yr is solved by approximating the terms of the 
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asymptotic expansion derived in Section 2. 2. O (f:. <!. ) terms are 

ignored~and the solution operator (2.2.49) is estimated by 

[

Ll{a+O(_?/'e.) ,t,'T,€.,h} = 'At(t/M + O{h""2..) + O{}>/'&) 
( 2 • 4 .1 7) A Yl'\~ 1 

L2{b/E.+O(y>/£) ,t,~E,h} = B~(t,'i)/t.. + O(h /~) + O{f /~) 

where the discrete operators Ll and L2 approximate the integrals 

given in (2.2.49) with 

(2.4.18) max {m2,m3} < p • 

The t-derivatives in (2.2.51) and (2.2.52) are also estimated by 

discrete operators such as, for example, 

L3{g+O(,?/th) ,t,h} = (d/dt) [g(t,t)] + O(hwi
4

) + O(J/t:ha.) 

(2.4.19) L4{g+O(j>/t:h) ,t,h} = (d'l./dtt.) [g(t,t)] + O(h""'4·l) ·+ O(j>/'£.h3 ) 

LS{g+O(_J'/"Ch) ,t,h} = (d'3 /dt'3) [g (t,r)] + O(h~14 -2) + op/£h4 ) 

with 

(2.4.20) m4 < p - 1 

(See Froberg [10]: p. 190, p. 195) By the form of the expansions 

(2.2.51) and (2.2.52), these discretizations give rise to a 

cummulative error 

(2.4.21) 

O(h\"'l'f(l + (t./h)q,.-I ) + ()>/t:h) (1 + ( zyh)~-I)) 

This procedure gives an approximation of the form 

(2.4.22) Y ( t , £.) = G ( t, ?:.) + I: CIC:. ( t , e) f fC,. ( t , £) , 
I(. 
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where G(t,t) and {C~(t,£)} are approximations to smooth vectors 

and the {f"-(t,£)} are approximations to oscillatory functions of 

the forms 

(2.4.23) 

and 

(2.4.24) 

By our analysis of the algorithm we have: 

THEOREM [2.4.1] 

Let X(t,~) be the solution of the system (2.4.1), which is in 

normal form {p,q), and let Y(t,~) be the approximation by a 

linear solver of the form {p,q,ml,m2,m3,m4) on the grid (2.4.2), 

where the system coefficients are given to within O~/e'). We 

then have: 

(2.4.25) max IX - y I = oco;;. + c;r + 0--:gr) I 

t 

where Oi:-, <Jir and 0-"I!I:are given respectively by (2.4.14), 

( 2. 4 .15) , and ( 2. 4. 21) • 

The composite error (2.4.25) gives much information as to 

the relative importance of the approximations which are made; in 

particular, the critical terms arise from roundoff error in the 

transformed system and the frequency approximations for the fast 

modes (2.4.17). A concern for the balance between the various 

contributions to the total error must influence any realistic 
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implementation of these methods. 
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2.S A Computational Example 

In this section we describe a simple implementation of the 

techniques of Section 2.4. We consider the following system, 

which describes the motion of two weakly coupled simple harmonic 

oscillators: 

(2.S.l) 

where 

(2.S.2) 

0 k,(t)/l 

X' = -kl (t)/& 0 

b(t) 0 

0 b ( t) 

X ( 0, e) = [ 1, 0, 1, 0] T 

'2. 
k,(t) = l.S + .9t -.2t 

a(t) = sin(t) 

T0 = 0 

e = • 01 

a ( t) 0 

0 a ( t) 

0 k '2. ( t) /£ 

-k'2.(t)/t, 0 

T 0 < t < T1_ 

k'2( t) = 2. 7 + • St 

b ( t) = 1 - • St 

T 1 = S 

x 

, 

We propose to solve these equations to within an accuracy of 

three or four significant figures by using the step size 

(2.S.3) h = .0s 

If the calculations are done with standard single-precision 

accuracy, then in tae notation of Section 2.4 we have 
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(2.S.4) , 

and so the effects of the roundoff error can be ignored. The 

system is in normal form {p,q) with 

p = + oO 

(2.S.S) 

q = 0 

after transforming the equations to normal form {p-2,q+2) we can 

continue as in the previous section by dropping the 

O ( t '2. ) terms • This procedure is modeled by tableau in table 

<2.S.l>. 

!---------------------------~-----------------------------------! 
I NORMAL FORM GRID POINTS I 
I To T, I 
I I 
I I 
I (a) (p ,q) x x x x x x x x x x x x x x I 
I I 
I (b) {p-1,q+l) x x x x x x x x x x I 
I I 
I (c) {p-2,q+2) x x x x x x ... x x x x I 
I I 
I I 
I table <2.S.l> I 
I I 

In <2.S.la> we use grid values of the system in its original 

form; two extra points have been added at the end points of the 

interval so that centered diffarence& can ba used throughout to 

estimate the derivatives. At the grid points the canonical 

representation vectors are calculated by a Newton iteration 

applied to equation (2.4.2); we note that the computed values at 
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t=t,r can be used as the initial guess for t=-tN+t since, by 

Theorem [2.2.2], this estimate gives the correct value to within 

O{h). At the grid point t=~ we calculate the canonical 

transformation 

(2.5.6) I 

where, as in Theorem [2.2.5], RN is upper triangular and QN is 

orthonormal. For this implementation, however, we express QN as 

a product of plane rotations rather than reflections. We note 

that for 

(2.5.7) 

we have 

Q'Q+f- = 

(2.5.8) 

= 

Q = jcos{&) 

L-sin <&) 

sin (9)1 

cos (&)j 

[-sin(9) cos(~] [cos(~) 
-cos(&) -sin(~) sin{c9-) 

l-: l] I " e 

-sin(~} e' 
cos (<9-) . 

To estimate the derivatives of the transformation we use a 

fourth order centered approximation [see Froberg [10], .p. 192]: 

(2.5.9) h L{f,N} = (2/3) (fN+I - fN-f) + (1/12) (fN·2. - fN+1..) 

= h f' (tN) + O(h~) 

Thus, the transformation can be carried out at the grid points 

to bring the system to normal form (p-1,q+l): 
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(2.5.10) 

This procedure can be repeated at the grid points to transform 

the system to normal form (p-2,q+2): 

(2.5.11) 

Here we need not carry out the differentiation since the O(f2) 

terms are to be discarded; thus, no extra. points are needed at 

the ends of the interval. The initial guess for the Newton 

iteration now comes from the values of the system in normal form 

(p-1,q+l) at the same grid point since, by Theorem (2.2.2], the 

canonical representation vectors and the rescaled eigenvalues 

change only by o(e). 

We note that there are no smooth components to be 

approximated as . in (2.4.12). The necessary approximations for 

the integrals in (2.4.17) are made by a sixth-order Newton-Cotes 

formula [see Froberg [HJ], p. 198]: 

(2.5.12) 

M{f ,N,h} 

= (7 ( f"' + 

J
;tllN&f 

= f dt 
=e,.. 

Thus, the error in 

fN~~) + 32(fN+I+ fN+ 3 ) + 12(fN+~)] (h/90) • 

+ 0 (hb) 

the integration of the frequencies is 

O(h~/~). In the nomenclature of Section 4.4, we have outlined a 

linear solver of the form (p-2,q+2,2,.,6,6,.). 
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All calculations were done with single-precision accuracy 

on a VAXll/780 computer. In figure <2.5.1> we plot the leading 

order energy funcions of the two oscillators: 

E 1 (t) = (k 1 (t)'2 )/2 (xt + x~) 

(2.5.13) 

The amplitudes and phases have been linearly interpolated 

between grid points. And in table <2.5.l> we compare the-

computed grid values with the accepted function values, which 

were computed with double-precision accuracy by means of a 

fourth order Runge-Kutta scheme with a time step 

(2.5.14) 

In the table we list 

ERRl(t) = 

(2.5.15) 

max 

" 
{lx.(t) -'X:(t)I} 

~ ' 

ERR2(t) - ,,...., =max {l(E.(t) - E,(t))/E•(t)I} 
t." ' ' /, 

I 

where {x.} and {E·} are the computed function values and where 
~ " 

{'X.} and {'E:} are the accepted function values. We have 
" ' 

(2.5.16) max max I x , ( t) I < 1 • 1 
~ ~ " 

The analysis of this chapter has demonstrated that when the 

large frequencies of a linear system are well-separated the fast 

modes can be essentially decoupled; thus, in figure <2.5.1> we 

see that the energies behave rather independently. In Chapter 
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III we find that the introduction of nonlinearities considerably 

enriches the qualitative possibilities. For example, in Section 

3.7 we study a coupled system where, although the leading order 

problem is oscillatory stable, the nonlinearites induce an 

internal resonance which results in a sequence of energy 

exchanges between the two oscillators. Our assumptions also 

preclude the possibility of passage through resonance since our 

approximation techniques break down when the large frequencies 

coalesce; under these circumstances the turning point arguments 

of Chapter IV must be utilized. 
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!-------------------------------------------------------------! 
I N TN E 1 (T._,) E'2.(TN) ERRl(T..i) ERR2(TN) I 
1-------------------------------------------------------------1 
I 0 0.00 0.11250E+01 ~.36450E+01 0.0E+00 0.0E+00 I 
I 4 0.20 0.13929E+01 0.38615E+01 0.3E-04 0.lE-04 I 
I 8 0.40 0.16821E+01 0.42653E+01 0.6E-04 0.2E-04 I 
I 12 0.60 0.19306E+01 0.44863E+01 0.8E-04 0.5E-04 I 
I 16 0.80 0.21575E+01 0.47505E+01 0.lE-03 0.6E-04 I 
I 20 1.00 0.24134E+01 0.51131E+01 0.lE-03 0.7E-04 I 
I 24 1.20 0.26682E+01 0.54840E+01 0.lE-03 0.7E-04 I 
I 28 1.40 0.28324E+01 0.58010E+01 0.lE-03 0.8E-04 I 
I 32 1.60 0.28919E+01 0.61043E~01 0.lE-03 0.9E-04 I 
I 36 1.80 0.31073E+01 0.64937E+01 0.lE-03 0.lE-03 I 
I 40 2.00 0.31090E+01 0.68469E+01 0.lE-03 0.2E-03 I 
I 44 2.20 0.31315E+01 0.72284E+01 0.lE-03 0.2E-03 I 
I 48 2.40 0.31700E+01 0.75886E+01 0.lE-03 0.2E-03 I 
I 52 2.60 0.30731E+01 0.80339E+01 0.lE-03 0.2E-03 I 
I 56 2.80 0.29934E+01 0.84461E+01 0.2E-03 0.2E-03 I 
I 60 3.00 0.28831E+01 0.87763E+01 0.2E-03 0.2E-03 I 
I 64 3.20 0.27164E+01 0.91938E+01 0.2E-03 0.2E-03 I 
I 68 3.40 0.25307E+01 0.97375E+01 0.2E-03 0.2E-03 I 
I 72 3.60 0.23057E+01 0.10128E+02 0.2E-03 0.2E-03 I 
I 76 3.80 0.20723E+01 0.10650E+02 0.2E-03 0.2E-03 I 
I 80 4.00- 0.17970E+01 0.10992E+02 0.2E-03 0.2E-03 I 
I 84 4.20 0.15418E+01 0.11598E+02 0.2E-03 0.2E-03 I 
I 88 4.40 0.12674E+01 0.12095E+02 0.2E-03 0.3E-03 I 
I 92 4.60 0.99624E+00 0.12595E+02 0.2E-03 0.2E-03 I 
I 96 4.80 0.73748E+00 0.13094E+02 0.2E-03 0.2E-03 I 
1100 5.00 0.50035E+00 0.13550E+02 0.2E-03 0.2E-03 I 
l--~---------~------------------------------------------------1 
I ' figure <2.5.1> I 
I I 
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CHAPTER II 

APPENDIX A 

THE SMOOTHNESS OF EIGENVALUES AND EIGENVECTORS 

Although the study of eigenvalues and eigenvectors is 

usually developed within ari algebraic framework, the tools of 

analysis are often more effective in the treatment of 

perturbations of the spectrum. Indeed, the smoothness results 

will follow from the validity of local expansions which are 

derived by the standard tools of analysis. The first basic 

result is the continuity of the eigenvalues. 

THEOREM [Al.l] 

Let L(t,e) be an (n x n) matrix which is continuous on some 

domain. The eigenvalues of L(t,e) can be represented by an 

unordered n-tuple 

(Al .1) G ( t , e) = { g 
1 

( t , £) , ••• , g Y'\ ( t , t) } · , 

where we define the distance between two such n-tuples as 

(Al. 2) min max . 
" 

2. a I lg. -g, 

" ' 
where the min is taken over all possible orderings of the 

elements of the n-tuples. The eigenvalues are continuous at 

each point {t
0

, £.); that is, 

( t , £.) -+ ( to , e.) 

(Al.3) -'.!? 
dist{G(t .. , £), G(t 0 ,()} -+ 0 
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PROOF 

This fundamental result is most easily interpreted algebraically 

as it is really a theorem about the roots of the polynomial 

(Al.4) IL(t,E) - Aii = 0 • 

See, for example, Franklin [9]. 

The existence of smooth functions which represent the 

eigenvalues is quite another matter; however, in certain 

circumstances such parameterizations can be demonstrated. 

THEOREM [Al.2] 

Consider the (n x n) matrix L(t,£) where: 

( i ) L ( t , E') = A I ( t) + A 2. ( t , £) ; 

(ii) Ar (t) and A~(t,&) are (n x n) matrices which are in 

cP(t,e) for 0<t<T and 0<£<<1; 

(iii) The eigenvalues of A1 (t) can be divided into two groups 

uniformly on 0<t<T 

Oscillatory Set: 

nl imaginary eigenvalues {)K(t)} with 

m ~ n I A IC( t) I > r 

and 

min I A." ( t) - AJ• ( t) I > i: , 
lc.-:Fj ..... 

where r is some positive real constant. 

Nonoscillatory Set: 
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n2 (=n-nl) identically zero eigenvalues. 

Then there exist, correspondingly to the oscillatory set, 

(i) nl scalar functions {A.1e.(t,e.)} ( c: CP(t,&)) which represent 

eigenvalues of L(t,e); 

(ii) nl matrix functions {PK(t,~)} ( C CP(t,&)) which represent 

one-dimensional eigenprojections of L(t,,); and 

(iii) nl vector functions {v~ (t, &)} ( c cP (t,c )) which 

correspond to normalized eigenvectors of L(t,e). 

Moreover, these functions can be represented by local expansions 

which depend smoothly on the coefficients of L(t,~). 

PROOF 

First we argue that the eigenvalues of the oscillatory set can 

be represented by nl continuous functions 

(Al.5) 

To achieve a unique parameterization one can number the 

eigenvalues of the oscillatory set in ascending order with 

respect to their imaginary parts. By assumption (iii) the 

ordering of these eigenvalues is preserved while the eigenvalues 

of the nonoscillatory set have imaginary parts which are o(l). 

The continuity of these functions follows from Theorem [Al.!]. 

The resolvent matrix of L, defined by 

(Al.6) 
_, 

R(L,T) = [L-l"I] , 
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is well-defined for~~P(L), the resolvent set of L. A resolvent 

matrix theory for linear operators on finite-dimensional spaces 

has been developed, especially for the case where L· is an 

analytic function of a single variable (see, for example, Kato 

[15]). Here we outline a simplified theory for the case where L 

is a smooth function of its arguments. 

For the case where L · is constant one has the local 

representation formulas for the oscillatory set: 

(Al.7) 

and 

(Al. 8) 

PIC. = (-l/211'i) J R(L,'.r) d)'" 

(11( 

A1e. = trace{LP1c.} 

where ~ is a simple closed curve enclosing ~K but not 

enclosing or passing through ~ for j;lk. 

We now summarize some of the basic results of the resolvent 

theory (for proofs see Kato [15]). P~ is said to be the 

projection for the eigenvalue ~k; that is, PK is an (n x n) 

matrix which projects elements of the underlying linear space 

onto the one-dimensional eigenspace associated with the 

eigenvalue which is enclosed by r:.. (Al.8) gives an analytic 

representation for the eigenvalue enclosed by ~· The most 

fundamental properties of the projections are 

(Al. 9) 

and 

(Al.10) LP - P L = P ... LP"" • IC. - ~ .... ..... 
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Finally with suitable choices for w and m we can represent the 

k-th normalized eigenvector by 

(Al .11) 

(Pie. w)~) > 0 

Thus, for each value of its arguments has, 

correspondingly to the oscillatory set, a set of nl triples, 

each comprised of eigenvalue, eigenprojection, and eigenvector; 

moreover, by (Al.5) these triples can be parameterized so that 

the eigenvalues are represented by nl continuous functions of 

the independent variables. The smoothness of these triples can 

be analyzed through (Al.7), where L is now considered as a 

smooth function. 

Let f;_ be a simple closed curve which encloses A1c:,(t0 ,0) 

but no other eigenvalue of ~· Near (t,t)=(t 0 ,0) we have: 

(Al .12) -L(t,e) = L0 + L(t,t) = L0 + O(lt-t0 I + £) • 

Now we construct the so-called second Neumann series for the 

resolvent: 

R ( L ( t , t) , ")) 

(Al.13) 

= [L(t,£) - TI]- 1 

= R(j} 

= R ('!) 

[ I + 'L( t , f.) R (! ) r 1 

Zc-L'ct,e>R<r>Jj 
J·=o 

-1 wh e re R ( J') = [ L
0 

- J"' I ] 

for IL(t,E) I <max IR('$') 1-•. 
'l"E ~ 

For sufficiently small [I t-t
0 

I + E:] we can expand the resolvent 

in some neighborhood of (t,e)=(t 0 ,0), and then by (Al.7) and 
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(Al.8) we have: 

(Al.14) 
Plt.:(t,~) = 

and 

(Al.15) 
Aic.<t,&> = 

And likewise we have a similar local expansion for the 

normalized eigenvectors. Thus, the funcional representations 

for the eigenvalues, eigenprojections, and eigenvectors are all 

in cP(t,~). 

COROLLARY [Al.2a] 

Let K(t,&,i) be the (n x n) matrix defined by 

(Al.16) I{(t,E,6) = L(t,t.) + GF(t,t), 

where 6 is a small scalar parameter, F(t,f) is an (n x n) matrix 

which is in cr(t,&) (r~p), and L(t,e.) is as given in the 

previous theorem. For sufficiently small S there exist:~, 

correspondingly to the oscillatory set of L(t,e), the following 

nl eigenvalues, eigenprojections, and eigenvectors of K(t,&,~): 

- A1c:<t,£) 
f( 

).k.(t,(,b) = + S f
1 

(t,c!:,S) 

(Al.17) PK(t,E,S) Pic.(t,£) 
IC: 

= + & f 2. ( t '€' S') 

v1<.(t,~,S) 
II:. 

= v~ ( t, &) + ~ f 3 ( t , E , b') , 

where {PK}, {lk}, and {vK} are as in the previous theorem and 

where each of {fL} is in Cr(t,E., S). 
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PROOF 

The results follow from the substitution of K(t,E,i) for L(t,e) 

in (Al. 7) , (Al. 8} , and (Al .11) • 
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CHAPTER III 

THE NONLINEAR PROBLEM WITHOUT TURNING POINTS 

3.1 REDUCTION TO THE NON-STIFF FORMULATION 

In this chapter we consider the system 

Z' = A(t)/£ Z + H(Z,t) 

(3.1.1) 

Z(0,C) 0 < c:. << 1 0<t<T 

where: 

( i) 
/'. zo is independent of e; 

(ii) H(Z,t) has components which are polynomial in the 

components of Z with t-dependent coefficients in c'P (t) (p~0 , 

p continuous derivatives); 

(iii) A(t) is in diagonal form: 

A(t) = diag(;l.IC(t)) ( Re { il I(. ( t) } ~ 0) 

(3.1.2) 

A ( t) (K) = A K ( t) € c p ( t) 

Here A(t)(k:) is the k-th component of the vector ,A(t). 

If A(t) is not in diagonal form, then, provided the reduced 

system 

z I = A ( t ) le. z 

(3.1.3) 

is oscillatory stable (Section 2.1), one can construct an 

associated canonical transformation T(t} which diagonalizes A(t) 
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(Section 2.3). The system for 

(3.1.4) "Z = T(t) Z 

is then in the form (3.1.1) with p replaced by (p-1). By the 

constructive argument of Theorem [2.2.2] this procedure will 

work even in the case of repeated eigenvalues if there exists a 

corresponding set of smooth eigenvectors. The system now can be 

transformed to a formulation in which the coefficients are 

bounded but some are rapidly oscillating. 

(example 3.la) 

The following system describes the motion of an unforced 

oscillator with cubic damping: 

(3.1.5) , 

After the change of variables 

(3.1.6) 

the equations become 
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(3.1.7) 

where 

F ( u 1 , u2 ) = 1/8 3 
u, - 3/8 

(3.1.8) 

-u2. = u, 

The system (3.1.7) has the form 

change of variables 

u, = exp(-it/S) x, 

(3.1.9) 

and obtain 

U' a = exp (it/£) x 2 

I 

2. 
+ 3/8 '2. 1/8 u" u, u'2. u, u2.. - '2. 

(3.1.1). Next we make the 

(3.1.10) (::) ' 
= ( exp(it/c) F(exp(-it/e)x, ,exp(it/e)x_2 ~ 

1 

-exp(-it/e) F(exp(-it/e)x1 ,exp(it/e)x2 >) 
by which we have: 

(3.1.11) 

XI 
1 = -3/8 X~Xz. + 

1/8 exp(-2it/e)x~ + 3/8 exp(2it/e)~ x: + 

-1/8 exp(4it/e)x: 

x, ( 0 ,e.) = 1, x'2. = x
1 

, 0 < t < T 
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For the general case, let Se(t,s) be the solution operator 

of the reduced system (3.1.3) where A(t) satisfies (3.1.2); in 

fact, we can write: 

"f: 
(3.1.12) = diag {exp ( S A, (1'") d't') le} 

s IC · 

Thus, with the change of variables 

(3.1.13) 

we reach a system in which the coefficients are bounded but some 

are rapidly oscillating: 

X' = G(X,t,£) 

= gr(X,t,t..) + g;u:CX,t) + f':l:(t,E.) + f:si:Ct) 

(3.1.14) 

X(0,£) = -X-0 ; 0 < t.. <<l 0 < t < T 

Here the forms of the coefficients are given by: 

( i) 

(ii) 

(iii} 

(iv} 

(v} 

(vi) 

'X'0 = -Z: is independent of t; 
(i} gx(X,t,~) = l;atj(t) exp[Bij(t}/e] P,j.(X}; 

glt(X,t)<') = ft d;,/ (t} q;j (X}; 

fr(t,£/t.') = Z,c;.J (t) exp[G/./(t}/c,.]; 
') J f:C t > (t. = h l ( t > ; 

{a lj ( t} , d,:/ ( t} , c lJ ( t} , h l ( t} } C C P ( t} ; 

P;:(X} and q •• (X) are monomials of positive degree 
- 'J 

in the components of X; Btj(t)/& and Gij(t}/~ can be 

represented by n-vector scalar products of the form 

(3.1.15} 
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where N is a constant n-vector with integral components 

and P(t} is given 

(3.1.16) p ( t{,:) = 

by 

t 
5A. 4cs)ds. 

0 

By (3.1.2) and (3.1.16) the t-derivative of the expression 

(3.1.15) is 

(3.1.17) 

The entries of ./l,(t}/e are called fundamental frequencies while 

the relevant terms of the form (3.1.17) are called secondary 

frequencies. We also impose the following restriction on all 

relevant secondary frequencies: 

(3.1.18) 

where K is some positive constant. (K/~) is then a measure of 

the stiffness of the system. 

This assumption arises out of the necessity for some 

concrete specification as to the meaning of "fast oscillations"; 

moreover, this restriction must be maintained in sebsequent 

levels of analysis. Functions which have the form given by (iv} 

and which satisfy (3.1.18) are called strictly oscillatory (of 

class .El; functions of the form given by (v} are called strictly 

nonoscillatory (of class .El· In this chapter the subscript I 

designates an strictly oscillatory function ,and the subscript 

II designates a strictly nonoscillatory function. The system 

(3.1.14) is said to be in non-stiff oscillatory form. 

If for some relevant 
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(3.1.19) O"(t) = NI P(t) 

we have 

{3.1.20) 

then the corresponding term can be reclassified as 

nonoscillatory; however, if (]" 1 (t) vanishes at some isolated 

point, then the approximation must be made as a turning point 

calculation. Essentially the underlying structure of some terms 

is changing from oscillatory to nonoscillatory to oscillatory, 
" 

and correspondingly the balancing of the terms also must change. 

We develop this procedure in chapter ry. If, as in example 

(3.3a), the entries of .L\.(t) are integral constants, this 

difficulty cannot occur since all possible secondary frequencies 

must satisfy (3.1.18) or -(3.1.20) with 

(3.1.21) K = 1 

The strength of· {3.1.18) also allows us to define the 

leading order antiderivative of any oscillatory function through 

the linear operator 

{3.1.22) ~{c(t) exp[B(t)/e]} = [c{t)/B' {t)] exp[B{t)/e] 

since 

{3.1.23) E~{c(t) exp[B(t}/e,]} / = c(t) exp[B(t)/C'] + o(e). 

Our aim is to characterize the solution of the system 

(3.1.14) in terms of these concepts. Thus, the function f (t,~) 

is said to be decomposable if 
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(3.1.24) 

where each YK(t,E;) is strictly oscillatory and each WK (t) is 

strictly nonoscillatory. 

decomposable to- O(~wi) if 

And likewise f (t,t) is said to be 

(3.1.25) f <t,e> = Zc"cwK<t-> + YK(t,t> > 
IC. 

+ 0 (£""'+') ' 

where each YK(t,t) is strictly oscillatory and each WK. (t) is 

strictly nonoscillatory. The characterization of the solution 

of (3.1.14) in terms of such an asymptotic expansion stands as 

the major goal of this chapter; the breakdown of this 

decomposability principle will correspond to a violation of 

(3.1.18), whereupon turning point techniques must be used. 
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3.2 Hierarchy for the Linear Problem 

Since our treatment is based on a functional Newton 

iteration, We first discuss the linear problem 

(3.2.1) 

x I = A.,r( t 'f..) x + A~ t) x + f ::x:( t '~) + f:te< t) 

~ x ( 0, e) = x.; 0 < t < T, 0 < e << 1 

where the subscript I denotes a strictly oscillatory function 

and the subscript II denotes a strictly nonoscillatory function. 

We begin with a rather standard result on the stability of 

ordinary differential equations. 

LEMMA [3.2.1] 

The system 

(3.2.2) 

where 

(3.2.3) 

Y' = B(t)Y + h(t) 

y ( 0) = 

B(t) E C
0
(t) 

h(t) t C0
(t) 

max IB(t) I = K 
-i 

' 

has a bounded solution operator S(t,s), by which we have: 

(3.2.4) 

IS(t,s) I < exp[K(t-s)] ( t > s) 

-t . 
Y ( t) = S ( t, 0) Y"'o + ~ S ( t, s) h ( s) ds 

0 
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PROOF 

We derive a bound for the solution operator from the homogeneous 

version of ( 3 • 2 • 2) • Let 

then 

implies 

w(t) = IY(t) I 

; 

i: 
Y(t) = Y0 + J~(s)Y(s)ds 

-1: 

w(t) < WO + K f w(s) as, 
0 

and by a fundamental lemma of stability theory (Coddington and 

Levinson [6], page 37) we have 

w(t) S. w0 exp[Kt] (t > 121). 

This guarantees the bound for the solution operator. The 

solution -0f the inhomogeneous equation is given by Duhammel's 

Principle. 

LEMMA [-3. 2. 2] 

Consider the two systems 

Y' = B(t)Y + h ( t ,£) 

{3.2.5) 

Y ( 121,E) = Y
0 

, 121 < t < T 
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and 

-z• = B(t)z + h(t,e> + e h(t,e> 

. {3.2.6) 

Z ( 0, C) = Y
0 

, 0 < t < T 

where each vector or matrix is a bounded continuous function of 

t, and & is a sufficiently small positive real number. Then we 

have: 

(3.2.7) 

PROOF 

max I Y ( t , 2) - Z ( t, £j I = O ( £ ) 
t 

max I Y' ( t, £) - z' ( t, £) I = O ( £ ) 
T: 

By the previous lemma both systems have bounded solution 

operators. The system for 

R = Y - Z 

then has the form given by (3.2.2) with 

-R' = B(t)R - £ h(t,t) 

R ( 0 ,£) = 0 

and therefore we have (3.2.7). 

Thus, to achieve leading - order accuracy one simply ignores 

certain terms of the system. This principle leads to the 

following useful result concerning the system (3.2.1). 
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THEOREM {3.2.1] 

Let X(t,&) be the solution of (3.2.1) and let V(t) be the 

solution of the system 

(3.2.8) 

then 

(3.2.9) 

PROOF 

Let 

I 

,,,.... 
V(0) = X 

0 

mix IX(t,£) - V(t) I = O(~) 

mix IX' (t,£) - V' (t) - eF' (t",t,) I = 0(£) 

F(t,t) = ~{fx + ~V} 

Z ( t I S) = X ( t I £.) - V ( t ) • 

Then the equations for Z(t,~) are 

Z' = (Ar(t,e) + ~(t)) z + (f:r(t,CZ,.) + Ar(t,£.)V(t)) 

z ( 0 ,() = 0 

Since V(t) is strictly nonoscillatory both forcing terms are 

strictly oscillatory. Then by (3.1.23) the equations for 

-Z = Z - E(F(t,£) - F(0,£)) 

have the form 
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-+ A~ t) ) Z + t:..h ( t, £) 

, 

and so by Lemma [3.2.2]: 

[
mix 
max 
-t 

I z (t,£) I = 0(£) 

1 z ' ct , £) - £ F' ct, £) I = o c e) 
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3.3 SOLUTION BY SUCCESSIVE LINEARIZATIONS 

By using the results of the previous section, we now 

generate an asymptotic expansion for the solution of the system 

(3.1.14), which is in non-stiff oscillatory form. If a 

linearization technique is to be successful one must have a 

suitable value for the initial approximation. 

ASSUMPTION [3.3a] 

In correspondence to the system (3.1.14), the reduced system 

(3.3.1) 

.D v ( 0 ) = XO , 0 < t < T 

is well-posed and has a bounded solution in CP~1 (t). 

Given this assumption, we can define the (n x n) matrices 

(3.3.2) , 

where A:J:Ct,~) is strictly oscillatory of class p and A%(t) is 

strictly nonoscillatory of class p. Here the notation g(X)X 

indicates the Jacobian of the vector function, and g (X)CO 

indicates the i-th component. We also define the operators: 
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(-3.3.3) 

M(X) ; G(X,t,e) - X' 

For a positive integer m, -x-~ is said to be an £"'1l -approximate 

solution of (3.1.14) if 

'fl'\ 

= .z£tc(W\C(t) + Y'K(t,C)) + e""+1
YV"l'\+I (t,t) 

tc.110 

( 3 • 3 • 4) = ~ + Q ( £.VY\+I) 

M (X"") = 0 (£""+ 1 ) 

where each Y K is strictly oscillatory and each WK is strictly 

nonoscillatory. By means of Assumption (3.3a) we can 

immediately demonstrate the existence of such an approximate 

solution. 

THEOREM [3.3.1] The function X0
, which is given by 

(3.3.5) 

X 0 
( t , £) = WO ( t) + £. Y I ( t , £.) 

W
0
(t) = V(t) 

Y,(t,e) = ~{g~(v,t,e) + fz(t,e)} 

I 

0 
is an f; -approximate solution of the system (3.1.14). W

0
(t) is 

strictly nonoscillatory of class (p+l), and Y
1 

(t,e) is strictly 

oscillatory of class p. 

PROOF 

To verify (3.3.4) we consider 

M 
,....o ,...o ,._o 

1 . c x > = G c x , t, e) - ( x ) • 

By (3.3.1) and (3.1.23) we have: 
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(X0
) ' = V' + g:r (V' t 'e) + f:r ( t ,'€.) + 0 ( e ) 

= G ( V , t , e) + 0 ( e. ) 

and also a simple Taylor expansion gives 

-o 
G ( X , t , £.) = G ( V , t , t.) + O ( £ ) • 

' 

Therefore, 'X0 is an e0-approximate solution of the system 

(3.1.14). 

We now demonstrate that an 't'Yl-approximate solution actually 

approximates the exact solution of the system. 

THEOREM [3.3.2] 

If "X~is an e~-approximate solution of the system (3-.1.14), then 

(3.3.6) max IXm(t,e) - X(t,£.) I = 0(€.~ ... 1 ), 
i: 

where X(t,C) is the solution of (3.1.14). 

PROOF 

Consider the (n+l)-dimensional space 

efJ = { ( x , t) 3 I x-XW'W\1 < 6 , 0 < t < T} , 

where 6 is some arbitrary positive constant. By our assumptions 

on xt'land the system (3.1.14)' we conclude that for some 

positive constants Kt and K~ we have: 

(i) G(x,t,£.) is continuous in rfr; 

(ii) I G ( x , t , £) I < K 1 in lY ; 
(iii) IG(xa.,t,&-) - G(x1 ,t,l) I < K2.lx, - xz.1 in ,fJ. 

Note that the Lipshitz condition (iii) is guaranteed even though 
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the t-derivatives of G(x,t,t) are unbounded as t; ~ 0. For 

example, we have: 

I exp (it/~) x~ - exp (it/£.) x't I < 2 S I x
1 

- x'2. I • 

We now introduce a sequence of Picard iterates: 

xt'Y'I 
~ 

= x + 
0 

Since 'X--satisfies the equation to within 0(£"'°'+1 ) we have 

Ix\ - x0 1 
:-t" 

JG (X~,t ,t) dt I 
0 

, 

where R is a positive constant. Provided the successive 

iterates are all in J3; we have by induction 

, 

and thus for all positive N 

Therefore, for sufficiently small t all iterates remain ini!f. 

By the uniform convergence of the iteration, we have the 

existence of a unique continuously differentiable function X 

which satisfies 

M(X) = 0 

x ( 0 ,e.) 

max 1xlh - XI = 0(£~1 ). 
t. 
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COROLLARY [3.3.2] 

The system (3.1.14) with assumption- (3.3a) is well-posed with 

(3.3.7) max IV(t} - X(t,&) I = o(e), 
-t 

where X(t,C) is the solution of (3.1.14). 

PROOF 

Since an t 0 -approximate solution is given by Theorem [3.3.1], 

the error estimate follows from Theorem [3.3.2]. 

By using Theorem (3.3.2) we now extend the result of 

Corollary [3.3.2] to obtain higher order approximations. 

THEOREM [3.3.3] 

Consider the system (3.1.14). Let x"' be an ,.,,._approximate 

solution where, for (k>l), W~ is strictly nonoscillatory of 

class - (p+2-k) and Yk is strictly oscillatory of class (p+l-k). 

Let M(X~) be decomposable to O(tm••) with the form 

(3.3.8) 

where fx is strictly oscillatory of class (p-m-1) and f':D: is 

strictly nonoscillatory of class (p-m) • Then an 

em+•-approximate solution of the system is given by 

(3.3.9) '-""'X m+I = ,,,....X m + rmol-1 Ni+'Z 
c..- wn'l+1 + e. YM+• , 

where 
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w~, ' = AJI.( t) w""'"'' + ~( t) 

(3.3.10) W ""'+l ( 0 ) = -Y ~+, ( 0 , e,) 

y~'2..(t,e) = 'Oe,{fr + A'l:WWl+I} 

Here Wm•t is strictly nonoscillatory of class (p-m-1), and Yt\'>+~ 

is strictly oscillatory of class (p-m-1). Thus, we have: 

(3.3.11) 
VV'l+I 

X"""' 1 = L;t:\C.(Wt:. + Yt:.) + £.~'1.YM_..~ 
ji:,.,.o 

Moreover, M(X~+ 1 ) has the form (3 .• 3.8) with m replaced by (m+l) 

if 

(1) M(X"") is decomposable to 0(£-+~); 

(2) Ar(t,&)Ywi+t.is decomposable; 

and 

( 3) [(G(X,t,c,}X }(Wwi+ }] (W + Y )l is decomposable. 
I x I I X::V 

PROOF 

By Theorem [3.3.2] we have 

e.,..,, ... ,z 

-Y~..,.l (0 ,C} , 

where Z(t,t} is a continuously differentiable function of t, and 

X is the solution of (3.1.14}. The differential equation then 

can be written as 

(1P" + e~+• z> • = G (5rW\ + £ ....... , z> 

= G (X""' + l\'>1+ 1 Z} - G (xj + G (X""'}. 
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We now carry out a linearization which is equivalent to a 

functional Newton iteration: 

[A:r(t,£} + ~(t}] Z + f:J::(t,£.} + f:(t} + 0(£) 

where A:c and A;n: are given by (3.3.2). 

Theorem [3.2.1] we have 

By Lemma [3.2.2] and 

where 

Since 

max I Z' - (Wm+
1 

+ £.Yhot+
2
}' I = 0(£) 

t 

wm+i ' = ~( t} w~,,_ 1 + f:n:( t} 

Wf'l.\+1 ( f2J} = -Y\"111+1 ( f2J '&} 

Y m+'l.( t, £.} = ~ { fx + Az.Wm+t} 

by (3.1.12), the initial condition for Wl'Yl+i is actually 

independent of e. By our construction X~1 and (X""'i-1 } I 

approximate X and X' respectively to within O(em+a). Thus, we 

have 

M(Xt11-1-1} = M(Xn-w.1
} - M(X} 

,- [G(Xl'IW- 1 ,t,£} -G(X,t,£}] + [(~}' -X'] 

• 
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. Since 

we conclude that x-+ L is an e""'+' -approximate solution of the 

system (3.1.14); (3.3.11) then follows from Theorem [3.3.2]. We 

have: 

M (x""'+' } = M ('5r°"} + M (X""*' } - M (Xtw1} 

= M cxhi> - e"tM• wl'l'I+~( t > - e:~ ~ t , + 

E.~ ... , [ G ('XV°l't, t , e )< J w\'Y\+
1
( t > + 

cm+z. [ G (5r""', t , £ }X ] Ym+'l..( t, £..} + 

Q (£'l.WI+; 

= M (X"'} -

~l , nt+t_ / 
£. w\"1'1+1 ( t } - ! ym+t. ( t ' e} + 

e rvi+I [ A:r + 11z:J W ~+l( t} + 

C'"'+42
[A:r + ~] y~~ t '£} + 

~i.[ [G (X, t ,c.>x J wm,... JX [w, 
O (t:m+3} 

By our specification for Ym+-a.and W*+•' the second and third lines 

of the last expression for M('X°m~ combine with the strictly 

o(ew.+i) terms of M(Xm} to give a term of the form 

A 
where f:c is strictly oscillatory of class (p-m-2) • 

The three additional assumptions of the theorem guarantee 

that- the other terms are likewise decomposable. The smoothness 

conditions for these terms are satisfied since the terms must be 
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algebraic combinations of terms which meet those requirements. 

Thus, provided the conditions of the theorem are met, we have 

decomposability to the next order. 



90 

3.4 Solution £l Formal Expansion 

Under the assumptions of the preceding section, one can 

approximate the solution of the system (3.1.1) by an expansion 

whose terms are solutions of equations which can be treated by 

standard numerical techniques. In principle Theorem [3.3.3] can 

be applied repeatedly until the decomposability argument breaks 

down. However, provided the asymptotic form of the solution is 

guaranteed, one can generate the corresponding smooth equations 

by a formal procedure that is well-suited to computational 

implementation since the analytic manipulations, although 

cumbersome, are simply the Taylor expansions of polynomials. 

First we introduce a fast time scale 

::r = t/e, 

(3.4.1) , 

X' = x -t + ( 1 le > x ! 

and we accordingly reformulate the system (3.1.6): 

X = g:r:{X,t,3",~) + glt(X,t) + f::I:(t,:S",t.) + f:tr.(t) 

(3.4.2) 

6 x ( 0, £) = ~ , 0 < e << 1 , 0 < t < T 

with the approp-riate modifications of the conditions on the 

coefficients: 

( i) 

(ii) 

(iii) 

(iv) 

'}(-0 is independent of e; 
( c') 

g:I(X,t,!,f) = ia .. (t) exp[B,~ (t'r)/C] p.,(X); 
J t..; 'J 

g ( x , t) ((.") = ~ d .J. ( t) q •• ( x) ; 
lC 4-1 ' 'J 

fr(t, ~,£/'1 ,; ~cij (t) exp[G'J (e'S')/£]; 

J 



(v) 

(vi) 

(-3. 4. 3) 

(3.4.4) 
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ct> 
flt(t) = h: (t); 

{aij (t), dlj (t), clJ (t), hl (t)} c cP(t); 

p •• (X) and q •• (X) are monomials of positive.degree 
'J 'J 

in the components of X; BlJ (E"S')/c and Glj (£'s")/t can 

be represented by n-vector dot products of the form 

where N is a constant n-vector with integral components 

and 

= 
d' 

r~.(s)ds 
0 ' 

P' (f!) = A<t'!) 

for some positive K. 

To extend the nomenclature of the previous section we call 

terms of the form (iii) strictly oscillatory (of class .El.L and 

we call terms of the form (iv) strictly nonoscillatory (of class 

.E..l!. As before subscript I denotes a strictly oscillatory 

function and subscript II denotes a strictly nonoscillatory 

function. The leading order antiderivative of an oscillatory 

function is given by the linear operator 

,.J 

(3.4.5) '£.{c(t) exp[B{(.-S)/£.]} = (c(t)/B' (t)) exp[B(E:!)/£.]. 

To maintain our formalism we must insist that j-dependence 

ocurr only as in (iv) • Thus, we must interpret the 

l°-derivative of an oscillatory function by the rule, 

(3.4.6) ~(c(t) exp[B(E?')/E]) = c(t)B' (t) exp[B(t.'S')/E".], 
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whereby we have: 

~ ~{c(t) exp[B(£?)/£]} = c(t) exp[B(eY)/el 

{3.4.7) 

z{~c(t) exp[B(!)")/£]} = c(t) exp[B(~'J'")/l:] 

Clearly this procedure can not correspond to a traditional 

multi-scaling argument; however, we are only attempting to 

derive a set of formal rules which mimic the balancing arguments 

of Section 3.3. The following assumptions give justification to 

our methodology. 

ASSUMPTION [3.4A] 

The reduced system 

= 9:rrfV,t) + ~t) 

(3.4.8) 

V(0) = ~ 

is well posed and has a bounded solution in cp+
1
( t) • 

ASSUMPTION [3.4B] 

Theorem [3.3.3] can be successively applied to system (3.1.14) 

to give an asymptotic expansion for X(t,t): 

(3.4.9) 

W\ 

x = Zx1e.tK + e'M+'1 Yrn+t(t,T,t.> + oce~·'> 
IC.: 0 

(m<p) 
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These assumptions assure that our formalism will not break 

down since our procedure is really a reworking of the 

decomposability argument of Theorem [3.3.3]. The substitution 

of the expansion into the differential equation gives: 

(Xo + x, } + ~(X, + x2.; + e.'2.c~ + x3 > + 
~ 's" t- '6 3' 

(3.4.10} = 

gr(Xo + £.X, + £"1..Xt. + ,t,"r,£} + f :c< t , "s' , ~} + 

glt'(X o + £X, + t,_X 
"&. 

+ ... ,t} + f:u:(t} 

We now adopt a formal procedure to solve the system. First we 

expand each monomial as a power series in '; then we balance 

successive powers of &. Given that on the k-th level we have 

previously determined X
0 , X1 , ••• ,Xac., and Yl<, we balance the 

O(eK} terms by the following rules: 

I. Determine w1c<t> to eliminate all terms which are 

strictly nonoscillatory. This is essentially a 

secularity condition designed to eliminate powers 

of 7 in the expansion. The appropriate initial 

conditions are: 

, 
(3.4.11} 

(k>0} 

II. Determine YK+t(t,'!,E:} by (3.4.7} to balance the 

remaining terms. 

For the expansion of the monomial Pij(X} we have 



(3.4.12) 

where 

(3.4.13) 

rp .. ex 0 + rx, + ·· ·) 
t.J 

p .. (X 0 ) + e p .. 
t.J 'JI 
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= 
, 

+ ... 

with p.. a polynomial in the components of its arguments. 
'J /( 

After a similar expansion for q iJ (X) we have the following 

expression for the i-th component of the right-hand side of 

(3.4.10): 

(3.4.14) 

( ~) (i , . ) ( ') 
gr(X

0 ,t,'5,t) + 9.:Ic(X 0 ,t) + fJ:(t,"S',(){c. + f;a<t)L + 

f ~{f.'ICa,:.;(t) exp(B,·,j (t"S")/[.) [P,;J (X 0 )X]X1c:} + 

ZZ{tJ(a,j <t> 
le. J 

.ff {EiC d i,i ( t) 

exp{BiJ (f:'l") /£) P';:iK(X 0 ,x1 , ••• ,xle.-t)} + 

[ q .. (XO ) ] x v } + 
'" x ,... ff {t~ d ,·J< t) 1:( t' ,;ic< x0 ,x, , •.. , x".,)} 

Now by assumption [p·.(X 0 )X] and [q,.(X
0 )X] are smooth vector 

'" (J 
functions and therefore can be combined with the other smooth 

components. In correspondence to (3.3.2) let A:t'(t,:r,&) and A.xi:Ct) 

be (n x n) matrices whose (ml,m2) components are given by 

,Zal'tl. (t) exp[B .• (f:'s°)/Z::] 
J tJ ~ 

(3.4.15) 

,l!a ....... (t) . ..., J 
J 

[ q . ( x ) ] ("""'I.) 
""'~ 0 x 

[p .. (X ) ](~~) 
"J 0 x 

By our inductive hypothesis we have already determined 

X X X and Y. when we are ready to balance the O (~IC.) 
o ' 1 ' • • • ' rc.-1 ' K "" 

terms. Thus, p.. and q .. ,,,,,. are in principle known functions at 
'Jlt::. '.J"'-
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this stage, and, with reference to assumption [3.4B], we 

decompose these into oscillatory and nonoscillatory terms. 

Considering only the O(tK) terms of (3.4.14), we have 

(3.4.16) 

Y'a··<t> 7-1 e.J 

Zd,;; (t) 

" 
,,...._ 
q . • ( Xe ' X I ' • • • ' X i... I} 
'J I(. ... -

= 

where fr and f'tti depend implicitly on x0 ,x
1

, ••• ,X1e .. ,· And 
le "' 

finally by combining (3.4.14), (3.4.15), and (3.4.16) with the 

observation 

(3.4.17) 

we have: 

(3.4.18) 

, 

= 

g :c ( x 0 ' t ' 's"' £) + g:a: ( x 0 ' t ) + f %' ( t ' ')' £) + f -:tt.< t ) + 

l!tlC{Al:(t,'S',t)X1c. + A,x(t)XIC. + f:t'tc:(t,'$",£) + f:tc.(t)} 
K 

We now balance the successive powers of e by using the formal 

rules and the given assumptions. For the strictly O(l) terms we 

have: 

(3.4.19) 
' 

and, therefore, by rules I and II and by assumption [3.4A]: 
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X0 = V(t) 

(3.4.20) 
__, 

Y, = ~{g'l:'(V,t,"'S',~) + f:t(t,l",~)} 

And likewise for the strictly O(tk) terms we have: 

(3.4.21) 

where f -:tic. , 

0 = [-WIC-c + A.i.:Wl<. + ~ + 

[-Y"-"1-r+ ~Wk. + A.sYk + -Y"-t + Y + 

{~Yk.} 

and Y~ are determined while Wlte.. is not yet 

determined. From the functional forms it is clear that AxW~, 

AsVr.' and Ytc-1: are oscillatory and so can be absorbed into f:i:. · A:J:Ytc 

may contain oscillatory as well as nonoscillatory components but 

by Assumption [3.4B] must be decomposable. Thus, we have: 

(3.4.22) 
A 

[-Y~,.1 + f:] 
'S' k 

~ • A where f~~is completely determined while f:r1(.depends implicitly on 

wk. By rule I we have 

(3.4.23) , 

and since ~I(. is now determined we can use rule II to determine Y""'': 

(3.4.24) y 1'+1 = ~{ ~J . 
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In this manner we can successively generate the equations which 

determine the terms of the expansion. 

Example (3.4a) 

We return to the nonlinear oscillator of example (3.la) and 

~alculate the leading-order approximation: 

(::) = - - - t't.y;_ + O(t.'2.) v + f; (W, + Y, ) + 

- - - 0 (t. ~) (3.4.25) = v + t(W, + Y, ) + 

v = (;) • - l::) . - (~) w, = Y,= 

In the notation of this section we have: 

(I) 
g::r(X,t,'l',t) = 1/8 exp(-2i~) x~ + 3/8 exp(2iT) 

(3.4.26) 

- 1/8 exp(4i~) 

{'2) - (1) g:I:(X,t,"S',£) = g.r(X,t,'3",t) 

glC'(X, t)(I\ 

glC( x, t )l'Z.} 

= - 3/8 x~xa. 

= g JC'( x , t) ,, ) 

'3 
Xi. 

and the appropriate version of (3.4.18) is 

- ,..._ - - -Vt + Y, + !(Y1 + w. + yi:r 
! "t: ~ 

= 
,_ -{3.4.27) 9:r(V ,t, £) + g"lr.(V,t) + - ,...._ - -t (A:r;,W1 + 1\rW, + A.zY, + A.if, ) 

) + O(t,."i..) 

+ 0 (1:.'2.) 

The first row of ~ is the row vector --4.:Jt,'S",~), where 

'Z. x,xz. 
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[3/8 exp(-2i!)Va + 3/8 exp(2i~)Y2] 

' 
T 

( 3. 3. 28) ~ t ,j '&) = 

[3/4 exp(2i"r)vV - 3/8 exp(4il')'Vz.] 

and likewise the first row of A~t) is the row vector ~t), 

where 

(3.4.29) 
T 

~t) = 

-3/4 vv 

-3/8 v,_ 

By Rule I we determine V(t) as the solution of 

V' = -3/8 V2 V 

(3.4.30) 

V(0) = 1 

and thus V(t) must be real (V=V). By Rule II we have: 

(3.4.31) 

_.., 
Y 1 (t,"r,£) = ~{1/8 exp(-2i!)V3 + 3/8 exp(2i~)V~ 

-1/8 exp(4i"S")V~ } 

= i/16 exp(-2i'!')v3 -- 3i/16 exp(2i3")v3 

+ i/32 exp ( 4 iT) v 3 

,,...., 
With the exception of ~~ all O(f;) terms of (3.4.27) are either 

strictly oscillatory or ~trictly nonoscillatory. We have: 

(3.4.32) 
.Ar(;) = F(V) + <strictly oscillatory terms> 

F(V) = 27i/256 v' 

and thus by Rule I the system for w, is 

' 
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(3.4.33) 
W1 ' = ~(;)+ F(V) 

w' ( 0) = -YI ( 0 , 0 , &) = 3 i I 3 2 

In terms of the original variables we have 

(3.4.34) 

z 1 = Re{exp(-i '7' ) X 1 } I)': r 
E 

z2 = Im{ exp (-i 'J) x1 } I'$"':: .:!t 
e 

We now compare the results of our procedure with the 

multi-scale approximation as given by Kevorkian and Cole [16, 

p.123]: 

= (1 + 3t/4)lcos(t/£) + 

(3.4.35) -J. -· . £(3t + 4) a [3/8 (3t +4) + 15/32] s1n(t/£.) + 

e [ 1 I 4 ( 3 t + 4 )-1 J s i n ( 3 t I£) + o ( £ '2... ) 

The solution of (3.4.30) is 

(3.4.36) 
-.!.. v = (1 + 3t/4) '2. • 

After the substitution 

(3.4.37) w = i I w, , 

where, by (3.4.33), w 1 (t). is real and must satisfy the system 

(3.4.38) 
w, • =Ar(_::) + (27/256) vs , 
w, (0) = 3/32 

we can rewrite the first equality of (3.4.34) as 



(3-.4.39) 
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z 1 = Re{exp(-it/e)V} + £ Re{exp(-it/c}Y1 } 

+ t Re{i exp(-it/c}w1 } 

= V cos(t/C} + [3/16 v3 + w1 ] sin(t/c.} + 

[1/32 V~] sin(3t/&) 

The representations (3.4.35) and ~3.4.39) are equivalent if 

(3.4.40) .J. - 2 w, = 15/32 (3t + 4) z. - 9/8 (3t + 4) 2. • 

By inspection one easily can verify that (3.4.40) gives the 

solution of (3.4.38), and so the representations are indeed 

equivalent. 

Our procedure also can be used to generate higher order 

corrections. Since the fundamental frequencies of the system 

(3.1.5) are 

(3.4.41) {i/e,-i/£} 

our decomposability principle guarantees the existence of an 

asymptotic expansion in powers of e to arbitrarily high order 

(cf. (3.1.21)}. 
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3.5 EXTENSIONS TO MORE GENERAL SYSTEMS 

The most obvious extension of the system (3~1.1) is 

(3.5.1) 

Z' = A(t)/& Z + H(Z,t,£) 

/\ 
Z(0,£) = Z(t}, 

0 
0 < t < T 

where the t-dependent functions of H(X,t) in (3.1.1) have been 

replaced by power series in e with t-dependent coefficients and 

the initial condition 'Z'0 has been replaced by a power series in 

t. Both the Newton iteration theory and the formal expansion 

theory are essentially unchanged since our principle for 

determining the leading-order solution of a linear problem is 

still valid. In general, however, one does not have such an 

explicit E-dependence and is content with form (3.1.1), which 

has the artificial small parameter only. in the large component 

of the system. From our point of view a formalism is useful in 

so far as it mimics the balancing arguments of the linearization 

theory which justifies our procedure. Thus, one can absorb an 

O(t} term into an 0(1) term without compromising the integrity 

of the method. 

Of somewhat more importance is the system 

z • = A ( t, e> /t z + H ( z , t, e > 

(3.5.2) I 

z ( 0 , t) = ~ ( '£) ' 0 < t < T 

where the t-dependent functions of A(t) also have been replaced 

by power series in e with t-dependent coefficients. For 
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theoretical purposes this system is, of course, equivalent to 

(3.5.1); however, in practice the £-dependence is not explicitly 

given, and so this reduction is not possible. 

The theory for system (3.5.2) must be developed with some 

modifications in the requirements for secondary frequencies. 

For system (3.3.1) we insist that for some positive K all 

relevant terms of the form 

(3.5.3) 

fall uniformly into one of two distinct subsets of the real 

line: 

* J x )( x )( I N'r"A(f) I 
0 K 

Thus, terms which correspond to frequencies in the subset 

satisfying (3.1.18) are called strictly oscillatory while, if 

any INT .L\,(t) I vanishes identically, the corresponding term can 

be reclassified as strictly nonoscillatory. (K/£) then measures 

the stiffness of the problem and the n-th term of the derived 

asymptotic expansion is O( (K/E:)n). 

For the system (3.5.2) all relevant terms of the form 

(3.5.4) ( A(t-,t) = diag{.,A(t,tl'l) 

must likewise fall uniformly into one of two well-separated 

subsets of the real line: 

1 x x x I x x >< 
0 
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Terms whose frequencies fall into the subset given by 

(3.5.5) 

are callled strictly oscillatory, and terms whose frequencies 

fall into the subset given by 

(3.5.6) 

are redefined as strictly nonoscillatory. Here K1 and K~are 

positive real numbers which measure the stiffness of the 

problem. That is, .the frequencies satisfying (3.5.6) are 

resolved as smooth functions, and the frequencies satisfying 

(3.5.5) are treated asymptotically by an expansion whose n-th 

term is O ( (K 1 /£)~) • 

Essentially a frequency must be classifiable as fast or 

slow if a technique based on the separation of modes is to be 

successful. The violation of this principle in a neighborhood 

of an isolated point can be treated by the turning point 

arguments of the next chapter. In general, however, if there is 

no well-defined separation between the fast and slow modes of 

the system (3.5.2), then one is not really solving a singular 

perturbation problem. 



104 

3.6 EXTENSIONS TO PARTIAL DIFFERENTIAL EQUATIONS 

The study of oscillatory . phenomena frequently leads to 

systems of partial differential equa~ions in which, as one might 

expect from physical considerations, the oscillations occur 

temporally but not spatially. We consider the n-dimensional 

vector system: 

Ut = i;P0 (~_)U 
+ (P, (_z,t,u,c,4) + B(~,t,U,&))U + F(,?!,t,£} 

(3.6.1) 

U(x,0) is given; t > 0 ; 0 < £ << 1 .... 
U(x,t} is 21T"-periodic in each component of x ,... -

where 

(i) P
0 

and P 1 .are first order differential operators: 

(3.6.2) 

n 
<;-f Aj .jx. 
~ ;} 
.J=1 

P 1 (x,t,U,t,~} = - ,._ 

A A .. * , j = J 

= B·*' 
J 

; 

the elements of {B~ ,B} are smooth matrix functions of their 

arguments; the U-dependence is polynomial in the components of 

U, and the x-dependence is 2..,.,....-periodic in each component; 

(ii} F(x,t,~} is a smooth vector function of its arguments and ..... 

21i-periodic in each spatial component. 

For convenience we shall suppress the £-dependence in the 

arguments of the dependent variable. Browning and Kreiss [5] 

, 
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have demonstrated that there exists a time interval 

(3.6.2) 0 < t < T , 

where T is independent of £,but dependent on ffu(.,0)Up and 

max (IF(.,s,C)fl, such that 
H~<T p 

(3.6.3) 0U(.,t)flp< const ( flU(.,0)lfp + max llF (. ,s, )(1
11

) • 

O< S4T r 

Here we define 

llU(.,t)flp = 

(3.6.4) 
V\ 

Iii= t!lijl 
J:r I 

, 

dj = ~ 

and we require 

(3.6.5) p ? r n/2 1 + 2 , 

where [ •] is the integer- part function. Thus the spatial 

dependency is smooth, and so we can decompose the dependent 

variable in space and then solve the stiff problem in time. 

To illustrate this approach, we consider a scalar version 

of (3.6.1): 

u-t = 
.L ~ult + r(u,x,t) 

(3.6.6) u(x,t) = u(x+2'1i ,t); 0 < t < T 

u(x,0) = f (x) 

The Fourier decomposition of u is 

oC 

(3.6.7) u(x,t) = t .L;c\'\(t) exp(inx) 
h:-.,o 



where 

(3.6.8) 
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'?.'fr 

c.,(t) = ~ ~~(x,t) exp(-inx) dx 

i."ir 

c.,(0) = :/r- }f(x) exp(-inx) dx = ~ 
0 

From (3.6.6), (3.6.7), and (3.6.8) one can derive equations for 

the t-dependent coefficients: 

cn'(t} = (n/&}i c._(t} + ~-'·(t} p.(c ,c ,c , ••• } 
r1 4.£ ~JI'\ J 0 l -f 

J 
(3.6.9) c"'(0} = c~; -oe < n < o0 

0 < t < T 

Here each o(jn( t} is a smooth coefficient and each p J ( c
0

, ••• } is 

a monomial in its arguments. 

Given the a priori bounds on the solution's spatial 

derivatives, one can use (3.6.8) to achieve bounds on the 

coefficients of the high modes and thereby justify the 

truncation of (3.6.9) to a finite system. Let 

(3.6.10) c ( t} ~ 
= ( C0 1 C I 1 C 1 • • • 1 c 1 c ...... ) • 

•I ""' -r•• 

Then by ignoring all terms dependent on the coefficients of the 

higher modes we reach a system of the form 

c I = t L\. c + H ( c I t , £} 

(3.6.11) 

C ( 0) = C
0 

i 0 < t < T 

System (3.6.11) is in the cannonical form of Chapter III 

(3.1.1); moreover, since the entries of the diagonal 
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matrix A are integral constants, Theorem [3.3] guarantees the 

existence of an asymptotic expansion in powers of e to higher 

orders (cf. (3.1.21)). This procedure is likewise applicable to 

the more general system (3.6.1), where the introduction of a 

multiple Fourier expansion 

(3.6.12) U(x,t) = 
J_ 
2." L:£wi,···mt\ ( t) exp ( i (m, x, + ••• + m._ x")) 

m,, ... ,m .. 

yields a coupled system of highly oscillatory ordinary 

differential equations for the time dependent vectors 

(3.6.13) Cwt···- (t) ,_, I rr1ft 
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3.7 Computational Examples 

In this section we describe possible implementations for 

problems in nonlinear oscillations. For illustrative purposes 

we include the resulting algebra although, as we have previously 

noted, the analytic manipulations are conceptually simple enough 

to be computationally feasible. 

A simple mass spring system with small damping can be 

modeled by the equation for a Rayleigh oscillator: 

(3.7.1) 

d'2.y/dt" + y = e [dy/dt - (1/3) (dy/dt)3 1 

y(0) = 1 , y' (0) = 0 

0 < 't < T/& , 0 < e. << 1 

T is independent of e, and C is the ratio of the characteristic 

time for one oscillation to the characteristic damping time [see 

Kevorkian and Cole [17]). After the change of variables 

z 1 = y 1 z2 = dy/dt 

(3.7.2) 

t = tt 

we can rewrite the system as 

(3.7.3) 

(z,) ' [ 0 l/el (z•) (0 
z~ = -1/e 0J z~ + z~ 

(: : : : : ~:) = (: ) , 0 < t < T 

, 

, 0 < e << 1 

and, as in example (3.4a), the system can be reduced to diagonal 

form; thus, after the change of variables 



(3.7.4) 

(:J = s (::) = 

(:J = s-t) = 
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1/2 r~ tl : ](::) = (i : :: : ::: ;:) 
r 1 ~ l ( z ·) = (z ' + ~ z 'Z. ) ll -1 j \z 'Z. z 1 i z'2. 

the equations become 

(::) ' = 

(3.7.5) 

(

u,(0,f)) 

Uz,,(0,t) 

f (u 1 ,u'2.) 

[
11\: ~ 1 (u') + (-f(u 1 ,ui.)) 
0 i/tj u1 f (u 1 ,uz.) 

= ( :) , 0 < t < T , 0 < ~ << 1 

= -1/2 u1 + 1/2 u~ + 1/24 u~ -
1/8 u~ u, + 1/8 u'& u~ -1/24 ur 

The system (3.7.5) has the form (3.1.1). Next we make the 

change of variables 

(3.7.6) 

and obtain 

(3.7.7) 

and so we have: 

u 1 = exp(-it/~) x, 

u2. = exp ( i t/f.) x 
2 

= (-exp ( i t/f) 

exp(-it/t) 

f (exp (-it/£) x, , exp ( 1 t/&) x, )I ' 
f ( exp(-i t/&) x1 ,exp (it/£) x~ >) 



(3.7.8) 

X I 
\ 
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= 1/2 x,- 1/8 x~x~ + 

-1/2 exp(2it/e)x'I. - -1/24 exp(4it/z.)~ + 

1/8 exp(2it/£)x~x, + 1/24 exp(-2it/&)xr 

x ( 0 ,&) = 1, xa. = x, , 0 < t < T 

Thus the original two-dimensional real system has been 

replaced by a one-dimensional complex system. Following the 

formalism of Section 3.4, we now introduce an asymptotic 

expansion in powers of t: 

(x,) - - ,,..... 
= v + £.(W, + Y, ) + 0 (t.l.) 

X1 
(3.7.9) 

(;) ' w. (;:). (;,) ,._, -v = = y = l 

Here the fast time scale is 

(3.7.10) )= t/E: ' 

and in the notation of the section we have: 

(3.7.11) 

(1) 3 
g:c(X,t,"$",t) = -1/2 exp(2i'S} x,_ - 1/24 exp(4iT) Xi, + 

9:r: ( X , t ,'! ,'L f '2.) = 

g:n:(X,t)(I) = 1/2 

1/8 exp{2i"r) x~x 1 + 1/24 exp{-2i"'S") x~ 

---- ~J gr(x, t, r,~) 

x
1 

- 1/8 x x'Z.. 
2. I 

g::n: ( x ' t )t'Z.) = g; ( x ' t) ") 

The appropriate version of (3.4.18) is 
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- -+ W1 + Yi ) + 0 (£ 2.) 
i: l" 

= 
(3.7.12) - -g 1:( v' t 'l'' t.) + 9ir( v' t) + 

!.(~. + A,ji. + A:Y, + A,:Y., ) + 0 (~"&.) 

The first row of A:c is the row vector -4=z:.(t,1",t.) where 

T 
( 3 • 7 • 13) -4. ( t ''r' &) = ::r 

[1/8 exp(2i)°)V-z. + 1/8 exp(-2i'5")V7.] 

[-1/2 exp(2it) - 1/8 exp(4itfvz 
+ 1/4 exp(2i~)Vv ] 

' 

and likewise the first row of Axit) is the row vector -4x(t) 

where 

(3.7.14) 
T -4 ( t) = 

% 

1/2 - 1/4 Vv 

-1/8 v-i.. 

By Rule I we determine V(t) as the solution of 

V' = 1/2 V - 1/8 Vvz 

(3.7.15) 
' 

V(0) = 1 

and by Rule II Y1 is given by 

(3.7.16) 

-Y 1 (t,3',t.) = ~{-1/2 exp(2i))V - 1/24 exp(4i 'r)V1+ 

1/8 exp(2iT)v1 v + 1/24 exp(-2i!)V3} 

= i/4 exp(2iJ"')Y + i/96 exp(4iT)V 3 + 

-i/16 exp(2i!') t/'v + i/48 exp(-2i))v3 
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With the exception of 'A.:J:Y all O(e} terms of (3.7.12} are either 

strictly oscillatory or strictly nonoscillatory. We have: 

(3.7.17} 
~ (y') = R(V} + <strictly oscillatory terms> 
~r Y', 

R(V} = i/8 v + 3i/256 v2 v~ - i/16 v v~ 

and thus by Rule I the system for w, is 

(3.7.18} 
W1 ' = 4(:} a(V) 

w 1 < ~n = - Y , < 0 , 0 , E> = - 1 i 13 2 

, 

By using (3.7.10}, we can restore the full t-dependence of the 

coefficients; in terms of the original variables we then have 

z = Re{exp(-i T } x 1 } I 
(3.7.19} 

z = Im{exp(-i':f" } x,} { 

'3"=~ r 

!=t-

• 

Using this analysis, we outline an approximation scheme 

based on standard discretization techniques. First we ignore 

0 ( r'l.) terms of the expansion. Using a step size h, we 

approximate the solution V of the equation (3.7.15} by means of 

a fourth- order Runge-Kutta scheme (see Lambert (20], p.126); 

then Y1 is given explicitly by (3.7.16), and with the same step 

size h we approximate w1 from (3.7.18) by means of a forward 

Euler predictor followed by two trapezoidal rule correctors (see 

Lambert (20], p. 85). The total error for this approximatiion 

is then: 
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(3.7.20) o < h "l > + o < e2 > + o < e h2. > 

Computations were done with single-precision accuracy on a 

VAXll/780 for the case, 

e = .01 

(3.7.21) ' 
h = .1 

and therefore, by- (3.7.20), one might expect a grid error of 

approximately 10-'3. 

In phase space the solutions of (3.7.3) approach a stable 

limit cycle of approximate radius two. Thus, in figure <3.7.1> 

we plot the amplitude 

(3.7.22) 

as a function of the rescaled time variable, and also we plot 

the curve of 

(3.7.23) z, (t) = y(t/£) 

in figure <3.7.2>. In both cases we have linearly interpolated 

the amplitudes and the phases between grid points. In table 

<3.7.1> we compare the computed grid values with the accepted 

function values, which were computed with double-precision 

accuracy by means of a fourth order Runge-Kutta scheme with a 

time step 

(3.7.24) 
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1--------------------------------------------------------------1 I N TN A(TN) Z1 (TN) ERR(A) ERR ( Z 1 ) I 
I (absolute errors) I 1--------------------------------------------------------------1 I 0 0.00 1.0000000 1.00000-00 0.0E+00 0.0E+00 
I 1 . 0 .10 1.0361134 -0.8686084 0.8E-06 0.lE-06 
I 2- 0.20 1.0747031 0.4352194 0.7E-06 0.lE-05 
I 3 0.30 1.1145539 0.1760627 0.5E-06 0.3E-05 
I 4 0.40 1.1541607 -0.7716992 0.lE-05 0.4E-05 1 · 5 0.50 1.1920174 1.1502984 0.2E-05 0.2E-05 
I 6 0.60 1.2283492 -1.1698117 0.3E-05 0.4E-05 
I 7 0.70 1.2661535 0.7996659 0.lE-05 0.lE-05 
I 8 0.80 1.3050122 -0.1398034 0.4E-05 0.lE-04 
I 9 0.90 1.3432373 -0.6051558 0.lE-05 0.lE-04 
I 10 1.00 1.3802726 1.1908320 0.4E-05 0.2E-05 
I 11 1.10 1.4145483 -1.4131837 0.6E-05 0.6E-05 
I 12 1.20 1. 4483656• 1.1782711 0.4E-05 0.lE-04 
I 13 1.30 1.4831481 -0.5411782 0.3E-05 0.2E-05 
I 14 1.40 1.5163764 -0.3039049 0.7E-05 0.3E-05 
I 15 1.50 1. 5486927 1.0847387 0.4E-05 0.5E-06 
I 16 1.60 1.5789385 -1.5404052 0.8E-05 0.2E-05 
I 17 1.70 1.6066599 1.5069457 0.8E-05 0.2E-04 
I 18 1.80 1.6350559 -0.9760583 0.3E-05 0.3E-04 
I 19 1.90 1.6617370 0.1064526 0.lE-04 0.4E-05 
I 20 2.00 1.6864364 0.8245143 0.4E-06 0.3E-05 
I 21 2.10 1.7109314 -1.5126638 0.9E-05 0.6E-05 
I 22 2.20 1.7324642 1.7257520 0.lE-04 0.lE-04 
I 23 2.30 1.7534370 -1.3801000 0.9E-05 0.6E-05 
I 24 2.40 1.7739080 0.5748035 0.6E-05 0.3E-04 
I 25 2.50 1.7909012 0.4346920 0.9E-05 0.3E-04 
I 26 2.60 1.8083004 -1.3218288 0.lE-04 0.2E-05 
I 27 2.70 1.8247517 1. 7961023 0.lE-04 0.lE-04 
I 28 2.80 1.8390280 -1.6950778 0.lE-04 0.lE-04 
I 29 2.90 1.8539859 1. 0405447 0.5E-05 0.6E-04 
I 30 3.00 1.8656223 -0.0386439 0.lE-04 0.8E-05 
I 31 3.10 1. 8758882 -0.9876618 0.4E-05 0.5E-04 
I 32 3.20 1.8878965 1.7061471 0.lE-04 0.2E-04 
I 33 3.30 1.8976505 -1.8811355 0.2E-04 0.2E-04 
I 34 3.40 1.9076006 1.4482372 0.lE-04 0.5E-04 
I 35 3.50 1.9163814 -0.5415334 0.7E-05 0.9E-05 
I 36 3. 60 - 1.9214646 -0.5470619 0.6E-05 0.7E-04 
I 37 3.70 1.9287945 1.4660136 0.lE-04 0.3E-05 

38 3.80 1.9361542 -1.9188806 0.2E-04 0.lE-04 
39 3.90 1.9421252 1.7552749 0.lE-04 0.4E-04 
40 4.00 1. 9489839 -1.0224489 0.6E-05 0.lE-04 
41 4.10 1.9519360 -0.0444038 0.lE-04 0.5E-04 
42 4.20 1.9546887 1.1006080 0.8E-05 0.5E-04 
43 4.30 1.9602964 -1.8064740 0.lE-04 0.lE-04 
44 4.40 1.9641300 1.9338502 0.2E-04 0.2E-04 
45 4.50 1.9688038 -1.4372377 0.lE-04 0.2E-04 
46 4.60 1.9718472 0.4744309 0.6E-05 0.5E-04 
47 4. 70 1.9715779 0.6431262 0.lE-05 0.7E-04 
48 4.80 1. 97 46908 -1.5553792 0.lE-04 0.3E-04 
49 4.90 1.9780447 1.9700294 0.2E-04 0.lE-04 
50 5.00 1. 9805924 -1.7512197 0.lE-04 0.5E-04 --------------------------------------------------------------

I TABLE <3.7.1> I 
1--------------------------------------------------------------1 
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One likewise can apply these techniques to systems of 

coupled nonlinear oscillators. The following extensively 

analyzed system is taken from the theory of stellar orbits in a 

galaxy (see, for example, Contopoulos [7], Hori [14], and 

Kevorkian and Cole [16]): 

(3.7.25) 

d'l. r, /dt'Z. + 

d2 r /dt2. + 
2 

a2-r = e r" \ 2. 

b2. r = 2 2 t.. r, r'l. 

r 1 { 0 , £.) = l , rt ( 0 , £) = 1 

"' / r 1 ( 0 , &) = 0, r 2. ( 0 , £.) = 0 

0 < e << 1, 0 < r < Tie 

Here r
1 

stands for the radial displacement of the orbit of a 

star from a reference circular orbit, and ra stands for the 

deviation of the orbit from the galactic plane. With the change 

of variables 

T ~ / ~ z = [ z 1 , z2. , z3 , z4 ] = [ r1 , r
1 

/a , r a , ra /b] 

(3.7.26) 

we have: 



118 

By a transformation similar to (3.7.4), we can reduce the system 

to diagonal form. Thus after the change of variables 

-z = s u 

(3.7.28) 

the equation~ become: 

-a 0 0 0 f 1 (U) 

0 a 0 0 -f
1 

(U) 
U' = ( i/~) u + 

0 0 -b 0 f'Z.(U) 

0 0 0 b -f '2.(U) 

(3.7.29) 
T U(0,t.) = [1,1,l,l] I 0 < t < T I 0 < t << 1 

f 1 ( U) = i (u3 + u14 )'2. /4a 

(i/4a) z. 'Z. = [ u3 + 2u3 u'i + u11] 

f2.(U} = i (u 1 + u2.} (u 3 + u_,) /2b 

= ( i/2b} [u 'u3 + u 1 u.., + u'&. u3 + u'2..u'J'] 

As in (3.7.6}, we now factor out the leading order oscillatory 

behavior by means of the transformation 

(3.7.30} 

u = T ( t IE.) x 
T 

X = [ X I IX '1.. IX') IX~] 

T ( t I l.} = 
diag[exp(-iat/&) ,exp(iat/£) ,exp(-ibt/£) ,exp(ibt/£)] 

and obtain the system: 
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(3.7.31) 
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exp(iat/£) f 
1 
(T(t,~.) X) 

-exp(-iat/E) f 1 (T(t,t) X) 

exp(ibt/£) f
2

(T(t,t) X) 

-exp(-ibt/£) ft(T(t,£} X) 

T 
X ( 0 , !.) = [ 1 , 1 , 1 , 1 ] , 0 < t < T , 0 < t. < < 1 

From the structure of the transformations we have 

x = x 
'2. l 

(3.7.32) , 
-x = x 

l.f 3 

and therefore, similarly to the first example, we have replaced 

the original four-dimensional real system with a two-dimensional 

complex system. Once again, in the spirit of Section 3.4, we 

introduce an asymptotic expansion in powers of &: 

x = v + e. ( w;- + Y. ) + 0 ( £'i.. ) 

(3 .. 7.33) -T - -V = [VA , VA , V~ , V g ] ; 

W
1
,- = [WA ,w;._ ,w

8 
,w;] 

'Y,T = [YA'~,Y~,~] 

here the fast scale is again (3.7.10). The most interesting 

resonances occur for the case 

(3.7.34) a = 2b , 

and so we consider the parameter valuations 
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a = 1 

(3.7.35) 

b = .5 

System (3.7.31) then has the form (3.4.1) with 

(3.7.36) 

(I) 
(i/2) exp{i')) ~= x3 x'1 

g("l..) = 
j:;: 

-g(I) 
:r 

gt;JI = i X 1 x3 exp ( - i'"S") + 
I 

+ i x2.x'i exp(2i')) 

gl4) = gD> 
r :c 

!.,l = (i/4) x'2. 
lC 3 

g~ = ~ 
<13) = i x x 
r ' I.I -cf;'= ~ 

+ (i/4) x-z. 
't 

i x '2. x'3 exp ( i r> 

exp ( 2 i')) 

We proceed as in the first example by applying the 

balancing arguments of Section 3.4 to equation (3.7.12). The 

first and third rows of AIL are given by the (2 x 4) matrix ,_Arr, 

where 

-0 i VB 

_AT- 0 0 
(3.7.37) 1£'-

(i/2) vs 0 

0 i VA 

The first and third rows of Ax are given by the (2 x 4) matrix 

.AI , where 
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0 i v~exp(-i'!) 

0 i v'8 ex~ (E'°) . 

(3.7.38) ~= 
+ l V1Sexp(21-r) 

( i/2) VB exp ( i 3'") i VA exp (-i'!') 
+ i "V;. exp ( i:>) 

( i I 2 ) v8 ex p ( i '"s) i ~exp ( 2iJ") 
+ (i/2) v;exp(2i'S} 

-. V is then determined as the solution of 

(::)' (i/4) Va~ J 
(3.7.39) 

= (i/2) v9 v~ 
I 

(VA (9,£) )= ( 1) ' 0 < t < T 
v'B (0,£) 1 

,...., 
and then, as in (3.7.16), YI is given explicitly by 

(3.7.40) 
(::) = 

- -2 (1/2) v-a v~ exp(i'")) + (1/8) vl! exp(2ir) 

- v8 vAexp{-i'S') + v8 va,.exp(i"~') . 
+ (1/2) V8VAexp(21'3") 

With the exception of AxY°; all o(e) terms of (3.7.12) are either 

strictly oscillatory or strictly nonoscillatory. We have: 

Y,. 

YA -
AI 

(i/4) VA VB Va 
(3.7.41) = I -y8 ( i/2) VA VA V~ + (9i/8) 

yl?l + < oscillatory terms > 

-and thus the system for w, is: 
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(::} 
(3.7.42) 

f2J < t < T 

Once again the full t-dependence of the system can be restored 

by (3.7.lf2J). In the original system variables we have: 

z I = Re{exp(-i 'r x, } I -r-= -tit. 
z t. = Im{exp(-i :r x,} 

'"S"=-l::./f. (3.7.43) 
z '3 = Re{exp(-i'r/2 xj) I 'r = -t-/t 

z 'I = Im{exp(-i3"/2 x,} lr='f;/t 

Now we can apply the same approximation techniques to this 

system, which is characterized by the energy integral 

(3.7.44) 

The sharing of this energy between the two oscillators is 

illustrated in figure <3.7.3>, where we have plotted the leading 

order energy functions 

(3.7.45) 

z'] ... 
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Once again we have linearly interpolated the amplitudes and 

phases between the grid points. In table <3.7.2> we compare the 

computed grid values with the accepted fun~tion values, which 

were computed with double-precision accuracy by means of a 

fourth-order Runge-Kutta scheme with a time step 

(3.7.46) 
-~ 

h' = 10 

The grid error, somewhat larger than in the first example, is 

mainly due to the truncation of the asymptotic expansion. 

Indeed, decreasing t by a factor of (.1) caused the grid error 

to fall by a factor of (.01). 
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1-------------------------------------------------------------1 ~ ,,,,_ ,,..._ ,,,,,,..., IN TN E,{TN) E2{TM) E{T,..) ERR{Ei) ERR{E'Z.) I 
{absolute errors) I 

-------------------------------------------------------------! 0 0.00 0.50000 0.12500 ·0.61500 0.0E+00 0.0E+00 I 
l 0.10 0.48806 0.12670 0.61507 0.lE-03 0.6E-04 I 
2 0.20 0.48705 0.13221 0.61505 0.7E-04 0.2E-04 I 
3 0.30 0.47304 0.14231 0.61506 0.5E-04 0.6E-05 I 
4 ~-40 0.45326 0.15821 0.61512 0.2E-03 0.6E-04 I 
5 0.50 0.44374 0.18019 0.61499 0.3E-05 0.lE-04 I 
6 0.60 0.40577 0.20755 0.61506 0.lE-03 0.6E-04 I 
7 0.70 0.38896 0.23889 0.61505 0.lE-03 0.8E-04 I 
8 0.80 0.34183 0.27316 0.61508 0.4E-04 0.3E-04 I 
9 0.90 0.30006 0.31187 0.61508 0.2E-03 0.lE-03 I 

10 1.00 0.26412 0.35566 0.61506 0.5E-04 0.4E-05 I 
11 1.10 0.20223 0.40463 0.61527 0.2E-03 0.4E-04 I 
12 1.20 0.17779 0.45441 0.61510 0.2E-03 0.lE-03 I 
13 1.30 0.11494 0.49996 0.61542 0.8E-04 0.3E-03 I 
14 1.40 0.08408 0.53890 0.61492 0.7E-04 0.2E-03 I 
15 1.50 0.04627 0.56935 0.61556 0.7E-05 0.6E-03 I 
16 1.60 0.02329 0.59125 0.61545 0.2E-04 0.4E-03 I 
17 1.70 0.01678 0.60076 0.61558 0.4E-04 0.6E-03 I 
18 1.80 0.01902 0.59754 0.61676 0.7E-04 0.2E-02 I 
19 1.90 0.04063 0.58132 0.61612 0.2E-03 0.9E-03 I 
20 2.00 0.06296 0.55485 0.61786 0.3E-03 0.3E-02 I 
21 2.10 0.11564 0.51750 0.61674 0.5E-03 0.lE-02 I 
22 2.20 0.13904 0.47206 0.61736 0.7E-03 0.2E-02 I 
23 2.30 0.20292 0.42321 0.61813 0.lE-02 0.2E-02 I 
24 2.40 0.23668 0.37477 0.61858 0.2E-02 0.lE-02 
25 2.50 0.28856 0.33194 0.62056 0.3E-02 0.3E-02 
26 2.60 0.33981 0.29106 0.61974 0.3E-02 0.2E-02 
27 2.70 0.36541 0.25374 0.62027 0.4E-02 0.2E-02 
28 2.80 0.41310 0.21904 0.61996 0.4E-02 0.lE-02 
29 2.90 0.42624 0.18906 . 0.62033 0.5E-02 0.6E-03 
30 3.00 0.45659 0.16642 0.62139 0.5E-02 0.lE-02 
31 3.10 0.47430 0.14899 0.62135 0.6E-02 0.7E-03 
32 3.20 0.48399 0.13765 0.62199 0.6E-02 0.lE-02 
33 3.30 0.50180 0.12967 0.62149 0.6E-02 0.5E-03 
34 3.40 0.49574 0.12530 0.62132 0.6E-02 0.lE-03 
35 3.50 0.50259 0.12503 0.62147 0.6E-02 0.3E-03 
36 3.60 0.49224 0.12839 0.62120 0.6E-02 0.2E-03 
37 3.70 0.48185 0.13809 0.62199 0.7E-02 0.4E-03 
38 3.80 0.47529 0.15256 0.62164 0.7E-02 0.2E-03 
39 3.90 0.44656 0.17295 0.62164 0.6E-02 0.2E-03 
40 4.00 0.43653 0.19768 0.62129 0.6E-02 0.2E-03 
41 4.10 0.39495 0.22504 0.62000 0.6E-02 0.6E-03 
42 4~20 0.36364 0.25825 0.62058 0.5E-02 0.2E-03 
43 4.30 0.32688 0.29513 0.61984 0.5E-02 0.2E-03 
44 4.40 0.27122 0.34047 0.62085 0.5E-02 0.9E-03 
45 4.50 0.24658 0.38921 0.62030 0.4E-02 0.lE-02 
46 4.60 0.17959 0.43775 0.61905 0.3E-02 0.8E-03 
47. 4.70 0.14646 0.48428 0.61863 0.2E-02 0.lE-02 
48 4.80 0.09411 0.52366 0.61782 0.2E-02 0.lE-02 
49 4.90 0.05555 0.56037 0.61892 0.lE-02 0.3E-02 
50 5.00 0.03574 0.58694 0.61895 0.8E-03 0.3E-02 I -------------------------------------------------------------1 I TABLE <3.7.2> I 1-------------------------------------------------------------1 
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CHAPTER IV 

THE RESOLUTION OF TURNING POINTS 

4.1 Solution ~ Nonuniform Expansion 

As previously illustrated, the fundamental difficulty of 

the turning point approximation is the transition of frequencies 

from the fast scale (r=t/e), .which is treated asymptotically, to 

the1'=t/.JC scale, which is resolved by an O(f?:') time step. 

Here we assume that all turning points are of the simplest type. 

ASSUMPTION [4.la] 

All relevant secondary frequencies are bounded away from zero 

except in the neighborhood of a turning point such as s, where 

for a vanishing frequency we have: 

(4.1.1) NT .l\.(t)/e = a (t-s)/e + O( (t-s)i. /t:.) (a;l:0). 

In the neighborhood of a turning point we must extend the 

notion of oscillatory and nonoscillatory to accommodate this 

transition; thus, given the parameters {~,K,,K~}, where 

(4.1.2) 

0 < e, << 1 

K, > 0 

K2 > 1 

we classify a secondary 

neighborhood of a turning point 

subdivisions: 

, 

frequency in the 

by introducing the following 
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oscillatory range: 

K,le < INT.i\.Ct)/f.I 

nonoscillatory range: 

I NT .i\..(t) /£I '( K2/f&' 

(4.1.3) 

quasi-oscillatory range: 

K2/Vi' < I NT ...A.Ct);~ 1 < K1 le 

II III I 

In this chapter terms with frequencies in the oscillatory, 

nonoscillatory, and quasi-oscillatory ranges are denoted 

respectively by the subscripts I, II, and III. The intention 

here is to identify the strictly oscillatory terms, discussed in 

Chapter III, with the·oscillatory range of frequencies since the 

same asymptotic principles are applied to each, and also we 

identify the strictly nonoscillatory terms of Chapter III with 

the nonoscillatory range of frequencies since these terms are 

completely resolved as smooth functions. The quasi-oscillatory 

range then gives the transition region between these two ranges. 

Since we need only apply our principle locally -- that is, from 

grid point to grid point -- we can assume, in correspondence to 

the decomposability principle of Chapter III, that the 

classification of relevant frequencies is uniform on the 

interval of interest. 

ASSUMPTION [4.lb] 
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On the interval J)= [T1 ,T2 ] all relevant secondary frequencies 

fall uniformly into the oscillatory, nonoscillatory, and 

quasi-oscillatory ranges, where the parameters (4.1.2) have been 

specified. 

We accordingly reformulate the system (3.1.14): 

X' = G(X,t,e) 

= g:c(X,t,t) + g:JI"( X I t I e) + 9.:a:c(X,t,t) + 

(4.1.4) f::C( t Ii,) + f:IJ:( t I£.) + fT!C( t ,£,) 

X(T
1 'C:) 

........... 
T, t ~ T2 

= XO' ~ 

where we assume: 

(i) 

(ii) 

(iii) p. • (X); 
l.J 

( i V) ~ -exp [ B •• ( t) /£ ] p .. ( X) ; 
'J .. J 

(V) exp[Gc:,,;(t)/&]; 

(vi) 

(vii) 

(viii) All t-dependent functions are in C o0 ( t) ; all X-dependent 

functions are polynomials in the components of X; 

(ix) Assumptions [4.la] and [4.lb] hold; terms with 

frequencies in the oscillatory, nonoscillatory, and 

quasi-oscillatory ranges are respectively given by the 

subscripts I, II, and III. 

The extra smoothness conditions are for convenience since more 
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integrations are needed to resolve the effects of the 

oscillations in the quasi-oscillatory range. We also insist 

that ·the system (4.1.4) satisfy the appropriate modification of 

Assumption [3.3a]~ 

ASSUMPTION [4.lc] 

In correspondence to the,system (4.1.4), the reduced system 

(4.1.5) 

is well-posed and has a bounded solution in Co0(t). 

In Chapter III we introduced the linear operator (3.1.21), 

which essentially returned the result of one integration by 

parts of the indefinite integral of a rapidly oscillating 

function. In the neighborhood of a turning point the technique 

of integration by parts is still effective, but it is convenient 

to carry out the integration completely because the simple order 

relation (3.1.22) degenerates as the turning point is 

approached, and weak singularities appear in the expansion 

coefficients. For example we ·consider 

(4.1.6) 

I J a ( t) exp [ i t'2./2&] dt 
oc 

,l£'K2. < Q( < .{J < K 1 

Integration by parts yields: 



(4.1.7) 

where 

(4.1.8) 

., 
Jex p [ i t ?. I 2 El a ( t) d t 

a< =-II exp[it'L/2£]( 
ll 

130 

'M t, f,tc:. b ( t) /t-ztc-I) 

11:.:.1 "' 

., 
RJot ,pl = £"' J exp( i to./2£) b,,.( t) /t'"' dt 

°' 

From (4.1.8) we conclude: 

e" ! I exp ( i t2. ht) bk: ( t) I t'Z"-'= 0 (ft' /K,_'Zt:- I ) 

, 

I I 

1RJ_«.pl1 < r"" M J i;t'"' at = o<Vl'!K:"'-1 
i 

(4.1.9) 

~ 

where, by our smoothness assumption and (4.1.2), we can choose m 

so large that the error term is insignificant. Accordingly we 

define a linear operator which carries out this integration 

procedure on functions with quasi-oscillatory frequencies: 

h::ttC' 

(4.1.10) I 

re h:m: I :: f ;E[C 

although in practice the approximation is made only to within 

In like manner the antiderivative of a term with 

an oscillatory frequency is given by 
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h:r 

(4.1.11) • 

£h:r' = 

And again in practice one only carries out this procedure to 

within a certain accuracy. 

Analagously to (3.3.4) we say that Xis an €WV~.approximate 

solution of (4.1.4) if 

- ~( Q K/z. ( t ' £.) + W K/2.( t, £.) + y tc:/i.( t, i.) > ei.::. x = 

(4.1.12) M (X) G(x,t,e> 
_, 'al:l:.l 

= -X=O(C. a 

xrr,, &> = 'X + 0(£.~) 0 

where the frequencies of W k:.h., Yl<f?..' and Qlc/2. are respectively 

nonoscillatory, oscillatory, and quasi-oscillatory. Each of 

these functions is bounded, but, because of the nonuniformity of 

the expansion, some may be 0(1/&"). The basic theory developed in 

Chapter III now can be extended. We present the appropriate 

analogues of Theorems [3.2.l], [3.3.1], [3.3.-2], and [3.3.3]. 

THEOREM [4.1.1] 

If Assumptions [4.la] and [4.lb] are valid for the linear system 

Y ' = [A :r + A.Ir + A::ur ] Y + fr + ~ + fm: 

(4.1.13) 

' then we have: 



(4.1.14) 

where 

(4.1.15) 

PROOF 
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max IY - YI = O(t~ ) 
i: 

max I Y' - Y' I = o ( e-1: ) 
-48 

After the change of variables 

Z(t,e) = X(t,£) - V(t), 

the equations for Z(t,&) are 

I 

z ' = [Ar + A1r. + A;ml z + ( f:r + Ar_ V) + ( f:m: + y) 

zrr;,e) = 0, T1 < t < Tz. 

The equations for 

have the form 

'Z 1 = [A:r + Alt + Y Z + {£' h ( t, E.) 

, 

and so by Lemma [3.2.2] we have: 
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- oce*> max I z I = 
-6 

max 
-t: 

1-Z• I = o cc*> 

----------
THEOREM [4.1.1] 

b . . f - . .~ 'tf'J'l. . Let m e a nonnegative integer. I X is an ~ -approximate 

solution of the system (4.4.1), then 

(4.1.16) max 
-(;: 

,..., 
IX(t,£) - X(t,'t.) I 

m..;t:.!. 
= O(t. '2. ) . 

Moreover, the existence of an G0 -approximate solution is 

guaranteed. 

PROOF 

The proof of this theorem is very similar to the proof of 

Theorem [3.3.2]; that is, by a Picard iteration one can show 

that if 

then 

m+ I 
M{Z) = O(t~ 

t2l.:J:! 
max I Z - XI = O ( £ '2. ) , 

. -t-

, 

where X is the solution of (4.1.4). Using Assumption [4.lc], 

one can demonstrate the existence of an e0 -approximate solution 

in the manner of Theorem [3.3.1]. 
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THEOREM [4.1.3] 

Let ~ X be an e -approximate solution of the system (4.1.4), and 

assume that Assumptions [4.la] and [4.lb] can be applied to the 
n:i±! 

0(£ z. ) terms of M(X) to give: 

,,..; 

(4.1.17) M(X) = 

Then we have an 'l..~ -approximate solution of (4.1.4): 

(4.1.18) -= x l2ltl 
+ tz.R. 

Here R(t,E) is determined by 

(4.1.19) 

where 

A:r = 9.:c [ x, t, £Jx 1x:::::v 
(4.1.20) A = gJC.[X,t,£}X I '][' X=-V 

Am:.= g:m:.[ X , t , E] X 1x::::v 

' 

Here V(t) is the approximation guaranteed by Assumption [4.lc}. 

PROOF 

The proof of this theorem is very similar to the proof of 

Theorem (3.3.31, where the decomposability principle replaces 

Assumption [4.lb]. 

As in Chapter III one also can develop a formal expansion 

theory based of the Taylor expansions of polynomials. Here, 
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however, there are three time scales to consider. 

In practice one must solve the equations for the 

nonoscillatory behavior approximatively by standard numerical 

techniques, and so the step size control is crucial for any 

implementation. As illustrated by (4.1.7), the integration 

procedure leads to the introduction of mild singularities which 

must be resolved as smooth functions when they arise in the 

differential equations for the nonoscillatory terms. Again it is 

sufficient to consider the case of a turning point at t=0; by 

the analysis of (4.1.7), the induced singularities must be of 

the form 

(4.1.21) 

K-'k tzK-J e ;t 

K2. re < 1 t 1 < K , 

Using the stretching factor 

(4.1.22) S(t) = lit/el/(K1/£) = ltl/K 1', 

we locally can change the independent variable by 

t = t~ ( 1 + Ms) 

(4.1.23) M = t-11'/ (I t*l K1 ) 

t = f*" at s=0 

to give 

(4.1.24) 

and for 

' 



(4.1.25) K = 1 I 
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the expression (4.1.24) is a smooth function of s in a 

neighborhood of 

(4.1.26) s = 0. 

Thus for a given secondary frequency 

(4.1.27) Ntc: ..l\.(t) /r_ 

in the quasi-oscillatory range, we define the stretching factor 

sit:. (t) by 

(4.1.28) 

As the frequency passes through the quasi-oscillatory range, we 

have 

SIC(t) = 1 

(4.1.29) 

If more than one quasi-oscillatory frequencies are present, we 

define the uniform stretching factor by 

(4.1.30) 

where the minimization is taken over all relevant 

quasi-oscillatory frequencies. 

If the step size 
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(4.1.31) - -h = h s ( t) 

is used, the induced singularities are resolved adequately by 

the analysis of (4.1.24); moreover, as secondary frequencies 

pass from the oscillatory range through the quasi-oscillatory 

range the step size is reduced to O(~h) • Since frequencies in 

the nonoscillatory range must be resolved by an O(.Jeh) time 

step, the resolution can be made without an unduly abrupt 

adjustment in the mesh width. The appropriate step size for the 

problem then depends primarily on the smallest quasi-oscillatory 

frequency and the largest nonoscillatory frequency. 
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4.2 The Cost of Resolution I Turning Points of Higher Order 

The cost of resolution can be measured by the number of 

points used. Consider a term with a secondary frequency 

satisfying Assumption (4.la) at the turning point t=0: 

N1 ..L\.(t)/e_ = iat/€ + O(t'2./£) 

(4.2.l) 

a € IR\ { 0} 

If we ignore the O(t-z.. /'l.) correction, the regions for the 

frequencies are: 

oscillatory: 

(4.2.2) quasi-oscillatory: 

nonoscillatory: 

K1 /1a1 < !ti 

K1 K2.-JiJ I I a I < I t I < K, I I a I • 

I t I < K 1 K2.{i} I I a I 

If we assume that all other components of the system are smooth 

functions of t and that h is the step size required to resolve 

these functions, then 0(1/h) points will be needed for the 

oscillatory range. For the quasi-oscillatory range the local 

density of points is 

(4.2.3) l/(hS(t)), 

where the stretching factor S(t) is given by 

(4.2.4) S(t) = latl/K 1 • 

Thus, the number of points required is 



(4.2.5) 
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Q 

2 1K1 /(hlalt) dt =.O(llog(&) l/h) 
or. 

(o( == K1 /lal , p == K,K.z.ll°'/lal) 

For the nonoscillatory region the local density of points is 

0(1/(.J&'h)), and so the number of points needed is 

(4.2.6) 0(1/('{t'h)) O('f&I) == 0(1/h). 

Therefore, the ?~ cost of resolution is: 

(4.2.7) oc I log Ce) I /h) 

The restriction on the order of the turning point is 

superfluous. For example, let a secondary frequency with 

turning point t=0 be given by 

. P+I/( iat (p+l)£) 

(4.2.8) • 

a E IR\{0}, P E IN\ { 0, 1} 

One could develop a theory based on an expansion in powers of 
_J_ 

ceP+I ) as we did for the restricted case p=l. In practice 

though one would like to compute with a consistent method for 

all turning points, and so we apply the technique of Section 

4.1 to (4.2.a). The stretching factor is then 

(4.2.9) 

and the frequency ranges are: 
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I 

oscillatory: (K 1 /lal)f' < ltl 

·(4.2.10) quasi-oscillatory: (~ K~/lalf~· £1; < ltl < (K
1
/lal)-t • 

..L. ...L 
nonoscillatory: It I < (K1 K,_/ I a I)" CZ.. aP 

Clearly the order relations given by the asymptotic 

expansion are still valid, and also one can show that the 

stretching factor {4.2.9) is sufficient for the resolutio~ of 

the weak singularities induced by the technique of integration 

by parts. However, the cost of resolution must be derived 

again. As in the case of the turning point of lowest order, 

0(1/h) points are requir.ed for the oscillatory range. For the 

quasi-oscillatory range the density of points is 

(4.2.11) "P 1/ [ hS ( t) ] = K 
1 
I ( h I a t I ) , 

and therefore the number of points required is 

2 

(4.2.12) 

= 2 Kr /(h(l-p) I al) ~11/tP-I 
=O( elil/h) 

For the resolution of the nonoscillatory range an O(h e-lr) time 
...L 

step is possible, but if an .o (h e. ~) time step is used the 

number of points required is 

(4.2.13) 
_L t -P_ 

0( CZ. -z.?) 0(1/(h t~)) = O( ec,.""'£"P /h). 

The cost of resolution for a turning point of higher order is 

then 
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(4.2.14) I?:.! 
Q ( 1/ ( h £ 'Z.P ) ) • 

Thus, the penalty for using our procedure to resolve turning 

points of higher order is not a loss of accuracy but rather a 

modest increase in the number of points required. 
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4.3 A Computational Example 

In this section we describe a possible implementation of 

the turning point procedure. We consider the system 

y' = exp ( it '2. I 2 £) y 2-

(4.3.1) , 

y(-2)=1, -2<t<2, £. =.01 

which·one might have derived from the system 

z' = (it/e)z + z 2 

(4.3.2) 

z(-2)=exp(2i/£), -2<t<2, e =.01 

after the usual change of variables. We propose to solve 

equation (4.3.1) to within three or four digits of accuracy. 

The fundamental frequency of the system is given by 

(4.3.3) {it/E:} 

For the stiffness parameters (4.1.2) we choose: 

(4.3.4) 

and thus, by (4.1.3), the ranges for the fundamental frequency 

are: 

(a) I oscillatory range: 1.0 < ltl 

(4.3.5) (b) II nonoscillatory range: ltl < 0.5 

(c) III quasi-oscillatory range: 0.5 < ltl < 1.0 
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When (it/£) is in the nonoscillatory range, all components 

of the system are resolved as smooth functions, and no 

asymptotic analysis is needed. When the fundamental frequency 

is in the oscillatory or quasi-oscillatory range, then our 

asymptotic techniques introduce other relevant secondary 

frequencies of the form: 

(4.3.6) 2it/e, 3it/e, ••• 

but by our parameter valuations these must be in the oscillatory 

range. 

In a given subinterval where the classification is uniform, 

the problem is of the form 

y' = exp (it '2. I 2 £) y?.. 

(4.3.7) 

By the analysis of Chapter III we have for the case (4.3.Sa): 

(4.3.8) 

and in the case (4.3.Sb) all coefficients are resolved as smooth 

functions. For (4.3.Sc), however, the analysis is more 

complicated. As in (4.3.8) we determine the expan~ion to within 

an error of 0(£~ ) , and also we need only calculate the 

integration operators ((4.1.10)-(4.1.ll)) to within the same 

accuracy; thus, we ignore terms of the size O(~~), O(t~!Kf), or 
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The simplest way to generate the asymptotic expansion is to 

introduce the time scales 

(4.3.9) ') = t/t 

d/dt = .fe +- t- : + 

and the formal expansion 

(4.3.10) 

y - 51 x r"''z. 
~ IC/._ - -x k./a, = w K/a. ( t I£) + y lclz. ( "s-1() + Q leh. ( '1"', t) 

'Yk/'Z. cr,t::> = Y-t.c.12. ct/£ ,t::> = Y~.ft. ct,t.> 

Q t':/a. ('1"'tE:) = Q k/i.. (t/e; ,(.) = QK./-z. (t,~) 

Y
0

(t,t) =. 0, Q
0
(t,r) _ 0, Y,h..(t,e): 0 

Then when the O ( t K/?...) terms are to be balanced, we have on the 

left-hand side 

(4.3.11) d/dt wk{<?_ (t,£) + d/d'r Y1e+z ('S',t.) + d/d'1" Q 1e.+• (1"",t) , 
'2.. z 

and the right-hand side will depend on 

(4.3.12) 

moreover, the dependence on the (j=k)-values will be linear for 

k>l. After the right-hand side is decomposed according to 

Assumption [4.lb], the t-dependence is restored in the left-hand 

side. The terms corresponding to each frequency range are then 

matched to guarantee the balance on this level. We have: 
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(a) (0 : 
Wo"l:' + Q,,.._1"' + Y, = (X 0 )

1 
exp(it'Z./2£) 

r 
(b) r.'k: w,,2..f: + Q' 1"' + Y "'i.r = 2x. x.h .. exp ( i t 1 /2E) 

(4.3.13) • 
(c) t: w,-c Q,J,. + y'I. = '2. 

2x
0 

x,) exp(it~/2r) . + (X,h. + . 
1"' 'S 

(d) t:."'-: w,"- + Q'Z. + Ys-1z. = ( 2x,,.,_ XO + 2Xy ... X l ) exp(it,./2t.) 
~ 

,,.. T 

By following the procedure outlined above we have from (4.3.13a): 

(4.3.14) 

-Y1 • = ';!. { 0 } = 0 

£-\: Q%. = w; exp(it"'/2£) 
~ 

Q1h. = 0S{w,?- exp(it-z./2£)} 

= q,1z.. exp ( i t'2. /2£) 

q 'h .. ( t ,£) = w0,_ [ t'17../ it - r.'1z../ t'3 ] + O ( l!Kf) 

From (4.3.13b) we have: 

{

W'I: = 0 
'L-f: =/ 

w,1'1. (0,t}=-Q ,,i.c0,t) 
W If.,_ ,: W,/"L = -Q 'It. ( 0 I£} 

(4.3.15) 

= 2w0 q,1i. exp ( i t"Z. /f) 

iyl/-r. = :2{ 2'w0 q,1,_ exp (it '2. /~) } 

= <-w°!) [ ~•tz.; t'1. + ('lz. Ii t '4] 
+ 0 ( l/Ki.) 

= 2w
0 

w,h.. exp(it'Z./2t) 

Q
1 

= ~{2w0 w,11. exp(it~/2E)} 

= q
1 
exp(it2./2t) 

exp (it 4 /£) 

q
1 

= 2 w0 w1h. (t'h/it) + 0(1/K~) 

From (4.3.13c) we have: 

• 
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-9> 
-Q,(0,£) 

(4.3.16) 't. 
[ W lh. + 2W0 WI ] 

~ '2. 
Q'3/z. = lB { ( W'/i. + 2W0 W1 

exp ( i t ,_ I 2 £ ) } 

= q 3h. exp(it.,,/2£) 

[ '2. + 2 ] (t
117 i t ) q'k. = W1/-i. W0 W1 

And from (4.3.13d) we have: 

(4.3.17) 

For (4.3.Sa) and (4.3.Sb) all smooth components are 

constants, and so we do not really require any points; however, 

we mark grid points as might be required for the resolution of a 

smooth funcion. For the cases (4.3.Sa) and (4.3.Sc) we 

respectively use the step sizes 

(4.3.18) h = .1 

and 

(4.3.19) h = .05 

Thus, if a fourth-order Runge-Kutta scheme were used to 

resolve smooth components in (4.3.Sa), the error would be 

comparable to the truncation error from the asymptotic 

expansion. For (4.3.Sc) we have from (4.1.28) the stretching 

factor 
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S(t) = ltl 

(4.3.20) 

0.5 < S(t) < 1.0 

In practice one might adopt a strategy which leads to adjusting 

the mesh only by a factor of (1/2) or (2); thus, the step size 

(4.3.19) is reasonable. 

For (4.3.Sb) we fully resolve the coefficients of the 

equation by means of a fourth-order Runge-Kutta solver with a 

time step sufficient so that the the estimated local truncation 

error is bounded above by 

(4.3.21) , 

and so the global error is bounded by 

(4.3.22) 

Thus, depending on how well or how poorly the bound (4.3.21) is 

achieved, we accordingly adjust the step size by a factor of 

(1/2) or (2). One can estimate the local truncation error by 

comparing the results of two increments with the results of one 

double-increment over the same interval (see Lambert [20], p. 

130) • 

All calculations were done with single-precision accuracy 

on a VAXll/780 computer. Plots of 

(4.3.23} u = Re { y} - • 8 

and 
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(4.3.24) v = Im{y} 

illustrate the passage through resonance in figure <4.3.1>, 

where we have linearly interpolated the amplitudes and phases 

between grid points. In table <4.3.1> we compare the computed 

grid values with the accepted function values, which were 

computed with double-precision accuracy by means of a 

fourth-order Runge-Kutta scheme with a time step 

(4.3.25) -" h = 10 

In the table we list 

(4.3.26) ERR(t) =max [Re{y-'Y},Im{y-y}] 

where y(t) and y(t) are respectively the computed and the 

accepted function values. 
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------------------------------------------------------------! 
RANGE h N TN Re{y(T~)} Im{y(TN)} ERR(TN) I 
------------------------------------------------------------! 

I 0.100 0 -2.0000 1.00000 0.00000 0.0E+00 I 
I 0.100 1 -1.9000 1.00084 -0.00318 0.2E-04 
I 0.100 2 -1.8000 1.00107 -0.00129 0.9E-05 
I 0.100 3 -1.7000 0.99571 0.00345 0.2E-04 
I 0.100 4 -1.6000 0.99113 -0.00677 0.lE-03 
I 0.100 5 -1.5000 0.99938 0.00308 0.lE-04 
I 0.100 6 -1.4000 0.99973 -0.00829 0.lE-03 
I 0.100 7 -1.3000 0.99319 -0.00973 0.2E-03 
I 0.100 8 -1.2000 0~99352 -0.01050 0.2E-03 
I 0.100 9 -1.1000 1.00222 -0.00871 0.lE-03 
I 0.100 10 -1.0000 0.99826 0.00721 0.4E-04 

III 0.050 11 -0.9500 0.98625 0.00204 0.4E-04 
III 0.050 12 -0.9000 0.99165 -0.01260 0.4E-04 
III 0.050 13 -0.8500 1.00740 -0.00262 0.5E-04 
III 0.050 14 -0.8000 0.98892 0.00797 0.5E-04 
III 0.050 15 -0.7500 0.99317 -0.01534 0.5E-04 
III 0.050 16 -0.7000 l.0042i 0.00904 0.6E-04 
III 0.050 17 -0.6500 0.98374 -0.01168 0.7E-04 
III 0.050 18 -0.6000 1.00840 0.00842 0.7E-04 
III 0.050 19 -0.5500 0.98498 -0.01673 0.lE-03 
III 0.050 20 -0.5000 0.99741 0.01743 0.lE-03 
II 0.025 21 -0.4750 1.01621 0.00280 0.lE-03 
II 0.025 22 -0.4500 1.00870 -0.02025 0.lE-03 
II 0.025 . 23 -0.4250 0.98518 -0.02272 0.lE-03 
II 0.025 24 -0.4000 0.97171 -0.00420 0.lE-03 
II 0.025 25 -0.3750 0.97913 0.01744 0.lE-03 
II 0.025 26 -0.3500 1.00153 0.02518 0.lE-03 
II 0.025 27 -0.3250 1.02276 0.01222 0.lE-03 
II 0.025 28 -0.3000 1.02715 -0.01301 0.lE-03 
II 0.025 29 -0.2750 1.01229 -0.03369 0.lE-03 
II 0.025 30 -0.2500 0.98836 -0.03937 0.lE-03 
II 0.025 31 -0.2250 0.96656 -0.03041 0.lE-03 
II 0.025 32 -0.2000 0.95287 -0.01222 0.lE-03 
II 0.025 33 -0.1750 0.94870 0.00979 0.lE-03 
II 0.025 34 -0.1500 0.95326 0.03179 0.lE-03 
II 0.025 35 -0.1250 0.96497 0.05150 0.lE-03 
II 0.025 36 -0.1000 0.98220 0.06779 0.lE-03 
II 0.050 37 -0.0500 1.02771 0.08963 0.lE-03 
II 0.050 38· 0.0000 1.08236 0.10200 0.lE-03 

------------------------------------------------------------
table <4.3.la> 

------------------------------------------------------------
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!---------------------------------------------~--------------! IRANGE h N TN Re{y(TN)} Im{y(TN)} ERR(TN) I 
1------------------------------------------------------------1 I II 0.050 39 0.0500 1.14302 0.11667 0.lE-03 I 
I II 0.050 40 0.1000 1.20317 0.15097 0.lE-03 I 
I II 0.050 41 0.1500 1.23784 0.21743 0.lE-03 I 
l II 0.050 42 0.2000 1.20994 0.28779 0.lE-03 l 
I II 0.025 43 0.2250 1.17553 0.30218 0.lE-03 I 
I II 0.025 44 0.2500 1.14090 0.29565 0.lE-03 I 
I II 0.025 45 0.2750 1.11767 0.27181 0.lE-03 1· 
I II 0.025 46 0.3000 1.11363 0.24000 0.lE-03 I 
I II 0.025 47 0.3250 1.13092 0.21313 0.lE-03 I 
I II 0.025 48 0.3500 1.16308 0.20580 0.lE-03 I 
I II 0.025 49 0.3750 1.19055 0.22681 0.lE-03 I 
I II 0.025 50 0.4000 1.18836 0.26220 0.lE-03 I 
I II 0.025 51 0.4250 1.15735 0.27764 0.lE-03 I 
I II 0.025 52 0.4500 1.13042 0.25888 0.lE-03 I 
I II 0.025 53 0.4750 1.13437 0.22740 0.lE-03 I 

II 0.025 54 0.5000 1.16518 0.21792 0.lE-03 
III 0.050 55 0.5500 1.16186 0.26997 0.2E-03 
III 0.050 56 0.6000 1.14675 0.22434 0.2E-03 
III 0.050 57 0.6500 1.16692 0.26425 0.lE-03 
III 0.050 58 0.7000 1.15234 0.22559 0.2E-03 
III 0.050 59 0.7500 1.15238 0.26273 0.2E-03 
III 0.050 60 0.8000 1.17186 0.23485 0.2E-03 
III 0.050 61 0.8500 1.14233 0.23848 0.lE-03 
III 0.050 62 0.9000 1.15608 0.26028 0.lE-03 
III 0 •. 050 63 0.9500 1.17215 0.24437 0.lE-03 
III 0.050 64 1.0000 1.15907 0.23093 0.2E-03 

I 0.100 65 1.1000 1.14544 0.24934 0.5E-03 
I 0.100 66 1.2000 1.15570 0.25631 0.3E-03 
I 0.100 67 1.3000 1.15654 0.25550 0.3E-03 
I 0.100 68 1.4000 1.14887 0.25014 0.4E-03 
I 0.100 69 1.5000 1.15540 0.23566 0.2E-03 
I 0.100 70 1.6000 1.16079 0.25278 0.2E-03 
I 0.100 71 1.7000 1.16034 0.23715 0.2E-03 
I 0.100 72 1.8000 1.15089 0.24039 0.3E-03 
I 0.100 73 1.9000 1.15017 0.24295 0.3E-03 

I I 0.100 74 2.0000 1.15296 0.23930 0.2E-03 
1-----------------------------------------------~------------I table <4.3.lb> l 
1------------------------------------------------------------1 
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