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“The subtlety of nature is greater many times over than

the subtlety of the senses and understanding; so that all those

specious meditations, speculations, and glosses in which men

indulge are quite from the purpose, only there is no one by to

observe it.”

– Francis Bacon, Novum Organum, 1620

“I swear, by my life and my love of it, that I will never live

for the sake of another man, nor ask another man to live for

mine.”

– Ayn Rand, Atlas Shrugged, 1957

“In theory, theory and practice are the same.

In practice, they’re not.”

– Lawrence Peter Berra
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Abstract

Innovative experiments and models are used to explore the behavior of subsurface ice on Mars.

Through communication with the atmosphere, the porous regolith of Mars hosts significant quantities

of ice which grow, evolve, and are lost in response to climate changes. As a controlling property

of rate of ice response to a changing equilibrium state, the diffusive properties of several regolith

simulants are measured in Mars-like environments. Ice loss through a variety of particle sizes,

particle size distributions, packing densities, and salt contents are examined and reveal that many

unconsolidated media exhibit diffusion coefficients in the range of 2–6 cm2 s−1, indicating a response

time on the order of several thousand years for ice within the upper meter of the regolith. Only high

salt contents or mechanically packed micron-sized dust are observed to exhibit substantially lower

coefficients, suggesting that strong diffusive barriers may not form as readily as previously invoked.

The growth of ice directly from vapor under diffusive control is reproduced for Mars-like envi-

ronmental conditions in the absence of the liquid phase. As predicted, ice deposits preferentially

at grain contact points and the ice table interface is sharp and strongly controlled by near-surface

temperature perturbations. The quantity of ice deposited as a function of depth and time accords

well with new numerical models of vapor diffusion and ice deposition, though constriction of the

pore space reduces the diffusion coefficient faster than originally expected.

A numerical model incorporating a fast solution to subsurface ice growth predicts near-surface

ice contents for the last 300,000 years of Mars’ history at high latitude locations, including specifi-

cally the Phoenix landing site. Several parameterizations of constriction developed from laboratory

observations of ice growth are employed and compared. The thickness of the ice-free layer above the

ice table has the strongest effect on the quantity of ice accumulated, though subsurface massive ice

sheets and ice-free porosities also affect the ice profile. If predicted ice loss events have emptied the

upper 0.5–1.0 m of regolith prior to 300,000 years ago, pore ice formed through diffusive processes

will have been unable to fill the most rapidly accumulating depths with ice in this time unless ice-

saturated regolith exists within ∼0.5 m of the surface. Predictions of these experiments and models

will be tested by the imminent arrival of the Phoenix Mars Lander and future Mars missions.
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1

Chapter 1

Subsurface Ice on Mars

Water has played a central role in the evolution of surface materials (e.g., Banin et al., 1992), ge-

omorphology (e.g., Baker et al., 1992; Baker , 2001), and in potentially habitable environments on

Mars (e.g., McKay et al., 1992; Cabrol et al., 2007). Areas of ancient Mars experienced massive

floods capable of sculpting large channels, fluvial valleys, and dendritic networks (e.g., Sharp and

Malin, 1975; Carr , 1981; Baker , 1982; Baker et al., 1992; Carr , 1996; Masson et al., 2001; Komatsu

and Baker , 2007). Formerly wet environments have produced characteristic local and regional mor-

phologies (e.g., Banin et al., 1992), and various mineral assemblages including iron oxides (e.g.,

Christensen et al., 2000), sulfate deposits (e.g., Squyres and Knoll , 2005), and diagenetic alteration

products (e.g., Squyres et al., 2004b). Though not as active in forming surface features today as in

the past, water continues to modify the planetary surface through its role in the formation of the

polar caps, gullies, and possibly slope-streaks (e.g., Jakosky and Haberle, 1992; Carr , 1996; Malin

and Edgett , 2000; Mellon and Phillips, 2001; Ferris et al., 2002; Schorghofer et al., 2002).

The water cycle on Mars includes a number of reservoirs which may exchange with each other

on various timescales. The atmosphere, polar caps, and near-surface regolith may interact through

convective transport, condensation/sublimation, and adsorption (e.g., Farmer and Doms, 1979;

Jakosky , 1983; Clifford , 1993; Smith, 2002). Perhaps the most voluminous reservoir, however, is the

porous regolith (Rossbacher and Judson, 1981), which presently communicates with the atmosphere

through the physical process of diffusion. The timescales involved in this exchange range from

diurnal breathing to multi-million year climate variation. The rate of water vapor diffusion through

the regolith determines how long ice can survive in the subsurface when exposed to a drier atmosphere

(e.g., Smoluchowski , 1968; Farmer and Doms, 1979; Paige, 1992; Mellon and Jakosky , 1993; Mellon

et al., 2004; Schorghofer and Aharonson, 2005). Diffusion also determines how fast the regolith can

be recharged with atmospherically derived vapor (Mellon and Jakosky , 1995; Hudson et al., 2008)

subject to the conditions of vapor supply and vapor gradients. Predicting present and past reservoir

locations and volumes, constraining exchange rates between them, and understanding the dynamics

of subsurface ice evolution motivate the study of the diffusion of water vapor in the subsurface of
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Mars.

Extensive subsurface ice on present-day Mars has been observed within a meter of the surface at

latitudes polewards of approximately 60◦ (Boynton et al., 2002; Feldman et al., 2002). Past epochs

on Mars no doubt also harbored buried ice, though its distribution may have been significantly

different (Squyres et al., 1992; Mellon and Jakosky , 1995; Carr , 1996). A number of investigations

have examined the equilibrium behavior of subsurface ice under the present climate (e.g., Mellon and

Jakosky , 1993; Mellon et al., 2004; Schorghofer and Aharonson, 2005), and under various climate

conditions as modulated by orbital and axial parameters (e.g., Mellon and Jakosky , 1995; Mellon

et al., 1997; Levrard et al., 2005; Schorghofer , 2007). The ice, though protected from extremes

of temperature by the overlying regolith, diffusively exchanges with the atmosphere and feels the

effects of atmospheric vapor content and subsurface temperature. While unrelated to the equilibrium

position of the ice table, the diffusive properties of the porous media overlying ice exert a first-order

control on the rate of response of the ice table’s position to changing conditions.

Sub-freezing (i.e., bulk liquid-free) vapor diffusion in soils finds further application in the evolu-

tion of subsurface ice on Earth. The longevity of ice in cold, arid locations such as the Dry Valleys of

Antarctica constrains timescales of terrestrial climate change (Sugden et al., 1995; Hindmarsh et al.,

1998). Many sites in the McMurdo Dry Valleys have dry permafrost within the upper meter of the

glacial till comprising the valley floor (Bockheim, 2002). The depth and extent of this ice may be

controlled in part by vapor diffusion processes, particularly where precipitation and mean annual

temperatures are low and liquid water is largely absent (Hindmarsh et al., 1998; McKay et al., 1998;

Schorghofer , 2005). While the studies in this work are motivated by Mars, they are also be relevant

for such localities on Earth.

1.1 The Ice Table

When diffusive processes govern the distribution of ground ice, the interacting driving forces of tem-

perature and vapor density control its distribution. The vapor concentration gradients exist between

the ice and the atmosphere, and also within the ice itself if porous. In a steady-state environment,

the interface between a perennially ice-free regolith and a perennially ice-bearing regolith defines

the physical ice table. The temporal qualifier allows the regolith above the ice table to experience

periodic ice deposition and loss in response to daily and seasonal changes of atmospheric humidity

and subsurface temperature. Beneath such regions that harbor no annually stable ice, the balance of

driving forces creates a finite depth of equilibrium: the depth where the mean annual vapor density

of the atmosphere matches the equilibrium vapor density over ice. When the physical ice table is

not coincident with this equilibrium depth it evolve toward it by gaining or losing mass.
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1.1.1 Observational data

Recent measurements by the Gamma Ray Spectrometer on the Mars Odyssey spacecraft have been

used to identify significant quantities of subsurface hydrogen in the upper meter of the martian

regolith (Boynton et al., 2002; Feldman et al., 2002). In equatorial regions, the hydrogen-rich areas

are usually less than 10% H by mass, which may be due to hydrated minerals or adsorbed water

(Feldman et al., 2002; Feldman et al., 2004a; Jakosky et al., 2005). However, mid- to high-latitude

regions exhibit quantities of hydrogen which cannot be accomodated by any known mineral but one:

water ice. Observed hydrogen abundances converted to water-equivalent units reveal quantities up

to 50% water by mass (70% water ice by volume) in certain areas. The black contours in Figure 1.1

show the polar distribution of these measured water contents in units of mass percent. Some of this

ice may fill the pore spaces of a particulate medium, while some may exist as layers of relatively

debris-free ice; the existing data are insufficient to determine an unambiguous depth distribution.

Different regions may prove to harbor different patterns of ice density with depth and may also be

heterogeneous in ice content over small spatial scales.

1.1.2 Equilibrium models

Surface water was abundant in Mars’ ancient past and produced numerous large features on the

surface such as chaotic terrain, outflow channels, and drainage networks (Carr , 1996). In more

recent geological times, most of the remaining water has retreated into the subsurface as ice (Squyres,

1984), and some has formed the permanent ice caps and polar layered terrain. Early models of the

evolution of subsurface ice investigated the retreat rates and present depths of buried ice sheets which

had been sublimating into a dry atmosphere for billions of years (Smoluchowski , 1968; Soderblom

and Wenner , 1978). Theoretical understanding of astronomically induced changes to Mars’ climate

have brought forth the modern paradigm that significant fluctuations of insolation distribution and

atmospheric water content have taken place on timescales of millions of years, or even faster (Ward ,

1974; Toon et al., 1980; Carr , 1996). This has led to a suite of models which predict the current

equilibrium position of the ice table given knowledge of the present day atmospheric water content,

insolation, and surface thermal properties. The degree to which such models accord with presently

available or future observations may be explained in part by the rate at which exchange between

this reservoir and the atmosphere can occur.

Mellon and Jakosky (1993) were the first to employ a complete vapor diffusion model to de-

termine the global equilibrium positions of the ice table. Improved measurements of soil thermal

properties and the effect of pore-ice on regolith thermal conductivity were incorporated into a later

implementation of this model (Mellon et al., 2004). Schorghofer and Aharonson (2005) have em-

ployed a similar model to create maps of subsurface ice stability which include regions of seasonally
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stable and permanent ice. Figure 1.1 shows the results of their model, compared to the data from

the Mars Odyssey spectrometers.

Figure 1.1: Polar maps of predicted ice table burial depths in gm cm−2 (color scale), and mass per-
cent of water-equivalent hydrogen derived from Mars Odyssey measurements (solid black contours)
Feldman et al. (2003). Ground ice is unstable in the white areas, and missing data are shown in
gray. The assumed volumetric ice fraction is 40%. Dashed lines are 200 J m−2 K−1 s−1/2 contours
of thermal inertia. Figure reproduced from Schorghofer and Aharonson (2005).

Models of modern subsurface ice equilibrium and observations of real subsurface ice match quite

well, strongly suggesting that much subsurface ice resides at or close to its equilibrium position.

This further implies either a climate which has been relatively stable for some time, a fast response

time of subsurface ice distribution, or perhaps both.

Several effects may be responsible for deviations of the observations from model predictions of ice

position and quantity. Shallow regolith thermal properties may be probed with diurnal temperature

measurements to derive near-surface thermal inertias; however, the thermal structure for much of

Mars beneath a few centimeters remains hidden. Just as the thermal properties of the near-surface

regolith varies significantly across the surface of Mars (Mellon et al., 2000), so may the deeper

subsurface. An explanation for the mismatch central to the theme of this work is the moderation

by overlying ice-free regolith of the response time of the ice to a changing equilibrium. As with

its thermal properties, the martian regolith is no doubt heterogeneous in its geometric structure as

well; barriers in different regions will possess differing resistances. Ice in one location may be able to

respond quickly to a large shift in equilibrium position, while a more shielded spot would respond
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sluggishly. Such heterogeneities may exist over local scales, while large regions of similar geologic

character may exhibit broadly similar rates of response.

1.2 Regolith Breathing

The position of the equilibrium ice table depends only on the temperature of the subsurface ice

and the vapor content of the atmosphere. As diurnal, annual, and obliquity-scale temperature

waves propagate into the subsurface, and as the atmospheric moisture content changes, they alter

the regions of ice stability. Rather than affecting this equilibrium, the physical process of diffusion

governs the rate at which vapor exchange occurs. Thus the ‘breathing’ of the regolith, particularly on

timescales longer than annual, is subject to first-order control by the process of molecular diffusion,

parameterized by the diffusion coefficient.

1.2.1 The diffusion coefficient

The magnitude of mass flux driven by a concentration gradient is proportional to that gradient,

a relationship called Fick’s First Law of Diffusion. The diffusion coefficient, with units of length

squared per time, is the proportionality constant relating the gradient and the flux. The value of this

quantity for two different gases in unconstrained space depends on interactions between molecules

and is understood in terms of kinetic theory (Chapman and Cowling , 1970). When a porous medium

occupies some of the volume through which diffusion occurs, interactions between molecules and the

material reduce this free-gas diffusivity by an amount which depends on the geometry of the space

available to gas transport.

Figure 1.2 schematically shows the vapor exchange interaction between a ground ice and the

atmosphere, moderated by an intervening layer of porous ice-free regolith. The schematic ignores the

effects of adsorbed water, which are unimportant on timescales of one year or longer (see Section 3.6.1

and Schorghofer and Aharonson, 2005). The net flux of vapor moving either in or out of the regolith

(but never both at once) is indicated by the wavy arrows. The gradient of water vapor concentration

in the host gas (CO2 on Mars) drives this transport. This gradient exists between the the atmosphere

and the shallowest ice. But diffusion-driving gradients can also exist amongst various depths within

the ground ice if it is porous. Beneath the deepest ground ice, vapor can diffuse into the regolith

against the geothermal gradient if it remains below the saturation density. If ice deposits in this

region, the vapor pressure of deeper, warmer ice will be greater than the shallower ice above, and

the mass flux through ice-bearing layers will always be toward the atmosphere.

Large diffusion coefficients reduce mass flux relative to that of free-gas diffusion only slightly;

a low diffusivity reduces the flux and will impede all vapor transport if the diffusion coefficient is

identically zero. Values of the diffusion coefficient for the martian regolith have been used by a
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Ice−Free Regolith
 geothermally controlled

Ground Ice
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 subject to surface thermal wave
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Water Vapor

Figure 1.2: Schematic of various diffusion regions in an ice-bearing regolith. The mean annual vapor
density gradient may be directed into or out of the upper layers of the regolith and the next flux
may be directed inward or outward, though never both at once. Ground ice may fall on a continuum
which includes pure slab ice, pore-filling ice, and ice partially filling pore spaces. Only if the ice-
bearing medium is porous will diffusion occur in this layer. In the bottom layer, where temperatures
are dominated by the geothermal gradient, the flux of water may still occur in either direction if
unsaturated, but will always be directed toward the atmosphere in a saturated (i.e., ice-bearing)
region. Note that both the upper and lower boundaries of the ground ice are not static.

number of previous investigators as a parameter in models of subsurface vapor communication with

the atmosphere. These values are based both on predictions of theoretical work and extrapolations of

experimental diffusion data to Mars surface conditions. No samples of the martian regolith, much less

undisturbed samples with their natural pore structures intact, are available and in-situ measurements

on Mars thus far have not addressed soil diffusivities directly.

1.2.2 Previous investigations

Many of the papers described in this section calculate diffusion coefficients from the kinetic theory of

gases as applied to porous media. All such methods require additional input parameters describing

the geometry of the pore space. Porosity, or void volume, may be estimated from particle size

distributions and shapes or measured directly for real samples. Another parameter, tortuosity,
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which describes the degree of interconnectivity and convolution of the void space, is not amenable to

direct measurement. Even for mathematically simulated pore spaces, the value of this dimensionless

number depends on the physical model used and proves intractable to calculate in all but the most

simple cases. No robust relationship between porosity and tortuosity exists that holds for a wide

variety of particle shapes and sizes. Thus, the value of tortuosity is usually obtained from experiment

by measuring porosity and diffusivity. The ratio of porosity to tortuosity parameterizes the change

in diffusion coefficient from free-gas to porous-media conditions and is often called the obstruction

factor.

In a seminal paper, Smoluchowski (1968) calculates diffusion coefficients for a range of particle

sizes and porosities using the kinetic theory of gases as presented by Kennard (1938) and Evans

et al. (1961). He presents a range of values between 4 × 10−4 and 12 cm2 s−1. The lower end

of this range applies to porosities of 1–10% and particle diameters less than 10 µm. Such values

may be appropriate for deep, compacted regoliths or for porous rock such as sandstone. For more

typical near-surface, unconsolidated soil properties, i.e., porosities of 50–80% and 10–200 µm particle

diameters, he obtains diffusivities between 0.7 and 11 cm2 s−1. Smoluchowski cites no reference for

tortuosity, but presents values of 1, 5, and 10, for 80%, 50%, and lower porosities, respectively.

Rather than strictly calculating from theory, Flasar and Goody (1976) directly reference exper-

imental measurements of gas diffusion in porous media. The works cited therein include Currie

(1960), who performed experiments on diffusion through dry granular materials of hydrogen in air

at STP, and also Papendick and Runkles (1965), whose work considered oxygen diffusion in porous

media at STP. Both of these earlier works present factors relating free-gas and porous media dif-

fusion coefficients for a variety of materials. Flasar and Goody use these to determine a range of

porous-media diffusion coefficients of 0.4–13.6 cm2 s−1 for the surface of Mars at 610 Pa and 210 K.

The upper limit they give is the temperature- and pressure-extrapolated value of free-gas diffusion

given by Boyton and Brattain in Washburn et al. (2003) (but see Section 2.3). A real porous medium

will have an obstruction factor less than unity, hence the diffusion coefficient would necessarily all

below this limit.

Farmer (1976) cites both Smoluchowski and Evans et al., and quotes Smoluchowski’s values

directly. Farmer shows that his model, with a regolith diffusivity of 1.0 cm2 s−1, matches the

observed amplitude of martian seasonal variation in atmospheric water content at 25◦N latitude,

and presents a range of 1.0–3.0 cm2 s−1 as appropriate for Mars. Jakosky (1983) references Flasar

and Goody but gives a slightly modified range of 0.3–10 cm2 s−1.

Clifford and Hillel (1983) examine the mechanics of diffusion on Mars in great detail; they also

cite measurements of diffusion in porous media, all performed at 25–30◦C. Most involve the diffusion

of H2 or He, and many were performed at pressures of 1 atmosphere or higher. Their derivation

from kinetic theory computes values for diffusivity given only a pore size distribution and a value
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for tortuosity.

Fanale et al. (1986) and Zent et al. (1986), in tandem papers, perform their own calculations to

derive diffusivity from gas kinetics and reference Smoluchowski for values of tortuosity. They use a

porosity of 50% for all cases and a tortuosity of 5. For a pressure of 610 Pa and a temperature of

210 K, their expression gives a free-gas diffusivity of 13.2 cm2 s−1 and a porous medium diffusivity

of 0.44 cm2 s−1. These values are essentially the same as the limits given by Flasar and Goody

(1976).

A later paper by Clifford and Hillel (1986) focuses on Knudsen diffusion in the Mars regolith

(i.e., diffusion through small pore spaces in the limit of molecule–wall collisions). Fanale et al. (1986)

estimate a diffusion coefficient of 0.02–0.22 cm2 s−1 for pore radii from 1 to 10 µm.

Mellon and Jakosky (1993) present a diffusive model for the regolith. This work includes a

detailed derivation of the porous media diffusion coefficient similar to Clifford and Hillel (1983),

but uses collision integrals to calculate free-gas diffusion coefficients, while Clifford and Hillel cite

Wallace and Sagan (1979). For a pressure of 600 Pa, a temperature of 200 K, and a pore radius

of 1–10 µm, the expression of Mellon and Jakosky gives a porous medium diffusion coefficient of

2–10 cm2 s−1.

The experiments performed or referenced in the above mentioned investigations were conducted

above the freezing point of water and at high (relative to present-day Mars) pressures. Few mea-

surements have focused on the diffusion of water vapor, a substance condensible in the temperature

range of interest and highly adsorptive on most natural materials. The measurements of free-gas

diffusion of H2O in CO2 at conditions other than those appropriate to Mars’ surface have been

extrapolated in temperature and pressure. Only recently have direct measurements of the diffusion

of gases in porous media at conditions of low temperature and Mars surface pressures begun to

appear in the literature (Chittenden et al., 2006; Bryson et al., 2007). The experiments described

in Chapters 3 and 4 measure the diffusion coefficient of a variety of porous materials. The physical

configuration of these experiments are chosen to mimic the temperatures, pressures, humidities, and

diffusing gas species occurring on the surface of present-day Mars.

1.3 Barriers to Diffusion

Most experiments providing data on granular media diffusivities have been conducted with particles

of uniform size, a circumstance which limits their applicability to natural particle assemblages. As

demonstrated by all landed Mars missions, the surface of Mars exhibits a wide variety of soil types

with different particle sizes, morphologies, and compositions (Yen et al., 2005), and small regions

exhibit heterogeneous distribution of these types. This suggests that the diffusive properties of the

martian regolith may vary over small length scales.
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On Earth, the mobilization of chemical species by liquid water may produce horizons of mineral-

ization which have significantly reduced porosities and permeabilities relative to the host rock. Such

barriers impede the movement of pore water and can form perched water tables and aquacludes.

Though perhaps not mobile in the present climate, high concentrations of subsurface salts detected

by the MER spacecraft (Vaniman et al., 2004; Yen et al., 2005), and the common occurrence of

surface duricrusts (Landis et al., 2004; Wang et al., 2006), admits the possibility that liquid water

has redistributed and redeposited such soluble minerals within regolith pore spaces. If the crystal-

lization of these salts tended toward a pore-filling habit, rather than forcing the grains apart, the

reduction of pore space would be coincident with a reduction in diffusivity and reduced water vapor

flux. Barriers may persist indefinitely in subsequent drier conditions and impede the flow of water

vapor, even if the salt minerals responsible for pore closure are water soluble.

Considering physical rather than chemical processes, the regolith of Mars exhibits a wide variety

of particle sizes, from milimeter-sized and larger grains to aeolian sediment to dust fine enough

for atmospherically suspended (Kahn et al., 1992; Squyres et al., 2004a). Aeolian processes can

sort grain sizes such that a near-surface regolith could exhibit an particle assemblage of uniform

size and shape (Sullivan et al., 2005). Yet many processes also exist which can mix sediments,

giving rise to soils with a broad particle size distribution. Fine particles deposited from atmospheric

suspension may fill in the pores of a coarser matrix, reducing the diffusivity of the bulk material

(Farmer , 1976). Alternatively, dust may also coat larger grains and prevent close packing, ‘fluffing’

the regolith, increasing the overall porosity and thereby increasing the diffusion coefficient.

Dust alone may comprise some near-surface regolith in various regions of Mars. Such dust, with

particle sizes on the order of a few microns or less, can exhibit either a high or low diffusivity. If

physically compacted or dispersed in a lubricating medium such as water, fine dust can achieve

close-packed arrangements which may have pore sizes comparable to the particle diameters. A

broad-scale overburden will encourage mechanical compaction of dust also producing small pores

and thus diffusivities. Processes involved in the generation of polar layered terrain may produce

low diffusivity dust layers in the following manner: Dust-bearing ice is deposited during one season

or climate regime and then lost during the other half of the cycle. During the phase of net loss,

as the ice sublimates, the remaining dust forms a lag. While this lag may initially have a high

diffusivity, subsequent deposition of ice above would compact in, increasing its ability to preserve

the ice beneath during future periods of loss (Levrard et al., 2005).

A number of factors act to prevent dust derived from airfall (in the absence of snow) from

packing closely. The low mass of dust particles (implying low kinetic energies) and the inefficiency

of chemical weathering processes on Mars permit jagged edges to persist. The irregular dust grains

will interlock more readily than smooth particles, and resist falling into compact arrangements.

Electrostatic charging of dust should be efficient on Mars (Merrison et al., 2004), and airborne
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particles may flocculate into aggregates which retain their low density upon deposition (Abrahamson

and Marshall , 2002). These effects may act alone or in concert to produce a larger diffusivity than

highly compacted dust with micron-scale pores.

This work includes diffusion coefficient measurements for media of known dust fraction, salt

content, or state of compaction. The results assist understanding of how the diffusivity of a given

natural porous medium on Mars may be modified by these factors.

1.4 Growth of Subsurface Ice

In the present climate, ice exists in the shallow subsurface at latitudes poleward of about 60 degrees

as predicted by models (e.g., Leighton and Murray , 1966; Mellon and Jakosky , 1993; Schorghofer

and Aharonson, 2005) and confirmed by observations (e.g., Boynton et al., 2002). Litvak et al.

(2006), show that the ice content of the ice-rich layer depends on latitude, and the ice content they

derive is consistent with the existence of interstitial ice in some latitude range. During previous

epochs, the stability regions were hypothesized to occupy higher latitudes when Mars’ obliquity

was low, and may have been global during high obliquity periods (Mellon and Jakosky , 1995; Head

et al., 2003). While some of the presently observed ice may have been emplaced by precipitation

and subsequent burial, much of the shallow ground ice has been derived directly from atmospheric

water vapor (Mellon and Jakosky , 1993; Schorghofer , 2007).

Ice accumulates in a permeable medium if a humidity gradient supplies water molecules to

locations where the gas-phase vapor density exceeds saturation. On Mars, such a gradient can

exist between a warm and humid but unsaturated atmosphere and a cold and therefore saturated

location in the subsurface; the flux being directed toward the already saturated cold spot. This

infilling phenomenon was first modeled numerically by Mellon and Jakosky (1993) and these models

indicate that, for latitudes where stability criteria permit subsurface ice, it will accumulate in pore

spaces beneath an ice-free layer.

Theoretical treatment of the equilibrium ice table suggests that the interface will be sharp, transi-

tioning from an ice-rich regolith to an ice-free one over short distances (Schorghofer and Aharonson,

2005). The boundary for a given atmospheric water content will follow subsurface isotherms and

will therefore be subject to perturbations from inhomogeneities in surface albedo and the presence

of masses of relatively higher or lower thermal inertia (Sizemore and Mellon, 2006).

The growth of ice in a porous medium been treated theoretically (Hobbs and Mason, 1964; Hobbs,

1974). From surface energy arguments, ice is expected to form first at grain contact points, i.e., areas

of high negative curvature. However, the phenomenon of diffusive ice growth in a porous medium

has not been previously demonstrated experimentally. The distribution of accumulating ice feeds

back into the geometry of the pore spaces and also the thermal conductivity of the bulk medium.
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The formation of subsurface ice reduces a porous medium’s diffusivity via constriction of the

pore space. As ice accumulates, it reduces the available volume for vapor transport and thereby

diminishes the mass flux. A regolith with an initially large pore diameter will transition from Fickian-

dominated to Knudsen-dominated diffusion as the open pores become smaller. Subsurface ice grows

most rapidly near the equilibrium depth (Mellon and Jakosky , 1995; Schorghofer and Aharonson,

2005), so constriction will be most efficient at this point, strongly inhibiting diffusion and reducing

deposition rates when filling fractions are high.

Laboratory experiments described herein produce for the first time the phenomenon of diffusive

transport and ice deposition in a porous medium at Mars conditions. The resulting ice content

profiles reveal the presence and sharpness of the developed ice table and its depth relative to the

predicted equilibrium position. A variety of atmospheric humidity regimes and experiment durations

are employed to provide information about the rate at which the pores fill; long-duration experi-

ments allow the ice-filled state to be approached. A numerical model of ice deposition, run with

experimental temperatures, humidities, and ice-free diffusivity as inputs, incorporates parameteri-

zations of pore-space reduction. Comparisons between the model and experimental data allow these

schema to be evaluated.

1.5 Subsurface Ice Evolution

Much of the predictive work concerning subsurface Mars ice has focused on the ice table and

its equilibrium position given the current Mars climate (Leighton and Murray , 1966; Farmer and

Doms, 1979; Fanale et al., 1986; Paige, 1992; Mellon and Jakosky , 1993, 1995; Mellon et al., 2004;

Schorghofer and Aharonson, 2005). There are only a few investigations of the behavior of subsurface

ground ice on Mars beneath the ice table. Bounded above by this interface, the region termed the

cryosphere experiences perennial ground ice, analogous to permafrost on Earth. The quantity, depth,

and distribution of ice beneath the ice table affects estimations of total Mars water inventories, the

the interpretation of observations by planned and future missions, and our understanding of the

present and past state of water on Mars.

Clifford (1993) extensively discusses the subsurface hydrology of Mars under the assumption that

a cryosphere of varying thickness overlies an active hydrosphere which can supply water from deep

underground to shallower depths. This recharge allows ground ice to exist in the warm and otherwise

dry equatorial regions without invoking climate change or extreme preservation mechanisms. Mellon

et al. (1997) consider the evolution of a subsurface ice sheet which initially saturates 200 m of regolith

pore space. Because of the depth range covered, only the geothermal gradient drives diffusive flux

through this model and, as in Clifford (1993), the effect of the annual thermal wave on ice evolution

in the shallow regolith is not considered. Such shallow depths, however, are a region of the cryosphere
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easily observable by landed missions and therefore invites particular consideration.

The Mars Odyssey detection of high-latitude subsurface hydrogen, interpreted as ice, is limited

to the upper meter of the regolith column. Direct investigations by the Phoenix Mars Lander, and

perhaps future landed missions as well, will probe the shallow non-polar subsurface. Models which

track the evolution of ice and predict its subsurface distribution in this depth range will help direct

future measurements and will aid the interpretation of observations.

In Mellon and Jakosky (1995), the authors explore the distribution of ice derived from atmo-

spheric water vapor in the upper few meters of the regolith at various latitudes for 2.5 Myr of Mars’

orbital history. For latitudes equatorward of 60–70 degrees, their model shows that shallow regolith

desiccation could occur to a depth of 1 to 2 meters. This is consistent with the work of Schorghofer

(2007), who models the evolution of a massive ice sheet for 5 million years, incorporating the forma-

tion of a diffusive lag and ice redeposition in pore spaces. The simulation by Schorghofer that includes

variable atmospheric humidity reveals three significant loss events between 300–600 thousand years

ago. This implies that the subsurface ice targeted by Phoenix and much of the high-latitude ice

sensed by Mars Odyssey has formed as a pore-filling substance since that time.

The amount of ice able to accumulate since the last major loss event will depend on feedbacks of

deposited ice on the regolith diffusion coefficient and subsurface thermal conductivity, in addition to

the availability of water. The shallowest ice-bearing regions (i.e., the ice table) accumulate ice most

rapidly and therefore exhibit greater reduction of flux than deeper, less ice-rich levels. Investigations

by Hudson et al. (2008) (Chapter 5) indicate that constriction deviates from a linear function in

filling fraction, enhancing this effect and resulting in a reduced quantity of deposited ice for similar

temperature histories.

Ice within a particulate regolith also modifies the thermal conductivity of the bulk material

(Paige, 1992), altering the amplitude and penetration depth of the thermal wave. Both the ice

which deposits in pore spaces from atmospheric vapor and deep relic ice left behind after the last

climatically induced loss event will contribute greater conduction of heat to depth. The effect of large-

amplitude temperature variations on ice temperature will be strongest for ice within a few diurnal

skin depths of the surface. Many regions with subsurface ice today exhibit a layer of ice-free regolith

which protects shallow subsurface ice from these extremes, yet at some locations (e.g., the Phoenix

landing site) the thinness of the barrier may allow attenuated diurnal fluctuations to penetrate to

the stable ice.

The feedback of these mechanisms and Mars’ complex insolation history preclude analytical

solutions to ice distributions over long timescales. Forward numerical modeling under assumptions

of identical insolation and atmospheric humidity history will permit the effects discussed above to be

examined independently. The present-day ice content predicted by the models will differ depending

on the position of deep ice, the thickness of shallow ice-free layers, and the degree of non-linearity
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involved in constriction. The magnitude and direction of the effects can thus be assessed and this

understanding will assist interpretations of shallow ice content profiles observed on Mars in the

future.

1.6 Implications for Future Investigations

Future studies will employ experimental data such as those reported here to produce more accurate

models, and will use the results of these laboratory investigations and simulations of ice growth and

loss processes to inform interpretations of observational data. These possibilities have motivated this

study of porous media diffusivities and of the evolution of subsurface ice at Mars surface conditions.

1.6.1 Global climate models

The water cycle of Mars has been an object of investigation using sophisticated general circulation

models (GCMs) incorporating a variety of physical processes (Forget et al., 1999; Richardson and

Wilson, 2002; Haberle et al., 2003). The latest generation of these models now include vapor diffusion

processes and permit the subsurface to be both a source and sink of water vapor. While the amount

of water potentially evolved from any given reservoir in one year’s time under the present climate is

∼10–100 precipitable microns (Zent et al., 1993; Schorghofer and Aharonson, 2005), this quantity

represents a significant fraction of the present atmospheric water abundance. Regions with high

dust contents may also incorporate large volumes of adsorbed water which can be gained and lost

on diurnal and annual timescales. The ability of regions with high storage capacities to saturate

in a given time, and the rate at which they remove water from or add water to the atmosphere,

will depend on the diffusion coefficient of the soil. The presence of such large or active subsurface

reservoirs will affect the accuracy of models of the Mars water cycle.

GCMs also investigate the water cycle during past climate epochs when surface ice was stable

at locations different from those that currently harbor seasonal frosts (Mellon and Jakosky , 1993;

Chamberlain and Boynton, 2007) and when precipitation may have been an active process. (Haberle

et al., 2003; Mischna and Richardson, 2005). The necessity of incorporating the exchange of sub-

surface ice, and the changing positions and volumes of stable reservoirs, grows in importance as

the time span covered by these models becomes comparable to or exceeds subsurface–atmosphere

communication timescales. Employing both the high-fidelity tracking of atmospheric conditions pro-

vided by GCMs and the evolution of subsurface reservoirs on long timescales would be limited by

the computation speed of the GCM system. One solution employs the GCM to compute a steady

climate state (requiring approximately 10 model years) and uses these steady-state values as con-

straints on physically simpler yet much faster evolution models of water reservoirs such as the polar

caps, subsurface ice, and surface ice deposits. These models would be run in series, passing termi-
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nal conditions to subsequent stages as input parameters. A coupled model such as this would lead

to a better understanding of Mars’ long-term water cycle, of regions of surface and subsurface ice

stability, of the variation of atmospheric water content over millions of years, and possibly of the

formation of climate-controlled terrain such as the polar layered deposits.

Both long- and short-duration models would be improved by the incorporation of spatially vary-

ing regolith diffusion coefficients. The demonstrably heterogeneous nature of the martian regolith,

as observed by landers and from orbit, implies that the diffusion coefficients of various regions will

be different. Even given the result that many loose-particle materials exhibit similar diffusion co-

efficients (see Chapters 3 and 4 and Hudson et al., 2007; Hudson and Aharonson, 2008), the effect

of minor variations could accumulate when considered over large spatial or temporal scales. By

relating pore size to particle size, and determining the global variation of the latter using measure-

ments obtained from orbit, a rough global map of diffusivity may be constructed. One step of this

process, relating observable surface properties to particle size, has been performed for martian fines

using reflectance spectra (Ruff and Christensen, 2002), and for a broader range of particle sizes

using thermal inertia (Kieffer , 1976; Jakoksy and Christensen, 1986; Mellon et al., 2000). In Mellon

and Phillips (2001), distinct thermal inertia and albedo units were defined from Thermal Emission

Spectrometer measurements. Spatial variations in diffusivity may be assigned based on such surface

units if the particle size derived from thermal inertia measurments correlates, even broadly, with

diffusivity. Using such a map as a set of input parameters for GCMs, the effect of spatially varying

diffusion coefficients on the water cycle could be assessed. Caution must be exercised in relating

observable surface properties to pore size, or even in relating particle size to pore size, since the

correlations depend on many factors, some of which are still poorly constrained.

1.6.2 Phoenix Scout lander

The Phoenix Scout mission is the first robotic exploration of Mars deliberately targeted at a site

expected to possess water in the form of subsurface ice. Landing site selection has been based in

part on Mars Odyssey measurements, but also on theoretical predictions of ice table equilibrium

depth at high latitudes (Arvidson et al., 2008). These investigations indicate the presence of ice at

the landing site within a few decimeters of the surface (Boynton et al., 2006; Mellon et al., 2008).

The Robot Arm on Phoenix will be used to excavate up to half a meter into the surface, exposing

and potentially sampling the ice. Analyses of soil thermal conductivity and surface albedo will help

further refine subsurface thermal models and predictions of ice table equilibrium. The depth of the

observed ice table, if different from the predictions, may be used to refine both the history of the

atmospheric vapor content at the site and the diffusion coefficient of the soil. This latter endeavor

will also be assisted by observations of soil particle sizes with the Optical Microscope.

By examining the ice table itself, the habit of the subsurface ice, whether it exists as a pore-
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filling substance or as a massive, regolith-poor layer, will be revealed. This observation directly

tests the ice age model of Schorghofer (2007) and the models of Chapter 6, which predict massive

ice retreat followed by diffusive replenishment, giving a present-day configuration of unsaturated

pore-ice near the equilibrium depth. If the filling fraction can be estimated through qualitative

measurements of ice mass and regolith porosity, or perhaps correlated with the mechanical strength

of the ice-bearing layer, further models of ice growth rates can be assessed. Future missions may

glean further information about water in Mars’ past by examining subsurface ice distributions with

ground-penetrating radar or coring into ice-rich ground; they may also extract isotopes and trapped

gases from subsurface ice or polar ice sheets, which are expected to hold a record of the planetary

climate, as do ice sheets on Earth (Murray et al., 1972; Cutts and Lewis, 1982; Laskar et al., 2002).

1.7 This Work

In Chapter 2, the theory of gaseous diffusion is reviewed, with particular emphasis on diffusion in

porous media and the conditions and processes which prevail on the surface of Mars. Chapter 3

covers the materials, methods, results, and interpretations of experiments which simulate buried

ice loss into a dry martian atmosphere. The content of these chapters was previously published in

Hudson et al. (2007).

Chapter 4 extends the investigations of Chapter 3, using the same experimental procedure, to

examine enhanced diffusion barriers in the form of salt-encrusted soils, mixtures of sand and dust

particles, and fine dust—both compacted and uncompacted. The content of this chapter is published

in Hudson and Aharonson (2008).

In Chapter 5, the converse process to the ice loss in Chapters 3 and 4 is investigated. Atmo-

spherically derived water vapor is driven down a static, thermally induced vapor density gradient to

fill the pore spaces of an initially dry regolith. This represents the first experimental investigation of

diffusively derived pore ice under any conditions. The measured ice content profiles are compared to

numerical models of vapor diffusion and deposition. The phenomenon of pore space constriction is

emphasized, since the experiments indicate that the effect of deposited ice on the diffusion coefficient

may not be linear, as assumed in previous models (Mellon and Jakosky , 1995). The content of this

chapter has been submitted for publication as Hudson et al. (2008).

Numerical models investigating the evolution of cryospheric ice over several obliquity cycles are

the subject of Chapter 6. These models use Mars’ history of orbital parameters and insolation

variation to determine how and to what extent parameters such as deep ice content, ice-free surface-

layer thickness, and constriction non-linearity affect the distribution of pore-filling ice, which has

accumulated since predicted loss events of 300–600 thousand years ago.
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Chapter 2

Diffusion Theory

2.1 Chapter Summary

The evolution of ice in diffusive contact with a planet’s atmosphere through a barrier of porous

material is affected by the thermal and geometric properties of the regolith. The former controls

the propagation of diurnal, annual, and long-term thermal waves into the subsurface and thereby

modulates the temperatures experienced at depth. The latter set of properties, including porosity,

pore size and shape, and tortuosity, influence the rate at which gas molecules migrate in response

to chemical potential gradients. Temperature, through its effect on the saturation vapor density of

air and the vapor pressure of ice, determines the concentration of water molecules in the subsurface.

Changing temperatures may create a positive, negative, or identically zero concentration gradient

with respect to the vapor density in the atmosphere. If a gradient of concentration exists, there

will be a net flux of water molecules down the gradient, resulting in a net growth or depletion of

the subsurface ice with time, even under isobaric conditions. The magnitude of this flux depends

both on the magnitude of the concentration gradient and on the diffusive properties of the soil, as

represented by the diffusion coefficient, D.

Here expressions are developed for vapor transport in a sublimation environment where temper-

ature and pressure can change with time and space. Gas-kinetic models for determining diffusion co-

efficients are presented, as well as some summarized empirical observations. The distinction between

two primary types of diffusion, Fickian and Knudsen, are described, as are methods for handling

the transition between the two regimes. Tortuosity is discussed and several methods for extracting

this dimensionless geometric property of a porous medium are presented. Effects other than con-

centration diffusion that may operate in experimental apparatus as well as in natural environments

are examined. Finally, the governing equation for ice deposition via diffusion is given.

Throughout this work, subscript 1 refers to H2O and subscript 2 to the carrier gas, usually CO2.

For example, p1 is the partial pressure of H2O and ρ1 the density of water vapor. The total pressure

is denoted by p0 = p1 + p2 and the total mass density by ρ0 = ρ1 + ρ2. A script D refers to free-gas
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diffusion coefficients while roman italic D refers to diffusion in a porous medium.

2.2 Vapor Transport

Diffusion of mass is due to differences in concentration, temperature, and pressure (Reid et al., 1987).

The general expression for diffusive flux of one dilute gas (species 1) in another (species 2) at low

velocities is (Landau and Lifshitz , 1987, §57, §58)

JDiff = −ρ0

[
D12

∂

∂z

ρ1

ρ0
+
DT
T

∂T

∂z
+
Dp
p0

∂p0

∂z

]
, (2.1)

where JDiff is the diffusive mass flux of gas 1, D12 the mutual diffusion coefficient, DT the coefficient

for “thermodiffusion”, T the temperature, and Dp the coefficient of “barodiffusion”. Thermodiffusion

and barodiffusion are usually small compared with concentration diffusion (see sections 2.6.2 and

2.6.3).

Equation (2.1) holds in a reference frame where the center of mass velocity of the gas mixture

is zero. In an environment where temperature and total pressure change little, and the vapor

concentration is low, the concentration diffusion JDiff would be simply described by

JDiff = −D12
∂ρ1

∂z
. (2.2)

For a detailed discussion of reference frames and non-isothermal diffusion laws, see Cunningham and

Williams (1980).

The porosity, φ, of a porous medium restricts the cross-sectional area available for transport. A

second factor called tortuosity, τ , accounts for the increase in path length which the molecules must

follow. The diffusion coefficient in a porous medium in the Fickian diffusion regime, DF, can be

written as (Mason and Malinauskas, 1983)

DF =
φ

τ
D12. (2.3)

The ratio φ/τ is also called the “obstruction factor”. In principle, this reduction in diffusivity can be

obtained theoretically from the void space geometry. In practice, the void space geometry is seldom

known, even for soils in a laboratory environment.

In a porous medium, equation (2.2) is replaced by

JDiff = −D∂ρ1

∂z
, (2.4)

where JDiff is the flux due to concentration diffusion. The effective diffusion coefficient, D, subsumes

all effects of gas molecule collisions with pore walls and other gas molecules, and the geometry of
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the pore spaces through which gas travels.

2.3 Diffusion Coefficient

The coefficient of diffusion is the product of mean velocity and mean free path, with a prefactor

that can be temperature dependent. The mean velocity depends only on temperature; the mean

free path is inversely proportional to the density of the gas. Thus, a thinner atmosphere has a

higher diffusivity. The diffusivity of an unconfined gas at rest, in which molecules diffuse through

an interstitial gas, forms the basis for understanding the diffusivity of a porous regolith.

Theoretical expressions can be obtained for the diffusion coefficient, D12, in a dilute gas at rest

consisting of vapor species 1 and 2. The coefficient of self-diffusion, D11, is not measured in these

experiments.

The coefficient of diffusion in a binary mixture of rigid elastic spherical molecules is, to first order

in the density of the diffusing species, (Chapman and Cowling , 1970)

D12 =
3

8n0σ2
12

√
kBT

2π

(
1
m1

+
1
m2

)
. (2.5)

The number density n0 is obtained from the ideal gas law, n0 = p0/kBT , πσ2
12 is the scattering cross

section, kB is the Boltzmann constant, and m1 and m2 are the molecular masses.

The parameter σ12 is computed by averaging the molecular radii of each species, σ12 = (σ1 +

σ2)/2. The cross section for individual molecules can be determined from viscosity measurements

of pure gases. Chapman and Cowling (1970) report molecular radii for CO2 and N2. Schwertz and

Brow (1951) calculate a molecular radius for H2O from the molecular volume of the liquid. The

values are listed in Table 2.1.

For intermolecular forces other than a model of rigid elastic spheres, a temperature-dependent

prefactor is introduced via the collision integral Ω12(T ) (Mason and Malinauskas, 1983; Reid et al.,

Parameter Value Reference
σhes (CO2, N2) 4.63, 3.76 Å Chapman and Cowling (1970)
σhes (H2O) 2.7 Å Schwertz and Brow (1951)
σLJ (H2O, CO2, N2) 2.641, 3.941, 3.798 Å Reid et al. (1987)
ε/k (H2O, CO2, N2) 809.1, 195.2, 71.4 K Reid et al. (1987)

Table 2.1: Model parameters for the mutual diffusion coefficient. σhes = molecular radius of hard
elastic spheres, σLJ and ε/k are parameters of the Lennard-Jones potential. The collision integral for
the Lennard-Jones potential can be expressed as Ω12 = A(T ∗)−B + Ce−DT

∗
+ Ee−FT

∗
+Ge−HT

∗
.

Values for the constants A,B,C,D,E, F,G,H are given in Neufeld et al. (1972) and Reid et al.
(1987). The dimensionless temperature T ∗ is given by T ∗ = kBT/ε12 and the molecule specific
parameter ε is computed for a gas pair by ε12 =

√
ε1ε2.



19

1987),

D12 =
3

8n0σ2
12

√
kBT

2π

(
1
m1

+
1
m2

)
1

Ω12(T )
. (2.6)

The length parameter σ12 now depends on the intermolecular force law and its value is not the same

as for the rigid elastic spherical molecules. For a Lennard-Jones potential, the function Ω12(T ) and

parameters for H2O, CO2, and N2 are given in Table 2.1.

For an ideal gas of hard elastic spheres, the diffusion coefficient depends on temperature as T 3/2,

as can be seen from equation (2.5). For other intermolecular potentials, the temperature dependence

is described by equation (2.6), and can be shown to have an exponent between 0 and 2. The free-gas

diffusion coefficient is inversely proportional to pressure for any intermolecular potential.

Equation (2.6) is a first-order expansion derived from Chapman-Enskog theory. To lowest order,

the diffusion coefficient does not depend on the relative concentration of the two gases, n1/n2, but

only on the total number density, n0 = n1 + n2, and on the temperature. Hence the diffusion

coefficient is symmetric, D12 = D21.

The second-order approximation of the diffusion coefficient introduces a dependence on n1/n2

(Chapman and Cowling , 1970). For a hard sphere model and low concentrations of species 1 (n1 �
n2), the diffusion coefficient is increased by a factor of

1
1−m2

1/(13m2
1 + 30m2

2 + 16m1m2)
.

For low H2O concentration in a CO2 or N2 atmosphere, this correction is <1%. The maximum

correction for any mixing ratio for H2O–CO2 is 4%, and for H2O–N2 it is 2%, both occurring as

n2 → 0. Hence the dependence of the diffusion coefficient on the proportions of the mixture can be

neglected in comparison to other uncertainties.

Holman (1997) gives a semiempirical equation by Gilliland et al. (1974)

D12 = 435.7cm2s−1 T 3/2

p0(V 1/3
1 + V

1/3
2 )2

√
1
M1

+
1
M2

,

where T is in Kelvin, p is in pascals, V1 and V2 are molecular volumes of gases 1 and 2, and M1 and

M2 are their molar weights. Holman cautions that this expression is useful for various mixtures, but

should not be used in place of experimental values of D12 when available.

The coefficient of mutual diffusion D12 has been directly measured from evaporation rates of wa-

ter into pure gases. Measurements for H2O–CO2 are reported or compiled by Guglielmo (1882),

Winkelmann (1884a,b, 1889), Trautz and Müller (1935a,b), Schwertz and Brow (1951), Rossie

(1953), and Crider (1956) in the temperature range 291–373 K at atmospheric pressure. Na-

gata and Hasegawa (1970) use gas chromatography to determine the diffusivity at 394 K and

higher temperatures. The International Critical Tables (Washburn et al., 2003) list DH2O·CO2 =
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(0.1387 cm2s−1)(T/T0)2(pref/p), citing experiments by Guglielmo and Winkelmann. A comprehen-

sive review of gaseous diffusion coefficients by Marrero and Mason (1972) recommends DH2O·CO2 =

(9.24×10−5 cm2s−1)T 3/2 exp(−307.9/T )(pref/p) for T in the range 296–1640 K. A diffusivity scaling

often cited in the context of Mars studies is from Wallace and Sagan (1979), who use a prefactor

determined from Schwertz and Brow (1951) to write DH2O·CO2 = (0.1654cm2s−1)(T/T0)3/2(pref/p0).

In all cases, pref = 1013 mbar and T0 = 273.15 K.

Measurements for H2O–N2 are available from Hippenmeyer (1949), Schwertz and Brow (1951),

Bose and Chakraborty (1955–56), Crider (1956), Nelson (1956), and O’Connell et al. (1969) in

the range 273–373 K. Marrero and Mason (1972) recommend DH2O·N2 = (1.87 × 10−6 cm2s−1) ×
T 2.072(pref/p0) in the temperature range 282–373 K.

Figure 2.1 shows theoretical and experimental values of the mutual diffusion coefficient as a

function of temperature. The empirical fits from Marrero and Mason (1972) and the International

Critical Tables are based on measurements at high temperature and may not provide accurate

results when extrapolated below 273 K. The empirical fits, the theoretical formula for a Lennard-

Jones potential, and the theoretical formula for hard elastic spherical molecules predict slightly

different temperature dependences. Measurement errors and uncertainties in cross sections introduce

additional deviations that limit the accuracy to which diffusion coefficients can be computed for a

free gas.

The Martian atmosphere consists of 95% CO2, the next most abundant gases being nitrogen

and argon. The fraction of gases other than CO2 is small enough to be ignored and we consider

a pure CO2 atmosphere. According to the elastic hard sphere model, equation (2.5), the diffusion

coefficient in CO2 is smaller than in N2 at the same pressure and temperature by a factor of

DH2O·CO2

DH2O·N2

=
σ2

H2O·N2

σ2
H2O·CO2

√
1/18 + 1/44√
1/18 + 1/28

≈ 0.72. (2.7)

Assuming a Lennard-Jones potential, this ratio would be 0.68–0.69 in the temperature range 150–

293 K.

2.4 Mean Free Path and Knudsen Diffusion

The mean free path for species 1, diffusing in a gas composed of species 1 and 2, is (Chapman and

Cowling , 1970)

λ1 =
1

n1πσ2
11

√
2 + n2πσ2

12

√
1 +m1/m2

. (2.8)

When only one gas is present, the familiar formula λ1 = 1/(
√

2nπσ2) is recovered. When n1 � n2,

the first term in the denominator, resulting from like-molecule collisions, is negligible. With this

expression, the mean free path of H2O in a dry CO2 atmosphere at 600 Pa and 200 K is λ1 ≈ 9 µm.
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Figure 2.1: Theoretical and measured diffusion coefficients for H2O in a) CO2 and b) N2 as a function
of temperature at 1013 mbar. Grey lines are theoretical formulae with model parameters, black lines
indicate fits to measured values, and individual markers indicate specific measured values.

The mean free path of H2O in a dry N2 atmosphere is longer than in a dry CO2 atmosphere at the

same pressure and temperature by a factor of 1.2.

In a porous solid with interconnected pathways, a gas molecule may collide with another molecule

or with the pore walls. When the gas pressure is high, molecule-molecule collisions dominate and

the system is said to be in the normal or Fickian regime.

At low pressure, collisions are dominantly between molecules and the walls, and the free path is

restricted by the geometry of the void space. In this regime, termed Knudsen diffusion, the presence

of other gases no longer affects the transport, and the flux depends only on the density gradient of

the species of interest (water in this study) and can be written as (Mason and Malinauskas, 1983)

J1 = −DK
∂ρ1

∂z
. (2.9)

As for Fickian diffusion, the Knudsen diffusion coefficient DK is proportional to the mean velocity.

For example, in a long, straight, circular capillary of radius r � λ1, the diffusion coefficient at low
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pressure is

DK = (2/3)ν̄1r, (2.10)

where the mean velocity is ν̄1 =
√

8kBT/πm1 (Mason and Malinauskas, 1983; Clifford and Hillel ,

1986).

Evans et al. (1961) give an expression for DK in materials with interconnected, convoluted pore

spaces

DK =
4
3
ν̄1K0, (2.11)

where K0 is a structural parameter (with dimensions of length) accounting for both pore geometry

and the scattering of the diffusing molecules off the pore walls. They give an expression for K0

1
K0

=
128
9
nd
τ

φ
r2

(
1 +

1
8
πa1

)
, (2.12)

where nd is the number density of “dust” particles (meaning the porous medium). Here, r is the

particle size in the dusty gas model (which may be an average of a particle size distribution), and

a1 is the fraction of molecules that are both scattered diffusely and have their speeds thermalized

to a Maxwellian distribution. Evans et al. (1961) suggest that a1 is 1 for most gases. In the case of

spherical particles with an average radius r̄, nd can be estimated as (3/4)(1− φ)/πr̄3, giving

DK =
π

8 + π

φ

1− φ
ν̄1r̄

τ
. (2.13)

These expressions show that DK is independent of pressure and changes as T 1/2 with temperature.

Experiments by Sizemore and Mellon (2007) have shown that the pore size distributions in

disaggregated particles of small size, even pure dust of micron-scale dimensions, tend toward rather

large pores, up to 100 microns in diameter or more. Work by Clifford and Hillel has shown that the

overwhelming majority of flux in such bimodal or skewed distributions is carried through the largest

pores (Clifford and Hillel , 1983). Thus, even though a porous regolith may contain particles on the

order of 1 micron, the larger size of pores may put diffusion at p0 = 6 mbar largely in the Fickian

diffusion regime, with only a minor Knudsen contribution.

At intermediate pressures, collisions with pore walls and with other molecules occur with signif-

icant frequency. This “transition region” is defined by the ratio of pore size to mean free path r/λ1.

In the Knudsen regime r/λ1 is much smaller than 1 and in the Fickian regime r/λ1 is much greater

than 1. Equations (2.2) and (2.9) can be combined by summing their contributions to ∂ρ1/∂z.

Neglecting advection in (2.2) we obtain

∂ρ1

∂z
= −J1

(
1
D12

+
1
DK

)
. (2.14)
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Thus the combined or effective diffusion coefficient may be written

D−1 = D−1
12 +D−1

K . (2.15)

This is known as the Bosanquet relation and was discussed by Pollard and Present (1948) and more

recently described in Mason and Malinauskas (1983) in the context of gas diffusion through porous

media.

2.5 Tortuosity

Porosity quantifies the reduction in cross-sectional area available for gaseous transport, while tor-

tuosity, τ , is a quantity which characterizes the convoluted nature of the porous pathways followed

by diffusing species. The theoretical determination of tortuosity is model dependent and extremely

cumbersome for all but the most simple geometries. It is most often the case that the other param-

eters in equation (2.3), DF, φ, and D12, are determined from experiment and τ is calculated from

these.

In Chapter 3, experiments are performed at a range of pressures to extract independent Knudsen

and Fickian diffusion coefficients. Having thus obtained the purely Fickian diffusion coefficient,

equation (2.3) is used with the Fickian diffusion coefficient to determine τ . For the experiments

in Chapter 4, variable pressure measurements are not performed. Instead, the method of Zalc

et al. (2004) is employed, wherein a strictly geometric tortuosity factor, independent of diffusion

regime, is derived. Knowledge of the pore space geometries obtained from mercury porosimetry

measurements are used to calculate a Knudsen diffusion coefficient. Employing the Bosanquet

relation (equation 2.15), DK and D12 are used with measured values for the effective diffusion

coefficient, D, to compute the obstruction factor, and from this determine τ as per equation (2.3).

The free gas diffusivity for either the method employing variable pressures or that using pore

geometries may be calculated using one of the formulas in Section 2.3. The experimental procedures

described below do not measure D12, and no such measurement of water in CO2 at Mars surface

conditions yet exists in the literature. Care must be taken when using extrapolated values of free-gas

diffusivity since there is considerable variation among the expressions available, limiting the accuracy

of any calculation involving D12. In the analyses of Chapter 3 and Chapter 4, the extrapolation

method of Wallace and Sagan (1979) is used to maintain consistency with previous investigators of

diffusion on Mars. With different methods, the value of D12 at 250 K and 600 Pa varies between

17.5 and 32.0 cm2s−1.

Computation of the Knudsen diffusion coefficient, required for the method described in Zalc et al.
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(2004), is still more cumbersome. In that work, DK is written as

DK =
1
3
〈lp〉〈ν〉

[
〈l2p〉

2〈lp〉2
− β

]
, (2.16)

where ν is the mean molecular velocity (ν =
√

8kBT/πm1), 〈lp〉 is the first moment of the chord

length distribution (Levitz , 1993), and β is a series sum of cosine angles between sequential trajectory

segments separated by wall collisions. The term outside brackets is the same, within a factor of two,

of the simple kinetic expression for the Knudsen diffusion coefficient in straight capillaries defined

in equation (2.10). The term in brackets takes into account deviations from exponential path length

distributions and Knudsen cosine-law scattering from pore walls, as opposed to random scattering

which occurs among gas molecules. Note that in both equations, DK is independent of pressure.

Chords are defined as successive ballistic molecular paths with both ends terminated by a pore

wall; they may therefore be smaller or larger than any individual pore. In Zalc et al. (2004), the

model pore structures used result in nearly exponential chord distributions such that the first term

in brackets is near unity. But many real soils may have different distributions and this quantity

can vary significantly. Gille et al. (2002, 2001) describe a method for determining 〈lp〉 from pore

diameter distributions determined from mercury porosimetry. The β term, however, depends only on

the model selected to describe molecular collisions with pore walls (Levitz , 1993). For the frequently

used Knudsen cosine law, this gives β = 4/13 = 0.3077, for porosities up 42% (Zalc et al., 2004)

and greater (E. Iglesia, personal communication, 2008), a porosity range which covers all simulants

considered in this study except the salt crusts.

The bulk porosity for porous media in these laboratory analyses is determined through a gravi-

metric method detailed in Section 3.3, and the porosities for various simulants are summarized in

Table 3.1. Quantitative measurements of the pore size distribution were made for selected simulant

materials at a commercial analytical facility; the analysis results are given in Section 4.3.2.

2.6 Effects Other than Concentration Diffusion

2.6.1 Advection

Mass transfer of a gas results not only from diffusion, which describes the relative motion of gases,

but also from advection, where a difference in pressure causes bulk motion of the gas.

The vertical velocity of gas w is given by Darcy’s law,

w = −κ
µ

∂p0

∂z
, (2.17)

where κ is the intrinsic permeability of the porous medium and µ the dynamic viscosity of the gas.
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The total mass flux is the sum of diffusive and advective transport,

J1 = JDiff + JAdv = JDiff + wρ1, (2.18)

where JAdv = wρ1.

Most of our experiments take place at a total chamber pressure of ∼600 Pa. At the ice surface,

there is a pressure contribution both from the CO2 in the chamber and the saturation pressure of

H2O. Assuming the pressure difference across the sample equals the saturation vapor pressure, we

can set a lower bound on permeability. From equations (2.17), (2.18), and (2.22),

J1∆z = −ρ0
κ

µ
∆p0. (2.19)

The viscosity of CO2 and N2 at 200 K and 1 bar pressure are 1.00 × 10−5 Pa s and 1.29 × 10−5

Pa s, respectively (Lide, 2003). Using measured values of J1 ≈ 10−5 kg m−2 s−1, ∆z = 0.05 m, and

ρ0 ≈ 0.01 kg m−3 from one of our experiments on 50–80 µm glass beads, the minimum permeability

is κ = 3 × 10−12 m2 or 3 darcy. This is similar to permeability values measured for grains tens of

microns in size, where κ ∼ 10−12 m2 (Freeze and Cheng , 1979; deWiest , 1969).

For sublimation from an impermeable ice layer, the lower boundary condition is J2 = 0. The

total mass flux, however, is not zero because the ice is a source of vapor, J1 6= 0. Mass conservation

for species 1 and 2 requires (Landau and Lifshitz , 1987)

J1 = −D12ρ0
∂

∂z

ρ1

ρ0
+ wρ1 (2.20)

J2 = −D12ρ0
∂

∂z

ρ2

ρ0
+ wρ2 = 0. (2.21)

The ratio of advective to diffusive flux can be obtained by dividing the second term of the first

equation by the first term. Solving the second equation for w and substituting, we obtain

JAdv

JDiff
=

c(z)
1− c(z) . (2.22)

The mass concentration of H2O is denoted by c = ρ1/ρ0. The total flux is given by

J1 = −D12ρ0
1

1− c
∂c

∂z
. (2.23)

When the CO2 column is at rest and H2O vapor moves outward, the gas mixture as a whole

effectively moves outward, and there must always be a pressure difference ∆p0 across the sample

that drives this advective flow. On the other hand, the pressure difference can never exceed the

saturation vapor pressure over ice. The factor of 1/(1 − c) is an approximate estimate of the error
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due to advective flux being counted as diffusive.

The saturated vapor pressure over ice at 260 K is 195.8 Pa. In 600 Pa of CO2, this gives a large

advective correction factor, 1/(1 − c), of 1.32. However, at the upper sample surface the partial

pressure of water is significantly lower and the correction factor here is found to be 1.01–1.07 in

our experiments. The error thus introduced by the average value of c is on the order of 10%. It

will be shown that this error is of the same order as the systematic scatter in our experimental

determinations of D.

For small c, the advective contribution disappears, J1 = JDiff , and the pressure difference also

becomes negligible. The concentration of water vapor is limited when saturation vapor pressures are

low. A practical compromise is reached for experiments between low temperature conditions with

small advection contributions and higher temperature conditions which allow faster experimental

runs.

On Mars, pressure differences, and therefore advection, can result from winds or thermal expan-

sion. A temperature increase by 30% leads to a thermal expansion by 30% over a thermal skin depth,

which is on the order of 1 m for the annual cycle and 3 cm for the diurnal cycle. The expansion

thus corresponds to an airflow of 30 cm per year for the annual cycle and 1 cm per sol diurnally.

The velocity of water vapor due to concentration differences is estimated as the diffusion coefficient

divided by depth such that for D = 10 cm2 s−1 and a burial depth of 100 cm, the diffusive flux is

0.01 cm s−1 or 9 m per sol, many orders of magnitude faster than thermal expansion.

2.6.2 Thermodiffusion

In a system without concentration gradients, vapor still diffuses due to differences in temperature

(Grew and Ibbs, 1952). This is known as “thermal diffusion” or “thermodiffusion”. The inverse effect,

where the diffusion of one gas in another results in the establishment of a transient temperature

gradient is known as the “diffusion thermoeffect”. The liquid analog to gaseous thermodiffusion

is known as the “Soret effect” (Grew and Ibbs, 1952). Chapman and Cowling (1970) provide a

first-order expression for the thermodiffusion ratio kT = DT/D12:

kT =
DT
D12

= 5(C − 1)
s1

n1
n1+n2

− s2
n2

n1+n2

Q1
n1
n2

+Q2
n2
n1

+Q12
, (2.24)

where

s1 = m2
1E1 − 3m2(m2 −m1) + 4m1m2A

Q1 =
m1

m1 +m2
E1

[
6m2

2 + (5− 4B)m2
1 + 8m1m2A

]
Q12 = 3(m2

1 −m2
2) + 4m1m2A(11− 4B) + 2m1m2E1E2.
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Analogous expressions hold for s2 and Q2, with interchanged indices. The thermodiffusion coefficient

can be positive or negative and vanishes for low concentrations. The parameters A, B, C, E1, and

E2 depend on the intermolecular forces. For a model of rigid elastic spherical molecules, A = 2/5,

B = 3/5, C = 6/5, and E1 = (2/5m1)
√

2/m2(m1 + m2)3/2σ2
11/σ

2
12. In the elastic hard sphere

model, kT is independent of temperature and pressure, but it does depend on the proportions of the

mixture n1/n2 (Chapman and Cowling , 1970).

It is conventional to introduce the thermal diffusion factor αT = kTn
2
0/(n1n2), which no longer

vanishes for low concentrations. Using the formulae above, this factor is at most αT ≈ 0.8 for

H2O–CO2. For H2O–N2, the maximum αT is less than 0.4. The theoretical value of the ther-

modiffusion ratio is thought to be larger for elastic spheres than for other models of intermolecular

forces (Chapman and Cowling , 1970). From equation (2.1), we see that thermodiffusion is re-

duced relative to concentration diffusion by a factor kT (∆T/T )/∆(ρ1/ρ0). Assuming n1 � n2 and

∆n2/n2 � ∆n1/n1, this factor is approximately αT (m2/m1)(∆T/T )p1/∆p1.

For a typical experiment involving ice loss (Chapters 3 and 4) ∆T/T . 0.01 and ∆p1/p1 ≈ 0.5,

and thermodiffusion is smaller than concentration diffusion by a factor of 0.4× 0.01× 0.5× 44/18 =

0.005 or less and is therefore negligible. On Mars, a diurnal temperature amplitude of 30 K around

a mean temperature of 210 K has ∆T/T ∼ 0.14. It is conceivable that thermodiffusion contributes

noticeably to vapor transport on Mars, but concentration diffusion still dominates.

2.6.3 Barodiffusion

“Pressure diffusion” or “barodiffusion” is the relative diffusion of molecular species due to gradients

in total pressure. Landau and Lifshitz (1987) and Cunningham and Williams (1980) provide an

expression for the barodiffusion coefficient in a mixture of two ideal gases:

kp =
Dp
D12

= (m2 −m1)c(1− c)
(

1− c
m2

+
c

m1

)
. (2.25)

In a single fluid there is no barodiffusion phenomenon and the coefficient vanishes. For a mixture,

the coefficient can be positive or negative, though heavier molecules tend to go to regions of higher

pressure. According to equation (2.1), barodiffusion is smaller than concentration diffusion by a

factor of kp(∆p0/p0)/∆c. If we assume that ∆c ≈ c � 1 and use equation (2.25), this factor

is about 0.4∆p0/p0 in an N2 atmosphere and 0.6∆p0/p0 in a CO2 atmosphere. Barodiffusion is

negligible when ∆p0/p0 � 1.

Sublimative ice loss experiments in Chapters 3 and 4 take place at a total chamber pressure of

∼600 Pa. At the ice surface, there is a pressure contribution both from the CO2 in the chamber and

the saturation pressure of H2O, which is at most ∼200 Pa at 260 K. Assuming the pressure difference

across the sample equals the saturation vapor pressure, p0 = 800 Pa. This overly pessimistic pressure
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difference leads to a barodiffusion contribution of less than 15% of the size of the concentration

diffusion.

None of the coefficients D12, DT , or Dp depend on gravity, nor does the advective contribution.

The potential energy m1g∆z required to move molecules through the diffusive barrier, or through

meters of regolith, is negligible compared with their kinetic energy (3/2)kBT .

Adsorption can significantly effect the transport of water in a non-steady-state environment by

attenuating local vapor density gradients and acting as either a source or a sink for water vapor.

Adsorption effects will be further discussed in Section 3.6.1 where it will be shown that they are not

important on the time scales considered.

2.7 Diffusive Ice Growth

Conservation of mass leads to an expression for the accumulation of ice in pore spaces as a function

of time:
∂σ

∂t
= −∂J1

∂z
=

∂

∂z

(
D
∂ρ1

∂z

)
, (2.26)

where σ is the density of ice relative to total volume. Hence, ice accumulates in a permeable medium

as a humidity gradient supplies water molecules. The presence of ice changes the thermal properties

of the regolith by increasing the thermal conductivity of an unconsolidated porous medium. But the

formation of subsurface ice is also expected to reduce the diffusivity, and hence the rate of infilling,

due to constriction of the pore space. As the pore space is reduced, a regolith with an initially large

pore diameter will transition from Fickian diffusion, where molecule-molecule collisions dominate,

to Knudsen diffusion wherein most collisions are between molecules and the pore walls. It has been

suggested (Mellon and Jakosky , 1995) that ice deposited from the vapor phase may completely

choke off vapor transport paths. Since subsurface ice has been shown to grow most rapidly near its

equilibrium depth (Mellon and Jakosky , 1995; Schorghofer and Aharonson, 2005), choking would

occur first at this level and inhibit diffusion to greater depths. Further discussion of the constriction

phenomenon is found in Chapter 5.
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Chapter 3

Ice Loss Experiments

3.1 Chapter Summary

This chapter describes a set of experiments to measure diffusion coefficients, D, in unconsolidated

porous materials at Mars-like conditions. The materials chosen are simple proxies for real Mars soils,

of which no samples or small-scale data currently exist. The experiments were designed to closely

reproduce the conditions under which sublimative ice loss to a relatively dry atmosphere occurs on

Mars. Thus, solid ice acted as the source for the diffusing species, gaseous H2O. The diffusion host

gas was CO2 at ∼600 Pa pressure and the whole environment was maintained below the freezing

point of water.

Four materials were used to simulate the martian regolith with varying degrees of fidelity or

with a particular focus. Despite the differences between these simulants, the range of diffusion

coefficients measured (including micron-sized dust) fell between approximately 2.8–5.4 cm2 s−1,

though for mechanically packed dust lower values of 0.38± 0.26 cm2 s−1 were observed.

The survival of shallow subsurface ice on Mars and the providence of diffusion barriers are

considered in light of these measurements.

3.2 Experimental

The experiments were conducted at the Mars Simulation and Ice Laboratory at Caltech. Custom

built stainless-steel vacuum chambers contained within walk-in freezers were used to achieve Mars-

like conditions of temperature, pressure, and low humidity.

These experiments simulate the evolution of near-surface ice on present-day Mars inasmuch as

the atmosphere is very dry with a frost point well below the temperature of the ice. Thus the ice

is driven to sublimate into the atmosphere resulting in a loss of mass of the regolith-ice-container

system. Although the conditions may not replicate any particular location on Mars (being too warm,

in general, for regions expected to possess subsurface ice today) they do emulate the geometry and
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fundamentally important physics for the investigation of vapor diffusion.

The source of water vapor in these diffusion experiments is a block of ice made from purified

water. The ice is frozen in the presence of both a heat source to retard surface freezing and a bubbler

to provide mechanical agitation. This procedure allows most gases exsolved upon freezing to escape

through the top surface, resulting in a cylinder of largely bubble-free ice.

Ice samples are cut from the cylinder in 1-cm-thick slices and frozen with a small amount of

additional water into plastic caddies ∼7 cm in diameter. The caddy heights, being 2, 3, 6, and

11 cm, permit sample thicknesses over the ice of 1, 2, 5, and 10 cm, respectively. See Figure 3.2 a)

for an example of a 2 cm caddy with ice and thermocouple in place.

3.2.1 Chamber setup

A custom built stainless-steel vacuum chamber from LACO Technologies was used to perform these

ice-loss experiments. In basic design the chamber is a vertical cylinder with a removable lid, silicone

O-ring seals, and multiple electrical and fluid feedthroughs. A schematic of the chamber with sample

and measurement apparatus is shown in Figure 3.1. The volume of the chamber is 2.3× 10−2 m3.

During an experiment, an Alcatel rotary vacuum pump continuously evacuates the chamber at

an effective pumping speed of 0.34 m3 hr−1. The pressure is monitored with a Baratron capacitance

manometer with a full-scale range of 10 torr. Evacuation is compensated by input of dry CO2

regulated with an MKS PDR 2000 gauge controller connected to either 1) a normally-open solenoid

valve (earlier experiments) or 2) an active PID closed-loop control using an STEC-4400 mass flow

controller (MFC). The setpoint of the MFC is controlled via an output channel on a USB-1408FS

datalogger from Measurement Computing Corporation. The PID algorithm and datalogger are run

through the LabView development environment. The total pressure is maintained at ∼600 Pa in

the case of the solenoid valve control, and at a more uniform 586± 0.1 Pa in the case of the MFC.

The continuous replacement of chamber gas in either case results in a very dry atmosphere above

the samples (see Figure 3.2 b).

Decompression of the dry CO2 from its holding cylinder and passage through gas loops in the

freezers produces a stable chamber air temperature approximately equal to the ambient freezer tem-

perature. The walk-in freezers are on a 12-hour defrost cycle which results in twice-daily temperature

spikes of approximately 0.5 K. These perturbations to the environment decayed in about 60 minutes

prior to a compressor upgrade in April of 2007. Following the upgrade, the perturbations were much

smaller and lasted less than 30 minutes. Fiberglass and Styrofoam insulation around the chamber

minimizes these fluctuations.

Water content in the chamber atmosphere is monitored using capacitive relative humidity (RH)

chips from Honeywell (HIH-3602-C). These integrated-circuit sensors contain both an RH propor-

tional voltage output and a 1000 ohm platinum resistance temperature device (RTD) which is
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Figure 3.1: Schematic of the diffusive ice-loss experimental setup. The main environmental chamber
is housed within a walk-in freezer with temperatures of 250–263 K. The CO2 atmosphere is constantly
exchanged and maintained at 600 Pa total pressure. Gas entering the chamber is passed through a
diffusing sparger to minimize directed air currents. Temperature, humidity, mass, and pressure data
are recorded by a datalogger which resides outside the cold room.

measured in a 3-wire half-bridge configuration. The RH chips are reported by the manufacturer

to be accurate down to temperatures of 233 K and 0% relative humidity. The combined RH and

temperature measurements allow the partial pressure of water at the sensors to be calculated. The

sensors are positioned at the center of the sample tops within 1 cm of the surface (see Figure 3.2 c).

Sample mass is continuously monitored with Omega Engineering LCEB-5 strain gauge load cells

(maximum capacity 5 lbs) in a wheatstone bridge configuration with an excitation of 5 V and

an output of 2.0 mV/V. This instrument has a noise level of 0.2% of reading and a 0.03% full

scale linearity. Mass-loss rates are calculated by monitoring the sample mass and drawing a linear

regression through the values obtained over many hours.

The data from an experiment are recorded with a Campbell Scientific CR1000 data logger and

saved to computer via the LoggerNet software package. The system is able to run two simultaneous

experiments in a single vacuum chamber with identical ambient conditions by using dual load cells,

thermocouples, and RH/RTD chips.
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a) b) c)

Figure 3.2: a) Closeup of thermocouple positioning in a caddy designed to accommodate 1 cm of
ice and a 1 cm sample. The caddies are ∼7 cm in diameter. b) Down-looking view into the vacuum
chamber (30 cm diameter) showing two load cells, gas and electrical feedthroughs, and RH/RTD
chips attached to a ring-stand for positioning. c) A closeup of two glass bead samples in place with
RH/RTD chips positioned 1 cm above sample surfaces

3.2.2 Experimental method

The mass of the ice-free caddy plus its thermocouple wire and connector is measured with a precision

balance. After the 1 cm bubble-free ice disks are frozen into place, the combined system is weighed

again. The total mass of ice and thereby its volume and thickness in the caddy can be determined.

The media are poured into the caddies from their holding containers and planed off with a straight

edge to match the height of the caddy. Most samples are not actively compressed, but may be

subject to self-compaction. In most cases where self-compaction occurs, the sample surfaces remain

within 1 mm of the caddy top. Some samples with very high dust fractions exhibit some settling as

the container is moved from the preparation station to the vacuum chamber. This is at most 12% of

the 5 cm sample depth. The reduced thickness is measured and included in subsequent calculations;

additional material is not added.

The total mass of the entire sample assembly is measured, giving the total mass of simulant.

The sample assembly is connected to the thermocouple feedthrough, placed on the load cell within

the chamber, and the RH/RTD sensor is positioned above the sample. The chamber is sealed and

pumped down to 600 Pa at a rate of ∼100 Pa per second. This slow pump-down prevents disturbance

of the sample as any interstitial gases escape.

All steps described above are performed in a walk-in freezer at 263 K. The relative humidity of

the freezer interior is quite high, usually around 80%, but the absolute humidity is low. Surface-

melting, capillarity, and their effects on the initially dry simulant are thus minimized. Exposure

of the samples to freezer air for the brief period between the storage vessel and the start of an

experiment does not allow significant amounts of water to adsorb or freeze onto the simulant (as

confirmed by water content measurements). Any minor amounts of water which adsorbs onto the

sample is rapidly removed once introduced to the sublimation environment of the experiments.

Once the samples are in place and the chamber has reached Mars pressures, the experiment is
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left to run for at least 12 hours. Transients due to adsorption of water in the sample or temperature

disequilibrium decay after approximately two hours. The faster the mass-loss rate from the sample,

the less time needed to obtain a sufficient number of points to ensure linearity and draw a regression

line. For samples with a high impedance to gas flow, or for experiments run at lower temperatures,

up to three days may be needed to achieve a high degree of confidence in the measurements.

Following the completion of an experimental run, the chamber is slowly purged to room-pressure;

the slow back-fill prevents air currents from disturbing the sample. The sample material is dumped

into a metal or glass vessel which is immediately weighed, then placed into an oven at 383 K. After 24

to 48 hours the sample is completely dry with respect to non-structural water and is weighed again.

The sample is now dry and may be recycled for future experiments. Clumping of some materials

containing smaller particles occasionally requires mechanical sieving to break up the aggregates.

Consolidated media such as glass fritted disks (described below) are epoxied in place inside glass

rings with the same diameter as the ice caddies. During an experiment, these are placed over a

1 cm deep ice-filled caddy and secured in place with water-resistant vacuum grease. Following an

experiment, the ice surface is examined to determine if any leaks occurred between the ice caddies

and the glass rings. The low-pressure, low-temperature environment gives rise to distinct ice surface

morphologies if the vapor escapes in a rapid or asymmetric way. Any experiments showing such

leaks are discarded.

3.2.3 Measured quantities

All data for calculating diffusion coefficients is taken from the stable interval following initial tran-

sients. Additional small perturbations in temperature due to defrost cycling of the freezer compressor

have no apparent effect on the mass loss curve and have a very small contribution to the average

temperature value calculated for a 12+ hour experiment.

The mass loss rate is derived from a least-squares fit to the post-transient mass data versus time

(see Figure 3.3). The temperature of the load cell fluctuates less than 1 K; there is no sensible

temperature effect on the values reported. Residuals to the linear fit of mass loss are less than 1%

in all experiments. Given the area of the sample surface (39.8 cm2) and the density of ice, retreat

rates in mm hr−1 and total H2O flux are calculated.

A T-type thermocouple wire passes through the wall of each caddy 1 cm from the bottom and

extends to the center of the cylinder. This wire is positioned on the surface of the ice disk and

frozen into place, allowing the tip to remain in contact with the ice during the first 2–4 mm of

retreat. See Figure 3.2 a) for a close-up of thermocouple positioning. The wire is 36-gauge and

has a negligible spring force to affect the load-cell reading. It is assumed that the vapor at the

surface of the ice is saturated with respect to water vapor. The temperature thus measured gives

the saturation vapor pressure at the surface of the ice via the ITS-90 formulation for vapor pressure
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Figure 3.3: Data for a single sample: February 17, 2006. Conditions: 40 µm glass beads, 2 cm thick,
T ≈ 263 K. The mass loss rate displayed in the top axis is determined from a linear regression to
post-transient data.

(Hardy , 1998). Figure 3.3 shows ice surface temperature as a function of time for one experiment.

The RH/RTD sensors simultaneously report water activity, aw, and ambient temperature at

the sensor. Figure 3.2 c) shows examples of placement and Figure 3.3 shows the data as reported.

Capacitive sensors such as the HIH-3602 are responsive to water activity rather than to relative

humidity (Anderson, 1995; Koop, 2002). The difference is that water activity is the ratio of vapor

content of the atmosphere p1 to the saturation vapor pressure over liquid water, pliq
sv , rather than

over ice:

aw = p1/p
liq
sv . (3.1)

Thus the true relative humidity is given by:

RH = p1/p
ice
sv = awp

liq
sv /p

ice
sv . (3.2)

The equation for pliq
sv is determined from data on supercooled water taken from Hare and Sorensen

(1987). The ITS-90 formulation is used for pice
sv to determine RH, and then used again to convert

the relative humidity calculated above the sample into a partial pressure of water via the ideal gas

law.
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3.3 Materials

The martian regolith is a complex substance. Early lander-based measurements of elemental compo-

sition show close similarity among widely spaced sites (Arvidson et al., 1989). Despite discoveries by

both Viking and the MER mission that reveal significant chemical and physical differences among

the non-rocky components of the surface (Moore et al., 1979), they are very similar in absolute

terms over planetary-scale distances. Various investigators have used the JSC Mars–1 palagonite

ash from Mauna Kea to simulate Mars regolith in a variety of experiments (Gilmore et al., 2004;

Cooper and Mustard , 2002; Gross et al., 2001). Martian soils no doubt come in a variety of grain size

distributions, grain shapes, porosities, compositions, and degrees of compaction and cementation.

With respect to the demonstrably heterogeneous Martian regolith, the Mars–1 soil is not assumed

to match a particular locality on Mars, but rather is a complex, natural soil material which may

represent a general class of Mars regolith. A thorough description of JSC Mars–1 can be found in

Allen et al. (1997, 1998).

JSC Mars–1 contains a variety of minerals which exhibit different patterns of fracture, cleavage,

and surficial chemical structure making this a very complex regolith simulant. The JSC Mars–1

simulant can be easily characterized, but the parameter space to be explored is vast. Working with

fine-grained granular media presents many challenges, particularly with regards to repeatability. To

eliminate some of the complexities involved in studying a chemically and physically heterogeneous

disaggregated mineral assemblage, some simpler and more easily handled proxies for porous regolith

materials are used.

50–80 µm beads: An easily characterized and handled material used frequently in these experi-

ments. Obtained from AGSCO Corporation, this material is composed of spherical soda lime

glass (specific gravity: 2.50) beads with a narrow particle size distribution.

“Coarse” Frits: The only consolidated media used in this study, these are disks composed of

sintered borosilicate glass beads (specific gravity: 2.53). These porous filter disks were obtained

from ChemGlass Inc., whose catalog states that the nominal pore size for the “coarse” category

of frits are between 50 and 80 µm.

1–3 µm dust: These smaller particles act as a proxy for Mars airborne dust. Obtained from Powder

Technology, Inc., under the trade name “Arizona Test Dust”, this is a natural silicate mineral

with a specific gravity of 2.65. It exhibits a narrow particle size range of equant yet angular

particles.

JSC Mars–1: Weathered palagonitic ash from Pu’u Nene cinder cone, Hawai’i. This natural

basaltic mineral assemblage has a wide particle size distribution from 1 mm down to < 1 µm,
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a) b)

c) d)

Figure 3.4: Optical micrographs of regolith simulants: a) 50–80 µm beads, b) 1–3 µm Arizona Test
Dust (note the presence of aggregates), c) “Coarse” fritted disks, pore size 50–80 µm, and d) raw
JSC Mars–1

and a complex overall mineralogy. The washed and sifted supply of this simulant was obtained

through the Johnson Space Center Curator.

Wind-blown sand particles on Mars were proxied by the glass beads, whose size range is similar

to that observed in Mars wind-tunnel experiments and at MER landing sites (see Section 3.3.1).

The Arizona Test Dust approximates size characteristics of dust on Mars. The porous frits were

chosen to illustrate experimental repeatability given a medium with an unchanging geometry. JSC

Mars–1 was selected because it has been frequently used in other investigations of Mars analogue

materials.

See Figure 3.4 for optical micrographs of these simulants at the same scale. Prior to use, all

samples are dried in an oven at 383 K and then stored in air-tight containers.

Geometric porosities of the separate materials were determined by weighing a known volume of

bulk sample to determine a bulk density, ρbulk, and ratioing this against the known specific gravity

of the individual particles (φ = 1− ρbulk/ρtrue). The results are given in Table 3.1.
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Figure 3.5: Particle-size histogram (solid) and cumulative finer (dash-dot) plots for a) 50–80 µm
glass beads and b) crushed JSC Mars-1 and 1–3 µm dust

3.3.1 Glass beads

The spherical beads of soda lime glass exhibit a narrow particle size distribution between 50 and

80 microns, equivalent to the sedimentological category of “fine sand”. As seen in the optical

micrograph image in Figure 3.4a, the bead particles are all nearly perfect spheres. The sample was

analyzed by Particle Sizing Systems using a model 780 AccuSizer with light obscuration and light

scattering techniques. Ninety percent of the particles are larger than 48 µm and only 10% are larger

than 80 µm. The volume-weighted mean particle size is 64.4 µm, with a median of 66.1 µm and a

mode of 77.7 µm, reflecting a slight skew towards the larger diameters. The results of the analysis

are shown graphically in Figure 3.5 a). At least 70% of the beads fall within the size range given,

with no more than 10% being larger, no more than 20% being smaller, and no more than 3% being

broken or angular in shape.

Within a factor of two in friction threshold velocity, these are similar to the 100 µm size of

the most easily lofted particles under martian conditions (Greeley et al., 1980). Terrestrial analogs

and wind-tunnel experiments suggest that suspended dust is usually not incorporated into sand

dunes, and Spirit Microscopic Imager pictures indicate that sand sheets in Gusev crater are largely

composed of fine to medium sand-sized particles.

Pore sizes may be estimated from particle size. Between three coplanar spherical particles of

Simulant φ, ρbulk, ρtrue,
% g cm−3 g cm−3

50–80 µm Glass Beads 42±1.0 1.46±0.5 2.50
Crushed JSC Mars-1 64±1.0 1.09±0.5 3.07
Loose 1–3 µm dust 86±0.2 0.25±0.03 2.65
Packed 1–3 µm dust 75±0.8 0.66±0.03 2.65

Table 3.1: Porosities, true densities, and bulk densities for simulant materials
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the same radius, the theoretical minimum pore size is rmin = rparticles(3
√

3/4 − 1). The largest

dimension between kissing points in a cubic packing of spheres is the diameter d. Between such wide

openings the pore space constricts to only d(
√

2 − 1) when passing between one cubic unit cell to

the next. Thus for a mixture of beads with 50–80 µm close-packed particles, the minimum pore size

is 11.96 µm and the maximum is 80 µm. With a mean free path of ∼12 µm under experimental

conditions, this gives a ratio of r/λ1 from 1.0 to > 2.4, well within the transition regime between

Fickian and Knudsen diffusion. Nevertheless, close-packing of spheres may not obtain throughout

the sample and larger irregular pores are likely. Given the tendency for the majority of diffusive

flux to be accommodated in the largest pores (Clifford and Hillel , 1983), it may be expected that

diffusion will be dominated by Fickian processes, but that Knudsen interactions with the pore walls

will also play a role.

3.3.2 Crushed JSC Mars-1 dust

JSC Mars-1 is a weathered palagonitic ash from the Pu’u Nene cinder cone on Mauna Kea, Hawai’i

and has been used in a variety of Mars surface simulation experiments beyond its originally intended

use as a spectral analog (Gilmore et al., 2004; Cooper and Mustard , 2002; Gross et al., 2001). The

raw JSC Mars-1 was obtained through the Johnson Space Center Curator. A thorough description

of JSC Mars–1 can be found in Allen et al. (1997, 1998).

Raw JSC Mars-1 particles were crushed to smaller sizes in a planetary ball mill. Batches of

250 mL of oven-dried raw material were run with 50 hardened steel milling balls at 590 RPM for two

10 minute cycles. The resulting particle size distribution was analyzed by Micromeritics Instrument

Corporation on a Saturn DigiSizer 5200 using the laser light scattering technique. Particles were

dispersed in a 0.3% Daxad 23 / 40% sucrose / water solution in an ultrasonic bath for 1–2 min. The

measured median particle size is 5.46 µm. The whole distribution is bimodal with peaks at 1.5 and

25.2 µm; nearly 70% of the volume is larger than 2 µm. The volume percent and cumulative finer

distributions for this simulant are shown as grey lines in Figure 3.5 b).

An average specific gravity of 1.91 for raw JSC Mars–1 as given by Allen et al. (1998) was

quoted in Hudson et al. (2007). Recent analysis of the crushed sample with He gas-displacement in

an AccuPyc 1330 Pycnometer at Micromeritics Instrument Corporation yielded an average particle

density of 3.07 g cm−1. This value is used in subsequent calculations in this paper.

3.3.3 1–3 micron dust

A fine dust with a very narrow particle size distribution, called “Arizona Test Dust” was obtained

from Powder Technology Inc. The dust consists of a natural silicate material with a specific gravity

of 2.65. The dust is composed of equant yet angular particles which easily form weak mm- to cm-
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Figure 3.6: Generalized schematic of experimental setup showing gas gaps separating both the ice
surface and hygrometer (RTD/RH chip) from the sample. By continuity, the vapor flux through the
sample is the same as that through the gaps.

sized aggregates. Sieving breaks up these aggregates, but they easily reform under agitation or self

compaction. Loose, aggregated dust alone has a calculated geometric porosity of 88 ± 1%, while

compressional packing results in a reduced porosity of 76± 2%.

The particle size data for this sample, measured on a Coulter Multisizer, were provided by the

manufacturer. The mean particle size is 1.19±0.49 µm. The median is 1.132 µm, with less than 1.5 %

of the volume in particles larger than 3 µm. The volume percent and cumulative finer distributions

for this simulant are shown as black lines in Figure 3.5 b).

3.4 Analysis

This section details the procedure for reducing data from each experiment into diffusion coefficients.

Figure 3.6 is a schematic drawing of the experimental setup with different levels in the sample column

labeled A through D. Although unconsolidated samples always rest directly on the ice, the schematic

is generalized to allow for a gap between positions A and B. A formalism to determine a correction

term to account for gas gaps, sublimation effects, and true sample thickness is described below. An

analysis method for the diffusion regime and pressure dependence of the diffusion coefficient is also

presented.

3.4.1 Determining the diffusion coefficient

Equation (2.4) is valid in the limit where the mass concentration of H2O, c, and therefore advection,

is small, and it is used to extract the diffusion coefficient from measurements above (position “D”

in Figure 3.6) and below (position “A” in Figure 3.6) the soil sample:

J1 = D′
ρ1A − ρ1D

∆z
, (3.3)
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where D′ is the “raw” diffusion coefficient. The vapor density above the sample ρ1D is determined

from measurements of temperature and humidity in the air which gives a partial pressure of water

vapor p1D, and thereby ρ1D = p1DM1/RTD. Vapor density at the ice surface is calculated from the

saturation vapor pressure determined from the measured ice temperature, ρ1A = pice
svM1/RTA.

3.4.2 Correcting the diffusion coefficient

When vapor is not diffusing through a porous medium it may still encounter resistance. To undergo

gas-phase transport, H2O molecules must first sublime from the ice surface into vapor. This vapor

must then diffuse through a boundary layer and any intervening gas between the ice and sample

surfaces. After passing through the sample, this vapor must pass from the sample surface to the

hygrometer. These gas layers may not be well mixed, resulting in an underestimated diffusion coeffi-

cient. Additionally, the measured thickness of the samples is only from B to C, not from A to D. The

diffusion coefficient defined in equation (3.3) is therefore referred to as the raw diffusion coefficient.

A correction to the raw diffusion coefficient for the effects of sample thickness, sublimation effects,

and gas gaps may be performed given sufficient data.

By conservation of mass, the flux of vapor is the same through all three barriers JA→B =

JB→C = JC→D ≡ J1 (see Figure 3.6). Assuming that the fluxes between A and B and between C

and D are still proportional to the density gradient, J1 = JA→B can be used to determine ρ1B and

J1 = JC→D can be used to determine ρ1C, while ρ1A and ρ1D are measured. Substituting these into

an expression analogous to equation (3.3) and simplifying, the resulting corrected expression for the

diffusion coefficient in the sample is

J1 = D
ρ1B − ρ1C

∆z
= D

ρ1A − ρ1D

∆z + zcorr
. (3.4)

The quantity zcorr has units of length and accounts for effects other than diffusion through the

porous medium including gas-gas diffusion in gaps above and below the sample and any sublimation

limitation.

The correction term zcorr can be determined if several measurements of identical samples with

different thicknesses are available. By recasting the corrected expression, equation (3.4), as linear in

terms of sample thickness, ∆z,
∆ρ1

J1
= −∆z

D
− zcorr

D
, (3.5)

a linear fit can be performed and the constants zcorr/D and 1/D determined by the intercept

and slope, respectively. The same correction term should apply to all experiments with the same

temperature, pressure, and sample type. The term zcorr may now be used with the right-hand-side

of equation (3.4) to solve for corrected individual values of D. Since the total vapor density gradient
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is smaller for thinner samples, the relative contribution of the gas gap is larger and the necessary

correction 1/(∆z+zcorr) will likewise be larger. At some thickness, the ratio of gas layer resistance to

porous medium resistance will be comparable to the systematic errors in the experimental method.

For example, it was found that for glass beads, the effect of the correction term became negligible

for samples greater than either 2 or 5 cm thick.

3.4.3 Diffusion regime

At intermediate pressures when both collisions with other molecules and with the pore walls are

important, the diffusion is said to be in transition between the Fickian and Knudsen regimes. The

Bosanquet interpolation derived in equation (2.15) says that the effective diffusion coefficient D is

made up of contributions from both a pressure-dependent Fickian diffusion term and a Knudsen

term:
1

D(p0)
=

p0

prefDF(pref)
+

1
DK

, (3.6)

where we have explicitly written the pressure dependence of the Fickian term in terms of the value

of DF at a particular reference pressure, pref . Substituting equation (3.6) into (3.3) produces the

complete expression for flux in terms of pressure and two diffusion coefficients:

J1 =
1

p0
prefDF(pref )

+ 1
DK

ρ1A − ρ1D

∆z
. (3.7)

If data is taken at a number of different pressures, the parameters DF(pref) and DK may be fit to

the flux data.

3.5 Results

Presented here are the first diffusion coefficients measured for unconsolidated porous media under

simultaneous conditions of low pressure and temperature appropriate to Mars surface and shallow-

subsurface studies. Four simulant materials are considered, with the largest data set being for

50–80 µm beads. Limited investigations were also performed on three other simulant materials:

porous glass filter disks (frits), JSC Mars–1, and 1–3 µm dust.

3.5.1 50–80 µm glass beads at 260 K

Experiments were run for several thicknesses and a regression was calculated to determine the

correction term, zcorr, as described in Section 3.4.2. The correction term is found to be 0.58±0.07 cm.

The raw and corrected diffusion coefficients are plotted in Figure 3.7. The uncorrected diffusion

coefficient is moderately correlated with sample thickness (R = 0.57). Applying the correction term
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zcorr to the calculation of D nearly eliminates the correlation (R = -0.02).

The weighted mean of the corrected diffusion coefficients is 4.49 cm2 s−1, with a weighted stan-

dard deviation of 0.69 cm2 s−1. Raw values from 5 and 10 cm samples are indistinguishable from

this range. If the dependence of diffusion coefficient on temperature of T 3/2 as appropriate for a

hard elastic sphere model of Fickian diffusion is used, the value of D at a typical Mars temperature

of 200 K is 3.06± 0.47 cm2 s−1.

For the diffusion coefficient of a free gas scaled to the the appropriate temperatures and pressures,

the formula given by Wallace and Sagan (1979) is used, with a 6% error to account for differences

between this and other calculations of D12. For conditions of 600 Pa and 260 K, the calculated D12

is 26.4± 0.7 cm2 s−1.

Experiments were conducted on columns of loose glass beads with thicknesses of 1 and 10 cm

under an N2 rather than CO2 atmosphere. A correction term of 0.70± 0.14 cm was calculated and

applied to these samples. The corrected diffusion coefficient determined under a CO2 atmosphere

is 4.62 cm2 s−1 for 10 cm columns, while the same quantity for N2 is 5.25 cm2 s−1. According to

equation (2.7) the diffusion coefficient in N2 should be larger than in CO2 by a factor of approximately

1.4, i.e., the ratio of D12 for H2O in the two gases as determined using the expression of Holman in

Section 2.3. The difference observed is a factor of 1.14. Though somewhat smaller than expected,

the change in diffusion coefficients is of the right magnitude and direction. The agreement between

obstruction factors in glass beads under different host gases but similar conditions of temperature

and pressure validates the data analysis method.

3.5.1.1 Errors and scatter

Formal errors in the diffusion coefficient are calculated by taking partial derivatives of equation (3.4)

with respect to five measurable quantities: z, zcorr, J1, ρ1A, and ρ1D. Each contributing partial is

then sum-squared to give the total error in D. Flux error derives from mass loss errors, which are

the standard deviations of all post-transient data points with respect to the linear regression. Error

in sample thickness is estimated as a ±1 mm measurement error in all cases.

Though ideally constant throughout a particular experiment, humidities, total pressures, and

temperatures do exhibit some degree of time variation. Errors in ρ1D and ρ1A are taken from con-

tributing errors in Tice, Tair, RH, and p0. Experiments with multiple thermocouples show variations

in Tice on the order of 0.4 K from the sample edge to its center. The error, dTice, is the greater of

the standard deviation of the measurement of Tice and 0.4 K. The error is no greater than 0.46 K for

any experiment. The error in saturation vapor pressure at the ice surface is the difference between

the saturation vapor pressures calculated at Tice + dTice and Tice − dTice, making the error in pH2O

at the ice surface a conservative overestimate. Errors in the quantities Tair, RH, and p0 are taken

as the standard deviation of logged data points.
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Figure 3.7: Measured and corrected diffusion coefficients for 50–80 µm glass beads at 263 K and
600 Pa. The influence of boundary layer diffusion decreases as the sample thickness (i.e., resistance)
increases. The correlations between D′ (raw data) and thickness are 0.57, but only -0.02 between D
(corrected data) and thickness.

Less than 2% of the error in the value of D for each experiment comes from zcorr, J1, and ρ1D.

The dominant errors are those in z and ρ1A, which range from 1–8% of the value of D. For all

experiments the combined error is less than the value of D by a factor of ten or more.

The greatest uncertainty in D comes from systematic variation between experimental runs. Vari-

ations in input parameters to the diffusion coefficient such as thickness, relative humidity, temper-

ature, pressure, and flux should be accounted for by the calculations since the expressions for D

explicitly or implicitly include these parameters. Scatter may therefore arise for two reasons.

First, effects arising from advection, gas composition, and barodiffusion could contribute to

each experimental run a flux unaccounted for in the described methodology. As stated above, the

maximum contribution of any of these individual effects is expected to be no greater than 10%.

Barodiffusion could contribute to each experimental run a flux unaccounted for in the described

methodology. As stated above, the maximum contribution of any of these individual effects is

expected to be no greater than 10%.

Second, there may be errors arising from changes in the experimental setup itself. The largest

variation in measured quantities among samples of a given thickness is in relative humidity, which

may vary by between 25–48% among individual experiments. Repositioning or substituting sample

vessels may affect the flow of gases in the overturning chamber atmosphere. Water vapor densities

at the surface of the sample may not be uniform in the horizontal or vertical directions and the
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relative humidity measured by the hygrometer may not reflect the average environment across the

the sample surface.

Numerous experiments have been run in many identical conditions, allowing confident bounds

on measured diffusion coefficients to be given, though in some cases apparent outliers still have a

discernible effect on the averages.

3.5.1.2 Variable pressure experiments

Experiments were performed at 300, 600, 1200, 3000, and 6000 Pa using a 5 cm column of 50–80 µm

beads. Measurements at many thicknesses for each pressure are unavailable, so a correction term

is not applied to the variable pressure data. It is not assumed that the correction term for glass

beads is the same at all pressures, but it is assumed that 5 cm is enough thickness to make the

correction contribution small at all pressures measured. Pressures less than ∼250 Pa were not used;

at these lower pressures the vapor pressure of the ice becomes a significant fraction of the total

chamber pressure and the experiment is no longer in a predominantly diffusive mode. A non-linear

least-squares fit calculated using the method in Section 3.4.3 is compared to calculated (uncorrected)

diffusion coefficients in Figure 3.8.

The fit parameters thus determined are DF (p0) = 6.5 (600 Pa/p0) cm2 s−1 and DK = 9.8 cm2 s−1

and are shown as solid lines in Figure 3.8. The transition pressure, where DF (p0) = DK is found to

be at 398 Pa. The transition pressure corresponds to a mean free path of 18 µm, which is near the

smaller end of the estimated pore size distribution. Mars surface pressures fall between the extremes

measured, and are quite close to the transition pressure, placing materials of similar porosity and

tortuosity to the 50–80 µm simulant in the transition regime.

At the beginning of this subsection, experiments performed at 600 Pa, with a mean free path

of ∼12 µm, were shown to be within the diffusion transition regime. If the pressure is increased to

1200 Pa, the mean free path is only 5.9 µm, placing the largest pores within the Fickian regime;

further increase to 5700 Pa should guarantee Fickian diffusion. Conversely, diffusive transport at

50 Pa would bring the smallest pores into pure Knudsen flow, but the bulk of the sample would still

be in transition.

3.5.1.3 Porosity and tortuosity

The measured sample masses and their volumes are ratioed to determine a bulk density. Dividing

by the true density of the component materials (2.5 g cm−3 in the case of glass beads) results

in a geometric porosity. The porosity calculated may be an overestimate if some pore spaces are

unavailable for gas transport. The range of porosities calculated for the 50–80 µm beads is 44± 2%.

The six high-pressure experiments with p0 = 5890 Pa should fall within the Fickian diffusion

regime. The theoretically calculated free-gas diffusion at this pressure is 2.67± 0.2 cm2 s−1. The fit
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Figure 3.8: Diffusion coefficients versus pressure for 5 cm samples of 50–80 µm beads. Errors in D
are smaller than the symbols. The diffusion coefficients obtained from equation (3.3) are plotted
along with the fitted parameters DF(p0) and DK (solid lines) and their interpolation D (dashed
line). D12 is the free-gas diffusion coefficient as given by the expression of Wallace and Sagan (1979)
(dotted line).

in Section 3.5.1.2 given a Fickian diffusion coefficient at 5890 Pa of 0.66 cm2 s−1. The obstruction

factor is thus 0.25 ± 0.02. Using estimates for geometric porosity, equation (2.3) may be used to

calculate a tortuosity τ = 1.7 ± 0.6. Using the raw data for each experiment instead of the fitted

DF, the weighted mean and standard deviation of the diffusion coefficient for the high-pressure

experiments is 0.49± 0.18 cm2 s−1. With the same value of D12 given above, the obstruction factor

D/D12 = φ/τ = 0.18± 0.07 and the tortuosity factor is τ = 1.5± 0.6.

Equation (2.3) is true for Fickian diffusion and is therefore appropriately applied to data taken

at higher pressures. If this expression is used with values of D obtained at ∼600 Pa, the value of

the tortuosity obtained is τ = 2.4± 0.3. This is an overestimate of the tortuosity because the data

are in the transition regime (see Figure 3.8) and include a component of Knudsen diffusion.

A distinction must be drawn between tortuosity and the tortuosity factor. As reviewed by

Epstein (1989), “tortuosity” refers directly to the ratio of the pore path length Le to the length of
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the porous medium along the major flow or diffusion axis L. However in calculating the effective

diffusion coefficient using a parallel-pore conceptual model, a second factor of Le/L enters the

expression because of the increase in capillary velocity over the axial velocity (along L) when there

is no divergence of the flow. Thus the factor of τ presented herein is the “tortuosity factor”,

equal to (Le/L)2. The methods using either high-pressure data or (equivalently) the fitted Fickian

diffusion coefficient give an increase in pore path length over sample length, Le/L, of 1.3, while the

overestimate made with individually determined values of D gives Le/L = 1.6.

At lower pressures, as diffusion begins to transition into the Knudsen regime, D ceases to depend

on pressure through D12 and the obstruction factor may be written with additional factors as shown

in equations (2.11) and (2.12). In the formalism used by Evans et al. (1961), the τ in these equations

is the same as the τ in equation (2.3). Equation (2.13) can be used to determine that the value of τ

above will correspond to the fit value of DK = 9.8 cm2s−1 if the value of r̄ for glass beads is 14.4 µm.

This is only slightly larger than the theoretical minimum pore space of 11.96 µm, suggesting that

the sample is near closest-packing and that few pathways much larger than ∼40 µm are available

for diffusion. Calculated obstruction factors (D/D12) for glass beads range between 0.12 and 0.23

except for two outliers at 0.35 and 0.46 measured at high pressures. The majority are within the

range of obstruction factors given by Currie (1960) for closest packing (0.13) to cubic packing (0.38)

of spherical particles.

Mechanical packing (tamping, shaking, or pressing) of this sample does not measurably reduce

porosity, and neither porosity, tortuosity nor their ratio correlate strongly with mass loss rate or

the free-gas diffusion coefficient. There are no apparent correlations between quantities that should

be independent, indicating that the above method of determining tortuosity is not systematically

offset.

The data for water vapor fluxes show a greater spread in values for the thinner samples. A

major factor which may contribute to the reduction in scatter with thickness is the averaging of pore

geometry along the sample. The loose glass beads have a mean diameter of ∼55 µm. The measured

obstruction factors suggest packing densities between hexagonally close-packed and cubic-packed,

implying that there are between 180 and 230 layers of particles per centimeter. For thicker samples,

the properties of the medium can average out and present smaller variations between experiments.

Additionally, large voids occurring as a result of random packing will offer a very efficient path

of vapor transport which could significantly impact the sample diffusivity. Such voids would be a

smaller proportion of the total length for thicker samples, thus offering fewer wide, connected paths

from the ice to the surface.
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3.5.1.4 Water contents

Following each diffusion experiment, samples were weighed, baked in an oven at 383 K for >12 hours,

and weighed again to gravimetrically determine water contents (per ASTM test method D2216). The

weighing techniques employed allowed the determination of mass differences to within ±1 g. For

50–80 µm glass beads, the difference between pre- and post-bake masses was never more than this

detection limit except for experiments with 10 cm samples. These large samples never exhibited

more than 3 grams of difference, which corresponds to a maximum 6 mg g−1 of water content.

At the end of experiments involving 5 and 10 cm sample columns, the bottom 2 cm of sample

exhibited mild cohesion while the upper portions of the sample showed none. This suggests that the

water content would be relatively higher at the base of the sample if it were measured independently.

Such a non-uniform distribution of adsorbed water could reflect the vapor gradient along the sample

length. A higher partial pressure near the bottom would cause a larger degree of adsorption there

and some threshold water content for cohesion may be reached.

The strongly linear behavior of the mass-loss curves following the initial thermal transients

suggests that the absorptive capacity of the samples is filled in less than the transient time. This

rate is much faster than would be obtained given only the ice retreat rates in the post-transient

interval. It is likely that higher vapor pressures in thermal transient phase, vapor pumping from the

ice during evacuation of the chamber, or absorption from the relatively moist freezer atmosphere

acts to fill absorptive sites quickly. See the discussion of adsorption below (Section 3.6.1) for more

detail on the steady-state nature of these experiments.

3.5.1.5 Other effects

If the transition rate from ice into vapor is comparable to the diffusive flux, this sublimation rate

will limit the flux measured. For a given ice temperature, the total flux would be independent of

the sample thickness if the flux were sublimation-rate limited. For such a constant flux, D would

be observed to increase with sample thickness. This is observed in the uncorrected samples, though

the effect may be due also to gas diffusion in the gaps above and below the porous medium. The

correction term removes both effects simultaneously and since zcorr < z, the sublimation limit

correction is known to be small. Direct measurements of vapor density at the hygrometer, total flux,

and the assumption of a saturated atmosphere below the sample produces valid data.

Sublimation carries away the latent heat of the subliming ice (2,845 kJ kg−1 at 273 K), cooling

the sample surface. Multiple thermocouples embedded in the ice block during experiments both with

and without a diffusive barrier show that temperature variations in the ice block are small. The

maximum measured temperature difference across the 1 cm block (no cover, free ice) is no more than

0.8 K; the top surface near the caddy wall being the warmest spot. The ice (thermal conductivity:
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2.2 W m−1 K−1) therefore requires a heat input of approximately 180 W/m2. Thermocouples near

but not in contact with the a free ice surface record an atmospheric temperature of ∼255 K, which

falls between that of the embedded thermocouples (∼250 K) and the RTD temperature element in

the hygrometer (∼260 K). The apparent primary heat input to the ice is thus the warmer chamber

atmosphere. When the ice is uncovered, this heat reaches it most effectively through convection.

When a sample overlies the ice, heat is conducted through the diffusive barrier. Under a chamber

atmosphere of 261± 0.6 K, the ice temperatures measured for 1, 5, and 10 cm are 256.1 K, 259.3 K,

and 260.1 K, respectively. This shows that the thicker samples have heat inputs similar to the

thin-sample cases, but their diffusive resistance allows less efficient cooling through sublimation.

3.5.2 50–80 µm glass beads at 253 K

Several experiments have been run on the 50–80 µm beads at reduced temperatures to take advantage

of lower advective fluxes when saturation vapor pressures over ice are smaller (see equation (2.22)).

A paucity of data points and a small spread of sample thicknesses prevent the calculation of a

correction term; the data presented are the raw diffusion coefficients. The diffusion coefficient is

found to be 4.21± 0.65 cm2 s−1, slightly lower than the value determined for samples run at 263 K,

but indistinguishable within the range of systematic scatter. Extrapolation to 200 K results in

D = 3.03±0.47 cm2 s−1, nearly identical to the extrapolation of the 263 K value of D. The free-gas

diffusion coefficient at 253 K is ∼5% lower than D12 at 263 K. The calculated obstruction factor

at 253 K is virtually identical to that determined at 263 K, and the tortuosity is likewise similar:

τ = 2.4± 0.4.

3.5.3 Glass frits

To check the degree of systematic variation in the experimental setup, a series of experiments were

performed with porous glass filter disks, or “frits”. Stacks of frits with a nominal pore size of 80 µm

were assembled with electrical tape into columns of 1–8 frits (∼0.5 to ∼5 cm) which were then

fastened with tape onto caddies full of ice. The distance between the ice and the frits at the start

of the experiments was less than 1 mm.

The calculated correction term zcorr was approximately zero and was therefore neglected. The

diffusion coefficient determined, 2.80±0.22 cm2 s−1, is about a factor of 1.6 lower than that measured

for the unconsolidated 50–80 µm beads. As expected, the porous frits exhibit a lower degree of

systematic scatter compared with that in the data for unconsolidated media. The uncertainty in the

diffusion coefficients for the frits is ∼6%, while that for the glass beads is ∼16%.

The calculated porosity of the frits is 42± 2%, indistinguishable from that of glass beads. Hence

the lower diffusivity can be attributed to a more tortuous geometry of the sintered glass. The
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calculated values of τ for the frits is 3.9 ± 0.4. This higher tortuosity may arise from the high

temperatures and pressures of the sintering process; some of the large pore spaces which could occur

in randomly packed and unconsolidated material are eliminated.

Though expected to be small (see the end of Section 2.6.3), the possible presence of gravity-

dependent effects such as buoyancy were checked using an inverted experiment. Two sets of frits

were run as usual for several hours. Then the chamber was opened and one set was inverted, with a

gap allowing free gas flow at the sample surface above the load cell. The difference between the two

runs of the inverted sample was 1.9%, while the difference between the two runs of the unaltered

set was 3.1%, showing that systematic differences in the experiment exceed any measurable gravity

effect on mass loss. The expected gravity-dependent effect is small as discussed in Section 2.6.3.

3.5.4 JSC Mars–1

JSC Mars–1 is the <1 mm fraction of weathered volcanic ash from the Pu’u Nene cinder cone,

Hawai’i. The grains are composed of feldspar and Ti-magnetite, with minor olivine, pyroxene and

glass. Allen et al. (1998) gives an average particle density of 1.91±0.02 g cm−3, but see Section 3.3.2.

The uncompacted porosity is reported as 54%, decreaseable to 44% upon vibration(Allen et al.,

1997). Much of the mass of JSC Mars–1 is in particles larger than 149 µm, but there is a significant

fraction of particles smaller than 5 µm. See the micrograph in Figure 3.4d for representative particle

shapes for the raw (i.e., uncrushed) material. Compared to the 50–80 µm glass beads, JSC Mars–1

has larger, more angular particles and a significant fraction of void-filling fines. However, the size

and frequency of these fines is small and is not sufficient to block a significant fraction of the available

pore space (Allen et al., 1997).

The measured porosity is 58 ± 2%, significantly larger than that determined for glass beads

(44 ± 2%). This is due to the highly angular nature of the JSC Mars–1 particles; the interlocking

jagged edges allow a more inflated structure to be stable against compaction. Thus, it is difficult to

make estimations of the maximum and minimum pore sizes in the material. Pores larger than the

largest particles would tend to form easily, but may just as often be filled with smaller material.

Unlike all other simulants, the JSC Mars–1 exhibits a pronounced decrease in raw diffusion

coefficients with thickness. This is opposite the expected trend which would arise from the effects

discussed in Section 3.4.2. It may be that the wide grain size distribution results in significant

packing effects which give rise to smaller true diffusivities for thicker samples. The measured diffusion

coefficient for JSC Mars–1 is 5.36 ± 0.72 cm2 s−1, slightly larger than the corrected value for glass

beads, yet still within the range of uncertainties. The obstruction factor, 0.21± 0.03, is larger than

the obstruction factor for glass beads, and the Fickian tortuosity τ = 2.6 ± 0.4 is slightly higher.

Higher tortuosity may be a consequence of the wider particle size distribution and angular particle

shapes which give rise to a more convoluted flow geometry.
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A significant difference between the JSC Mars–1 and both glass beads and borosilicate frits is

the amount of water retained during the course of an experiment. Approximately 10 g of water

(69 mg g−1) was retained at the end of an experiment with a 5 cm column of JSC Mars–1. Phyl-

losilicates, which could accommodate water in interlayer spaces, amount to less than 1% of the mass

of the sample. More significant are small particles of weathered ash minerals including palagonite,

glass, and nanophase ferric oxides which are abundant and contribute greatly to the specific surface

area. The larger fraction of small particles in this simulant than in either of the other two presents

a higher available surface capable of holding onto a larger amount of water.

3.5.5 1–3 micron dust

The mean particle size of the Arizona dust is 1.19 µm with a standard deviation of only 0.49 µm.

The dust easily forms weak mm to cm sized aggregates that may be broken up by sieving, although

they reform upon settling or mechanical agitation. Pore sizes in uncompacted samples emplaced

by mechanical pouring are therefore expected to be bimodal, with a peak at small sizes (∼2 µm)

occurring within the aggregates, and a second, broad peak for inter-aggregate pores at sizes much

larger than in any of the other simulants (∼1 mm) (Yu et al., 2003). Mechanical packing destroys

the aggregates and closes up the largest pores. The loose, aggregated material has a calculated

geometric porosity of 88±1%, while compressional packing results in a reduced porosity of 76±2%.

Data have not been taken at a sufficient spread of thicknesses to enable the calculation of a

correction term for the 1–3 µm dust; the raw diffusion coefficients are reported. A significant

difference is seen between loose and packed dust, the former being similar to the other simulants

studied. The diffusion coefficient for the loose dust is 2.81± 1.32 cm2 s−1; the error bars are within

the range of 50–80 µm beads and the glass frits. Packed dust exhibits a much lower diffusivity,

with a mean D of 0.38 ± 0.26 cm2 s−1. One of the 2-cm-thick experiments exhibited a diffusion

coefficient of 0.20 cm2 s−1 while another gave a calculated D of 1.4 cm2 s−1. The small number

of measurements on dust and the presence of outliers results in formal standard deviations in D

and τ which are large. Further measurements are needed to refine these results and reduce the

uncertainties (see Chapter 4).

A chamber pressure of 600 Pa places pores of micron size on the edge of the Knudsen regime,

r/λ1 = 0.17. The Knudsen obstruction factor may thus be defined with a quantityK0, which depends

on other factors in addition to φ and τ . Equations (2.11), (2.12), and (2.13) may be used to calculate

a value of τ for the dust particles. Using this method, and estimating r̄ = 2 µm, the loose dust has

τ = 5.0 ± 1.7, while the Fickian method (equation (2.3)) would give τ = 5.3 ± 2.0. This suggests

that the loose dust behaves more like a coarser porous medium and is predominantly in the Fickian

mode of diffusion. Packed dust, on the other hand, gives a tortuosity of 12.3±5.1 with the Knudsen-

appropriate equations, but τ = 23.5± 10.9 with equation (2.3). This estimate for τ depends on the
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accuracy of the relationship between τ and DK (equation (2.13)), and on the estimated average

pore size. The very large values of τ seen here suggest that more quantitative methods (employing,

for example, porosimetry measurements) are called for. While variable-pressure experiments were

not performed on packed-dust to confirm that Knudsen diffusion was operating, the low values of

diffusivity, differences between the two methods for calculating τ , and knowledge of particle size

suggest that this is the appropriate regime. The small diffusivities and high tortuosities support

the possibility that a thin layer of packed dust could dominate the diffusive resistance through a

medium which is more open overall.

The small particles of the Arizona dust retain water well. About half as much water as the JSC

Mars–1, around 34 mg g−1, was retained at the end of the experiments. The dust is nearly pure

silica and has no special mineralogical means of binding the water. The retained water is likely held

in place through capillary action and the large surface area of the dust and dust aggregates.

3.5.6 Summary

Table 3.2 presents a summary of the data for each type of simulant.

Mass fluxes for all samples are plotted versus sample thickness in Figure 3.9. All simulants show

decreasing flux at larger thicknesses. Experiments performed at 253 K, or experiments performed

with packed dust, fall below the trend of other experiments. Figure 3.10 shows these fluxes as a

function of temperature along with the evaporation rate curve for bare ice as given by Ingersoll

(1970) for a dry atmosphere. Figure 3.10 also shows additional data obtained in later experiments

than those described here; these will be discussed in Chapter 4.

Correction terms are applied as per Section 3.4.2 to experiments performed on glass beads at

263 K under CO2 and N2. The correction term determined for the glass frits is near zero and is

neglected. Corrections are not applied to samples with an insufficient spread of thicknesses such

as 1–3 µm dust and experiments on 50–80 µm glass beads at 253 K. A correction term is also not

obtained for JSC Mars–1, which is a special case in which it is believed compaction effects result in

different true diffusivities for different sample thickness.

Figure 3.11 displays the data for the simulants described in this chapter as a function of pressure;

data at both temperatures (∼260 K or ∼250 K) are included. The lines in this figure represent

extrapolated free-gas diffusion coefficients using the expression of Wallace and Sagan. The trend of

the variable pressure data (50–80 µm glass beads) follows this line with a constant obstruction factor

of ∼0.18. Diffusivities for all simulants measured at 600 Pa except for packed dust fall within the

range of 2.0–6.2 cm2 s−1. The range of the mean values for different sample types and temperatures

(but at 600 Pa only) is from 2.8 to 5.4 cm2 s−1. Packed 1–3 µm dust has values of D between

0.2–1.4 cm2 s−1, with a weighted mean value of 0.38 ± 0.26 cm2 s−1. The obstruction factor for

most simulants is between 0.09 and 0.23, while for packed dust it is 0.008–0.053. This suggests
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Figure 3.9: Flux versus sample thicknesses for each simulant as measured at 600 Pa and 263 K unless
otherwise noted. Errors in flux are smaller than the symbols. The fluxes fall along the same curve
for most experiments, notable exceptions being packed dust (asterisks) and 253 K experiments on
glass beads (triangles).

that particle size and packing density, through their effect on the obstruction parameters φ and τ ,

are more important than particle shape (compare glass beads to frits), composition (compare glass

simulants to JSC Mars–1), and size distribution (compare loose micron dust to other simulants).

When extrapolated to the Mars-appropriate temperature of 200 K, the diffusion coefficients

obtained for samples other than packed dust fall in the range of 1.9–4.8 cm2 s−1. Both this and the

260 K values are at the low end of the range of 0.4–13.6 cm2 s−1 given by Flasar and Goody (1976).

The tortuosity of the non-dust samples exhibits a range from 1.5 to 3.9. The tortuosity deter-

mined for high-pressure samples is closest to the true value, determinations made with equation (2.3)

being overestimates when the diffusion regime is in transition. For the loose dust, calculations of

τ with either equation (2.13) or equation (2.3) give similar results. Dust, whether loose or packed,

exhibits a higher porosity. Given the results of Clifford and Hillel (1986), who show that larger pore

spaces accommodate a majority of the flux, loose dust with large interstices between aggregates be-

haves as if it were in the Fickian regime with r/λ1 ≈ 100/12 = 8.3. A significant difference (∼ 200%)
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Figure 3.10: Flux versus ice temperature for each experiment; errors are smaller than the symbols.
The dot-dashed line is the theoretical curve for evaporation of free ice into a dry atmosphere (In-
gersoll , 1970). For a given sample, color trends from dark to light denotes decreasing resistance to
diffusion (e.g., lower thickness, dust content, or salt content). Arrows indicate trends within a single
sample type as a function of temperature. See Section 4.2.1 for mixture type definitions.

results between the two calculation methods for τ when applied to the packed dust sample. Packed

dust has only small pore spaces and its behavior is much closer to the Knudsen regime. Equa-

tion (2.13) may provide a more appropriate description in this case, though it still gives unusually

high values of tortuosity: τ = 12.1± 5.0.

3.6 Discussion

The experimental setup simulates a static environment in which temperatures and humidities do not

change significantly with time. A planetary subsurface is subjected to temperature and humidity

variations on a variety of timescales, from diurnal to obliquity scale, which can affect the transport

of water.
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3.6.1 Adsorption

Rapid fluctuations in temperature arising from diurnal insolation changes could affect diffusion rates

inasmuch as adsorption acts as a source or sink of water vapor. The non-equilibrium adsorption or

desorption of water can have a significant effect on the instantaneous vapor density, and therefore

on gradients in vapor density. Adsorption typically increases with partial pressure and therefore

inhibits diffusion compared with a non-adsorbing environment by attenuating local vapor density

gradients.

Adsorption results in a modification of the effective diffusion coefficient by a factor of (1 +

(1/φ)∂α/∂ρ1), where φ is the porosity, α is the density of the adsorbed phase, and ρ1 is the vapor

density ((Schorghofer and Aharonson, 2005) and references therein). When ∂α/∂ρ1 = 0, there is no

adsorption. When ∂α/∂ρ1 = ∞, there is complete adsorption of any additional water and D = 0.

The term ∂α/∂ρ1 for Mars temperatures is several orders of magnitude greater than unity according

to Zent and Quinn (1995) and Jakosky et al. (1997).
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This modification to the diffusion coefficient only applies when the system is out of equilibrium,

when the adsorptive layer is undersaturated with respect to the local temperature and pressure and

water adsorbs to the grain surfaces. If the temperature and local vapor density remain constant, the

quantity of adsorbed water does not change with time; i.e., no net exchange between the vapor and

the adsorbate. Hence, in an environment that is temporally isothermal and isobaric, the diffusion

remains unaffected by the adsorption after each local point in the regolith has reached an equilibrium

with the vapor. Thus, the static experimental setup only experiences adsorptive effects in the initial

moments of exposure of the ice to the soil, and they disappear by the time the thermal transients

have passed (see Section 3.5.1.4 for a discussion of experimental absorptive saturation timescales).

The maximum temperature fluctuation experienced by the sample after initial transients occurs

at its upper surface and will be no greater than the maximum air temperature fluctuations (±0.45 K).

With a specific surface area for glass beads between 0.015 and 0.03 m2 g−1, such a change corresponds

to a change in adsorbed mass of less than 1 µg cm−3 (using the empirical isotherm presented by

Zent and Quinn (1997) for the data of Fanale and Cannon (1971, 1974)). With these conditions the

influence of adsorption cycles in these experiment is negligible.

On Mars, the scenario where adsorption has the greatest affect on the diffusion of vapor will be

if adsorption proceeds from saturation to complete dessication and back over each cycle. The skin

depth of adsorption and desorption is less than the thermal skin depth (Jakosky , 1983)

Adsorption on Mars greatly affects vapor density gradients on diurnal timescales, but long-term

subsurface ice evolution depends on average gradients and adsorption has no accumulated effect

(Jakosky , 1985; Mellon and Jakosky , 1993; Schorghofer and Aharonson, 2005). Thus these static

experimental results are applicable to long-term near-surface ice evolution on Mars.

3.6.2 Temperature oscillations

The surface of Mars experiences large diurnal and seasonal temperature variations. The mean

diffusive flux from a buried ice layer can be calculated using mean annual vapor densities (Schorghofer

and Aharonson, 2005). The time-averaged density gradient in equation (2.2) is the same as the

gradient of the time-averaged density, because the time integral and the spatial gradient can be

interchanged. Neglecting the temperature dependence of the diffusion coefficient, one can then

express the diffusive flux as 〈J1〉 = −D〈∂ρ1/∂z〉 = −D∂〈ρ1〉∂z. Angle brackets indicate a time

average.

In the intervening layer between the ground ice and the atmosphere, frost and adsorbed water

may form periodically. Unless stable throughout the year, this water will be lost again at a different

time during the annual cycle and has no accumulated effect. In the long-term, it contributes nothing

to the net vapor flux.

The mean vapor density gradient is simply ∂〈ρ1〉/∂z ≈ ∆〈ρ1〉/∆z, where ∆ρ1 is the difference
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between the vapor density at the surface and at the subsurface ice, and ∆z is the spatial separation

between these two points. For all but the most rapid timescales, mean annual values of vapor density

control the evolution of subsurface ice. Since mean annual values govern the net transport, diffusion

coefficients obtained from static experiments are applicable to the time-varying conditions on Mars.

3.6.3 Ice table evolution

Investigation by Smoluchowski (1968) of conditions which would permit long (>10 Gyr) survival

times for buried ice was motivated by the assumption that Mars’ climate may have allowed ice

to be deposited at low latitudes very early in its history, but has remained essentially unchanged

from its current conditions for the past ∼3.5 Gyr. To obtain such survival times in a completely

dry atmosphere, his calculations assume extremely low porosities which lead to very low diffusion

coefficients.

The water content of Mars’ atmosphere is not zero; the current mean annual vapor pressure of

water at the surface is ∼0.13 Pascals (Farmer and Doms, 1979; Smith, 2002). This small but non-

zero quantity of atmospheric humidity introduces a frostpoint temperature of 198 K and thereby

establishes an ice table equilibrium depth. The ice table will move until the mean annual vapor

density above the ice is equal to the mean annual vapor density in the atmosphere and will thereafter

be stationary until either its temperature changes or the atmosphere becomes more or less humid.

The equilibrium position of the ice table is not determined by regolith diffusivity, but solely

by subsurface temperature and atmospheric water content. If ice is found (e.g., through neutron

spectroscopy, ground-penetrating radar, or trenching) to exist at a position away from the expected

depth of equilibrium with respect to the current climate, it is possible that some transport-limiting

process is slowing down the adjustment of the ice table.

Smoluchowski’s work was based on the additional assumption that Mars’ climate has been static

for most of its history. More recent investigations (Toon et al. (1980) and many others since) have

revealed that significant climatic variation occurs on more frequent timescales. Obliquity cycles of

125 kyr and 1.3 Myr and a longitude-of-perihelion precession with a 75 kyr period have dramatic

effects on ice stability through the climatic variables of subsurface temperature and atmospheric

water content (Fanale et al., 1986; Mellon and Jakosky , 1995; Zent and Quinn, 1995). Assuming

climate conditions on Mars were similar to their current state beyond several hundred thousand

years in the past is therefore unrealistic.

The vapor transfer between the atmosphere and an ice-rich layer buried by a thickness, L, of

porous medium is J = D∆〈ρ1〉/L. The rate at which the ice table evolves toward its equilibrium

depth in response to a change in climate depends, therefore, on the value of D, and also on the

vapor density difference between the saturated vapor above the ice and the atmosphere ∆ρ1, and

the thickness of ice added or removed Z (positive downward). These terms are related by the
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expression:

−dZ
dt

= −D∆ρ1

ρice

1
Z(t)

(3.8)

where ρice is the density of bulk ice. For a dry regolith of thickness L overlying pure ice, the loss of

an ice layer of thickness, Z, in time, t, is given by

Z(t) =
D∆ρ1

ρiceL
t. (3.9)

Assuming that subsurface ice can be recharged during more favorable times, a conservative esti-

mate for the maximum lifetime of a buried ice layer during a period of desiccating climate may be

calculated by equation (3.9).

As an example, a 3% change in diffusivity at constant temperature would change the ice lost in

one year by 3%. While diffusivity is a first-order control on the rate of subsurface ice evolution, its

importance is dwarfed by the effects of subsurface ice temperature, particularly near the frostpoint.

If the ice is near the frostpoint, a change by 5 degrees (less than 3%), from 200 to 205 K for example,

will cause a 700% change in ∆ρ1. At higher temperature, a change of slightly less than 2%, from

260 to 265 K, will only change ∆ρ1 by 64%, but the absolute magnitude of the change will be much

greater. In terms of ice loss, the former case means the difference between 3.6 and 24 millimeters of

ice per year (a factor of ∼7), while the latter is the difference between 34 and 22 meters of ice per

year (∼50%).

Consider the evolution of a layer of near-surface ice for ∼38 kyr. This is one half-period of the

shortest orbital climate variation (longitude-of-perihelion precession) and could represent the longest

time during which the climate is in a single mode (e.g., ice-loss) for some location on Mars. The

depth of burial which would allow one meter of pure ice to retreat in this time by the method of

equation (3.9) is presented in Figure 3.12 as a function of ice temperature.

If the ice fills interconnected pore spaces of a structural regolith matrix with low porosity φ, the

removal of ice leaves behind a lag which increases in thickness. For a growing lag, L becomes Z(t)

in (3.8) which makes t quadratic in Z. After integration,

Z(t) =
[

2D∆ρ1

ρice
t+ Z2(0)

] 1
2

. (3.10)

The effect of the value of the diffusion coefficient on ice retreat depth versus time is shown in

Figure 3.13 for ice at 200 K in a dry atmosphere for both “constant thickness” and “lag-forming”

cases.

Relatively large diffusion coefficients of around 3 cm2 s−1 allow ice to respond quickly to a climate

change. Within one half-period of the 75 kyr climate cycle, a pure ice table buried by one meter of

dry regolith could retreat to a depth of 19 cm. A pore-filling ice table initially retreats at about the
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Figure 3.12: Regolith overlayer thickness required to allow one meter of ice retreat in ∼38 kyr
(one-half of the 75 kyr climate cycle). The diffusion coefficients used are those extrapolated to
200 K via D ∝ T 3/2 for glass beads and D ∝ T 1/2 for packed dust, as appropriate for Fickian and
Knudsen extrapolations, respectively. The values are in Table 3.2. The solid line represents zero
atmospheric vapor density. The broken lines assume a present-day atmospheric vapor pressure of
0.13 Pa. With non-zero atmospheric humidity, ice is stable below the frostpoint and the overlayer
thickness asymptotically approaches zero at this temperature (here, 198 K).

same rate because the area of ice exposed is reduced by the same factor φ as the volume density of

ice, and would reach 60 cm in the same amount of time. A diffusion coefficient of 0.3 cm2 s−1 causes

the ice to respond more slowly and less than 1.9 cm of retreat is possible for a pure ice case in the

same time. Warmer ice responds much more quickly: at 240 K, pure ice covered by one meter of

regolith with D = 0.3 cm2 s−1 would retreat by more than 700 cm in 38 kyr.

For the range of diffusivities measured in these experiments, the depth over which ice can respond

to ∼100 kyr climate cycles is less than approximately one meter. This is similar to the difference in

ice table equilibrium depths determined for a range of obliquities in the model of Mellon and Jakosky

(1995). Whether or not present-day subsurface ice has responded to recent climate variations and is

at its equilibrium depth with respect to the current climate will depend both on the ice temperature,

the diffusivity of the overlying regolith, and whether the ice is a pore-filling substance or is a solid
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Figure 3.13: Retreat depth versus time for two values of the diffusion coefficient in a moist atmo-
sphere. Solid lines show cases for pure ice under a regolith one meter thick. Dashed lines show
lag-forming cases with an initial barrier of 1 mm. Values of D used are 3.0 cm2 s−1 for the left lines,
and 0.3 cm2 s−1 for the right lines. Tice = 200 K. Vertical dotted lines are, from left to right, the
frequencies of 75, 125, and 1300 kyr climate cycles.

slab of pure ice.

For cases with very high ice filled porosity, e.g., polar layered deposits where the material is likely

to be only a few percent dust, a lower porosity lag will still form as the ice sublimates.

This simple model is limited by the assumption of isothermal ice in equations (3.9) and (3.10)

and Figure 3.13. As the ice front moves, its mean annual temperature will adjust to that specified by

the soil thermal properties and the insolation at the surface. Soil thermal properties are very likely

to be correlated with mass-transport diffusivity. Low density materials with a small amount of inter-

connectivity between individual grains (such as dust) are likely to have low thermal conductivities

and hence low thermal inertias.
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3.6.4 Diffusion in Mars surface processes

The degree to which the ice beneath a given regolith will be able to respond to variations of a partic-

ular frequency will depend on the value of the diffusion coefficient, lower values of D corresponding

to a more sluggish response. Evidence for near-surface ice from Mars Odyssey (Boynton et al., 2002;

Feldman et al., 2004b) is consistent with climate model predictions which imply that the present-

day Mars ice tables are at or near their equilibrium positions with respect to the present climate

(Mellon and Jakosky , 1993; Mellon et al., 2004; Schorghofer and Aharonson, 2005). This suggests

rapid communication between the subsurface ice and the atmosphere. Schorghofer and Aharonson

(2005) estimate that a diffusivity of at least 1 cm2 s−1 is required to achieve the observed balance

between atmospheric water vapor and ground ice distribution within a single obliquity cycle. On

timescales of years or decades, the coupling of atmospheric water circulation with the regolith will

be strongest in soils with rapid diffusion. An upper limit on realistic soil diffusivities will set the

maximum adjustment rate of subsurface ice to climate fluctuations.

Likewise, the lowest realistic soil diffusivity sets the minimum adjustment rate of subsurface ice

to climate fluctuations. With D = 1 cm2 s−1 at 200 K and in a dry atmosphere, ice in the top

meter can be sustained for at most 80 kyr. This result is obtained by inverting equation (3.10) for

the time t it takes to retreat to depth Z, t = (Z− Z0)2ρice/(2D∆ρ1) ≤ Z2ρice/(2D∆ρ1).

The subsurface temperature cannot be expected to stay constant for longer than a few tens of

thousands of years because of orbital variations in insolation. Variations on these longer timescales

will be able to affect ice beneath porous regoliths with lower values of D. Additionally, during times

of high atmospheric humidity the mean gradient in vapor density at particular latitudes may either

vanish, resulting in stable subsurface ice, or reverse, resulting in ice accumulation.

Significant variability in the diffusive properties of the Martian regolith at different locations and

depths is expected. The range of pore sizes and values of D given by the investigators mentioned in

Section 1.2.2 reflects this uncertainty. In the absence of any global-scale data on regolith porosities or

other quantities that would enable the calculation of D, most existing models incorporate spatially

homogeneous diffusion coefficients.

These results are important in light of the frequent use of diffusivity of regoliths as inputs to

models. Long-term models of the Mars water cycle will be affected by the distribution and extent of

lower-diffusivity regoliths which act as sluggish sinks or sources of atmospheric water. In their work

considering the recent history of the northern polar layered deposits, Levrard et al. (2005) present as

a possibility the “common presumption” than dust-containing polar water ice could form a thick lag

deposit upon sublimation which would protect deeper ice. They introduce a factor f which reduces

the flux when covered by a growing lag. This factor is directly related to the obstruction factor φ/τ ;

values of φ/τ determined through these experiments can inform estimations of the factor f .

Skorov et al. (2001) claim that pore radii in Mars regoliths are between 0.1 and 10 microns
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and therefore Knudsen conditions obtain. In the same sentence, however, they say that sand- and

granule- sized “clodlets” are present. The experiments in this chapter with uncompacted dusts

suggest that the presence of such clodlets (in particular, the void spaces between them) would

enhance the proportion of Fickian diffusion.

In papers considering conditions which could give rise to transient liquid water on present-day

Mars, Hecht (2002), Clow (1987), and Farmer (1976) point out that the presence of a snow or dust

cover can significantly suppress evaporative cooling. This circumvents the limitation identified by

Ingersoll (1970) that evaporative cooling exceeds the solar constant already at temperatures below

melting. The reduced heat loss allows ice in favorable environments to reach the melting point. The

possibility of transient liquid applies both to the formation of geomorphic features such as crater-

wall gullies and sub-glacial drainage networks, and also to problems of water availability for possible

Martian organisms.

Other investigators invoke low values of diffusivity as well. Murray et al. (2005) suggest that a

near-surface barrier with a low diffusion coefficient could explain geomorphic features in Cerberus

Fossae as persistent equatorial ice rafts that have remained since the last eruption of water from

Cerberus. Head et al. (2005) invoke low diffusion coefficients to explain the possible existence of

tropical glaciers on Mars. Appropriately for greater depths where porosity may be greatly reduced,

Krasnopolsky et al. (2004) and Weiss et al. (2000) assume a small pore size of order microns when

considering the diffusion of methane and other gases.

The experimental findings presented here show relatively high values of D for a range of uncon-

solidated regolith types. Lower values, such as would be required by the arguments of some of the

investigations above, only appear in mechanically modified soils.

3.6.5 Mars regolith properties

The combined results of the experimental investigations and the calculations presented in this section

are applicable to Mars only insofar as reasonable estimates of true regolith properties can be made.

Dunes and other aeolian landforms indicate the widespread presence of particulate matter with sand-

sized grains. Atmospheric scattering effects and observations by surface landers verify the global

presence of very fine dust.

The Mars Exploration Rovers (MER) both see soils composed of rounded grains with a maximum

size of 100 µm. Grain sizes extend down to the limit of resolution of the Microscopic Imager, but

the size distribution down to micron-size dust is not known. The soil compositions are remarkably

uniform across the five landing sites of Viking, Pathfinder, and MER, having more in common with

each other than the analyzed rocks at those sites (Yen et al., 2005). Since aeolian processes are

efficient at sorting grain sizes, it is possible that areas exist on Mars where the regolith is composed

of windblown sand particles of nearly homogeneous size. Other areas may be dust laden and better
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represented by micron or sub-micron sized dust.

Putzig et al. (2005) have used Thermal Emission Spectrometer (TES) observations of Martian

surface thermal properties to estimate global thermal inertia at 3 km resolution. Along with earlier

work by Kieffer et al. (1973) and Christensen (1986), these observations show that Mars’ surface

has large regions with a significant fraction of unconsolidated dust (≤ 40 µm). Such materials are

characterized by low thermal inertias, while both sand-sized particles and indurated fines can give

intermediate values between loose dust and solid rocks. At 600 Pa, dust particles with diameters

≤ 2 µm will exhibit primarily Knudsen diffusion if the pore sizes are comparable to the grain size.

The results presented here suggest that this condition only obtains when the dust has been packed

by some mechanism. Regardless of how the dust is compacted, its thermal inertia will be higher than

loose air-fall dust. Moderate thermal inertia regions indicative of a high proportion of sand-sized

particles (approximated by the 50–80 µm beads) would fall in the transition region between Fickian

and Knudsen diffusion.

In their theoretical investigation of the effects of pore size distribution on subsurface ice survival,

Clifford and Hillel (1983) calculated flux distributions through 12 model pore size distributions.

Their results showed that in all cases of non-uniform pore size, the largest pores always accounted

for the highest percentage of total flux. They thus concluded that the geometric factor which most

significantly influences ground ice loss rates (other parameters like temperature and humidity being

equal) is the porosity characterized by the larger (≥ 1 µm in their simulants) pores. Real soils

almost always have polydisperse grain sizes, and it is likely that aggregation operates on Mars

as least as efficiently as it does on the Moon. If a soil has more than a few percent of its pore

space accommodated by statistically larger pores, the diffusion will be dominated by these more

open pathways. Despite the presence of small pore spaces, the whole soil could have a diffusivity

comparable to a monodisperse soil with an average pores size equal to its largest pores to within

about 10–15% (Clifford and Hillel , 1983).

3.6.6 Obtaining low diffusivity on Mars

The experiments described in this chapter indicate that, for a variety of simulants with a range of

particle sizes, shapes, and pore-space geometries, diffusivities under Martian surface conditions will

be on the order of 2.8–5.4 cm2 s−1, the obstruction factor being between 0.09–0.21. Mechanically

packing well-sorted large grains does not significantly reduce the diffusivity, and neither gravitational

nor near-surface compressive packing will result in a substantial change in pore geometry. Evidence

of dust deposition at lander sites and low thermal inertia values observed from orbit suggest a range

of physical properties consistent with most shallow Martian sediments being porous and allowing

significant diffusion of vapor (Jakosky , 1983). The values of D given above are significantly higher

than those invoked by some papers referenced in Section 3.6.4.
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The shape of dust can affect its diffusive properties. Micron-size particles are not easily abraded

and often exhibit angular forms whose irregular edges easily interlock and prevent more efficient

packing arrangements. Even perfectly spherical particles may agglomerate because of electrostatic

forces or by cohesion due to adsorption of water. Whether deposited as individual grains or as

millimeter to sub-millimeter scale aggregates, the structure of air-fall dust deposits is likely to be

much more open than the physical packing limit, and the obstruction factor may be near the value

of 0.18 observed for loose dust samples.

The simple idea of having wind-blown dust of the smallest particle sizes settle into the pore spaces

of coarser exposed surface material, thereby blocking the escape of water vapor molecules, may not

in fact produce the expected small effective diffusion coefficient. The results obtained here suggest

that, in the absence of mechanical packing, the diffusion coefficient of the micron-sized particles is

not very different from that of the larger particles.

A few purely mechanical process could operate on Mars and provide the packing force required

to produce a significant reduction in the observed D (as was necessary for the laboratory measure-

ments). Processes which result in systematically closer packing of the very fine particles, such as

sedimentation or cementation, to produce a less porous layer (or the in-filling of the larger voids)

could plausibly produce more resistive vapor transport barriers than simple wind-blown redistribu-

tion of the dust.

Examples of processes which will produce low diffusivity barriers with micron-size dust are:

Caliche or duricrust: Indurated soils, often described as “duricrust”, have been observed at

Viking, Pathfinder, and MER landing sites. No conclusive observations of the chemistry of

these crusts yet exist, but it is likely that cementation by mobile salts plays a role in their for-

mation. Additionally, subsurface salts deposits have been observed at the MER landing sites

(Cabrol et al., 2006; Yen et al., 2007; Wang et al., 2007) and salt is known to be an impor-

tant component of the martian regolith (Clark and van Hart , 1981; Vaniman et al., 2004; Yen

et al., 2005). Under certain conditions these could form subsurface cemented layers, similar to

terrestrial caliche, which could impede the flow of water vapor.

Settling in liquid water: Water can deflocculate dust aggregates, mitigate electrostatic repulsion,

and lubricate the sliding of angular particles, all of which permit higher packing densities. In

their paper where they consider Knudsen diffusion on Mars through mixtures of small (≤10 µm)

particles, Clifford and Hillel (1983) model their distributions after natural samples which have

been sedimented in fluid and then dried. The MER rover Opportunity has discovered evidence

for shallow standing water on Mars’ surface at some point in the past (Squyres et al., 2004a).

Whether any dense layers of small particles formed at such times could have survived unbroken

to the present is unknown, but seems unlikely. Additionally, dense layers formed in standing
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water have a tendency to crack upon subaerial drying, as observed on playas in terrestrial

deserts and mud flats.

Physical packing: This process, requiring a significant downward force, is unlikely to act over

broad areas unless large-scale burial of a region compacts previously emplaced dust. This

mechanism may operate in the formation and subsequent burial by fresh ice of polar layers.

Exhumation processes may destroy whatever cohesive layers were formed, although still-buried

dense layers of dust are possible. Additionally, mixtures of polydisperse grains which have less

than a critical dust content (i.e. the quantity of fine dust required to fill the larger pore spaces)

will not pack more tightly than is allowed by the larger grains under the moderate pressures

experienced in the upper few meters of a regolith column.

There are few investigations into the porous geometry of martian air-fall dust in the literature.

Moore (1987) discusses the density and probable particle size composing “drift material” at Viking

lander sites. A number of criteria suggest that the drift material examined by Moore is from 0.1–

10 µm in size. The observed density of 1.0–1.3 g cm−3 would, for basaltic material, correspond to

a porosity of 44–66%. Such low porosities cannot be attained with the micron-sized dust used in

these experiments without dispersal in water. The drift material may have been subject to some

porosity-reducing surface process.

Further studies are needed on the processes of dust deposition under Mars surface conditions so

that pore size distributions for dust can be estimated for a wide range of particle sizes and shapes.

Based on the current understanding of Mars soils and these laboratory observations, it seems difficult

to produce low diffusivity barriers, except perhaps by the action of liquid water, chemical deposition,

or both.

Investigations on Mars processes that invoke low diffusivity materials should address the forma-

tion mechanism of such barriers. Porous media with moderate diffusivities (∼2–5 cm2 s−1) are easily

formed from a variety of regolith materials, but lower diffusivities are difficult to obtain even in the

presence of micron-sized dust.

3.6.7 Conclusions

These experiments have measured diffusion coefficients in several regolith simulants under conditions

of sublimation and at pressures appropriate to the surface of Mars. The experimental setup used

mimics the geometry and environment of martian subsurface ice overlain by a porous material.

Diffusion coefficients are obtained from mass loss, ice temperature, humidity, and sample thickness;

simulant porosity and chamber pressure are also measured. The vapor transport theory of Chapter 2

is applicable not only to the experimental setup, but also to variable pressure and temperature

environments as exist on Mars.
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Previous considerations of diffusive processes on Mars have been primarily based on the kinetic

theory of gases in porous media or on experiments at conditions significantly different from those on

the martian surface. These studies suggest a wide range of possible values of the diffusion coefficient,

from a high of 13.6 cm2 s−1 to a low of 0.4 cm2 s−1 for unconsolidated near-surface regoliths, with

values on the order of 10−3 cm2 s−1 for extremely low porosity materials.

Experiments with glass beads in the 50–80 µm size range are a proxy for aeolian sediments on

Mars. Measured at a pressure of 600 Pa, the diffusivity is determined to be D = 4.49±0.69 cm2 s−1.

The obstruction factor is determined to be 0.17± 0.03 and measured porosity is 44± 2%.

Data taken over a range of pressures and thicknesses provide a Fickian and a Knudsen diffusion

coefficient for 50–80 µm glass beads. The pressure-dependent Fickian diffusivity is (600 Pa/p0) ×
6.5 cm2 s−1 and the Knudsen diffusivity is 9.8 cm2 s−1. The crossover pressure where dominance

changes between one regime and the other is found to be about 398 Pa. This is consistent with the

definition of the transition region as given by the ratio of mean pore size to mean free path (r/λ1).

The pressure-independent tortuosity in the Fick regime 1.7±0.6, a value significantly smaller than the

value of τ = 5 given by Smoluchowski (and quoted by some subsequent investigators) for porosities

around 50%.

The highest experimentally measured diffusivity is 7.2 cm2 s−1 for a thin sample of JSC Mars–1,

which exhibits an obstruction factor of 0.27 ± 0.03. A number of other simulants (porous fritted

disks and loose 1–3 µm dust) have diffusivities similar to the glass beads. The range covered

by these simulants is 2.8–5.4 cm2 s−1 (see Table 3.2). The only observation of a significantly

reduced diffusivity is with mechanically packed 1–3 µm dust which exhibits an average D of 0.38±
0.26 cm2 s−1. Diffusion coefficients are slightly reduced when extrapolated to 200 K using either

the Fickian (T 3/2) and Knudsen (T 1/2) temperature dependencies (also in Table 3.2).

The variation of D among experiments with the same simulant is 8 to 16% for non-dust samples.

Gravity, adsorption, and other forms of diffusion have been shown to play no significant role in the

experiments.

While the vapor density over ice as a function of temperature is a very strong determiner of the

equilibrium position and evolution rate of subsurface ice, the diffusivity of the overlying regolith is

also a first-order control on the rate of subsurface ice migration. In extreme cases, low diffusivity

barriers could act to protect buried ice from being lost during periods of dry climate as suggested

by Smoluchowski (1968).

There are few purely mechanical process on Mars which could produce a significant reduction in

porosity for micron-sized air-fall dust, thereby obtaining a diffusivity similar to Smoluchowski’s low

values. Invoking significant reduction of D requires an explanation of which processes lead to the

formation of the low diffusivity barrier and how those processes fit in context with other observations.

There are a number of processes which may give rise to such barriers. The efficacy of such processes
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and their prevalence on past and present-day Mars warrant further study. In Chapter 4, the efficacy

of particle-size mixtures, salt-cemented sediments, and dusts to act as barriers to vapor diffusion are

explored.



68

Chapter 4

Diffusion Barriers

4.1 Chapter Summary

The focus of the experiments described in this chapter is to address the effects on vapor transport

of various physical barriers which are more complex than homogeneous porous media. The diffusion

coefficient of water vapor is measured at conditions appropriate to the surface of Mars for a variety

of particle size mixtures and soil compositions. The work of Hudson et al. (2007) (Chapter 3) on

the diffusivity, D, of dusts (i.e., particles with mean sizes < 10 µm) is extended. Mixtures of two

dusts types with larger particles (50–80 µm glass beads) are studied and the effect of varying dust

content on D is discussed. Chemically cemented duricrusts are simulated with magnesium sulfate

encrusted glass beads, and a range of salt contents are examined.

The environmental chamber and instrumental setup are identical to that described in Hudson

et al. (2007) and Section 3.2 in all but two respects. (1) The freezer temperature was reduced to

give ambient chamber temperatures of ∼250 K rather than ∼263 K. (2) Pressure is now maintained

more accurately with active PID control of an STEC-4400 mass flow controller via an USB-1408FS

datalogger from Measurement Computing Corporation. A schematic of the experimental setup is in

Figure 3.1. As before, data for calculating diffusion coefficients are taken from the stable interval

following the decay of initial transients.

Most unconsolidated mixtures were not actively compressed, but may be subject to self-compress-

ion. In most cases, the sample surfaces remain within 1 mm of the caddy top despite sublimation

of the ice on which they rest. Some samples with very high dust fractions exhibit some settling

as the container is moved from the preparation station to the vacuum chamber. This amounts to

about 12% of the 5 cm sample depth, at most. The reduced thickness is measured and included in

subsequent calculations; additional material is not added.

It is found that the value of the diffusion coefficient can be reduced by up to a factor of 10 for

heavily salt-encrusted soils, with the minimum observed D being 0.4 ± 0.04 cm2 s−1. Moderate

amounts of salt only produce minor reductions in D. Mechanical packing of pure dusts can lower D
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by a similar amount, while mixtures including a portion of sand-sized particles produce at most a

factor of ∼4 reduction.

This work indicates that present-day processes of aeolian redistribution, moderate levels of salt

encrustation, and volatile loss from dirty ice would be inefficient at producing soil deposits and

lags on Mars that pose significant barriers to diffusion. Therefore, subsurface ice deposits that are

thermally unstable would not be protected against sublimative loss by such materials.

4.2 Materials

A variety of materials have been used to explore the effects of particle size distribution and salt crust

formation on diffusion coefficients in simulated Mars soils. Properties of glass beads, crushed JSC

Mars-1 dust, and 1–3 micron dust are described in Section 3.3. Figure 3.4 shows optical micrographs

of the simulants at the same scale. Further description of preparation methods used for mixtures

and salt crusts are presented here. Prior to use, all samples are dried in an oven at 383 K and then

stored in air-tight containers.

Geometric porosities of the separate materials were determined by weighing a known volume of

bulk sample to determine a bulk density, ρbulk, and ratioing this against the known specific gravity

of the individual particles (φ = 1− ρbulk/ρtrue). The results are given in Table 3.1.

4.2.1 Mixtures

Throughout this work, “Mixture Type 1” will refer to mixtures of crushed JSC Mars-1 material

and 50–80 µm glass beads. “Mixture Type 2” will refer to mixtures of 1–3 µm silica dust and glass

beads.

To study the effect of bimodal particle distributions, particularly the effect of included dust in a

deposit of sand-sized particles, six mixtures (A through F) of silica-glass beads (nominal diameter

50–80 µm) and either crushed JSC Mars-1 or 1–3 µm dust were prepared. The mixtures, both in

terms of mass fraction of fines (Xf = Mf/(Mf + Mc) and mass ratio of fines to coarse material

(Mf/Mc) are shown in Table 4.1. Volume fraction of dust is an indeterminate quantity since φ and

ρbulk for the fine materials can vary over a large range depending on the degree of compaction in

the mixture; it is therefore not used to describe the mixtures.

The porosity of the mixtures may be estimated by first calculating the fraction of the volume

occupied by each component. Given a measurement of total mixture volume VT and mixture mass

MT , the volume fraction of each are vf = (Mf/VT )(1/ρf,true), and vc = (Mc/VT )(1/ρc,true), where

Mf and Mc are the masses of the fine and coarse components as calculated from Mf = XfMT and

Mc = (1 − Xf )MT . The free volume is then the sum of these volume fractions subtracted from
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A B C D E F
Mixture Type 1
Xf (%) 43.1 27.4 15.9 11.4 7.06 3.29
Mf/Mc(%) 75.6 37.8 18.9 12.9 7.56 3.40
ρmix, (g cm−3) 2.72 2.63 2.58 2.55 2.53 2.52

Mixture Type 2
Xf (%) 39.8 24.9 14.2 10.1 6.19 2.82
Mf/Mc(%) 66.0 33.1 16.6 11.2 6.60 2.90
ρmix, (g cm−3) 2.56 2.54 2.52 2.51 2.51 2.50

Table 4.1: Porosities of mixtures with glass beads

unity:

φmix = 1− MT

VT

[
Xf

ρf,true
+

(1−Xf )
ρc,true

]
. (4.1)

Here, ρmix is determined as proxy for the true density of the mixture if it were composed of a

homogeneous granular component, thus: ρ−1
mix = Xf/ρf,true + (1−Xf )/ρc,true. These values are also

given in Table 4.1. Individual porosities are determined for each simulant and are tabulated in the

auxiliary material.

The amount of dust included in a mixture may, in addition to its mass fraction of the total, be

thought of in terms of the proportion of pore spaces in the dust-free coarse sample which are filled.

An attempt to produce a range of mixtures from dust-free up to the “critical mixture”, where all

pore spaces are filled, guided initial choices of dust mass fractions. The critical mixture concept is

in fact a less useful definition in practice since the coarse component, in all but the most dust-free

mixtures, will be pushed apart by intervening dust particles. Additionally, the dust within the pores

may undergo some degree of compaction due to the weight of the overlying material. This effect will

be enhanced if coarser (and therefore denser) material is included, as in a mixture. Thus the value

for the bulk density of the fines (needed to calculate the critical mixture) may cover a significant

range, even within a single sample.

Smooth variation of measured diffusion coefficient is expected as the mass fraction of dust is

increased from pure glass beads to pure dust. These experiments exhibit that diffusion through

pure unpacked dust can be several cm2 s−1 higher than the value found for glass beads, while

for mechanically compacted dust it can be much lower. As stated above, the weight of the dense

glass beads should act, at small dust fractions, to compress the dust toward a packed configuration.

Mechanical compaction is not applied to these samples.

4.2.2 Salt crusts

Magnesium sulfate was chosen to study the behavior of salt crusts as barrier-forming phenomena due

to its availability, crystallization to a well-known phase (epsomite: MgSO4·7H2O) under ambient

conditions, and the known existence of sulfate salts on Mars (Clark and van Hart , 1981; Vaniman
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et al., 2004; Yen et al., 2005).

Distilled water is saturated with 250 g of anhydrous MgSO4 per liter and then mixed with a

given mass of 50–80 µm glass beads and excess distilled water to produce a slurry of dissolved salt

and beads. A mold consisting of a plastic ring and support wires (see Figure 4.1a), is attached to a

plastic base with water-resistant grease. The walls and base of this mold are coated with a thin layer

of WD-40 lubricant to facilitate removal of the dried crust. Once poured into the mold, the slurry

and mold were agitated to remove any trapped air and produce a flat upper surface; any excess was

scraped off. Slurries were allowed to evaporatively dry in ambient lab conditions for approximately

6 hours. Internal cohesiveness then allowed them to be removed from the flat mold base and placed

on a coarse wire mesh in a forced draft, thereby continuing to dry from both surfaces of the crust.

After approximately 24 hours, when the crusts were completely dry, they were placed in a desiccator

and moved into the freezer to thermally equilibrate with the environment prior to the start of an

experiment.

Slurries were prepared with 0.5, 1.0, 2.5, 5.0, 7.5, and 10.0 wt% MgSO4 (MW= 120.37 g mol−1).

When allowed to crystallize at ambient conditions, epsomite is produced (MW=246.37 g mol−1)

giving salt contents of 1.0, 2.0, 4.9, 9.7, 14.2, and 18.4% by weight epsomite.

To perform diffusion measurements, the 1 cm salt crusts are placed over an ice-filled 1 cm caddy

and secured in place with water-resistant vacuum grease. Following an experiment, the ice surface

is examined to determine if there were any leaks between the ice and salt caddies. The low-pressure,

low-temperature environment gives rise to distinct ice surface morphologies if the vapor escapes in a

rapid or asymmetric way. If any evidence for a leak is observed, the data and sample are discarded.

X-ray powder diffraction was performed on the sample crusts before and after exposure to ex-

perimental conditions. Most of the x-ray spectrum indicated the presence of an amorphous phase,

i.e., the glass beads. The peaks that did occur in the spectrum matched the intensity and location

expected for epsomite. Samples of crust which incorporated greater proportions of material from

the interior of the crust exhibited weaker peaks, indicating that the salt concentration decreased

toward the caddy center. To examine the surface crusts more closely, the top and bottom surfaces

of the crust were scraped following an experiment. The bottom surface of the crust (i.e., the surface

adjacent to the ice during the experiment) showed the same strong set of epsomite peaks as before

exposure to experimental conditions. The upper surface scrapings (i.e., from the surface exposed to

the dry chamber atmosphere) exhibited a complete change of spectrum and revealed only the pres-

ence of hexahydrite, indicating a loss of the loosely bound seventh water molecule under desiccating

low-pressure, low-temperature conditions. It is unknown how deeply into the sample this conversion

penetrates.

For a 1-cm-thick crust of an initial composition of 14.2 wt% epsomite, the total amount of

epsomite present is approximately 8.2 g. If it is assumed that one half of the crust converted
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Figure 4.1: a) Empty salt crust caddy (1 cm depth) showing support wires. b) A cross section of
a crust grown without wires. c)–e) SEM images of a 14.2 wt% epsomite salt crust after exposure
to experimental conditions: c) Interior of crust: view of a cluster of beads held together by salt,
beads much smaller than 50–80 µm are present in a significant number and frequently fill pore
spaces between larger beads. d) Interior of crust: section of crust showing salt features filling void
spaces between larger grains. Dehydration to hexahydrite is the presumed cause of the fracturing.
e) Surface of crust: the left side of the image is dominated by an efflorescent crust of hexahydrite
which embeds some beads (arrows) but is predominantly pure salt.
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completely to hexahydrite, the mass of water lost would be 0.3 g. This is less that 4% of the total

amount of mass lost through ice sublimation and contributes a negligible error to the measured flux.

The reconstructive transformation which takes place between epsomite and hexahydrite results

in the destruction of large crystals in favor of much smaller crystallites. This micro-fracturing

could increase the available vapor transport volume. The timescale of this transformation under

these experimental conditions is not constrained, but linear mass loss rates are observed after initial

transients, suggesting a diffusion coefficient which is largely constant in time. This implies two

possibilities. First, transformation maybe rapid, occurring in the initial few hours of exposure to

vacuum, and thus the diffusion coefficient measured is that of glass beads encrusted with fractured,

dehydrated salts. The other possibility is that the transformation is gradual, occurring throughout

the experimental duration, but has an effect on the diffusivity which is small compared to that

arising from the overall salt content.

4.3 Analysis

4.3.1 Corrected diffusion coefficients

Unconsolidated samples rest directly on the ice while crusts have a discernible gap between the ice

surface and the bottom of the sample. The vapor density difference across the sample is derived

from measurements made at the ice surface and the position of the hygrometer. These may be

different from the true lower and upper boundaries of the porous medium. By assuming that all

fluxes are proportional to the density gradient across any given layer (whether free-gas or porous

medium), and applying the conservation of mass requirement that all fluxes be equal in the absence

of ice deposition or loss, a correction term is established which accounts for diffusion through the

simulant-free portions of the column. The derivation of this correction is detailed in Section 3.4.2

and Hudson et al. (2007).

The necessary measurements of uncorrected diffusion coefficients at several sample thicknesses

were done for 50–80 µm glass beads in the 250 K environment. The correction term was found to

be at most 0.06 cm, or a 6% correction for a 1 cm thick sample. The shift in calculated diffusion

coefficient is much less than the experimental error, even for the thinnest samples. For this reason,

uncorrected measurements for salt crusts, though conducted on samples ∼1 cm thick, are accurate

within the systematic errors. Mixtures were tested with sample columns 5 cm thick, a thickness

which has a minimal correction contribution even at the warmer temperatures of Hudson et al.

(2007).
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Figure 4.2: Normalized pore size distribution functions for four samples analyzed with mercury
porosimetry

4.3.2 Pore structure

The porosity of the glass beads was determined with the basic method given in Section 3.3, while

for mixtures it was estimated using equation (4.1). However, this latter method ignores the dust

which may not only fill the interstices of the host sand but may also settle between the sand grains

during agitation, thus pushing them apart and increasing the ‘unfilled’ volume. Salt crusts are even

less amenable to simple interrogations or estimates of pore volume due to the unknown distribution

of epsomite and sand grains following crystallization. Nevertheless, it is possible to determine the

obstruction factor, the ratio of porosity to tortuosity, once the diffusion coefficient has been measured.

Four simulants were sent to Porous Materials, Inc. for analysis by mercury porosimetry. This

technique reports pore size distributions, median pore diameter, pore volume and surface area. The

simulants chosen for this analysis were pure 50–80 µm glass beads, pure crushed JSC Mars-1 dust,

and the two most dust-rich varieties of Mixture Type 1 and Mixture Type 2 (Varieties “A” in

Table 4.1). The pore-size distributions for these four materials are plotted in Figure 4.2.

Figure 4.2 reveals that the pore size for the 50–80 micron glass beads peaks sharply at ∼20–
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25 microns. All distributions show significant tails at very small pore diameters, i.e., 10 nanometers

or less. These are likely to represent surface roughness, cracks, and other defects within individ-

ual grains in addition to very small passages between grains. While these passages do contribute

marginally to the diffusible volume if interconnected, and to the tortuosity if blind, their contribu-

tion to the total flux will be negligible. As shown in Clifford and Hillel (1983), where pore sizes

down to 1 nm are considered, pore distributions containing even a few percent porosity in larger

(i.e., micron-sized) pores experience most of their diffusive flux through these large spaces.

Examining the individual distributions reveals some interesting features. In crushed JSC Mars-1,

the peak pore size, which is centered approximately on 1 micron, is much broader than for the more

regular glass beads, and the pore distribution goes to zero almost nowhere below 100 µm. In

the mixture containing both glass beads and JSC Mars-1 dust, the modal peak falls between the

modal peaks of the two mixture components at about 10 microns. The pore diameter distribution

in this material drops sharply to the right of this peak, being zero above 30 µm. This suggests

that self-compaction and the availability of small grains acts to close off the largest pore spaces.

Comparing the mixture of beads and JSC Mars-1 to the mixture composed of beads and 1–3 µm

dust further underscores the effects of self-compaction. The micron-sized dust is much less dense

than the crushed JSC Mars-1 and does not compress as readily under its own weight. The resulting

multi-modal distribution has pore spaces indicative of close-packing of dust grains (i.e., the peak at

0.3 µm), but also possesses a very significant fraction of pores greater than 100 microns across. In

a material containing such large pores, which might be termed a ‘fairy-castle’ structure, these open

spaces will accommodate the majority of the diffusive flux. However, these large pore spaces are

unlikely to be connected as a high-diffusivity conduit throughout a thick porous medium; transport

will be governed by the average resistive path experienced by a diffusing molecule which shall include

segments of less open material. It should be cautioned that mercury porosimetry is a high-pressure

intrusive technique and may result in a rearrangement of pores and particles; very fragile structures

may be disrupted.

Of these four simulants, the one with the distribution which appears to have the lowest amount

of large cross-section pore space available for transport is the 40% mass-fraction fines mixture of

glass beads and crushed JSC Mars-1 dust. Effects that may be responsible for closing off large pores

include altered bulk density, which enhances self compaction, and the availability of small particles

to fill in the interstices. For further analyses of a broader selection of particle sizes and shapes, the

reader is refered to the recent work of Sizemore and Mellon (2007). In Section 4.4.5 porosimetry

measurements are used to estimate the tortuosity for these four samples.
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4.4 Results

This section details the results of these investigations into the diffusive properties of glass beads,

salt crusts, two types of bead and dust mixtures, and two types of pure dusts under Mars-like

conditions. Figure 3.10 shows the vapor fluxes as a function of temperature for all simulants along

with the evaporation rate curve for bare ice as given by Ingersoll (1970) for a dry atmosphere (data

from the experiments of Chapter 3 are also included in that figure). Slightly different background

temperatures used during the experiments result in the offset indicated by the arrows. The shift

is nearly horizontal, indicating that flux is relatively insensitive to these small changes in absolute

temperature.

4.4.1 50–80 µm glass beads at 250 K

Glass beads are the main component which comprises most of the more complex simulants used.

Measurement of the compositionally and geometrically simple glass beads facilitates comparison with

previous experiments (Hudson et al., 2007). The beads are all nearly perfect spheres, 50–80 µm in

diameter. Within a factor of two in friction threshold velocity, these are similar to the 100 µm size

of the most easily lofted particles under martian conditions (Greeley et al., 1980).

The dominant size of the beads is 50–80 µm, but the distribution has a significant tail down to

smaller sizes as revealed in the particle size analysis in Figure 3.5 b); the smaller spheres can be seen

in the SEM images in Figure 4.1c and 4.1d. For close-packed particles with such a size distribution,

the minimum pore size is on the order of 10 µm and the maximum is ∼80 µm (see Section 3.3.1). At

600 Pa, the mean free path is ∼11.5 µm and diffusion should be dominated by Fickian processes of

molecule-molecule collisions, but Knudsen interactions will contribute to an observable extent. The

data for glass beads at 250 K in Chapter 3 are included in the data presented here. The weighted

mean and standard deviations of the corrected diffusion coefficients is 3.69 ± 0.24 cm2 s−1. As

mentioned in Section 4.3, the correction term for this simulant is zcorr ≤ 0.6 mm, and Figure 4.3

shows both the raw and corrected values. All raw values greater than 2 cm thicknesses fall within

one standard deviation of the weighted mean.

If the Fickian dependence of diffusion coefficient on temperature and pressure, T 3/2 and P−1,

respectively, is used and typical Mars temperatures and pressures of 200 K and 600 Pa, respectively,

are chosen, D(200 K) is determined to be 2.73 ± 0.28 cm2 s−1. The glass beads measured in these

experiments have a mean geometric porosity of 44 ± 2%, as determined from volume and mass

measurements of the bulk sample and knoweledge of the true density of the particles.
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Figure 4.3: Raw and corrected diffusion coefficients for 50–80 µm glass beads at 250 K and 586 Pa.
The correction term is only 0.06 cm; raw values are nearly indistinguishable from corrected values.

4.4.2 Epsomite salt crusts

The presence of sulfate salts on Mars, the frequency of observed duricrusts, and their potential for

reducing soil porosity motivate their investigation. As convenient and consistent samples, glass beads

cemented with magnesium sulfate salt are created in the laboratory and the diffusion coefficient is

measured for a range of salt contents. Some inhomogeneities are observed within the salt crusts

when they are broken following experiments. Outer layers of the crusts tend to be more cohesive

than the center in samples with high salt contents. These layers may account for the majority of

the diffusive resistance of the samples.

The diffusion coefficient data for the salt crusts is presented in Figure 4.4 which shows that the

diffusion coefficient for crusts decreases with increasing salt content. The negative trend is expected,

and a reduction in the diffusion coefficient by nearly a factor of 8 over that of pure glass beads occurs

for salt concentrations of 18 wt% epsomite. Lacking measurements of the porosity, a tortuosity for

the salt crusts cannot be calculated. Obstruction factors vary as the diffuson coefficient, and overall

the factor is reduced from 0.14 to 0.02 between salt-free and the most salt-laden experiments.
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Figure 4.4: Diffusion coefficients for crusts of 50–80 µm glass beads and MgSO4 · 7H2O at 250 K
and 586 Pa

4.4.3 Mixtures

The inclusion of small particles within a matrix of larger clasts can reduce the porosity available

for vapor transport and has the potential to significantly change the diffusion coefficient (Farmer ,

1976). The diffusion coefficient for mixtures of glass beads with both crushed JSC Mars-1 and 1–

3 µm dust are plotted in Figure 4.5. For Mixture Type 1 (glass beads and crushed JSC Mars-1),

the diffusion coefficient and obstruction factor decrease strongly with increasing dust mass fraction

while measured porosity increases. However, for Mixture Type 2 (1–3 µm dust and glass beads),

neither diffusion coefficient nor obstruction factor trend strongly with dust mass fraction, but an

obvious positive correlation with porosity remains.

The calculated porosity for both types of mixtures are displayed in Figure 4.6. Also included is

data for the measured porosity of packed samples of both pure crushed JSC Mars-1 and pure 1–3 µm

dust. The trend for both types of mixtures as the mass fraction of dust increases is for the total

porosity to increase and approach the values exhibited by pure dust. In the case of bead and 1–3 µm

dust mixtures, this value seems to be reached at Xf ≈40%, the trend with beads plus crushed JSC
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Figure 4.5: Diffusion coefficients for mixtures of 50–80 µm glass beads with crushed JSC Mars-1
(Mixture Type 1, circles), mixtures of glass beads with 1–3 µm dust (mixture type 2, diamonds),
and diffusion coefficients for pure dusts (asterisks and filled circles). All data obtained at 250 K and
586 Pa. Mechanically compacted dust experiments are indicated in gray. All data to the right of
the break are 100% dust by mass, but are separated for clarity.

Mars-1, if linear, would reach this point at approximately Xf ≈60%. The overall increase in porosity

with dust content indicates that the included dust tends to coat the larger particles upon mixing

and acts to keep them apart, thereby substantially increasing the total volume available. This is

in contrast the case where dust might fill the available pore spaces of a coarse medium without

increasing the spacing between larger particles.

The large increase in measured porosity for the micron-sized dust mixtures is counterbalanced

by an apparent minor increase in the value of tortuosity, such that the obstruction factors (D/D12)

hardly change with Xf . For mixtures containing beads and crushed JSC Mars-1, however, the

increase in porosity is apparently superseded by a tortuosity which increases faster, leading to

smaller obstruction factor with larger dust mass fraction. Since tortuosity should be constant with

diffusion regime, all else being equal, it must be the case that high proportions of micron-scale dust

give rise to very small pores, changing the overall structure and producing a greater tortuosity.
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Figure 4.6: Porosities for pure glass beads (triangles), mixtures of beads and fine dusts (open circles
and diamonds), and pure fine dusts (asterisks and closed circles). Mechanically packed dust samples
are in gray. All data to the right of the break are 100% dust by mass, but are separated for clarity.
Porosity of the mixtures of glass beads and crushed JSC Mars-1 (Mixture Type 1) increase slowly,
while the less self-compacting mixures containing beads and micron-sized dust achieve much higher
porosities.

4.4.4 Dusts

Pure samples of the 1–3 µm dust and crushed JSC Mars-1 were examined in both packed and

unpacked configurations. Loose dust may be considered a crude approximation to airfall dust, while

compaction simulates the effect of burial.

Loose dust was poured into the sample caddy and planed off to 5 cm thickness. The low-density

1–3 µm dust exhibited no observable self-compaction even in samples of this thickness. Both dust

types were seen to deposit with visible sub-millimeter gaps between aggregates. Though aggregates

of the size and density observed in this sample handling method are unlikely to be supportable by

the thin martian atmosphere, airfall dust deposits on Mars will likely form low-density aggregates

in response to electrostatic forces, resulting in deposits of even lower bulk density.
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For compacted samples, the equivalent of between 5 and 8 cm of loose dust was pressed into the

sample caddies with a flat circular plate. Air in the pore spaces was allowed to escape around the

edges of the plate. Following compaction, the sample was weighed to determine a bulk density and

total thickness.

The experiments show that packed and unpacked JSC Mars-1 has a range in diffusion coefficient

from 0.45–1.98 cm2 s−1, with a weighted mean value of 0.77±0.04 cm2 s−1. Data from both packed

and unpacked samples are included in these values since their ranges overlap. The 1–3 µm dust

exhibits a larger distinction between loose and compacted samples, with weighted mean values of

4.71± 0.22 and 1.64± 0.11 cm2 s−1, respectively.

4.4.5 Sample tortuosity

In Section 3.5.1.3 independent Fickian and Knudsen diffusion coefficients were determined and a

tortuosity was calculated for 50–80 µm glass beads of 1.8 ± 0.6. This compares favorably with

earlier measurements of tortuosity of glass spheres such as those by Hoogschagen (1955) who de-

termined τ=1.3–1.5 and Currie (1960) who theoretically calculated values between 1.3 and 1.7 and

experimentally found τ=1.4–2 for larger spheres (380 µm to 6 mm).

Here the method of Zalc et al. (2004), described in Section 2.5, is employed to estimate DK and

then the geometric (i.e., independent of diffusion regime) tortuosity for the four selected samples of

Section 4.3.2. This calculation takes as inputs the measured effective diffusion coefficient, porosity,

free-gas diffusion coefficient, and the chord length distribution function, p(l).

To retain consistency with earlier work (Hudson et al., 2007) and with the work of a number of

previous investigators, the method of Wallace and Sagan (1979) is used to determine the free-gas

diffusion coefficient, D12, noting that other calculation methods produce values that are different

from this by as much as a factor of 2, but are typically closer.

The chord length distribution is calculated from the pore size distribution, V (x), (Section 4.3.2

and Figure 4.2 using the method described in Gille et al. (2002), which approximates the pore spaces

as cylinders of varying lengths. Thus, p(l) is given by

p(l) =

∫ L
0
x ·A0(l, x) · V (x)dx∫ L

0
x · V (x)dx

, (4.2)

where l is random chord length within a pore, x is the pore diameter, L is a length parameter, and

A0(l, x) is the chord length distribution of an infinitely long cylinder of diameter x. A0(l, x) is given
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Figure 4.7: Normalized chord length distributions functions computed from pore size distributions.
Vertical dashed lines are first moments of the chord length distributions, 〈lp〉.

by Gille et al. (2001) as expressions involving Gauss’ hypergeometric functions, 2F1:

A(l, x) =
3l

4x2
· 2F1

(
1
2

;
5
2

; 3;
l2

x2

)
, l < x (4.3)

=
3x3

4l4
· 2F1

(
1
2

;
5
2

; 3;
x2

l2

)
, l > x. (4.4)

The assumption of cylindrical pores may be violated in media with irregularly shaped grains.

The first and second moments, 〈lp〉 and 〈l2p〉, are computed in the standard way. Applying these

techniques, chord length distributions and first moments are obtained, and these are displayed in

Figure 4.7. Table 4.2 displays the mean diameter, d̄, and first moment of the chord distribution,

〈lp〉. Also computed and tabulated are the quotient 〈l2p〉/2〈lp〉2, which describes the deviation of the

chord length distribution function from an exponential distribution, and the calculated tortuosity,

τ .

As Table 4.2 illustrates, the value of τ thus determined for glass beads is close to the expected

values of ∼1.5. The other tortuosity values cover a range up to 6, which is high compared to
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ranges used in early estimates of tortuosity (e.g., 3–5 in Smoluchowski (1968))), and to more recent

experimental studies (Sizemore and Mellon, 2007). Uncertainty in these numbers arises both from

the variation in D12 and the possible violation of the cylindrical pore assumption. Taken together,

these tortuosity estimates are not appreciably different from those used in previous diffusion studies,

but their variation underscores the uncertainty of this quantity for many porous materials and

highlights the importance of measuring the effective diffusivity directly, in the Fickian regime if

possible. It would be useful to further explore the effects of particle size mixtures and salt content

on pore structure and pore size distribution, and to determine the conditions which give rise to the

greatest change in soil diffusive properties.

4.4.6 Summary

Table 4.3 presents a summary of the data for each type of simulant. For mixtures and salt crusts,

the range of observed values of D, φ, and D/D12 are presented. Other simulants show weighted

means and standard deviations.

Correction terms are applied to experiments performed on glass beads at 250 K under CO2,

though this correction (zcorr = 0.6 mm) results in a comparable but smaller shift in the data than

systematic scatter and formal errors. Corrections for salt crusts are determined to be unnecessary

because the correction term for pure glass beads of the same thickness was found to be negligible at

these temperatures. All other experiments are performed with 5 cm thick samples, which provides

enough diffusive resistance to reduce the correction term below systematic errors; hence the values

reported are unmodified.

Diffusivities for all simulants fall within the range of 0.47–4.7 cm2 s−1, as seen in Figure 4.8.

Extrapolation to the Mars-appropriate conditions of 200 K and 600 Pa via the Fickian dependence

of the diffusion coefficient on temperature and pressure yields the range 0.34–3.30 cm2 s−1. The

obstruction factor for most simulants is between 0.02 and 0.20. Tortuosities calculated for four

simulants cover a range of 1.5–6.

Simulant φ, d̄, 〈lp〉, 〈l2p〉/2〈lp〉2 τ
% µm µm

50–80 µm Beads 44 18.74 22.29 1.501 1.66
Crushed JSC Mars-1 77 5.35 26.46 1.002 6.01
Mixture Type 1A 56 4.42 8.03 0.794 1.68
Mixture Type 2A 75 32.7 126.65 0.903 3.82

Table 4.2: Porosities, average pore diameters, first moments of the chord length distributions 〈lp〉,
the exponential distribution deviation term, and tortuosities for four samples analyzed with mercury
porosimetry.
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Figure 4.8: Diffusion coefficients for all simulants from Chapter 4 and Chapter 3.

Sample Tice, D, D1, φ, D12, D/D12

K cm2 s−1 cm2 s−1 % cm2 s−1

50–80 µm beads 249.0± 0.4 3.69± 0.24 2.57± 0.16 44± 2 24.5± 3.0 0.150± 0.014
Beads + MgSO4 · 7H2O 247.9± 0.4 0.47 – 3.36 0.34 – 2.34 N/A 24.8± 1.5 0.019 – 0.133
Beads + JSC Mars-1 249.4± 0.4 1.03 – 3.73 0.74 – 2.68 46 – 58 25.0± 1.6 0.041 – 0.150
Beads + 1–3 µm dust 247.1± 0.2 2.90 – 4.06 2.11 – 2.90 54 – 66 24.8± 1.5 0.117 – 0.160
JSC Mars-1, loose 246.7± 0.2 1.47± 0.08 1.03± 0.06 77± 9 24.7± 1.5 0.060± 0.006
JSC Mars-1, packed 247.5± 0.2 0.59± 0.03 0.42± 0.02 65± 9 25.9± 1.6 0.023± 0.002
1–3 µm dust, loose 248.9± 0.2 4.71± 0.22 3.36± 0.16 83± 9 24.9± 1.5 0.190± 0.015
1–3 µm dust, packed 248.6± 0.2 1.64± 0.11 1.16± 0.08 91± 9 25.1± 1.5 0.062± 0.006

Table 4.3: Summary of results for experiments carried out at 250 K and ∼586 Pa in CO2. Weighted
averages and standard deviations are given when samples are approximately uniform. Minimum
to maximum intervals are given where variation among samples is responsible for the range of
observations. [1] Diffusion coefficients extrapolated to 200 K and 600 Pa using D ∝ T 3/2P−1, as appropriate for

Fickian diffusion

4.5 Discussion

4.5.1 Experimental errors

See Section 3.5.1.1 for a discussion of systematic errors in the experimental setup. In brief, variations

exist because gas mixing in the chamber atmosphere which is not necessarily the same among
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different experiments, and because the localized measurement of humidity may not reflect the average

environment across the sample surface. These issues are mitigated by multiple experiments which

improve measurement statistics.

In Section 2.6.2 (Hudson et al., 2007), it was shown that thermodiffusion is less than concentration

diffusion by a factor of 0.8(m2/m1)(∆T/T )(p1/∆p1). The largest value of ∆T/T for any experiment

is 0.015, while the average value is 0.009. For (p1/∆p1), the extreme and average values are 1.8

and 1.2. Thus, the maximum expected contribution from thermodiffusion is 5% while more typical

values are closer to 2%. In Section 2.6.3, an experssion for the ratio of barodiffusion to concentration

diffusion was given as 0.6(∆p0/p0). The maximum possible ∆p0 is the saturation vapor pressure of

water at 250 K (76 Pa), thus giving a maximum barodiffusion contribution of 7%. The value will

be smaller for samples with higher permeability which therefore have smaller pressure gradients.

4.5.2 Advection

The corrected diffusion coefficient found for the glass beads in the experiments performed at 250 K

is 3.69±0.24 cm2 s−1. By comparison, the value obtained in Section 3.5.2 for these same simulants

at 263 K is 4.49 ± 0.69 cm2 s−1. Adjusted for the 12 K temperature difference using a T 3/2 de-

pendence, and a P−1 correction for the overall 20 Pa pressure difference, this latter value would be

4.13±0.64 cm2 s−1 at 250 K. The lower vapor pressures should result in a lower advective contribu-

tion in the colder chamber. Reducing the 263 K experiment value by a further 3% (as calculated in

Section 2.6.1) gives 4.00±0.62 cm2 s−1, a value whose center is much closer to that measured in the

250 K chamber. However, since the error ranges of the two diffusion coefficients overlap, concluding

that advection is responsible for the difference is not possible using this data.

4.5.3 Salts and salt crusts on Mars

The existence of salts on the surface of Mars is well established (Clark and van Hart , 1981; Vaniman

et al., 2004; Yen et al., 2005), as is their association with surface crusts (Landis et al., 2004; Wang

et al., 2006). Chevrier and Mathé (2007, and references therein) use lines of evidence from in situ and

remote sensing observations to conclude that high sulfur abundances (compared to the surface of

the Earth) are found over most of the known martian surface and that sulfur, particularly in the

form of sulfate, is an important component in the evolution of the martian regolith.

The mobility of these salts and their observed ability to cement soil grains implies a potential

for pore restriction or closure, and a concomitant reduction in the diffusivity of the salt-bearing

soils and crusts. Recent observations by the Mars Exploration Rovers indicates the possibility of

two populations of salt-bearing soils: lightly-cemented surface duricrusts containing a few percent

of salt, and more loosely consolidated subsurface deposits of light-toned material which may be as
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much as 50 wt% sulfate salt (Cabrol et al., 2006; Yen et al., 2007; Wang et al., 2007).

Up to 50 wt% iron sulfate is inferred at the Paso Robles site observed by Spirit (Cabrol et al.,

2006). Many other sites present indications that magnesium sulfate is the dominant phase. Greater

than 20 wt% in the wall of the trench named The Boroughs in Gusev crater was determined to be

Mg and Ca bearing sulfate. The Mg/Ca ratio is high; approximately 5.

Analyses of sulfate stability fields under Mars surface conditions suggest that the most likely

hydrated forms of magnesium sulfate are the monohydrate kieserite, or amorphous phases with from

1.2 to 2 molar units of water. Metastability may permit the persistence of more hydrated phases

(e.g., starkeyite, MgSO4·4H2O) which may have originally formed under more favorable climate

conditions. The existence of sulfate phases common on Earth (6-hydrate hexahydrite or 7-hydrate

epsomite) in the shallow subsurface of Mars is unlikely at present (Vaniman et al., 2004).

Regardless of their hydration state, salt crystals may form barriers to diffusion in Mars soils just

as they do on Earth. Caliche, a calcium-bearing mineral cement, frequently occurs in terrestrial

desert environments, forming layers are often sufficiently resistive that they completely impede

the movement of water resulting in perched water tables or aquacludes, the disruption of which

produces artesian springs. Such phenomena have been hypothesized to occur on Mars as part of

gully formation mechanisms (Malin and Edgett , 2000). Though magnesium-bearing salts are rather

water soluble (56.0g/100g water for MgCl2, 35.7g/100g for MgSO4 (Lide, 2003)) and would not form

effective barriers to liquid water, they could impede or prevent the movement of vapor molecules.

In contrast to the sulfate-rich subsurface deposits observed by the rovers in isolated localities,

indurated surface soils, called duricrust, have been observed at all Mars landing sites and are believed

to be extensive (Presley and Christiensen, 1989). The physical properties of surface crusts at the

Viking lander sites have been calculated and similar properties over much of Mars’ surface are

predicted (Moore, 1992). The cohesive strength of surface soils at Viking sites falls in the range of

1 to 11 kPa (the cohesion of dry clayey silts on Earth, such as dried mud flats, is between 10 and

30 kPa). Crusts at the edge of trenches carved by the Opportunity rover are shown in Weitz et al.

(2006), and the cementation of soils at Gusev is discussed by Cabrol et al. (2006) and Landis et al.

(2004). Conclusive observations of the exact mineral composition and physical structure of these

crusts does not yet exist, but evidence supports that the cohesion of Viking crusts is related to the

presence of SO3 and Cl compounds (Clark et al., 1977). Measurements by the MER instruments

reveal large quantities of sulfates at numerous sites. Taken together, these data strongly suggest

that salts, particularly sulfate salts, play a large role in duricrust formation. The laboratory-grown

crusts have at most 10% by weight MgSO4, a fraction smaller than that of the subsurface salts

exemplified by the Paso Robles and Tyrone type soils.

In these experiments, a small amount of sulfate salt (∼1%) produces a small reduction in the

measured diffusion coefficient of 50–80 µm beads on the order of 1 cm2 s−1. Further increases in
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salt content have little apparent effect until >10 wt% epsomite, where reductions of D by a factor

of 5 to 10 are observed.

As the water in the saturated slurry of the laboratory-grown crusts evaporates during formation,

crystals preferentially form at points of low surface energy where nucleation is facilitated, such as

grain contact points (see Figure 4.1 c). These crystals cement the grains of the material together

once the water has evaporated, resulting in some reduction in porosity. Increasing the salt content

may further reduce the porosity, but the majority of vapor transport pathways remain open. Beyond

5 wt% epsomite, the experimental scatter is reduced, which suggests that the overall change in pore

geometry has become uniform among samples. As still more salt is added, the final porosity is

substantially decreased, tortuosity rises, and D drops significantly. Laboratory salt crusts which

completely block vapor diffusion have not been observed.

The protocol used for making laboratory crusts involves significant liquid water. This is not

representative of any known present-day surface condition on Mars, yet geomorphic and geologic

evidence, for example at Meridiani Planum, indicate that standing or subsurface water may have

been a significant part of the geologic history in certain regions. The measurements here pertain to

several studies invoking crust formation and solute transport processes that require small amounts of

water. Cabrol et al. (2006) and Landis et al. (2004) discuss possible processes for the formation of salt

crusts in the soils of Gusev crater. They suggest that humidity precipitated as frost during the cold

Martian night, low thermal inertia of surface materials, and the presence of melting-point-lowering

salts will result in a small transient liquid phase immediately following sunrise. Prior to evaporation,

this liquid will dissolve salts which are then reprecipitated around the soil grains, resulting in crust

formation. Such processes, they suggest, may only occur during particular seasons and possibly

only during favorable years. Wang et al. (2006) conclude that the total amount of water activity

necessary for the formation of Gusev crusts is likely to be low, as suggested by the limited quantity of

evaporite deposition at the surface, the limited leaching of minerals by water, and the concentration

of soluble elements. It may therefore be the case that the subsurface salt deposits and surface crusts

are formed at different times, on different time scales, and with significantly different amounts of

aqueous activity. The subsurface salts may be the source for a slow upward migration of chemical

species which ultimately form the weak surface crusts. Taken together, the results of Cabrol et al.

(2006); Landis et al. (2004); Wang et al. (2006) indicate formation mechanisms for salt crusts on

Mars exist. Note, however, that they involve less water than the lab methods used here.

Intriguingly, the bright deposits revealed in rover wheel tracks have not yet been seen to outcrop

anywhere in undisturbed regolith, leading to the hypothesis that their placement and vertical extent

may be controlled by the surface-atmosphere interface through evaporation, set by the thermal wave

penetration. The diffusion of oxidizing species from the atmosphere or surface layer of the regolith

may also affect sulfate deposition. Wang et al. (2007) report long-term observations of two types
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of light-toned soils (termed “yellowish” and “whiteish”) at the Tyrone site during the Spirit winter

campaign. The “yellowish” soils are observed to change spectral character after at least 175 sols

exposure to martian surface conditions, becoming more like the “whiteish” soils. This indicates that

the more deeply buried “yellowish” soils were not in equilibrium with the current environment and

are undergoing some sort of chemical change, which Wang et al. suggest may be dehydration of

Fe2(SO4)3·7H2O.

These experimental results suggest that surface duricrusts which show weak degrees of cemen-

tation and likely have < 10% of soluble salt content will not present a substantial barrier to vapor

transport, perhaps at most a factor of 2 reduction over uncemented soil. Higher salt content could

lead to greater reductions in the diffusion coefficient, and soil salt contents of the appropriate con-

centrations have been observed. However, the deep sulfate salts which have thus far been uncovered

by MER have appeared as loose subsurface powders with small particle sizes. If conditions elsewhere

on Mars have permitted these subsurface salts to become mobilized and cemented, it is possible that

the highest barriers to diffusion may be found beneath, rather than at, the surface.

4.5.4 Diffusion in Mars dusts

Dust is present everywhere on Mars and is a significant part of the present-day climate cycle. It

forms an active surface layer which may be lofted and re-deposited by dust storms, and may also be

incorporated deep into the regolith. Two types of dust with differing particle size distributions are

examined in both mechanically packed and unpacked configurations.

The diffusivity values for packed and unpacked JSC Mars-1 dust samples overlap and cover a

range from 0.4–2.0 cm2 s−1, indicating that mechanical packing does little to alter the properties of

this simulant, and that there is wide variation between successive simulants. The large particle size

range for this dust allows larger grains to interlock and create a supporting matrix which retains

large pore spaces even under externally applied compaction. Still, each sample is unique in its precise

geometry, and variations among samples exist. The larger spread in diffusion coefficients at Xf = 1

than at lesser dust fractions (see below) indicates that the presence of larger particles at moderate

dust fractions helps create a similar geometry from sample to sample through self-compaction, while

the less massive pure dust samples are subject to greater variation. Mechanical packing has a

significant effect on 1–3 µm dust, decreasing its diffusivity from 4.71± 0.22 to 1.64± 0.11 cm2 s−1.

Thin surface airfall dust layers would not be subject to compaction forces but might instead

be “fluffed” by electrostatic forces. Burial depths of greater than several decimeters could create

increased packing of interstitial airfall dust over a wide areal extent. To affect near-surface va-

por fluxes, soils compressed by deep burial would have to be subsequently exhumed. Widespread

exhumation is possible, but the thermophysical and spectral properties of such deposits would be

distinct from loose dust. Dispersal in water could also produce low-porosity, low-diffusivity deposits
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composed of fine dust or coarse/fine mixtures, but the invocation of liquid water as a component in

the diagenesis demands additional support from available geologic or geomorphic context data.

The possibility that diffusion coefficients in dust-bearing soils could be reduced by a factor of 2

or more as a function of depth may significantly affect models which include interaction with more

than the surface regolith.

4.5.5 Sand and dust mixtures

Aeolian processes on Mars can produce well-sorted bedforms such as ripples (Sullivan et al., 2005),

and large-scale features such as dunes (Greeley et al., 1992). The Microscopic Imagers on the

MER spacecraft have observed soil grains down the limit of resolution (31 µm per pixel), and an

observable particle size range of 50–200 µm has been determined (Herkenhoff et al., 2004; Jerolmack

et al., 2006). Dust particles below the resolution limit are undoubtedly present at the rover sites and

are likely to be present in significant quantities at dustier surface locales. The ubiquitous presence of

dust on Mars’ surface and observations of dust-rich, low thermal inertia regions suggest the strong

possibility that mixtures of sand and dust-sized particles occur in some regions. Fluvial processes,

volcanic processes, and impacts can agitate and mix surface regolith. If settling times after such

disturbances are rapid, the unsorted or poorly-sorted character of the bulk material may be retained

in the subsequent deposit. Agitation by shifting winds or long-term evolution through thermal

expansion and contraction may mix initially separate particle size fractions at the surface in the

absence of these more energetic processes.

Mixtures of two types have been produced and observed, using the 50–80 µm glass beads as

the coarse fraction and two types of dust particles. These are not meant to be representative

of any particular Mars soil, but instead show the behavior of regolith diffusivity as a function of

dust content. These experiments support the expectation that even in the absence of mobilized

and recrystallized salt acting as a pore-filling agent, the diffusive properties of loose surface soils are

affected by the presence of pore-filling materials such as dust. Martian fines have a mean particle size

of a few microns (Greeley et al. 2000, and references therein), similar to the 1–3 µm dust. Crushed

JSC Mars-1 contains a range of particle sizes from sub-micron to 0.1 mm. These investigations have

focused on homogeneous mixtures of sand and dust-sized particles, though Farmer (1976) suggests

that thin dust mantles produced by airfall may fill the interstices of coarser material such that the

diffusion coefficient is significantly reduced. The sample preparation method used includes initial

mechanical agitation, but no subsequent compaction. The range of dust contents in the samples

examined range from a clast-supported sediment with a very minor amount of included dust to a

matrix-supported dust-rich deposit containing a minor proportion of separated, larger grains.

The difference in behavior between the two types of mixtures could be very significant for pre-

dictions of diffusive behavior of soils and sublimation lags on Mars. The trend seen in Figure 4.5
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indicates that very small particles (1–3 µm dust) admixed with coarser grains do little to increase the

diffusive resistance to vapor flux if the whole sample is not mechanically compacted. The diffusion

coefficient is independent of the mixing fraction up to Xf ≈ 0.4.

If the distribution of finer material includes a broad spectrum of particle sizes, i.e., grains roughly

equivalent in size to the coarser fraction in addition to fine particulates (as in crushed JSC Mars-1),

then there is a marked reduction in diffusivity as the mass fraction of fines increases. This effect,

for uncompacted mixtures, is a reduction in D to ∼2.5±0.3 cm2 s−1 at Xf = 0.4.

The measured geometric porosity for both types of mixtures increases with Xf in a linear fashion

as shown in Figure 4.6. The porosity of micron-sized dust and beads would reach a value equivalent

to pure-dust samples at around Xf = 0.6. The trend with JSC Mars-1 mixtures is shallower, but

the ultimate porosity for pure dust is also lower. As seen in Table 3.1, the porosity of dusty soils

can be quite large in the absence of mechanical compaction. Even when compressed, the minimum

porosity of pure-dust soils is never less than ∼ 80% in the case of 1–3 µm dust, and ∼ 60% in the

case of crushed JSC Mars-1.

As expected for a constant experimental value of D12, the behavior of the obstruction factor

follows that of the diffusion coefficient. The increase in overall porosity toward pure dust demands

that the degree of convolution of the pore geometry become larger to account for the decreasing

diffusion coefficient. This is facilitated at lower dust contents in the case of crushed JSC Mars-1 by

the broad particle size range. Dust composed only of micron-sized particles does not begin to have

an appreciable effect on the pore geometry until its mass fraction is substantially higher. However,

the implied increase in tortuosity may not occur for some micron-sized dust mixtures since it has

been shown that the diffusion coefficient of uncompacted pure micron dust is higher than that of any

observed mixture. The low bulk density of the dust, the roughly equivalent particle sizes, and the

angular particle shapes prevents closer packing and greater degrees of obstruction. Only mechanical

compression (or dispersal and settling in a dense lubricating medium such as water) would further

reduce the observed diffusivity, thereby increasing tortuosity.

To determine a tortuosity for each of these simulants and track how their structures change with

dust content, porosimetry measurements of additional samples would be needed. Increasing pressure

so as to measure the diffusivity in a purely Fickian regime (and thus be able to use equation (2.3))

becomes difficult as the smallest pore sizes reach the scale of microns. The pore size distribution

measurements have indicated that particle size mixtures can either reduce the availability of large

pore spaces (i.e. Mixture Type 1–A) or greatly enhance the number and size of the largest pores

(i.e. Mixture Type 2–A). For JSC Mars-1 and mixtures of glass beads with fines, the pore distri-

butions measured were broad. According to the results of Clifford and Hillel (1983, 1986), who

show that larger pore spaces accommodate a majority of the flux, even a high proportion of pore

spaces experiencing significant numbers of molecule-wall collisions should be less significant to the
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overall diffusion rate than the few large pathways which may be open in an uncompacted, dust-rich

structure. Thus, a real soil may have many pore spaces which experience primarily Knudsen-type dif-

fusion under Mars surface conditions, but a small proportion of large pores undergoing significantly

Fickian diffusion may dominate the vapor flux.

Aeolian processes can be efficient at sorting particles, resulting in particle assemblages which

consist mainly of grains of similar size. Wind ripples such as those in Meridiani Planum show a

small scale variation in the size of surface particles, but the interiors of the ripples are composed of

grains on the order of 50–200 µm (Sullivan et al., 2005). Given the ubiquitous presence of micron-

sized dust, and its tendency to adhere to solid surfaces, it is highly likely that some fraction of

dust is incorporated into the soil. Dustier locales than Meridiani Planum may exhibit even higher

concentrations of fines. However, the results presented here suggest that the diffusive properties of

Mars soils will not be greatly affected by the presence of moderate amounts of micron-sized dust.

Moreover, soils composed primarily of dust may exhibit the highest diffusivities. This conclusion,

combined with the large specific surface areas for adsorption and expected large porosities of dusty

deposits, supports the notion that dusty regions on Mars are significant components of past and

present-day water cycles and are not isolated from the atmosphere.

The probability that an otherwise homogeneous layer of diffusive material will contain a crack

or other efficient path to vapor transport will scale with the area considered. Such pathways may

be caused by thermal cycling, micro-tectonic phenomena, slumping, or (in areas where possible)

wetting and drying effects. The samples observed in this controlled laboratory environment are

relatively small and are not generally subject to phenomena which cause cracking. However in

certain cases where the material exhibited a moderate degree of cohesiveness (e.g., pure dusts or

mixtures incorporating crushed JSC Mars-1) cracking was initiated by slumping into the void left

by sublimating ice. Sudden changes in mass loss rate, as would be expected if the crack extended

from the surface to the ice, were not observed.

On Mars, such internal deformations of poorly to moderately cohesive regoliths may prevent

cracking on the scale of millimeters from affecting the loss rate of ice which is several centimeters

beneath the soil surface. If the material were highly cohesive a crack may penetrate deeply and

remain unfilled, resulting in a locally depleted ice layer. The radius of influence of the crack will

depend on the mechanical properties of the surrounding soil and whether the crack reaches the ice

table.

4.5.6 Implications

The samples studied cover a wide range of particle size distributions, porosities, and salt contents.

Yet in no case has more than an order of magnitude reduction in fluxes or simulant diffusivity been

observed. At most, the diffusivity of the baseline soil simulant (50–80 µm glass beads) has been
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reduced by a factor of about 8, with more common reductions being a factor of 2–3. Magnesium

sulfate salt produces a moderate reduction at low salt concentrations, but has its greatest effect

above 10 wt%. Mixtures of coarse and fine particles can produce a decreased diffusion coefficient

(as for crushed JSC Mars-1) or no observable effect (as for 1–3 µm dust). Mechanical packing of

pure dust samples results in a reduction in diffusivity by a factor of 4–8. Overall, regolith materials

similar to the simulants studied should not be expected to reduce the transport of water vapor

by much more than an order of magnitude. The mechanism of formation of a diffusive barrier is

significant in determining the degree of restriction.

Dust and larger particles could be incorporated into ice-rich deposits in a variety of ways, and

these dirty ices could then produce lags upon ice sublimation. Two examples of sublimation lags can

be considered: mid-latitude glaciers and polar layered deposits. For mid-latitude glaciers to persist

under climate conditions similar to the present for timescales comparable to obliquity variations,

they would need to be buried beneath a lag of order tens of meters or more.

Polar layered terrain is composed of alternating bright and dark layers which are interpreted

as relatively dust-poor and dust-rich deposits, respectively. The layering is believed to be tied to

climate cycles and sequential eras of precipitation and sublimation. The dust in the layers may either

be deposited contemporaneously with the ice, or could be emplaced as part of cyclical global dust

storms. In both cases, the dust which collects to form the lag would not be subject to compaction

forces until the next period of ice deposition. Sublimation during an ice-loss phase would build a lag

of uncompressed micron-sized dust particles. If such a lag does not become thick enough to exhibit

self-compaction (possibly on the order of a few decimeters), these experiments show that such an

uncompressed material would not reduce surface fluxes of water vapor by more than an order of

magnitude relative to unprotected ice at the same temperature (see Figure 3.10). Additionally, the

amount of dust deposited with the ice would have to be significant to build up a monolayer of dust

after the sublimation of meters of ice. Recent observations by subsurface radar sounding instruments

estimate an impurity content ranging from 2–15% for the North and South Polar Layered Deposits

(Picardi et al., 2005; Plaut et al., 2007), consistent with gravity and topography inversions for density

(Zuber et al., 2007).

The diffusivity of a given deposit can be estimated from remote observations as well as geologic

and geomorphic contextual information. By considering the context as well as remote or in situ ob-

servables, three quantities which feed into porosity and tortuosity estimations: the dust content,

degree of compaction, and grain size distribution, may be constrained. The results obtained may be

used along with homogeneous media diffusion quantities in subsequent models of complex regoliths

by adding the contributions of layers with relatively higher or lower dust contents in series.

All observations of salt-bearing and salt-encrusted soils on Mars have thus far been made at

low-latitude sites where there is no buried ice. As yet there are no in situ observations of soil
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mechanical and geometric properties from a site known to overly subsurface ice. The Phoenix lander

could perform the first such observations. Trenching activities will also be reveal the presence of

a cohesive surface layer if one exists. Chemical experiments performed by the MECA instrument’s

Wet Chemistry Lab will probe the type and amount of soluble salt component in the soil and

the contribution of this salt to the diffusive barrier may be interpreted in light of the laboratory

experiments presented.
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Chapter 5

Ice Filling Experiments

5.1 Chapter Summary

These experiments demonstrate for the first time the deposition of subsurface ice directly from

atmospheric water vapor under Mars surface conditions. Deposition occurs at pressures below the

triple point of water, and therefore in the absence of a bulk liquid phase. Significant quantities of ice

are observed to deposit in porous medium interstices; the maximum filling fraction observed in the

experiments is ∼90%, but the evidence is consistent with ice density in pore spaces asymptotically

approaching 100% filling. The micromorphology of the deposited ice reveals several noteworthy

characteristics including preferential early deposition at grain contact points, complete pore filling

between some grains, and captured atmospheric gas bubbles. The boundary between ice-bearing

and ice-free soil, the “ice table”, is a sharp interface, consistent with theoretical investigations of

subsurface ice dynamics. Changes of surface albedo are shown to affect ice table morphology through

their modulation of the local temperature profile. A variety of atmospheric humidity regimes and

experiment durations are employed to provide information about the rate at which the pores fill.

Accumulation of ice is shown to reduce the diffusive flux and thus hinder further ice deposition

via constriction of available pore space. Numerical models of the experiments based on diffusion

physics are able to reproduce experimental ice contents if the constriction parameterization has

expected contributions in addition to reduced porosity. Several phenomena related to the evolution

of subsurface ice are discussed in light of these results and interpretations are given for a range of

potential observations to be made by the Phoenix Scout Lander.

5.2 Parameter Choices

The atmosphere of present-day Mars is dry, and the upper levels of the regolith are subject to ice-

filling vapor density gradients on the order of 10−6 kg m−4. Under these conditions, the maximum

rate of ice deposition would fill a regolith with ∼40% porosity in approximately 105 years. Obviously,
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such timescales are impractical for measurable ice contents to be developed in the laboratory. To

enhance the deposition rate, a more humid atmosphere and a stronger vapor density gradient than

found on Mars today are employed. This allows useful experiments to be run in hours or days rather

than years. The way in which these choices affect the physics of diffusion (including an increased

advection and thermodiffusion contribution) is discussed in Section 5.6.1.

The surface of Mars experiences substantial diurnal and annual variations in surface temperature.

The mean annual vapor pressure experienced by ice within the top few thermal skin depths will be

biased toward higher pressures at shallower depths due to the nonlinear dependence of vapor pressure

on temperature. This gives rise to a gradient which will pump water vapor into the subsurface if the

atmospheric vapor density is above that at equilibrium with ice at depth. Rather than employing

a varying surface temperature to create a gradient, the laboratory setup instead uses a constant

thermal gradient across the sample. The resulting large gradient in vapor density permits the rapid

growth of ice.

A rough analytical approximation to the rate of ice growth may be obtained by assuming D is

independent of depth, and thus ∂σ/∂t is proportional to ∂2ρ1/∂z
2, according to Equation (2.26).

Using the Clausius-Clapeyron expression for vapor pressure, the second derivative of the vapor

density gradient may be approximated by
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for a linear temperature gradient. Here, H is the enthalpy of sublimation and R the universal gas

constant. This simple scheme assumes that D is also independent of time; hence it does not include

pore constriction.

Converting Equation (5.1) to density using the ideal gas law, the time necessary to achieve

significant accumulation of ice in a laboratory setup, σ/σ̇, may be estimated. Since the temperature

gradient enters quadratically in Equation (5.1), a strong temperature gradient is clearly desirable

for experiments.

Figure 5.1 plots contours of the number of days required to achieve complete pore filling using

∆T/∆z = 13 K cm−1 and an ice-free diffusivity of 4.7 cm2 s−1. The figure reveals a parameter win-

dow where significant ice volume accumulates within days. The pore filling times are underestimates

for any given set of conditions since this model does not incorporate pore constriction, but it clearly

shows the time advantage gained by operating at higher temperatures. Lower pressure accelerates

the growth because of higher diffusion coefficients, but once the Knudsen regime is reached, the

mean free path of molecules no longer increases with decreasing pressure. Overlying the contours

are the conditions of mean annual temperature and pressure on Mars’ surface today, the conditions

in this experimental setup, and the conditions in the Dry Valleys of Antarctica.
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Figure 5.1: Contours of time in days to deposit a quantity of ice equivalent to 42% porosity for a
temperature gradient of 13 K cm−1 using the simple model developed in Section 5.2 which assumes
no constriction. The diffusivity of the simulant (500 µm glass beads) is extrapolated to appropriate
temperatures and pressures using the Fickian formalism, which gives D ∝ p−1T 3/2. The heavy
black curve is the saturation vapor line. The range of conditions on the surface of Mars, in the Dry
Valleys of Antarctica (Doran et al., 2002), and the experimental setup are indicated by horizontal
bars. Note that the assumed temperature gradient for the laboratory experiments do not apply in
these environments and that the growth rates would therefore be slower.

5.3 Experimental

5.3.1 Environmental control

Experiments were conducted at the Mars Simulation and Ice Laboratory at Caltech. A custom built

stainless-steel vacuum chamber from LACO Technologies was used to achieve Mars-like pressures

and a controlled humidity environment. The environmental chamber is a vertical cylinder with a

removable lid, viton O-ring seals, and multiple electrical and fluid feedthroughs. The volume of the

chamber is 2.3 × 10−2 m3. Important environmental parameters which are controlled through the

course of an experiment are the chamber pressure, atmospheric vapor density, and the top and bot-

tom boundary temperatures of the sample column. These are maintained through 5 simultaneously

operating PID control loops.
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A schematic of the complete experimental setup is presented in Figure 5.2. Several interacting

systems work to control the atmospheric vapor density and total pressure in the chamber. A vacuum

pump continuously evacuates the chamber during an experiment and the pumping speed can be

manually adjusted by a needle valve in the vacuum line. Evacuation is compensated by input of

a controlled mixture of dry and humid CO2. To create humid CO2, dry CO2 is passed through a

mass flow controller (PID loop #1) and a sparger into a 5 L vessel of distilled, deionized water.

The temperature of the water in this bubbler is maintained at 38◦ via PID control (loop #2) of a

hemispherical heating mantle. The gas output of the bubbler leads to the main chamber. Pressure in

the bubbler is forced down by the evacuation of the main chamber but is maintained at approximately

60 mbar by PID loop (#3) actuation of the dry gas input which feeds the bubbler. By maintaining a

constant bubbler temperature and pressure, the vapor content of the head space gas in the bubbler

is maintained to within about 10%. The bubbler pressure is kept slightly bellow the boiling point

of water so that the head space gas has a high water content (typically ∼85–90% relative humidity

at 30◦C). This humid gas is fed into the main chamber through a mass flow controller optimized

for regulating low-pressure flows. This MFC is also under PID control (loop #4) where a humidity

sensor (described below) provides input to the loop by measuring the vapor density of water at the

sample surface. A heating tape around the gas line from the bubbler prevents water from condensing

before it reaches the chamber. A third mass flow controller regulates the input of dry gas into the

main chamber (loop #5). The low-pressure MFC control loop (#4) first adjusts the input of humid

gas to achieve the desired chamber vapor density. The dry gas loop (#5) then brings the total

chamber pressure to 6 mbar. Pressure feedback between these two loops is rapid and settles within

∼5 minutes to a steady state which can be tuned so the controllers are far from saturation.

In this experiment, as much water as possible is removed before introducing sub-zero tempera-

tures. Porous media simulant which has been kept dry in an oven at 400 K is cooled to approximately

320 K in a desiccator and then poured into place in the sample chamber. The chamber is then sealed

and pumped down to 600 Pa and maintained with dry CO2. The sample surface is maintained at

320 K by a halogen lamp until the measured vapor density drops below 0.1 g m−3, usually several

hours. Any water remaining in the chamber when the cold plate is activated is quickly gettered onto

the lowest level of the soil. The low vapor densities measured in the cold, dry chamber suggest that

any ice present when the chamber is opened to humid gas should only persist in the bottom 1–2 cm

of the sample where the soil is .220 K, and it is later shown that this amount of ice is negligible.

The sample column is chilled from its base via a copper cold plate. A methanol recirculating

chiller acts to keep the cold plate at 183±1 K. Thermal losses through silicone grease connecting the

cold plate and the contact plate attached to the sample caddy results in a sample base temperature

of approximately 193±2 K. The cold plate, cooling lines, and all other cold surfaces in the chamber

are coated with polyurethane foam to slow heat conduction and prevent gettering of atmospheric
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Figure 5.2: Schematic of experimental setup highlighting gas humidification and delivery, and pres-
sure control. The sample container within the environment chamber at right is expanded and
annotated in Figure 5.3. The datalogger and electrical interface connections are not shown.

water in locations other than the soil column. The surface of the sample is maintained at 268 K via

another independent PID loop controlling a halogen lamp and reflector placed approximately 6 cm

above the sample surface. The input for the lamp controller is the surface temperature as measured

by the uppermost thermocouple of the sample thermal probe described in the next section.

5.3.2 Sensors

The pressure in the main chamber is monitored using an MKS Baratron 626 capacitance manometer

with a full-scale range of 10 torr. The pressure in the bubbler is monitored with an MKS 902-series

piezo-transducer, with a full range of 1000 torr.

Water content of the chamber atmosphere is monitored using RH/RTD sensors (Honeywell model

HIH-4602-C) which simultaneously report relative humidity (RH) and ambient temperature at the

sensor via a platinum resistance temperature device (RTD). The ITS-90 formulation (Hardy , 1998)

is used to convert the relative humidity into a partial pressure of water. Vapor density is calculated

via the ideal gas law using the measured RTD temperature.

Temperature as a function of depth is monitored with a custom temperature probe. The probe

consists of 11 T-type thermocouples which protrude at half-centimeter intervals from a perforated

plastic tube. The sensing ends of the thermocouples are approximately one half centimeter from the

plastic body of the sensor assembly and are held in place with a fin of kapton tape. This arrangement

minimizes the effects of vertical heat transport through the sensor body to the thermocouple heads
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and allows each thermocouple to be in close equilibrium with the local thermal environment.

The data from an experiment are recorded with a National Instruments Compact DAQ–9172

datalogger. All process variables are monitored throughout an experimental run at approximately

three-second intervals. Averaging of these data is performed every minute and the averages are

logged. Since all process variables change slowly, this does not compromise the integrity of the

dataset.

5.3.3 Sample preparation and method

The porous medium used in all experiments is composed of soda lime glass beads obtained from

AGSCO Corporation (mesh size #30–40). The mean particle size is 500 µm, no more than 10%

larger than 700 µm and no more than 20% smaller than 400 µm (AGSCO technical data sheet).

The density of the glass is 2.5± 0.1 g cm−3. The diffusivity of these beads were measured using the

techniques of Hudson et al. (2007) under 586 Pa CO2 at 250 K, and was found to be 4.7±0.5 cm2 s−1.

The glass beads’ size place them in the sedimentological category of “coarse sand”.

The sample caddy is a thin-walled squat plastic cylinder ∼7.5 cm in diameter, the base of which

is a snugly fit brass contact plate (see Figure 5.3). Oven-dried simulant is poured into the caddy

to a depth of 5 cm. The temperature probe is then inserted through the sample and the relative

humidity sensor is positioned such that it penetrates the surface of the soil by a few millimeters.

The tops and exposed wires of the sensors are wrapped in aluminum foil to reduce heating by the

halogen lamp.

The chamber is sealed and evacuated to 600 Pa and maintained at this pressure with input of

dry CO2 for several hours to remove residual water. The recirculating chiller is then activated and

the sample is cooled for at least 6 hours until the sample temperature profile reaches steady-state.

At all subsequent times the temperature profile is close to linear, but changes in sample thermal

conductivity due to ice deposition and heat losses through the caddy walls result in minor deviations

following exposure to humid gas. Once thermally equilibrated, the humid CO2 line is opened and

the humidity stabilizes at the desired value.

At the conclusion of the experiment, the chamber is purged and the ice-bearing sample and

caddy are extracted to a 260 K freezer. The sample caddy is affixed to a custom extrusion device

and the sample is sliced horizontally at half-centimeter intervals. Each layer is removed by scraping

and brushing (in the case of poorly consolidated soils) or sawing (in the case of ice-rich soils), and

collected in a glass beaker. Samples from each layer are immediately weighed, giving a total mass

(ice + simulant), mt. Beakers of ice-bearing sample are then placed into an oven at 390 K for a

minimum of 24 hours. The dried samples are cooled to freezer temperatures in a desiccator. They

are weighed again at the same temperature as the ice-bearing samples to obtain the dry simulant

mass per layer, ms.
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Figure 5.3: Schematic of sample container. Numbered boxes are positions of RH/RTD sensors.
Sensor #1 has its sensing face buried ∼2 mm beneath the sample surface. Sensor #1 and Sensor
#2 (against the back wall of the cylindrical caddy) are directly illuminated by the lamp. Sensor #3
is not directly illuminated, but is in close proximity to the lamp reflector. Thermocouple leads are
wrapped in aluminum foil and cast a shadow over part of the sample surface.

5.3.4 Data analysis

Difference in mass before and after baking is the gravimetric water content. The combined height of

all samples measured at the conclusion of the experiments is within ∼1 mm of the pre-experiment

values, indicating negligible bulk expansion. For 500 µm glass beads, the bulk density is determined

to be ρbulk = 1.46 ± 0.01 g cm−3. Layer thicknesses are calculated from the measured mass of dry

soil as δz = ms/(ρbulkA), where δz is the thickness of layer z, and A is the area of the sample caddy.

Over the range of temperature encountered in this experiment, the density of bulk ice varies by

∼1%, and it is assumed that all deposited ice has a density of ρice = 918 kg m−3. The mass of water

per layer allows the calculation of ice density relative to free space, σ = mw/v = (mt−ms)/(δzA) =

ρbulk(mt/ms − 1), where mw and v are the mass of ice and the total volume in a given layer. The

maximum possible ice density relative to total sample is σ0 = φ0ρice, where φ0 is the ice-free porosity

and ρice is the density of pure ice, and thus the filling fraction is σ/σ0.
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Duration, ρ1, Max filling, zice,
[hrs] [g m−3] [%] [cm]

0 1.60 0±1 0
6 1.60 11±2 1.1
12 1.60 15±3 0.6
18 1.60 21±2 0.2
24 1.60 29±3 0.1
24 1.60 29±3 0.1
24 1.60 26±3 0
24 1.60 29±3 0
48 1.60 42±3 0
48 1.60 43±3 0
72 1.60 54±4 0
72 1.60 55±4 0
96 1.60 64±5 0
96 1.60 76±4 0
98 1.60 71±9 0
120 1.60 65±4 0
122 1.60 71±5 0
331 1.60 75±5 0
530 1.60 90±4 0
24 0.60 10±2 2.2
24 0.85 13±2 1.8
24 1.10 21±2 0.5
24 1.35 26±3 0.1

Table 5.1: List of experiments. zice is ice table depth; a value of 0 denotes surface ice.

A control experiment was run to test the degree of ice accumulation during sample analysis.

A sample was prepared in the same manner as other samples, but was never exposed to a humid

chamber atmosphere. The amount of water collected by the sample during analysis is less than 0.4%

filling fraction, negligible compared to all non-zero experiment times.

5.4 Results

Experiment durations, target surface vapor densities and observed ice table depths are given in

Table 5.1.

5.4.1 Diffusive ice morphology

The deposition of ice in porous media at conditions below the triple point of water experimen-

tally demonstrates ice-vapor diffusion and deposition in the absence of a liquid phase. Significant

deposition occurs at all sample depths, indicating vapor diffusion as the primary mechanism for

H2O transport. Though quasi-liquid films may be present under these conditions in the shallow

(T>250 K) regions of the sample (e.g., Elbaum et al., 1993) they would be discontinuous or absent

at greater depths with lower temperatures.
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Small chips of ice-encrusted beads from several sample depths were examined with an optical

microscope in the cold room; Figure 5.4 displays selected images. Figures 5.4 a and b show ice

necks connecting individual beads to a larger bulk mass of beads and ice. The necks form annuli

around grain contacts, the edges of which are concave toward the contact (see panel b). The shape

and location of these necks is consistent with ice growth models based on free-energy arguments

(Hobbs and Mason, 1964). Panel c shows turbid ice filling the interstices between several beads.

Monocrystalline ice should not significantly scatter light and would appear clear; the turbidity

implies the presence of crystalline defects or included air. Panel d shows a socket formerly occupied

by a bead, revealing the tight association and good thermal contact between ice and the grains of

the medium.

Panels e and f reveal bubbles within the ice which are tens of microns across. Spread through-

out the sample, such voids could measurably reduce the bulk density of the ice. Though trapped

atmospheric gases are common in compressed snowpack ice, their occurrence in diffusively derived

ice has not been commented on previously. It thus seems that future landed missions which seek to

extract information about ancient climates and atmospheres would be able to find trapped pockets

of relic gases in subsurface ice even if that ice were not the result of precipitation.

5.4.2 Ice table morphology

Recent modeling investigations into subsurface ice deposition on Mars have shown that the ice

table itself is a sharp boundary between ice-bearing and ice-free soil (Schorghofer and Aharonson,

2005). These results differ from earlier models of Mellon and Jakosky (1993) which exhibit a more

gradual transition spanning several model layers. Schorghofer and Aharonson (2005) suggest that

the difference may be due to differences in numerical implementation, rather than different physics

or underlying assumptions. The experiments reported here exhibit sharp interfaces, the depth and

morphology of which are controlled by temperature and atmospheric vapor density. In experiments

which develop ice tables beneath the sample surface the mechanical cohesion of the beads exhibits

a transition between completely unconsolidated and well-bound over a distance of order one grain

diameter.

Because of this sharpness, the ice table shape may be easily seen by brushing away the unbound

beads and examining the surface of ice-cemented grains. Figure 5.5 shows one such example: an

experiment where some surface ice developed in the colder shadow of the thermocouple wires, but

where there remained some warmer, unshadowed beads not yet bound by ice. The top of the

RH/RTD sensor is directly illuminated by the lamp and experiences a temperature 5–15 K warmer

than the sample surface. This produces a small depression in the ice table which is ∼1 mm larger

than the sensor diameter. A minor deepening of the ice table exists at the walls of the sample due

to heat leakage from the caddy. The ice table is nearly flat in regions not perturbed by shadows,
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a) b)

c) d)

e) f)

Figure 5.4: Images of the porous medium (500 µm glass beads) after exposure to experimental
conditions. Images a, e, and f are back-lit; the scale bar applies to all images. Images a–c are
from the 331 hour experiment, d–f are from a 72 hour experiment; all were performed at a nominal
vapor density, monitored by sensor #1, of 1.6 g m−3. a–b) Ice necks holding beads in place. Neck
shapes are consistent with predictions of ice nucleation and growth based on surface energy. c)
Beads embedded in pore-filling ice; the cloudy appearance suggests the presence of air bubbles or
other defects. d) Sockets of ice formerly occupied by beads. e–f) Fine necks and pore-filling ice,
respectively. Air bubbles trapped within the ice are indicated by arrows.
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Figure 5.5: The sample surface after 96 hours of exposure to a humid atmosphere. a) The surface as
it appeared prior to brushing. b) Schematic indicating a region of free surface ice, an intimate ice and
bead mixture, and a region with multiple layers of ice-free beads. The position of the thermocouple
wire shadow is indicated. c) The surface after brushing away loose beads, revealing the divot formed
around the warm RH/RTD sensor.

edge effects, or the warm sensor, with depth variations less than 1 mm across several cm of surface.

Such a uniform depth of the stability boundary indicates a radially uniform temperature profile with

isotherms parallel to the surface.

On Mars, patches of darker or brighter dust will experience different radiative equilibrium tem-

peratures for the same amount of insolation. Sizemore and Mellon (2006) have examined the con-

sequences of this phenomenon with two- and three-dimensional numerical models. The effects of

spatial variations in albedo on the near-surface ice table morphology have been experimentally ex-

amined with this facility. A gold-coated disk (albedo ≈1.0), a matte black disk (albedo ≈ 0.1–0.2),

and an unaltered, clear disk (control) were placed on the sample surfaces to produce local tem-

perature perturbations. An image of disk placement is in Figure 5.6 a). Samples were chilled and

exposed to a humid atmosphere for 48 hours. A T-type thermocouple epoxied to the underside of

each disk measured equilibrium temperatures of 263.1 K, 270.8 K, and 268.2 K, for the gold, black,

and control disks, respectively. The clear control disk temperature is within 0.1 K of the glass beads

(268 K). Following exposure, the disks were removed and the depth to the ice table was measured.

A wire mesh placed above each sample defined the positions for ∼1100 individual staggered-grid

depth measurements performed with a needle graduated at 1 mm intervals. These measurements

were then interpolated to produce the depth maps seen in Figures 5.6 c and d.

To produce the ice table in Figure 5.6 d, the vapor density at the sample surface was set at a

nominal value of 1.6 g m−3. As can be seen from both the photograph taken with oblique illumination

(Figure 5.6 b and the depth map (5.6 d, the ice table exhibits significant undulations in depth on a

scale comparable to the radius of the albedo disks. The depth to the ice table around the rim of the

high-albedo disk is the shallowest observed (∼0.3–0.4 cm). In the vicinity of the low-albedo disk,
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Figure 5.6: Experiments illustrating the effect of surface albedo on ice table development. a) Albedo
disk placement on sample surface. b) Ice table for high vapor density case (ρair = 1.6 g m−3),
photographed with oblique illumination from the lower left. c) Ice table depth map for the low vapor
density case (ρair = 0.6 g m−3). d) Ice table depth map for high vapor density case (ρair = 1.6 g m−3).
Both experiments were exposed to a humid atmosphere for 48 hours.

the depth to the ice table is on the order of 1 cm due to isotherm depression by the warmer disk.

The clear albedo disk had a smaller effect on the local environment.

An interesting effect of the high-albedo disk is the rim of shallow ice which gives way to a

depression beneath the center of the disk. A possible explanation is inhibited vertical diffusion of

water vapor due to the impermeable body of the disk, and the curved isotherms beneath it. Vapor

moving laterally underneath the disk encounters temperatures where the vapor is saturated (an

upwards deflection of the equilibrium ice table), and deposits. Vapor densities in the cold regions

under the central portion of the disk are thus small and insufficient to deposit ice.

An experiment with an identical setup and duration but less than half of the atmospheric vapor
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density (ρair = 0.6 g m−3) was performed, and the depth map is shown in Figure 5.6 c. The lower

vapor density resulted in a slower upward migration of the ice table. After 48 hours, the mean depth

is 2±0.1 cm, compared to 0.8±0.3 cm for the experiment at higher humidity. At lower humidity, the

ice table topography is subdued: the effect of the high-albedo disk is still seen over approximately

half of the disk’s surface, but the central depression effect and the discernible outline of the disk

itself are absent. The greater thickness of low thermal conductivity ice-free beads insulates the ice

table from the temperature perturbations at the surface. On Mars as in these experiments, the

ice-free regolith above the ice table will rapidly attenuate temperature heterogeneities, reducing the

sensitivity of ice-table morphology to surface albedo variations as a function of depth.

5.4.3 Ice table depth

To explore the depth of the ice table, several experiments were run for 24 hours with different values

of atmospheric vapor density. Figure 5.7 shows the results of eight experiments, four run at the

nominal vapor density of 1.6 g m−3, and four at reduced chamber humidities.

The depth of the ice table and the total quantity of ice deposited in a given time depends

sensitively on the atmospheric vapor density. The equilibrium ice table depths for the vapor densities

0.6, 0.85, 1.1, 1.35, and 1.6 g m−3 under a 13 K cm−1 gradient and a surface temperature of 268 K

are, respectively, 1.4, 1.1, 0.92, 0.75, and 0.61 cm. Initially, significant ice is deposited several

centimeters below the equilibrium depth. Higher vapor densities allow earlier ice deposition at a

given level. Once ice has deposited, local temperature gradients in the ice control vapor flux, and

the deep ice becomes isolated from the atmospheric vapor content. Experiments with high value

of ρair (1.1–1.6 g m−3) experience early deposition at depth and subsequently evolve at similar

rates. Thus, the data for such experiments overlap between the base and ∼3 cm in Figure 5.7. The

phenomenology of the early transients in ice deposition is examined further in Section 5.6.4.

5.4.4 Ice profile

The structure of the ice distribution beneath the ice table, in a region which may be termed the

cryosphere, is revealed in these experiments as a function of both depth and time and is inter-

pretable in terms of the experimental conditions and durations. The water contents determined from

gravimetric analysis reveal profiles of ice content which decrease monotonically below the depth of

maximum filling. Low humidity or short-duration experiments give rise to an ice table beneath an

ice-free layer, while other conditions (e.g., longer durations, higher vapor densities) produce stable

surface ice. Figure 5.8 plots the final ice content results of experiments run for different periods

of exposure to an atmosphere with a surface vapor density (reported by sensor #1) of 1.6 g m−3.

As described in Section 5.5.2, the actual vapor density driving the flux of water is believed to be
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Figure 5.7: Ice content data for experiments run for 24 hours at various vapor densities. Ice contents
are reported as density of deposited ice with respect to total volume (σ) and fraction of pore space
filled with ice, assuming a constant ice-free porosity of 42%. The maximum density of ice is thus
φ0ρice = σ0 = 385.6 kg m−3

somewhat higher. The maximum filling fraction observed, approximately 90%, was observed at the

end of the longest duration experiment.

As revealed in Figure 5.8, the ice contents first increase rapidly, followed by a reduced rate of ice

accumulation. The shortest experiments were performed in additive 6-hour increments, the second

set’s durations were 24 hours apart, and the final long-duration experiments are 110 hours and

199 hours longer than the next shorter runs.

5.4.5 Constriction

In a porous regolith, the free-gas diffusion coefficient is reduced by a factor proportional to the

cross-sectional area of the medium. An equivalent diffusivity, D, may be written in a regime which

involves both molecule–molecule collisions and collisions with the pore walls to a significant degree.
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Figure 5.8: Ice content data for experiments run at a nominal surface vapor density of 1.6 g m−3

and various durations. After ∼48 hours, free ice deposits at the surface and forces the uppermost
point for some samples to have a measured ice content offscale to the right. The colors correspond
to duration of exposure to a wet atmosphere, as indicated by the legend. Experiments with similar
durations are given the same color, but different symbols.

This is given by the Bosanquet equation,

1
D

=
1
DF

+
1
DK

, (5.2)

where DF is the Fickian diffusivity, which dominates when collisions between gas molecules dominate

the behavior of the gas movement, and the Knudsen diffusivity DK which dominates at low pressures

when molecules collide more frequently with pore walls than with each other (Pollard and Present ,

1948). As ice accumulates, the pore space geometry changes, altering the porosity and tortuosity,

and increasing the frequency of molecule–wall collisions as the pore size is reduced. DF and DK

depend upon the pore geometry in potentially different ways. These effects are examined further in

Section 5.6.2.

As described in the previous section, the rate of ice growth throughout the column is not uniform

due to the non-linear gradient in vapor pressure at depths where ice is present. Initially, ice grows
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Figure 5.9: The change in ice content for a given depth divided by the time interval for growth. The
legend (distinct from Figure 5.8) indicates the end of the time interval (e.g., “6 hours” is 0–6 hours,
“48 hours” is 24–48 hours, etc.). The most rapid ice growth occurs during the earliest times of
exposure (0–6 hours), and the maximum can be seen to evolve from a depth ∼2.0 cm for 0–6 hours
to ∼1.0 cm for 6–12 hours, to the surface for times between 12 and 24 hours. Subsequent to this, the
rates are much smaller, are much more uniform across the sample depth, and continue to decrease
with time.

most quickly at the top of the ice table where the vapor density gradient is steepest. Beneath the

ice table the rate of ice growth also varies with time due to the effect of constriction. This may be

seen in the spacing of the contours in Figure 5.8, but is more clearly evident in Figure 5.9, where

the difference in ice contents between successively timed experiments are divided by the intervals

between those experiments, thus plotting the incremental change in ice content, δσ/δt. Similarly

timed experiments are differenced from an experiment of significantly shorter (>5 hours) duration.

Figure 5.9 reveals the depth of greatest ice growth in a given time increment. For the first 6 hours

(dark red), most ice deposits between 1.5–2.5 cm beneath the surface. In the next longer increment,

from 6–12 hours (bright red), the greatest growth is at about 1.0 cm depth. Between 18 hours to

48 hours (orange and yellow), the greatest ice deposition occurs in the uppermost soil layer. At

all subsequent times, the ice growth progresses more uniformly with depth, but accumulation rates
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decrease as exposure time to a humid atmosphere continues to increase.

5.5 Numerical Model and Experiments

5.5.1 Description of ice-filling model

Vapor transport and phase transitions are calculated with the numerical code described in Schorghofer

and Aharonson (2005), which is used to model the experiments presented here. Fick’s law, local

mass conservation, and the ideal gas law lead to

∂

∂t

[(
φ0 −

σ

ρice

)
p1

T
+
R

18
σ

]
=

∂

∂z

[
D
∂

∂z

p1

T

]
, (5.3)

where p1 is the partial pressure of H2O. Within the ice-containing region the ice growth can also

be obtained from Equations (2.26) and (5.1), but these equations do not directly provide the vapor

density in a dry layer or the depth of the ice interface. Hence, the partial differential equation (5.3),

which includes these effects, is used.

Equation (5.3) is numerically solved with an explicit forward-difference scheme, with a spatial

resolution of 0.5 cm, the spacing of the temperature sensors in the experiment. Models may also be

run with temperatures interpolated to a finer grid spacing. Experimentally measured temperature

profiles and surface vapor densities are used as input. To remove artificial temperature inflections

caused by thermocouple misalignment from exact half-centimeter spacing, the temperature data are

fit with a 4th-degree polynomial prior to being used as input. Small time steps are required for

numerical stability, and the program subdivides measured temperature profiles, typically available

in 1 minute intervals, into smaller time steps of 50–1000 µs by linear interpolation.

5.5.2 Comparison to models and uncertainties

In this section five quantities are considered which impact the agreement of the model with the

experimental ice contents. They are: headspace vapor density (ρair), ice-free diffusion coefficient

(D0), temperature profile, density of deposited ice (ρice), and what is here termed the constriction

exponent (n).

Experiments performed with three humidity sensors placed as indicated in Figure 5.3 recorded

vapor densities consistently 80% higher at sensors #2 and #3 than at sensor #1. Additionally, ice

was observed to deposit at the sample surface after ∼48 hours while the vapor density reported by

sensor #1 implied an ice table ∼0.6 cm beneath the surface. It is therefore surmised that 1) the

atmosphere above the sample in these experiments is not well mixed, and 2) the bulk atmospheric

vapor density driving the flux of water vapor is higher than 1.6 g cm−3 by almost a factor of 2.
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Compensation equations for sensor temperature are provided by the vendor; however the range of

validity for those expressions may not extend to low-pressure environments.

This uncertainty in ρair affects estimates of ice table depth and ice contents in experiments of less

than ∼48 hours duration. In Figure 5.10, the final ice content measured for a 24 hour experiment is

displayed, along with results of numerical simulations using the model described in Section 5.5.1. All

model runs use the subsurface temperature profile as recorded. When vapor densities reported by

sensor #1 are used, the model underpredicts ice contents in the upper half of the sample (Figure 5.10,

triangular symbols) compared to experimental data (filled circles, solid black curve). When vapor

densities are prescribed constant values, models with higher surface vapor densities are seen to

produce ice at shallower depths more akin to the experimental profile. The best match between

models and experiments for exposure times less than ∼48 hours are with ρair =2.0–3.2 g m−3, lower

values producing the best correspondence with the shortest times. For 48 hour experiments, good

agreement between experiments and models is obtained for surface vapor densities of ∼3.2 g m−3.

This value is equal to the vapor density of ice at 268 K and 600 Pa, i.e., the conditions maintained at

the surface of the sample, and therefore suggests that free surface ice becomes the dominant vapor

source.

An important feature of Figure 5.10 is that all model runs, despite differing surface vapor densi-

ties, agree beneath the depth where ice is present; the curves merge onto a single line. Flux beneath

the ice table is governed by the local vapor pressure, which is controlled by temperature and is

independent of the atmospheric vapor density. The important differentiation among models with

different surface vapor densities is the time when a particular depth begins to deposit ice. Higher

vapor densities advance this point to earlier times at a given depth.

In the rest of this section dealing with model and experiment agreement, the focus is primarily

on runs of 48 hours or longer, and the discussion is therefore specific to experimental data and

models run with surface vapor densities of 3.2 g m−3. When such models are run, they consistently

overpredict the abundance of ice in the sample, indicating that some other factor besides vapor

density is acting to reduce ice deposition.

Measurements of D0 for the 500 µm glass beads have an uncertainty of about 10% (Section 5.3.3).

Additional model runs were performed using D0 = 4.2 cm2 s−1 to determine if reasonably lower

values of D0 would bring closer agreement with experimental results. Such models do exhibit

reduced ice contents, but do not bring the model output into good agreement with the data. It is

therefore concluded that the major source of variation lies elsewhere and D0 = 4.7 cm2 s−1 is used

for subsequent model analyses.

A ∼1 mm vertical deviation in thermocouple placement results in ∼1 K temperature offset,

corresponding to a 10% variation in vapor density at the highest (∼268 K) experiment temperatures.

Models run with imposed 1 K shifts to lower temperatures produced insignificant differences in ice
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Figure 5.10: Ice content data for a 24-hour exposure experiment at a nominal measured vapor
density of 1.6 g m−3 (black circles, solid line), compared to model simulations (broken lines) using
experimental temperature data interpolated to 2x resolution. One model was run with surface vapor
densities as measured (triangles) and several were run with assigned values of ρ (asterisks). Notice
that the models agree below the depth where ice has accumulated, indicating gradient control by
the saturation vapor pressure.

abundances compared to unshifted temperature data.

The maximum observed filling fraction is less than 100%, suggesting the possibility that the

deposited ice is less dense than pure ice. This is consistent with micrograph images (see Figure 5.4)

which show encapsulated bubbles and turbid ice. If the numerical model is modified such that

the density of deposited ice is lower, the results can be made to match more closely with the

experimental data. Figure 5.11 shows such results for four selected datasets and their attendant

model runs using ice densities of 918 and 734 kg m−3, the latter being equivalent to 80% maximum

filling. Such a reduced density improves the model fit, but filling fractions up to 90% are observed

in the longest experiment. In the simplest case it can be assumed that all deposited ice has the

same density, which should be at least the maximum observed in any experiment, suggesting that
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a density of 734 kg m−3 is too low. It is possible that the density of deposited ice varies depending

on local geometric effects, temperature, and time of deposition. The density of the deposited ice

is not measured directly and thus cannot constrain ice density as a function of time. Given this

uncertainty and the observation of 90% filling (implied ice density ∼826 kg m−3), another possibility

is considered: non-linear constriction.

The model results presented thus far have used a linear relation between diffusivity and filling

fraction, as used by Mellon and Jakosky (1993), to account for constriction. In this schema, the

porosity at time t is

φ(t) = φ0(1− σ(t)
φ0ρice

). (5.4)

The ice-free diffusion coefficientD0 = D(φ0) is thereby modified by a factor of φ/φ0. The constriction

model of Mellon and Jakosky (1993) subsumes all variation in pore geometry into the value of the

porosity, φ, and leaves the tortuosity term unaltered. This was justified due to a lack of experimental

or theoretical data on the effects of constriction on tortuosity.

It is found, however, that agreement between the experimental data and the ice contents predicted

by the models can be improved if the density is maintained at ∼918 kg m−3, but the constriction

factor is modified by an exponent, n:

D = D0

(
1− σ

σ0

)n
. (5.5)

The reduction of porosity (understood as the available area through which vapor can pass) due

to deposited ice is linear in σ, hence the base model used here and that of Mellon and Jakosky (1993)

assume n = 1. It can be seen in Figure 5.11 that models with n = 1 match the data well for filling

fractions of ∼40% or less, but that they overpredict the amount of ice deposited for longer times with

higher filling fractions. A model run for the 330 hour experiment, wherein filling fractions are >70%,

which uses n = 2 and ρice = 918 kg m−3 is plotted in Figure 5.11 as a red dashed curve and is seen

to be in close agreement with the experimentally measured ice contents. The degree of agreement

between this model and the experimental data is comparable to that between the data and the

model with n = 1 and 80% ice density, but this scenario is not favored because observed densities

reach at least 90%. Changes other than reduction of porosity, e.g., the shortening of molecular

hop distances as ice reduces the available volume, add additional constriction effects which cause a

non-linear dependence of D on σ when filling fractions are large. In the model parameterization,

these effects are captured in n, as described in Section 5.6.2.
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Figure 5.11: Experimental data and model outputs for 24, 48, 120, and 330 hour experiments.
Experimental data are filled circles with error bars. Model results vary as the maximum density
of deposited ice is changed, and the best agreement for the experiments with high filling fractions
appears to be with ρice = 734 kg m−3, or 80% the density of pure ice. For times shorter than
∼48 hours, models which assume diffusivity is linearly proportional to filling fraction agree with
the experimental data. A single dashed line (in red) indicates the model output for the 330 hour
experiment if 100% ice density is assumed, and diffusivity varies as the square of the filling fraction
(i.e., constriction exponent equals 2).

5.5.3 Time-varying diffusion coefficients

The diffusivity as a function of time can be extracted from the available experimental data by

making the simplifying assumption that variations of D with depth are slow. The right hand side of

Equation (2.26) may then be used to estimate the diffusion coefficient as a function of ice density.

The relation used is:
σ(t+ δt)− σ(t)

δt
= D(t+

δt

2
)

1
δt

∫ t+δt

t

∂2ρ1

∂z2
dt′, (5.6)

where δt indicates the time interval separating successive experiments. The accumulated quantity

of ice in an interval, δσ/δt, divided by average values of the density divergence in the same interval
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Figure 5.12: Plot of the diffusion coefficient evaluated using the technique described in Section 5.5.3
versus ice content for 5 deep levels in the sample column. Overplotted are expected variations in D
with σ using ρice = 918 kg m−3 for n = 1 (solid) and n = 2 (dotted). The trend in the diffusion
coefficient exhibits a concave-upwards slope which is consistent with n greater than unity. If the
density of deposited ice were 90% of pure ice density, and n = 1, the diffusion coefficient would
follow the dashed line.

gives a proxy for D, which may be plotted versus the average ice content over δt at a particular

depth. Figure 5.12 thus displays the change in diffusivity due to constriction in the deepest layers

where the changes in ice content are easiest to observe.

Systematic differences among experiments result in a considerable scatter in Figure 5.12, but an

overall trend to lower values of D can be discerned. The trends are consistent with the expected

variation of D with σ for a constriction exponent greater than unity (n = 1 and 2 are plotted as solid

and dotted lines, respectively). If n is constrained to be equal to unity, but the maximum ice density

relative to free space is allowed to be less than 386 kg m−3, then the linear trend (dashed line) would

reach a smaller maximum value. But filling fractions of 90% imply a σ of at least 347 kg m−3. The

trend of D with σ using this lower density and n = 1 does not match the data as well as the data

with a higher constriction exponent, suggesting that D(σ) depends on σ and is non-linear for high
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filling fractions.

The reduced deposition rate as a function of time exhibited by these data is consistent with the

constriction phenomenon. The close agreement between the reduced rate of ice accumulation in

models and experimental data improves confidence that the model employing non-linear adjustment

of D with σ more closely captures the physics of the ice deposition process. Both effects of reduced

ice density and non-linear constriction may be important in controlling the evolution of ice at high

filling fractions obtained for long exposures to ice-growth conditions.

5.5.4 Long-duration behavior

The longest experiment was run for 530 hours of exposure to humid gas. The rate of change between

the 330 and 530 hour experiments is small, indicating significant constriction in the shallow layers

and concurrent reduction of ice deposition rates at greater depths. The numerical model has been run

for 6000 hours of experiment time using a static, linear temperature profile of the same magnitude as

used in the experiments. The other parameters are a constriction exponent of n = 2, an ice density

of 918 kg m−3, the total pressure of 600 Pa, and surface densities of 1.6 and 3.2 g m−3.

Figure 5.13 plots the cumulative ice content as a function of time for the two model runs (broken

lines), column-integrated ice contents for the experiments (filled symbols), and the local column

ice density for the most ice-rich layer in each experiment, scaled by a factor of 10 (open symbols).

The column integrated ice contents are computed over the depth of the ice-bearing sample. Both

models are seen to converge asymptotically to the maximum theoretical ice content, σ0/Z, with the

difference being < 5% after ∼5000 hours. The experimental data agrees well with the model using

the higher vapor density, particularly for times greater than 24 hours, corresponding to surface ice

at 268 K, rather than the atmosphere, being the dominant vapor source.

The experimental data are consistent with the asymptotic approach of the ice content to total

filling. Further experiments which achieve high filling fractions may improve understanding of the

ice deposition process, potentially revealing important phenomena that only affect ice deposition

when constriction effects are large.

5.6 Discussion

5.6.1 Theoretical uncertainties in vapor transport

The governing equation for the diffusive transport of water vapor (denoted by subscript 1) in CO2

(denoted by subscript 2) is given by (Landau and Lifshitz , 1987)

J1 = −ρ0

[
D12

∂

∂z

ρ1

ρ0
+
DT
T

∂T

∂z

]
, (5.7)
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Figure 5.13: Column-integrated ice abundances for experiments and two long-duration models (pa-
rameters given in text). Solid symbols are integrated column densities, open symbols represent ice
contents in the uppermost ice-bearing layer (i.e., the most ice-rich layer) scaled by a factor of 10.
Model runs with vapor densities of 3.2 g cm−3 match total ice abundances well after 24 hours, sup-
porting the conclusion that the driving vapor density is that of the surface ice at 268 K. Maximum
column density for ice in a 42% porosity medium would be σ0/Z = 19.3 kg m−2.

where J1 is the diffusive mass flux of gas 1, ρ0 is the total mass density, ρ0 = ρ1 +ρ2, D12 the mutual

diffusion coefficient in free-gas, DT the coefficient for “thermodiffusion”, and T the temperature. The

contribution of barodiffusion to the vapor flux is neglected.

In Hudson et al. (2007) a review of the thermal diffusion effect is presented and is shown to

be a negligible contributor to the vapor flux in the experiments described therein. Here, the issue

is revisited for the high thermal gradients in the present experimental setup. The concentration-

dependent thermal diffusion factor αT is at most αT ≈ 0.8 for H2O–CO2, using the conservative

elastic sphere model (Chapman and Cowling , 1970). By definition DT /D12 = αT (n1/n0)(n2/n0),

where n indicates number densities. At low concentration, DT /D12 ≈ αT (ρ1/ρ0)(µ2/µ1), where µ1

and µ2 are the masses of H2O and CO2 molecules, respectively.

In equilibrium, the total H2O flux vanishes, rendering the ratio of thermodiffusion flux to

concentration-driven flux as an inappropriate measure. Instead, an estimate of the change in ice
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table depth δz due to thermodiffusion in this laboratory setup is determined by

−ρ0DT
1
T

∂T

∂z
=
∂J1

∂z
δz. (5.8)

The total diffusive flux J1 is approximately, −D12∂ρ1/∂z, and thus

ρ1αT
µ2

µ1

1
T

∂T

∂z
=
∂2ρ1

∂z2
δz. (5.9)

From equation (5.1) and H/(RT ) ≈ 23 � 1, an approximate expression for ∂2ρ1/∂z
2 is obtained

and used in equation (5.9) to give,

αT
µ2

µ1
≈ δz

(
H

RT

)2 1
T

∂T

∂z
. (5.10)

Hence, δz . 8× 10−4 m, which is negligible compared with the relevant length scales.

The contribution of advection or bulk flow to the vapor transport is also small. The sample

container has an impermeable bottom boundary, such that bulk motion can only be caused by the

displacement of gas from the growing ice volume, surely negligible, and the contribution of the H2O

flux to the overall motion. The latter should be on the order of p1/p0; the maximum p1 is reached

at the ice table, where psv(268 K) = 397 Pa, while p0 = 600 Pa. Figure 5.1 demonstrates that rapid

ice growth only occurs when the equilibrium vapor pressure of H2O is not much smaller than the

total pressure.

By eliminating the advective velocity from equations for the total flux of interdiffusing species,

it is found that the inward flux is larger than what is obtained from diffusion alone by a factor of

ρ0/(ρ0 − ρ1) (Landau and Lifshitz , 1987; Hudson et al., 2007). This expression is not applicable for

Knudsen diffusion, but qualitatively indicates that advection increases the flux in these experiments.

For model runs greater than 48 hours, the excess ice relative to observations using a linear dependence

of D on filling fraction, i.e., n = 1, can therefore not be explained by an unaccounted advective

contribution.

5.6.2 Constriction physics

In equation (5.5), an exponent, n, is introduced to modify the change in diffusion coefficient as a

function of filling fraction. The changing geometry of the pore space during ice deposition results

in a non-linear dependence of D on σ at high filling fractions. A cause of this phenomenon arises

from reduced pore space volume, which results in a greater frequency of molecule–wall collisions for

a given pressure. The effect of mean free path and molecular hop length on D can be seen in the

following derivation.
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The free-gas diffusivity may be approximately written as

D12 =
1
3
ν̄1λ, (5.11)

where ν̄1 is the mean thermal speed of water molecules and λ is the mean free path. The Fickian

diffusion coefficient in a porous medium may be written as

DF =
φ

τ
D12, (5.12)

and the Knudsen diffusion coefficient may be written as

DK =
1
3
ν̄1l

φ

τ
, (5.13)

where l is a measure of characteristic hop length, and any prefactor is subsumed into the relation

between l and pore size. This treatment is similar to the treatment of Evans et al. (1961), who derive

a Knudsen diffusion expression which is also proportional to the obstruction factor, φ/τ . Since l is

proportional to available pore size,

l = l0φ/φ0, (5.14)

where l0 is for the dry porous medium. Equations (5.2), (5.11), (5.12), (5.13), and (5.14) lead to

D =
φ

τ

ν̄1

3

(
1
λ

+
1
l

)−1

. (5.15)

Hence, changes in D with ice content can be attributed to three contributions: porosity φ, tortuosity

τ , and restriction in hop length l. If τ were constant with time, then D varies proportionally with

φ when λ� l, and it varies as φ2 for λ� l.

The diffusivity therefore changes from linear in σ to a stronger dependence as deposition pro-

gresses. At high filling fractions, the l term in equation (5.15) dominates over the λ term, the porosity

term is small, and the tortuosity will become large as diffusive paths are closed off. Figure 5.11 shows

that models with low filling fractions agree well with experimental data if the relationship between

D and σ is linear, i.e., the constriction exponent n equals 1, while models for long-term experiments

with high filling fraction overpredict the ice abundance with n = 1. Equation (5.15) implies that the

functional relationship between D and σ changes with σ, and a real system would not be described

by a constant constriction exponent, as was employed in the model (Section 5.5.3). Further study

of the constriction phenomenon may reveal the appropriate prefactors and dependencies to model

this transition.
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5.6.3 Initial ice deposition

The preferential deposition at grain contact points, as revealed by the micrographs in Figure 5.4,

could first fill the smallest pore spaces and narrowest gaps between grains. Most of the flux in a

medium of distributed pore sizes is carried in the largest pores (Clifford and Hillel , 1983, 1986),

and this initial deposition should not greatly alter the effective diffusion coefficient. But this small

amount of ice may still affect the availability of pathways to conduct vapor, changing the tortuosity

of the medium.

Another consequence of ice deposition is a change in bulk thermal conductivity (Paige, 1992).

The thermal conductivity of ice-free 500 µm glass beads used in these experiments is 0.18 W m−1 K−1

(Ham and Benson, 2004). This value is higher than the values of bulk thermal conductivity for

particulate material used by Mellon and Jakosky (1995) (0.02 W m−1 K−1). Ice, on the other hand,

has a bulk thermal conductivity of ∼2.2 W m−1 K−1. The addition of ice at grain contact points

greatly increases the conductivity of the sample through increased area of heat conduction and the

high thermal connectivity of the added material. The effect of included ice on the bulk conductivity

of an ice-bearing soil was represented in Mellon et al. (1997) by the action of two parallel conductors

where the contribution of ice in the intergrain space was proportional to the square root of the

filling fraction, (σ/σ0)1/2 in the notation used here. This model exhibits a rapid increase in thermal

conductivity for small filling fractions. The effect of the earliest deposited ice is significant with

respect to its effect on the thermal properties of the regolith.

5.6.4 Ice growth physics and phenomenology

An initially dry soil subjected instantaneously to a moist atmosphere will experience a rise in vapor

density at all depths until saturation is reached, or an unsaturated gradient is established between

the surface and the saturation depth (shown schematically in Figure 5.14 as point B). Initially, point

B is the top of the ice table, and the density gradient between this depth and the atmosphere must

be linear if no ice is deposited in this region.

The nonlinearity of the vapor density gradient (exponential temperature dependence) results in

the greatest quantity of ice being deposited at the top of the transient ice table. The gradients of

the vapor density in the ice-bearing and ice-free regions are equal at the interface, and initially the

fluxes are as well. But constriction reduces the diffusion coefficient and flux through an ice-bearing

layer while leaving the vapor density gradient unaffected. Conservation of mass then requires that

the flux in the ice-free region also be reduced. Since in this region the flux depends only on the

vapor density at the surface and the depth to the ice table, the interface must move upwards, from

point B toward point C.

As the interface becomes shallower, the gradient of vapor density through the ice-free region is
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Figure 5.14: The steady-state vapor density for a sample with a 13 K cm−1 temperature gradient.
For levels where ice is present, the vapor density is set by the saturation vapor pressure of ice (thick
curved line). For levels with no ice present, the gradient is linear (or approximately so) between
the saturation line of the uppermost ice and the atmospheric vapor density, which is here set at
1.6 g m−3.

diminished, thus ultimately reducing the flux to the ice table and the rate of ice deposition. Since

small changes in depth correspond to large changes in vapor density gradients in steep regions of the

saturation curve, the rate of ice table migration slows. The difference in rates of ice growth between

deep and shallow depths decreases with time, and the ice-content profile becomes progressively more

uniform. This occurs despite the higher gradients at shallow depths because greater ice contents

restrict vapor flux.

At all times, the ice beneath the ice table interface continues to evolve down-gradient. Water

vapor surrounded above and below by ice feels only the local vapor gradient due to temperature; it

is independent of the atmospheric density. If the atmospheric water content were to drop sharply,

the ice table would begin to recede from the top down. Existing subsurface ice would continue to

migrate deeper until all ice above it was removed and it was able to feel the effect of the vapor

density gradient (now reversed in sign) in the ice-free region above.
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If the atmospheric vapor density remains high, the ice table will evolve toward its equilibrium at

point D. At equilibrium, the gradient in the ice-free region and the inward flux must be zero. But

since ice beneath the ice table is continuously redistributing down gradient, there must remain a

positive net flux into the subsurface. Thus the ice table interface must be beneath the equilibrium

depth so long as the porous medium is unsaturated down to some zero-flux boundary. Substan-

tial constriction permits only small fluxes, allowing the ice table to be close to the equilibrium

position when filling fractions are high. If the climate on Mars has been stable enough to permit

substantial filling, differences between equilibrium predictions of ice table depth (e.g., Mellon et al.

(2004); Schorghofer and Aharonson (2005)) and observed depths (within the accuracy achievable by

spacecraft such as Mars Odyssey and the Phoenix Lander) are unlikely to be large.

Where the conditions have been favorable to ice growth for long times, the filling fraction in the

layers of the regolith immediately beneath the ice table may approach saturation. But since there is

a non-zero flux to some depth, the shallow ice must remain porous to accommodate this transport.

In situations with very high filling fractions, where pore spaces are no longer continuous, downward

flux may persist through the mechanism of counterdiffusion of water molecules and lattice defects

or vacancies.

In a stable environment, complete choking of the regolith column, meaning zero flux to deeper

depths, will not occur until all available pore spaces are filled. The volume which is available for filling

will depend on the depth of the zero-flux boundary. This may either be some layer in the regolith

with zero diffusivity or the inflection depth of the mean annual vapor density gradient, as determined

by the conductivity of the regolith, the local temperature environment, and the geothermal gradient.

5.6.5 Voluminous pore ice on Mars

Two mechanisms by which significant volumes of ice can be emplaced in the shallow subsurface of

Mars are 1) precipitation and subsequent burial and 2) inward diffusion of atmospherically derived

vapor. The former process requires climate conditions significantly different from those currently

observed, while the latter may have operated frequently in the past in addition to being active today.

Most unconsolidated sandy terrestrial soils have porosities between 30–50% (Taylor , 1977),

though finer particulates can give rise to porosities up to 60% (Baver , 1940). Even including

constriction, near-complete filling of such void fractions can occur at present-day conditions in

∼105 years, resulting in ice contents approximately equal to the ice-free porosities. Climate changes

which destabilize subsurface ice may reset shallow ice contents to zero periodically, preventing the

depths accessible by remote sensing from attaining complete filling.

The Gamma Ray Spectrometer on board Mars Odyssey measured mid- to high-latitude hydrogen

abundances equivalent to up to 70% ice by volume (Prettyman et al., 2004). Ice contents of this

magnitude would require precipitation and burial, the subsurface growth of pure ice lenses, or
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unusually high initial porosities which may be filled by diffusion. The presence of polygonal terrain on

Mars shows that a mechanism capable of moving soil grains has been active in these regions. Liquid

water films, an important component of ice-wedge formation on Earth (Konrad and Morgenstern,

1980; Konrad and Duquennoi , 1993; Dash et al., 1995; Wettlaufer , 1999), are not favored on Mars

at present. Thermal contraction cracking (Mellon et al., 1997) may play a dominant role in the

dynamics of presently forming polygons (Mellon et al., 1997). No evidence of heaving, lensing, or

grain-segregation is observed in this static-environment experimental setup, but this is not surprising

given the absence of a thermal wave oscillation. It should also be noted that microscopic effects of

grain movement accumulate over long times, and cracking due to the stress of thermal contraction

require distances on the order of a polygon diameter (10s to 100s of meters) (Mangold , 2005), much

greater than the times and length-scales characteristic of these experiments.

Fisher (2005) suggests that thermal cracking of solid (perhaps interstitial) ice due to seasonal

temperature variations may serve to keep deep regolith more open to vapor transport despite con-

strictive flux reduction in shallow layers. Cracks could penetrate into an otherwise ice-saturated

soil, opening up further volume for subsurface deposition. Ice wedges on Earth form through the

trapping of seasonal meltwater in the thermal cracks. The absence of a liquid phase on present-day

Mars would tend to favor sand-wedge formation. But vapor propagation through the space opened

by the crack would be enhanced over porous medium diffusion, and material at the base of the crack

is shielded from direct insolation and will therefore remain cold relative to the surface. Ice wedges

on Mars may therefore arise from vapor diffusion processes. If the combined volume of the vertically

penetrating ice veins arising from such cracks is large, they could contribute to high observed ice

contents.

5.6.6 Phoenix Mars lander

The Phoenix Mars Lander will land in the north polar region of Mars where equilibrium models

and neutron spectrometer data from the Mars Odyssey spacecraft predict the presence of subsurface

ice within centimeters of the surface (Boynton et al., 2006; Arvidson et al., 2008; Mellon et al.,

2008). The lander is equipped with a robotic arm which will be able to trench on the order of half a

meter into relatively unconsolidated surface regolith; excavation down to the ice table is one of the

primary mission goals (Arvidson et al., 2008). In doing so, Phoenix will be able to provide a number

of ground truths regarding the behavior of subsurface ice on Mars.

The robotic arm has limited mechanical strength and leverage and may be unable to penetrate

deeply through soil with a high ice content, or through pure ice if it is not highly porous. Despite

this limitation, the Phoenix arm may be able to sense an abrupt change in mechanical strength of

the regolith which would indicate a sharp ice table as predicted theoretically and as has been seen

in these experiments. Using the rasping tool at the scoop, Phoenix will attempt to remove some
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surface layers of the shallow ice table. Photographic analysis of these raspings and the divots made

in the ice table, as well as planned delivery of icy regolith to various on-deck instruments, may

constrain the soil-to-ice mixing ratio. This could illuminate whether this ice was diffusively derived,

as would be suggested by a low to moderate ice-to-soil ratio, or was emplaced by precipitation and

subsequent burial, consistent with a high ratio.

If the ice-bearing regolith has a sufficiently low mechanical strength that it may be penetrated

by the robotic arm, it may be possible to create a cross-section of the regolith column revealing the

ice table interface. The morphology of the ice table could be correlated with the original surface

albedo and rock distribution. Though it is not equipped with a brush to remove unconsolidated

debris, a number of such profiles, as from a widening trench, may allow a coarse three-dimensional

map of the ice table to be developed.

Low mechanical strength of the ice-bearing soil layers would be indicative of filling fractions

less than 100%. Though not equipped with means of directly determining water content, Phoenix

instruments such as the Thermal and Evolved Gas Analyzer (TEGA) and the Thermal and Electrical

Conductivity Probe (TECP) may be able to constrain this quantity. Incomplete filling would be

indicative of a non-equilibrium state which is continuing to evolve over time, constraining the history

of the temperature and atmospheric water content at the landing site. Combined data sets from

measurements of soil thermal conductivity and optical microscope images of the regolith particles will

help constrain other soil properties, such as diffusivity, which are necessary inputs to understanding

the history of subsurface ice.

5.7 Summary

A Mars environment chamber has been used to demonstrate the diffusive filling of regolith pore

spaces from atmospherically derived water vapor in the absence of a bulk liquid phase. This allows

the first examination of bulk ice deposition via vapor diffusion at low pressures in the laboratory.

This process is studied at three scales.

At the scale of individual soil grains, optical micrographs have revealed preferential deposition

at grain contact points, forming ice necks in close association with regolith particles which should

significantly affect the thermal conductivity. Much of the deposited ice is turbid, suggesting the

presence of grain boundaries, vacancies, or trapped gases within the ice which would reduce its bulk

density. Bubbles on the order of 10–20 µm across have been observed trapped in the ice, suggesting

that ice on Mars deposited through vapor diffusion may be a candidate for the extraction of trapped

atmospheric gases.

At the scale of the ice table, measurements of the transition depth have revealed the sharpness

and shape of the contact. The transition between well-cemented and completely unconsolidated
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grains is on the order of a single grain diameter (∼500 µm). The morphology of the interface is

sensitive to the local temperature field and is affected by surface irregularities such as heat pipes

(e.g., a warm probe head or a rock) and albedo variations (e.g., coated disks or dust patches), and the

magnitude of these perturbations decays with depth. The ice table follows temperature isotherms,

which parallel the surface unless perturbations arising from, for example, albedo differences, deflect

the temperature field.

Finally, at the deeper scale of the “cryosphere”, i.e., the ice beneath the dry interface, the quantity

and distribution of ice as a function of depth and time has been revealed through gravimetric water

content analysis. A series of experiments and numerical models of differing atmospheric vapor

densities illustrate the sensitivity of ice table growth rate to the humidity of the atmosphere, and

the insensitivity of ice at depths beneath the ice table to this same quantity. The evolution of the

cryospheric ice beneath the ice table depends only on the local temperature gradient.

The deposition of ice significantly reduces subsequent deposition rates via a process of pore-

space constriction. Numerical models of the experimental conditions which incorporate constriction

capture the major effects of that process with a parameterized modification of the diffusion coefficient

proportional to filling fraction. Although some observed differences between experiments and models

may involve a lower density of deposited ice, observations of 90% filling after 530 hours show that the

minimum density is at least this much. At intermediate filling, a stronger obstruction than linear

in filling fraction is observed. The simultaneous reduction of available porosity and of molecular

hop length (i.e., the increasing frequency of collisions with pore walls) as ice is deposited results

in an expected dependence of D proportional to the square of the filling fraction, consistent with

measurements when the filling fracton is high. The tortuosity may also change at moderate to

high filling fractions, further increasing the sensitivity of D to σ. Further investigation is needed to

describe the constriction at high filling fraction.

The numerical model is used to examine long-term growth effects under simulated temperature

and humidity conditions. The effect of constriction asymptotically diminishes the vapor flux beneath

the ice table and similarly retards the ice deposition rate.

The complete filling of the regolith with atmospheric vapor on obliquity-scale times will be

inhibited by reduced rates of ice deposition due to constriction, but complete choking will not occur

unless the pore volume is completely saturated with ice. Lack of complete filling in a regolith

column implies a nonequilibrium condition such that the quantity and distribution of subsurface

ice is continually evolving. These studies will inform observations of subsurface ice by Phoenix and

subsequent spacecraft addressing similar regions.
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Chapter 6

Modeling of Subsurface Ice Growth

6.1 Chapter Summary

A numerical model is developed and applied to the problem of ice growth in the cryosphere beneath

the ice table interface. The accumulation of subsurface ice as a function of depth, the dynamics and

rate of ice growth, and the effects of deposited ice on the surface and subsurface thermal structure

are considered. Climate oscillations over the past 5 million years have repeatedly deposited and

removed ice in mid- to high-latitude regoliths, but the past 300 kyr have been relatively quiescent

and generally favorable to pore ice accumulation in these regions. The model considers the effects of

several parameters on ice growth rate including: ice-free porosity, magnitude of constriction arising

from a changing pore-space geometry, thickness of an ice-free surface layer, and the presence of

a massive ice sheet below some depth. The different constriction parameterizations and ice-free

porosities are found to have only moderate effects on the total quantity of ice deposited and the

shape of the ice content profile. Deep ice layers significantly perturb the subsurface temperature

field and result in increased ice accumulation at all depths if the massive ice sheet is within 10 m

of the surface. Near surface ice-free layers have the greatest influence of the effects considered;

a change in surface layer thickness from 2 cm to 5 cm can decrease the subsurface ice content

accumulated in 300 kyr by nearly 50%. The environmental parameters chosen for the model match

the known properties of the Phoenix Scout Mission landing site. The lowland bright terrain to which

the spacecraft is targeted is predicted to harbor an ice-rich subsurface layer within 2–6 cm of the

surface. Given this range of ice-free surface, the model indicates that the maximum amount of ice

accumulated at the ice table in 300 kyr will be between 70–92% of complete filling, decreasing by not

more than 15% at 0.5 m depth in the absense of a buried ice sheet. The true accumulated quantity

in the upper layers is likely less than predicted, given that ice-loss events of moderate extent are

likely to have occured in the last 300 kyr.
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6.2 Influences on Cryosphere Ice Evolution

6.2.1 Atmospheric independence

The non-linear dependence of vapor pressure on temperature allows high temperatures to control the

shape of the time-averaged vapor density profile in a regolith subjected to a depth-decaying periodic

thermal wave. In an ice-bearing porous medium this gives rise to a down-directed mean-annual

vapor density gradient. Vapor moving within the pore spaces follows this gradient irrespective of

the gradient between the atmosphere and the ice table.

Upon an increase in subsurface temperature or a drop in atmospheric humidity, the ice table

at the top of the cryosphere will become unstable and will retreat deeper into the subsurface by

providing a flux of vapor to the atmosphere. The upward directed gradient from the ice table is

set by the vapor density difference between the ice table and the atmosphere (Mellon and Jakosky ,

1993; Mellon et al., 2004; Schorghofer and Aharonson, 2005). The downward gradient from the ice

table, however, depends only on the subsurface temperature profile, since pore vapor surrounded

by ice experiences vapor concentrations and concentration gradients dependent only on the vapor

pressure (i.e., temperature) of the local ice. Thus, even as the ice table interface retreats, deeper ice,

insulated from the desiccating gradient to the atmosphere, will continue to migrate down the mean

annual vapor density gradient. This allows the evolution of ice beneath the ice table to be determined

using only subsurface temperatures and not atmospheric water content. It is important, however,

to include the thermal effects of ice-free layers near the surface, which attenuate the temperature

wave before it reaches the depth of ice stability.

Within the pore spaces themselves, the vapor pressure of water in the pore gas will be in equi-

librium with the surrounding ice. In a pore space of order 1 mm, a free-gas diffusion coefficient

of ∼30 cm2 s−1 (Wallace and Sagan, 1979) will permit equilibration between pore ice and the gas

within the pore on a timescale of < 1 second, much faster than diurnal temperature and vapor

pressure changes. In most diffusion-dominated pore spaces, the pore radius will tend to be smaller

than 1 mm. Bulk flow of less humid gas over the ice may also strip the boundary layer away and

increase the time to equilibration. Yet the speed of the “wind” within the regolith due to thermal

expansion and contraction of air masses rarely exceeds 1 cm per sol, much slower than the rate

of diffusive flux (see Section 2.6.1). Thus, the partial pressure of water in pore spaces will remain

saturated with respect to the local ice as long as the temperature fluctuations are not overly rapid

(i.e., shorter than diurnal variations).

6.2.2 Icy soil thermal conductivity

The thermal conductivity of the bulk regolith material depends on the amount of ice present. This

analysis adopts a series addition of interstice and grain conduction after Mellon et al. (1997). Here,
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kw is the conductivity through the solid regolith grains and ki is the conductivity of the interstice,

which may be filled with either gas or ice. The bulk conductivity, k, is thus expressed as

k =
kwki

(1− φ0)ki + φ0kw
. (6.1)

The ice-free porosity, φ0, is assumed to be homogeneous and isotropic on length scales larger than

several tens of grains. The parallel conductivity through the interstice, with contributions from gas

and solid ice, is

ki = (1− fc)ki0 + fckice, (6.2)

where ki0 is the ice-free interstitial conductivity. The fraction of the cross-sectional area through

which heat conduction occurs, fc, was modeled by Mellon et al. (1997) and found to be related to

the square root of the filling fraction, fc = (σ/σ0)1/2; to be largely independent of grain shape;

and to be completely independent of grain size at these scales. An effective grain conductivity for

basaltic regolith particles of kw = 3.0 W m−1 K−1, as used by Mellon et al. (1997), is adopted here.

Using this formulation, k is thus a rational function of the form (A+Bfc)/(C+Dfc), where A,B,C,

and D are constants for a particular temperature. Thus, The thermal conductivity when the filling

fraction is zero is written as k(fc(0)) = k0.

Presley and Christensen (1997) found that at atmospheric pressures appropriate for Mars, the

bulk thermal conductivity in particulate media depends weakly on the absolute pressure, k ∝ p2/3,

and also varies as the particle diameter as k ∝ d1/2. At 8 mbar, the range of thermal conductivities

under simulated Mars conditions was found to vary from 0.011 to 0.11 W m−1 K−1 over a particle

size range of 11–900 µm. Sand-sized grains composed of basaltic material were found to have

k ' 0.06 W m−1 K−1. These experimental values are similar to those used by Mellon and Jakosky

(1995) for a general particulate regolith (0.02 W m−1 K−1). Ice, on the other hand, has a bulk

thermal conductivity of ∼2.2 W m−1 K−1 at 273 K, but as high as 3.6 W m−1 K−1 at 180 K. The

conductivity of ice is given by the expression kice = 488.19/T + 0.4685 W m−1 K−1, which is valid

in the temperature ranges of interest (Hobbs, 1974).

The addition of ice at grain contact points greatly increases the conductivity of the sample

through increased thermal contact and conduction area attributable to preferential ice depositon

as annuli at grain contact points (Chapter 5 and Hobbs, 1974). The parallel conductor model

appropriately exhibits a rapid increase in thermal conductivity for small filling fractions. For low

ice-free bulk thermal conductivities (k0 ' 0.01 W m−1 K−1), the value of k reaches 50% of its

ice-saturated value at 10% filling. Higher ice-free values of k0 ' 1.0 W m−1 K−1 may reach this

point at only 1.5% filling. In either case, the earliest deposited ice has a significant effect on the

thermal properties of the regolith.

The above scheme describing the variation in bulk thermal conductivity with ice content derives
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from theoretical considerations. Data is lacking which can be used to constrain this model insofar as

the data reflect changing thermal properties due to vapor-deposited interstitial ice. Investigations

are currently in progress at the Mars Simulation and Ice Laboratory at Caltech to measure the

dependence of k on filling fraction for a variety of materials.

6.2.3 Evolving pore geometries

6.2.3.1 Constriction

Three effects arising from pore ice deposition change the diffusion coefficient of the medium and

thus the rate of further ice growth. First, the cross-sectional area of the pores reduces in proportion

to the quantity of ice deposited. The expression

φ = φ0

(
1− σ

σ0

)
, (6.3)

captures the reduction of φ as a function of filling fraction, where φ0 is the ice-free porosity and

σ0 = ρiceφ0 represents the maximum ice content relative to free space. This parameterization was

used by Mellon and Jakosky (1995) in modeling shallow subsurface ice growth. In Chapter 5,

laboratory ice growth experiments indicated a stronger effect than that given by equation (6.3)

alone. This led to the introduction of a second factor of diffusion reduction arising from a transition

between Fickian and Knudsen diffusion as the pore geometry changes.

Initially, pores on the order of several tens of microns will be in the transition regime under typical

Mars pressures; the mean free path of gas molecules at ∼600 Pa being within a factor of 10 of the pore

diameter. The deposition of ice reduces the pore size and pushes the porous medium further toward

Knudsen diffusion. In that regime, when molecule collisions with pore walls dominate the transport,

one defines a chord (i.e., an individual molecular “hop”) as a straight line segment terminated at

both ends by a pore wall. As Knudsen diffusion comes to dominate, the chord-length distribution

of the pore space, l, rather than the mean free path, constrains the possible molecular trajectories.

In Chapter 5, an analogous treatment to that of Evans et al. (1961), writes l as in equation (5.14).

In this manner, the chord length is proportional to its ice-free value, l0, and also to the porosity

reduction. If the Knudsen diffusion coefficient is written as in equation (5.13), such that it depends on

l and the obstruction factor φ/τ , as does the Fickian expression (equation (2.3)), then the combined

effective diffusion coefficient (using the Bosanquet interpolation formula, equation (2.15)), can be

written
1
D

=
1

DF,0v
+

1
DK,0v2

, (6.4)

where v = (1 − σ/σ0) is the void fraction and DF,0 and DK,0 represent the ice-free values of the

Fickian and Knudsen diffusion coefficients, wherein l0 and φ0 substitute for l and φ in equations (5.12)
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and (5.13). As the filling fraction increases, v becomes smaller and the second term in equation (6.4)

dominates over the first if DK,0 is comparable in magnitude to DF,0.

Since porosity changes with filling fraction, it is reasonable to assume that tortuosity changes

as well; this being a third effect contributing to constriction. Mellon and Jakosky (1993) subsume

all pore geometry variation into a changing φ; however, while φ changes linearly in filling fraction,

τ has a different behavior. As the constricting medium approaches the limit of disconnected pores,

molecules will be forced to take convoluted paths as more direct avenues are closed. Once the pore

volume is no longer continuous, the tortuosity will be infinite and the gas-phase diffusivity will be

zero, although empty pore volume may remain.

A variety of possible pore shape and interconnection models exist; few studies exist on which to

base a robust physical relationship between tortuosity and filling fraction. The expression

τ = τ0

(
1− σ

σ0

)−1

, (6.5)

where τ0 is the ice-free tortuosity, represents one simple model. Though pore spaces in a real porous

medium will likely become disconnected before the filling fraction reaches σ0, equation (6.5) has the

proper values of τ = τ0 and τ = ∞ at the limits of ice-free (σ = 0) and ice-saturated (σ = σ0)

pore space. As appropriate for some models of pore constriction (Zalc et al., 2004), equation (6.5)

changes slowly at low filling fractions, rapidly increasing as complete filling is approached. Since tor-

tuosity enters the obstruction factor of both Fickian and Knudsen diffusion coefficients, adding this

expression for tortuosity into the calculations raises the exponent of v by one in both denominators

of equation (6.4).

If at time t = t0 the pore spaces are ice free, the Bosanquet expression is just equation (6.4) with

v equal unity. At time t > t0 after some ice has deposited, the ratio of equation (6.4) to the ice-free

value, Dt0 , expresses the reduction in D as a function of σ(t). Consider first the case where the

tortuosity is independent of filling fraction (i.e., τ=τ0 for all t). If DK,0 � DF,0, the second term in

equation (6.4) is negligible and Dt/Dt0 will be linear in σ, giving a 50% reduction in the diffusion

coefficient for 50% filling. If instead DK,0 ≈ DF,0, 50% filling will reduce the diffusion coefficient to

less than 30% of its ice-free value, and a filling fraction of 90% would exhibit a diffusion coefficient

one hundredth as large as Dt0 . Considering the case where tortuosity varies as the expression in

equation (6.5), there is no linear dependence of D on σ. For DK,0 � DF,0, 50% filling results in a

75% reduction over Dt0 , while with DK,0 ≈ DF,0, 50% filling gives Dt/Dt0 = 14%.

6.2.3.2 Choking

Constriction restricts the flux passing into a given depth, but the reduction of pore space does not

affect the saturated state of pore-space gas. An imposed barrier of low-diffusivity material, such as a
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soil-free cavity in the subsurface or the top of the ice table (and its attendant phase transition), will

impose discontinuities in the diffusion coefficient. But within a homogeneous, ice-bearing regolith

beneath the ice table, the diffusion coefficient will change slowly as a function of position. If ∂D/∂z

is indeed small, D may be taken out of the derivative in the right-hand side of equation (2.26),

leaving the growth of ice at any depth in an ice-bearing region dependent on the value of the local

diffusion coefficient and not its gradient. Hence, in a region with slowly and smoothly changing

physical properties, ice growth at any depth is independent of the magnitude of constriction in

surrounding layers. Complete filling at some depth (i.e., choking) does not prevent the continued

migration and redistribution of ice within unsaturated pore spaces.

These constriction effects are most strongly experienced by the shallowest stable ice, since

stronger vapor density gradients experienced at the ice table relative to deeper ice produce a faster

rate of ice deposition. It has been suggested (Clifford , 1993; Mellon and Jakosky , 1995) that ice

deposited from vapor may completely choke off transport through these ice-rich layers. Such a

condition will obtain with full saturation, when the regolith is ice-filled and no more pore spaces

are available for vapor migration. Though a gradient in partial pressure still exists, the vapor flux

through such a filled medium must be zero everywhere. However, an unsaturated pore space further

down the mean vapor density gradient will provide a sink for the down-directed flux. If an ice-filled

layer, perhaps deposited by precipitation, is introduced into the regolith column, the downward flux

will erode the bottom of this layer, potentially opening up paths between the unsaturated subsurface

and the atmosphere.

6.2.4 Combined effects

For a sufficiently small depth interval containing no discontinuities, the temperature gradient may

be considered linear and the diffusion coefficient will be independent of depth to first order. Hence,

for a constant diffusion coefficient, equation (2.26) can be written

∂σ

∂t
= D

18
RT

∂2p1

∂z2
≈ D18p1H

R2T 4

(
H

RT
− 2
)2(

∂T

∂z

)2

, (6.6)

where p1 is the partial pressure of water vapor. The approximation above holds true for a linear

temperature gradient. For a given thermal flux, the thermal gradient (∂T/∂z) is inversely propor-

tional to thermal conductivity, k. If the instantaneous rate of ice growth in a regolith at the time

deposition begins is ∂σ/∂t|t0 , and the growth rate after some time t is ∂σ/∂t|t, then the ratio of ice

growth rates for a given vapor density gradient may be written as

∂σ
∂t

∣∣
t

∂σ
∂t

∣∣
t0

=
Dt

Dt0

k2
t0

k2
t

, (6.7)
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where the identical vapor density gradients have canceled. This relationship permits comparison

of relative ice deposition rates if both Dt and kt are known functions of σ, such as were given in

Sections 6.2.2 and 6.2.3.

Using the relations developed above for thermal conductivity and diffusion coefficient as functions

of ice content, the reduction in deposition rate at time t relative to the initial deposition rate is shown

in Figure 6.1, where kt0 = 0.05 W m−1 K−1 and Dt0 = 4.0 cm2 s−1. This figure illustrates the

extreme variation in ice growth rates which result from the initial deposition as ice enhances the

conductivity of an unconsolidated medium. The solid black line and solid gray line have identical

constriction parameterizations, but the gray line takes kt = kt0 for all t.

The rapidly increasing thermal conductivity reduces both the thermal gradients and the ice

growth rate. The thermal structure of the porous medium dominates the ice growth behavior at

filling fractions below ∼25% if the thermal conductivity is allowed to vary with ice content. By

approximately 1% filling fraction, the ice growth rate has been reduced by two orders of magnitude.

Another order of magnitude reduction occurs by 13% filling. The reduction of Dt relative to Dt0

is linear in v at higher filling fractions, and the slopes of the lines in log-log space (1, 2, and 3)

represent the exponent of this factor. Though thermal conductivity continues to change, it does not

alter the slopes of the lines beyond about 25% filling because σ appears to the 1/2 power in both

numerator and denominator of the expression for k.

6.3 Numerical Model

The growth rate of ice in pore spaces is given by equation (2.26). This equation is repeated here for

ease of referral:
∂σ

∂t
= −∂J1

∂z
=

∂

∂z

(
D
∂ρ1

∂z

)
. (6.8)

The model uses the expressions for constriction and thermal conductivity developed in Sections 6.2.2

and 6.2.3 to determine subsurface ice growth on 100 kyr timescales. The solution of equation (6.8)

may be computed efficiently because it requires only knowledge of D and temperature as functions

of depth at any time. The diffusion coefficient and its gradients depend on temperature and the

current filling fraction, and vapor density depends on temperature alone.

Subsurface temperatures are computable using an unconditionally stable implicit scheme. Tem-

perature fluctuations can give rise to large variations in vapor density, particularly at the boundary

between ice-bearing and ice-free soils, where the latter can experience unsaturated levels of ρ1. The

large vapor density gradients which can exist across this boundary are normally handled through

explicit solution of the differential equations (as in equation (5.3)). But within the ice-bearing re-

gion, this complication may be removed if the assumption of pore-gas vapor saturation obtains at

all times. The thermal diffusivity of the regolith is on the order of 10−8 m2 s−1, approximately
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Figure 6.1: The reduction in ice deposition rate relative to the instantaneous initial deposition rate
caused by constriction and thermal conductivity changes, given a constant vapor-density profile. For
all curves shown, the ice-free thermal conductivity is 0.05 W m−1 K−1. Solid lines indicate cases
where tortuosity is constant with filling fraction and DK,0 ≈ DF,0, with DF,0 = 6.0 cm2 s−1 and
DK,0 = 12.0 cm2 s−1. The solid gray line excludes the effect of changing thermal conductivity. The
slope of the solid lines is 2, reflecting the exponent on the dominant term in equation (6.4). The
dot-dashed curve incorporates a changing tortuosity with σ and has a slope of 3. By setting DK,0 =
1000 cm2 s−1, the second term in the expression for the effective diffusion coefficient is negligible,
resulting in a model of constriction that depends on only one factor of v as in equation (6.3); this is
illustrated with the dashed line (with a slope of unity).

four orders of magnitude smaller than the concentration diffusivity. Thus, the timescale for the

propagation of vapor density differences is fast enough compared to the speed of the thermal wave

that a timestep on the order of 103–104 seconds may be taken without violating the assumption

of a vapor-saturated pore-gas. If there are no discontinuities in the diffusion coefficient within the

domain of ice deposition (i.e., no abrupt jumps in temperature or ice content), the growth behavior

will be numerically stable with time steps on the order of several thousand seconds.

The model consists of three numerical layers. The top 0.3 m of the numerical grid resolves the
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diurnal temperature wave at ∼0.9 cm intervals. This spatial resolution, coupled with the model’s

sub-sol timestep, provides accurate determination of surface thermal emission, which is strongly

non-linear in temperature. A second grid, more coarsely spaced at ∼12.5 cm intervals, extends from

the base of the diurnal region to 15 m, encompassing multiple annual skin depths. The skin depth

of an ice-saturated regolith extends farther than an ice-free regolith by a factor of
√
k1/k0, where

k1 and k0 are the bulk thermal conductivities of ice-rich and ice-free regoliths, respectively. This

factor is of order 2.5 for basaltic particles with k0 = 0.05 and k1 = 2.5 W m−1 K−1. The model

region resolving the annual thermal wave extends to approximately ten times the skin depth of a

dry regolith, and therefore encompasses ∼4–5 skin depths if the pore spaces are ice filled. Beneath

this domain, a logarithmically spaced region of 50 points extends to 500 m to resolve obliquity-scale

thermal oscillations.

To properly compute heat fluxes at a given location during a particular epoch, the model uses

the long-term orbital element solutions for Mars computed by Laskar et al. (2004). These solutions

provide obliquity, eccentricity, and longitude of perihelion for up to 20 Myr into Mars’ past. The

model computes fluxes at the surface at least ten times per sol for a given epoch, latitude, and

surface albedo; timesteps may be up to 5 times smaller in cases where required by subsurface thermal

properties. The surface flux includes direct and diffuse radiation using the schema of Aharonson and

Schorghofer (2006) which assumes a diffuse IR component equal to 2% of noon insolation (Kieffer ,

1976). The model neglects scattered radiation from atmospheric dust.

The mean annual solar insolation for the model was checked against analytical solutions given

in Ward (1974) for polar, equatorial, and intermediate latitudes. Surface fluxes are passed to an

implicit Crank-Nicolson thermal conduction scheme which propagates the temperature wave through

the subsurface given thermal properties as modified by the presence of ice. If surface temperatures

fall below 145 K, CO2 deposits at the surface. The surface temperature remains fixed at the CO2

frostpoint until the mass of accumulated CO2 again reaches zero.

The effective bulk thermal conductivity in ice-free material, k0, is the sum of contributions from

conduction through the void space gas, conduction within the solid particles and ice, and thermal

radiation between the particles. This latter contribution is usually negligible for temperatures less

than 300 K. The model uses the scheme of Section 6.2.2 to compute thermal conductivity as a

function of filling fraction.

The vapor pressure within the regolith is set at all points by the temperature of the ice. In cases

where an ice-free surface layer is imposed, vapor densities and growth rates in this region are zero

and equation (6.8) is computed for depths beneath the imposed cryosphere boundary. Similarly,

an imposed ice-saturated regolith extending beneath some depth does not change with time and

represents a no-flux boundary.

The diffusive properties of the ice-free regolith are assumed to be homogeneous. The diffusivities
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are adjusted for every gridpoint and timestep based on temperature dependence of the Fickian

(D ∝ T 3/2) and Knudsen (D ∝ T 1/2) regimes, as appropriate. Atmospheric pressures are assumed

constant, so the P−1 dependence of Fickian diffusion does not play a role. The effective diffusion

coefficient when the filling fraction is non-zero is computed using equation (6.4). Unless otherwise

stated, the models assume an ice-free porosity of 40%.

One investigation below focuses on the relative strengths of the contributing constriction effects.

By setting the ice-free Fickian and Knudsen diffusion coefficients to DF,0 = 6.0 cm2 s−1 and DK,0 =

12.0 cm2 s−1, respectively, the effects of the changing pore geometry indicated by the results of

Chapter 5 are employed and the effective diffusion coefficient of the ice-free medium is 4.0 cm2 s−1.

This method incorporates both changing porosity and the transition to greater Knudsen diffusion

contributions as the pore space constricts. To employ a constriction model equivalent to that of

Mellon and Jakosky (1993), wherein only the porosity changes with filling fraction, the ice-free

Fickian coefficient is set to DF,0 = 4.0 cm2 s−1 and the ice-free Knudsen diffusion coefficient is

given the unphysically large value of DK,0 = 1000 cm2 s−1. This ensures that the contribution of

the Fickian term always dominates and allows the constriction parameterization to be selected at

run-time given appropriate choices of ice-free diffusion coefficients. The constriction models may

also include either a constant or changing tortuosity, via the relation in equation (6.5). These

choices therefore bracket the range of effects attributable to the choice of constriction model. See

Section 6.3.2 for a discussion of appropriate ranges for diffusion coefficients.

Having thus obtained the vapor density and the effective diffusion coefficient at all depths for a

particular time, equation (6.8) gives the quantity of ice deposited in a single timestep. As a check on

the model computation of ice growth rates, the accumulation of ice in early growth stages (before the

diffusion coefficient was significantly altered by constriction) was compared to values computed from

equation (6.8) using the diffusivity and values for the mean annual vapor density gradients computed

for a perpetually ice-free regolith. The model results when ice is permitted to deposit agree well

with this benchmark, with minor over-accumulation in the simple calculation being attributable to

a static diffusion coefficient.

6.3.1 Model assumptions

The sub-second timesteps required to explicitly solve the vapor diffusion equation preclude running

such models as those in Chapter 5 for thousands or millions of model years. Focusing on ice contents

beneath the stability depth and one key assumption permits the model to be simplified and thus

executed more efficiently. First, gas in close contact with ice is assumed to be saturated at all times.

Gas in an ice-bearing pore equilibrates with that ice; the partial pressure of water vapor equals

the vapor pressure of the ice, which in turn depends only on its temperature. This assumption is

valid in circumstances where temperatures change slowly and bulk motion of the gas is negligible
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(see Section 6.2.1). As discussed in Section 6.3, the concentration diffusivity is three to four orders

of magnitude larger than the thermal diffusivity, allowing changes in vapor density to maintain

a saturated pore space gas if the temperature fluctuations are of diurnal frequency or slower. A

consequence of this assumption is that ice beneath the ice table is insulated from the vapor content

of the atmosphere as discussed in Section 6.2.1.

For locations where these assumptions are valid, such as the evolution of ice perpetually beneath

the ice table, they give rise to several advantages. For example, gradients which drive vapor flux

within the ice-bearing regolith are independent of the atmospheric humidity, a poorly constrained

quantity over long timescales. The gradients instead depend only on subsurface temperature, which

is used to compute vapor densities via the Clausius-Clayperon equation and the ideal gas law.

Temperature can be tracked with time-efficient implicit schemes given the surface thermal flux

balance and subsurface thermal properties.

The regions of interest for the model presented here are latitudes where subsurface ice is currently

stable, and depths where surface thermal fluctuations overwhelm the geothermal gradient and give

rise to an inward mean-annual vapor flux. These models therefore do not include any geothermal

heat flux and incorporate no subsurface vapor source; all ice which accumulates is ultimately derived

from the atmosphere.

6.3.2 Model parameters: Phoenix landing site

Parameters for this model are chosen to be appropriate to the site selected for the Phoenix Mars

lander; Table 6.1 summarizes these choices. The landing ellipse for Phoenix is centered on lowland

bright terrain of the Scandia formation at 68.16 degrees North latitude, 233.35 degrees East longi-

tude. The scientific rationale for selection of this region includes the presence of a near surface ice

table. A variety of techniques including the gamma ray and neutron spectroscopy, ice stability the-

ory, and TES and THEMIS seasonal temperature and thermal inertia maps indicate an ice rich layer

beneath between 2–6 cm of ice-free soil (1–9 cm, including uncertainties) (Mellon et al., 2008). The

spectrometry calculations assume a dry soil density of 1600 kg m−3. This depth allows the possibil-

ity that both the ice table and a region of ice-free soil will be within reach of Phoenix’s robot arm.

The thermal inertia for ice free soil in this region is expected to be ∼250 J m−2 K−1 s−1/2 (Putzig

et al., 2005; Putzig et al., 2006). The bulk thermal conductivity chosen to represent dry particulate

basaltic regolith (0.05 W m−1 K1) falls close to the value of 0.06 given by Presley and Christensen

(1997) for medium-sand-sized particles. This is slightly higher than the value of 0.02 W m−1 K1 used

by Mellon and Jakosky (1993). The albedo of the landing site region is approximately 0.28 (Paige

et al., 1994; Putzig et al., 2006). The range of atmospheric pressure experienced at the landing site

region ranges from 700–1100 Pa (Tamppari et al., 2008), and a constant value in the middle of this

range, 900 Pa, is chosen for use in the model.
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The porosity of the ice-free soil at this site is unknown, so a mid-range value of 40%, typical

of medium-sand-sized material, is chosen. Variation of porosity over a wide range of 20–70% is

shown to have a minor effect on the ice density profiles which develop. The ice-free diffusivity is

also a poorly constrained quantity for Mars surface materials. Previous work described in Chapter 2

and the investigations of Chapters 3 and 4 suggest that a value in the range of 2–6 cm2 s−1 is

appropriate. An effective diffusivity of 4.0 cm2 s−1 is obtained using 6.0 and 12.0 cm2 s−1 as values

for the ice-free Fickian and Knudsen diffusivities. The individual ice-free diffusion coefficients are

also within a plausible range and are similar to the results obtained in Section 3.5.1.2, where these

two quantities were determined for 50–80 µm glass beads.

Parameter Value Reference
Latitude 68◦ Arvidson et al. (2008)
Albedo 0.28 Paige et al. (1994); Putzig et al. (2006)
Pressure 900 Pa Tamppari et al. (2008)
k0 0.05 W m−1 K1 Presley and Christensen (1997)
Thermal inertia 250 J m−2 K−1 s−1/2 Putzig et al. (2006); Mellon et al. (2008)
Regolith bulk density 1600 kg m−3 Boynton et al. (2002); Feldman et al. (2002)
Ice-free diffusivity 4 cm2 s−1 Hudson et al. (2007); Hudson and Aharonson (2008)
Ice table depth 2–6 cm (1–100 cm) Mellon et al. (2008)
Ice-free porosity 40% (20–70%) Hudson et al. (2007) and references therein1

Table 6.1: Model parameters; chosen for similarity to Phoenix landing site. Values in parentheses
represent the range of values examined in various model runs. [1] No data on soil porosities at the Phoenix

landing site are currently available; the range and nominal value given is based on laboratory simulants and terrestrial

sand-sized soils.

Both ice-free soil at the surface and a massive sheet of ice-cemented soil at some depth will

perturb the thermal profile, thereby affecting the rate of ice growth in unsaturated pore spaces. The

history of subsurface ice over 5 million years of recent Mars history was examined in Schorghofer

(2007). It was shown that numerous retreat events would have depleted a initial massive ice sheet

deposited during earlier epochs via precipitation. The retreat of the ice sheet, which was assumed

to include some quantity of soil particles, resulted in the formation of a porous lag deposit. This

deposit would, during favorable epochs, experience interstitial ice deposition via diffusive processes.

For a climate which favors ice loss to remove mass from the ice table, it would first need to remove

all of the pore ice in the above regolith.

Three retreat events of sufficient strength and duration to do so have occurred between 600–

300 ky ago; however, the quiescent obliquity history of the past 300 ky have not been conducive to

ice loss events of comparable magnitude. The models discussed below begin 300,000 years ago, after

the last substantial ice-loss event.

The initial conditions for all models include some depth of ice-free regolith. The depth to the

shallowest stable ice, the ice table, is manually set for each model run. To illuminate the effect of

a massive subsurface ice sheet, some models are run with pore-filling ice which extends from some
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Figure 6.2: Logarithmically spaced time intervals of modeled pore-ice growth from 10 to
100,000 years; the final model profile at 300,000 years is also shown. The constriction model uses
DF,0 = 6.0 and DK,0 = 12.0 (in cm2 s−1) and a constant τ . High temperature gradients in shallow
depths give rise to high filling fractions in short time intervals, creating a sharp bend in the early
profiles. Increasing thermal conductivity of shallow layers as ice deposits results in higher gradients
and growth rates at depth, thereby smoothing the profiles with time.

shallow depth down to the bottom of the model domain. These models do not simulate minor ice-loss

events which may have penetrated to depths shallower than the massive ice sheet in the last 300 ky,

but instead assume conditions favorable to ice deposition below the ice table depth for the entire

time interval. Therefore, these results represent an upper bound on the quantity of ice, deposited

since 300 kya, which may exist in the subsurface.

6.4 Results

A profile of ice content as a function of depth at logarithmically spaced time intervals is given in

Figure 6.2. These profiles are for a single model begun with an initially ice-free regolith and allowed
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to evolve for the most recent 300,000 years of Mars’ orbital history; ice stability was assumed for

all depths. The model uses a constriction parameterization wherein the ice-free Knudsen diffusion

coefficient is comparable to the Fickian diffusion coefficient (DF,0 = 6.0 cm2 s−1 and DK,0 =

12.0 cm2 s−1), and τ does not vary with filling fraction.

This figure shows that ice growth is most rapid in the shallowest layers, with the surface reaching

27% filling in 100 years and 52% filling in 10,000 years. This rapid growth arises from the high

thermal gradients, producing in turn high vapor density gradients, permitting the rapid deposition

of ice. The deposition rate is reduced as the effect of constriction becomes stronger. In the first

100,000 years of growth, the surface layer accumulates enough ice to fill 94% of the available pore

space. In the last 200,000 years, however, the ice content of the surface layer grows by only 2%,

reaching 96% filling, despite the obliquity exhibiting a similar amplitude over the entire modeled

time interval.

As ice accumulates in the shallow subsurface, the thermal conductivity of ice-bearing layers

increases. This has two effects: First, the gradients in the shallowest layers are reduced, further

contributing, along with constriction, to the reduction in shallow ice growth rate. Second, greater

quantities of heat are conducted to depth, permitting larger gradients there and enhancing ice

deposition. These effects smooth out the ice content profile, which initially exhibits a sharp bend at

approximately 0.2 m depth for times less than 1,000 years. If conditions favorable to ice deposition

persist, the profile will continue to accumulate ice, with all depths approaching the maximum possible

filing, σ0. The base of the cryosphere is indistinct as ice content reduces slowly toward zero with

increasing depth. Though not shown here, the annual thermal wave will be overwhelmed by the

geothermal gradient at approximately 10–20 m and this may affect the profile at these depths.

6.4.1 Constriction effect on ice growth

The ice contents following 300,000 years of accumulation for various constriction models are presented

in Figure 6.3a. The diffusion parameters are chosen such that at zero ice content, the effective

diffusion coefficients of the models are the same: for a case where the ice-free Fickian and Knudsen

diffusion coefficients are comparable in magnitude, DF,0 = 6.0, DK,0 = 12.0. When DK,0 � DF,0,

then DF,0 = 4.0 and DK,0 = 1000 (vaules are in cm2 s−1). Ice stability is assumed at all depths.

Overall, there is only a moderate difference between the models following 300 kyr of accumulation

as displayed in Figure 6.3a. Initially, the ice growth rates of all models are comparable since the initial

ice-free diffusion coefficients are identical. Only after some significant quantity of ice deposits do the

differences in constriction parameterization come to dominate the further evolution. For example,

in Figure 6.3a, the strongest and weakest constriction models bracked the intermediate cases for

depths where the accumulation has become greater than ∼25–40% (e.g., for depths shallower than

∼4 m). The weakest parameterization uses a constant τ and DK,0 � DF,0, such that constriction
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Figure 6.3: These plots compare a) ice content profiles as a function of depth and b) column-
integrated ice contents as a function of time for models incorporating various parameterizations
of constriction. Plot a) shows the final ice contents following 300,000 years of ice growth. The
ice-free diffusion coefficients when DK,0 � DF,0 are (in cm2 s−1): DF,0 = 4.0, DK,0 = 1000;
otherwise DF,0 = 6.0, and DK,0 = 12.0. A constant tortuosity is indicated by τ0, while τ(σ) denotes
tortuosity varying according to equation (6.5). The weakest (dashed line) and strongest (dash-dotted
line) constriction models bracket the others following sufficient profile evolution for differences in
constriction to become apparent. The weakest constriction model reaches within 1% of complete
filling at the surface in 300 kyr. In b) the total quantity of ice accumulated differs by less than 50%
between the strongest and weakest constriction models at 300 kyr, and that most of the difference
among models arises from different parameterizations of τ . All models presented here assume ice
stability at all depths.

is entirely due to changes in φ (as in equation (6.3)). Such a model reaches 99.0% pore filling at the

surface in 300,000 years. In contrast, the surface filling fraction for the strongest constriction model,

incorporating a variable τ and DK,0 ≈ DF,0, attains only 88.1% in the same interval.

Figure 6.3b compares the column-integrated ice contents for various constriction models as a

function of time. The ice content below ∼15 m is approximately zero, so these column-integrated

values essentially trace only the evolution in the upper 15 m of the regolith. All exhibit a rapid

increase in ice content early in the deposition phase due to high temperatures and the resulting high

vapor density gradients at the surface. After approximately 20,000 years, the accumulation rates

decrease sharply and the models diverge as the weaker constriction parameterizations permit more

ice to deposit. After ice growth has progressed for 300,000 years, the column integrated ice contents

differ by at most 50%. Yet most of this difference is due to the choice in τ parameterization.

If one particular model for tortuosity is selected, the difference between column ice contents for

DK,0 ≈ DF,0 versus DK,0 � DF,0 is less than 5%.

Figure 6.4 contains the same model data as Figure 6.3, but displays the difference in ice content

relative to a comparison case for two particular depths. The comparison case is chosen to be the
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Figure 6.4: This figure plots, as a function of time, the difference in ice content between the constric-
tion model that employs both constant tortuosity and DK,0 = 2DF,0, and the other three models
presented. The black lines represent the difference at 0.1 m depth; the gray lines 1.0 m. The models
with constant τ (dashed lines) accumulate more ice than the comparison model at these depths and
exhibit between 5–10% more ice for most of the modeled time interval. Variable τ models accumu-
late less ice than the comparison model, differing by as much as 20%. The maximum differences (at
early times) are more exaggerated for shallower depths where accumulation can occur the fastest;
for the same reason, these depths also converge toward zero difference faster than deeper levels. The
slow approach of all models to the comparison case reflects the long times requried to reach the
ultimate end-state of a completely filled regolith.

model incorporating constant tortuosity, DK,0 = 12.0 cm2 s−1, and DF,0 = 6.0 cm2 s−1 (i.e., the

solid lines in Figure 6.3). Black lines in Figure 6.4 show relative ice contents at 0.1 m and gray lines

show relative contents at 1.0 m. After long times, all regolith depths approach 100% filling and the

difference between cases will become zero.

The constriction model that is weaker than the comparison case, i.e., the one which incorporates

only changes in φ to account for reduced diffusion coefficients, exhibits an overall higher ice content

than the comparison model at a given time. The initial divergence at shallow depths is fast, occuring

within the first 20,000 years, and is followed by a slow convergence toward the comparison case.

Models which incorporate a changing τ are more strongly constricted than the comparison case and

exhibit negative relative ice contents. The higher constriction experienced by these models results in
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Figure 6.5: Models with identical constriction parameterizations are run with different ice-free porosi-
ties assuming ice stability at all depths. The value of τ is constant and DF,0 and DK,0 are 6.0 and
12.0 cm2 s−1, respectively. The divergence among these models is of the same order as that arising
from different constriction models (compare Figure 6.3). Surface ice contents are only ∼6% different
between 20% and 70% porosity cases. The variation in column ice contents seen in b) is less than
40% after 300,000 years of ice accumulation.

their slower convergence back to the comparison case compared to the weaker constriction models.

Also, the stronger constriction models diverge more sharply from the comparison case than the

weaker model, exhibiting a maximum relative density difference of 20% versus 10%.

High thermal gradients in the shallow subsurface produce the fastest growth rates. This explains

the divergence from and re-convergence to the comparison case being most rapid for near-surface

soils. The deeper soils generally exhibit a subdued trend compared to shallower soils, lacking the

large early divergence peak and experiencing slower convergence to the filled state.

6.4.2 Porosity

Figure 6.5 displays the model outputs using a range of values of ice-free porosity from 20–70%.

The constriction parameterization for all these models employs constant τ , DF,0 = 6.0 cm2 s−1

and DK,0 = 12.0 cm2 s−1; ice stability is assumed for all depths. The differences among the

ice content profiles in Figure 6.5a is smaller in magnitude than that seen among the constriction

models in Figure 6.3. The range in ice contents for near-surface layers after 300 kyr are 86–91%

of total filling. Comparing column-integrated ice contents among models with different porosities

(Figure 6.5b exhibits differences of at most 40% following 300,000 years of ice accumulation. This

degree of variation is similar in magnitude to that arising from various constriction models.
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Figure 6.6: These figures show the results of models run with identical constriction parameterizations
(DF,0 = 6.0 cm2 s−1, DK,0 = 12.0 cm2 s−1, constant τ), but different thicknesses of ice-free surface
layers (Zif). In cases where ice grows near the surface, the high temperature fluctuations give rise
to greater quantities of deposited ice. This ice, in turn, conducts surface heat to depth with greater
efficiency than dry regolith, resulting in increased gradients at depth and a more ice-rich column
than more insulated cases. The depth of the shallowest ice affects the quantity of subsurface ice
growth much more strongly than the effect arising from different constriction parameterizations.

6.4.3 Ice-free layer

For this and all subsequent models, unless otherwise indicated, the constriction parameterization

used employs DF,0 = 6.0 cm2 s−1, DK,0 = 12.0 cm2 s−1, and constant τ = τ0.

Figure 6.6 displays the ice content profiles and column-integrated ice contents for 9 models run

with different thicknesses of perpetually ice-free surface layers. The range of ice-free layer thicknesses,

Zif = 0.01–1.0 m, reflects the range of ice-table stability depths experienced by mid- to high-latitude

regions on Mars under the present climate (Mellon et al., 2004).

Ice accumulation is greatly subdued by small increases in ice-free layer thickness. At a depth of

1 m, the model employing Zif = 1 cm accumulates more than 10 times as much ice as the model

where Zif = 1 m. The difference in column-integrated ice content is even larger, being approximately

two orders of magnitude between the cases with 1 cm and 1 m ice tables.

6.4.4 Deep ice

If conditions favorable to precipitation existed prior to ∼5 million years ago, a massive ice sheet may

still exist below some depth at high latitudes (Schorghofer , 2007). The effect of this ice will be to

impose perturbations on the subsurface temperature field and to present a shallow no-flux boundary

to diffusive transport. In the model discused here, such a massive ice sheet is represented by pore

ice with a 100% filling fraction, the difference in thermal conductivity between pure ice and ice-filled
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Figure 6.7: Models with identical constriction parameterizations (DF,0 = 6.0 cm2 s−1, DK,0 =
12.0 cm2 s−1, constant τ) are run with initial massive ice sheets extending for various depths (Zmi)
to the bottom of the model domain. Each model is run with an 8 cm ice free surface layer. Rather
than column-integrated ice contents, panel b) plots the fraction of initially available pore space that
has filled as a function of time. Shallow regoliths fill more quickly than deeper regoliths, both due
to smaller available volumes and higher thermal (and therefore vapor density) gradients.

regolith being only ∼10%.

Figure 6.7 presents plots of the ice contents for a series of models run with pore-filling massive

ice sheets extending from some depth (Zmi) to the base of the model domain. Each model has

an ice-free regolith layer 8 cm thick above the ice-stability depth. Panel a shows the ice content

profiles for each model with a deep ice layer. For comparison, a model from Figure 6.3 with the

same constriction parameters (solid black line in that figure) and without any initial pore ice is also

shown (solid line with triangular gridpoints).

In Figure 6.7b, rather than column-integrated ice contents which would be skewed by the presence

of the initial pore-filling ice, the curves represent the fraction of initially available regolith pore space

which has become filled as a function of time. The model designated Zmi = 0.2 m, has a massive

ice sheet extending from 0.2–500 m, and an ice-free layer between the surface and 8 cm. This

small initially ice-free volume fills rapidly, approaching within 1% of total filling by 60,000 years.

Constriction is strong when ice contents are so high, and even though this model does not incorporate

a changing tortuosity, the effects of porosity reduction and increased Knudsen diffusion reduce the

ice accumulation rate to almost zero.

To explicitly examine the variation in ice content at particular depths as a function of Zmi,

Figure 6.8 plots the difference in ice content (δσ), relative to a model with no massive ice sheet (the

solid black curve in Figure 6.3 a), for depths of 0.1 and 1.0 m. The gray lines, which plot variation

at 1.0 m depth, are not plotted for Zmi = 0.2 and 0.8 meters. At all times and depths, the models
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Figure 6.8: The same data as in Figure 6.7, plotted as the quantity of ice accumulated at various
depths (black for 0.1 m, gray for 1.0 m) relative to a model with no massive ice sheet (i.e., the solid
black line in Figures 6.3 a) and 6.7 a). The cases where Zmi = 0.2 and 0.8 m are not plotted for
1.0 m depth (gray).

exhibit an increased ice content relative to a model with no ice sheet. The ice sheet significantly

increases the heat capacity of the regolith and so reduces the temperature fluctuations at the base

of the ice accumulation region. This compresses the thermal gradients in this region, resulting in

higher driving forces for ice accumulation at all depths.

The deviation is minor for depths which are both far from the ice table and the massive ice sheet.

An interesting effect is the enhanced deposition at the base of the accumulation region close to the

massive ice sheet. This effect is seen as the change in direction of ice content profiles in Figure 6.7a,

where they smoothly approach 100% filling near their respective massive ice sheets. For example,

the grey dash-dotted line represents accumulation at 1.0 m depth for a case where a massive ice

sheet exists below 1.2 m. At such proximity to the ice table, significantly more ice accumulates

relative to the case without a massive ice sheet. This is despite the initial profiles having a sharp

jump from ice-free to ice-full at these depths.
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The two effects of altered temperature profiles and no-flux boundaries result in an enhanced

deposition of ice at all depths when a massive ice sheet is present, compared to porous soil exhibiting

no such massive ice. Presumably, the same effect would occur if the massive sheet were replaced

by solid rock, since the rock would also exhibit higher thermal conductivity and prevent the flux of

vapor. The magnitude of the effect, however, may be different due to the difference in heat capacity

of rock versus ice.

6.5 Discussion

The model code in Chapter 5 explicitly solves the complete diffusion equation and requires several

days of computer time to simulate ice deposition over a one-week interval. The innovative technique

used in this chapter requires that gradients in vapor density arising from temperature variations

propagate fast enough relative to the model timestep that pore-gas saturation is maintained. This

requires that the model examine only regions where ice is present; it therefore does not include the

ice table and does not compute equilibrium ice table depths. This modeling scheme is more than

seven orders of magnitude faster than that employing equation (5.7), permitting the accumulation

of subsurface ice to be tracked for many obliquity cycles with similar computational expense to the

models of Chapter 5.

In the foregoing model results, the effect of a number of parameters on subsurface ice content

were examined. By far the most influential of these, both with respect to the quantity of near-

surface ice and to the total amount of ice accumulated in the regolith column, is the thickness of the

ice-free layer at the surface. The low thermal inertia of the dry regolith layers rapidly attenuates

the extreme diurnal temperature fluctuations, thus the maximum temperatures and temperature

gradients experienced by deeper ice tables are significantly reduced relative to shallower ice. The

vapor density gradients driving ice deposition are likewise lower.

For the Phoenix landing site, where the ice table is predicted to be within 2–6 cm of the surface,

models here indicate that 300 kyr would allow between 70% (for Zif = 6 cm) and 92% (for Zif = 2 cm)

of the pore spaces at the top of the ice table to become filled. Figure 6.9 shows these ice contents in

the upper 0.5 m of the regolith as predicted by the model for values of Zif between 2 and 10 cm. If

the depth to ice stability is more than ∼2 cm, conditions at the Phonenix landing site will not have

produced a completely ice-filled regolith since a major ice-loss event 300 kya. As the depth to the

ice table increases, the total quantity of ice deposited in a given time interval is reduced.

The ice-free layer thicknesses assigned in the models do not change over the 300 kyr interval

considered. However, Mars’ climate during this time, though perhaps more stable than in periods

with higher amplitude obliquity oscillations, has doubtless experienced some fluctuation in mean

annual atmospheric water content, shifting the equilibrium ice table position. Ice loss events which
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Figure 6.9: This figure presents ice content profiles of near-surface layers as in Figure 6.6 a), with
additional values of Zif shown. In cases where ice grows near the surface, the high temperature
fluctuations give rise to greater quantities of deposited ice. This ice, in turn, conducts heat to depth
with greater efficiency than dry regolith, resulting in a more ice-rich column than in cases where ice
deposits only at deeper levels. A change of Zif from 2.0 to 6.0 cm results in a decrease in filling
fraction at the ice table from 92% to 70%. The depth of the shallowest ice affects the quantity
of subsurface ice growth much more strongly than the effect arising from different constriction
parameterizations.

have desiccated the porous regolith down to some depth will partially reset the ice accumulation in

shallow layers. Ice which remains below the lowest depth of penetration of the ice table will affect

subsequent accumulation through both its effect on the thermal structure of the regolith and the

lower diffusion coefficient in the ice-bearing region.

As revealed in Figure 6.7a, and in Figure 6.8, the presence of a massive ice sheet results, for

all depths and time intervals, in ice contents being greater than those accumulated when no ice

sheet is present. When an ice-saturated sheet exists, the ice content at a depths near the sheet are

significantly enhanced over the initially ice-free regolith. This effect arises from the no-flux condition
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imposed by the massive ice sheet. Vapor is unable to move through the ice sheet and cannot move

against the mean annual vapor density gradient. The local vapor density is thus increased above

the saturation point and ice deposits against the ice sheet. Ice profiles developed in initially ice-free

pore spaces in the presence of a massive ice sheet therefore exhibit a local minimum in ice content

at some depth, rather than a monotonic decrease to the ice sheet boundary. Such inflections may

be observable in high-resolution subsurface ice measurement techniques such as coring.

The ice-age dynamics model of Schorghofer (2007) predicts that a massive ice sheet which initially

extended to the surface 5 million years ago would have been forced to retreat by periods of climate

conducive to ice loss. The amount by which the ice sheet is predicted to have retreated would give

rise to an approximately 40-cm-thick porous lag if the initial ice sheet contained ∼15% regolith

material. If the depth to the present-day massive ice sheet were close to this value, and conditions

had been favorible to subsurface ice growth beneath 8 cm for the last 300 kyr, then the regolith

would be almost completely ice-filled and the current ice profile would fall between the dash-dotted

line of Figure 6.7a and a condition of nearly complete filling at all depths.

Besides massive ice sheet depth and ice-free surface layer thickness, the other effects considered

were seen to have minor effects on the ice content profiles. If the pore geometry were changed in

such a way as to retain the ice-free diffusion coefficient at 4.0 cm2 s−1, but ice free porosity were

varied between 20 and 70%, at most a 40% change in column-integrated ice content would result. A

real material, however, would exhibit simultaneous changes in φ, DF,0, and DK,0. Such combined

effects are not explored here.

Constriction was also observed to have a comparatively minor effect on ice content profiles.

The various models employed result in an approximately 50% difference in total accumulated ice

content in 300 kyr, but only a 10% difference in pore filling at the surface. This is a small variation

compared to changing the ice-free layer thickness by ∼1 m, which results in two orders of magnitude

difference in column integrated ice. The small differences in surface ice content among various

constriction models, though easily measurable in a laboratory, may be difficult to detect in situ.

Between the models with the strongest and the weakest constriction parameterizations, there is no

more than a ∼20% difference in ice content which could be observed. It is therefore unlikely that

investigations by the Phoenix lander will discriminate among the constriction models presented here;

further theoretical and laboratory investigations will be necessary to make an informed choice of

constriction model.

At any given site of ice accumulation and long-term stability, both the models included here

and those of previous investigations (Mellon and Jakosky , 1995; Schorghofer and Aharonson, 2005)

indicate that the site of greatest ice accumulation will be the local equilibrium depth. Future

investigations which probe subsurface ice contents, either via indirect sensing techniques such as

ground-penetrating radar or directly through drilling and coring activities, will likely encounter the
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highest water contents at the ice table. The pore ice concentration will be reduced with increasing

depth, though the change may be only 10–15% over distances on the order of 0.5 m (see Figure 6.9).

A smaller degree of reduction in ice content with depth would be expected if the ice had been accu-

mulating for longer than 300 kyr and thus had been able to approach total filling over a significant

depth range. Such a distribution would indicate that climate changes inducing ice loss have not

been of sufficient magnitude or duration to penetrate and reset the ice contents over these depths.

Figure 6.10 shows the difference in mean annual surface temperatures resulting for various dis-

tributions of subsurface ice. An ice-filled regolith (excepting an 8 cm ice-free surface layer) exhibits

a 10 K temperature difference relative to a completely ice-free soil. Intermediate distributions of

subsurface ice will modulate the mean annual surface temperatures between these extremes. If ice

exists only deep within the regolith (i.e., below several annual skin depths), its effect on the surface

temperature will be small, as exhibited by the closeness (∼1 K difference) of the pore-ice-free case

(light solid black line) and the case with no accumulated pore ice, but Zmi = 10 m (heavy grey

dashed line). Shallow pore ice more effectively changes the mean temperatures experienced at the

surface. If Zmi = 10 m but pore ice deposits in the shallow depths below 8 cm, the mean annual

surface temperature is ∼6 K higher than the case with no pore ice.

The Phoenix lander is incapable of excavating more than approximately 0.5 m into the regolith,

and may be limited to even shallower depths if the ice table is shallow and has a high cohesive

strength. Ground-penetrating radars on orbiting spacecraft do not currently have the resolution

to discern ice distributions within the upper 10-15 m of the surface. Observations of mean annual

temperatures and comparisons between these observations and models are the only presently avail-

able means to determine at what depth a shallow massive ice sheet may exist at high latitudes.

The accuracy of subsurface and surface temperature models will be improved by Phoenix’s measure-

ments of regolith thermal properties with the Thermal and Electrical Conductivity Probe (TECP).

Combined with Phoenix’s measurements of ice table depth and (possibly) ice content in the shallow

ice-bearing layers, mean annual surface temperature observations will constrain the depth range of

a massive or pore-filling subsurface ice sheet. If ground-truth thermal properties from the Phoenix

site are adjusted for locale-specific thermal inertias and albedos, then limits on massive ice sheet

depths in other high-latitude regions may be assessed.

The Phoenix lander’s robot arm will excavate into the surface regolith and deliver samples to

the spacecraft deck for analysis. The stereoscopic imager, robotic arm camera, and the microscopy

suite on MECA (Microscopy, Electrochemistry, and Conductivity Analyzer) cover a resolution range

extending below 1 micron. Measurements of regolith particle sizes and shapes will help constrain

the expected diffusion coefficient of the surface regolith. The cohesive strength of the regolith will

also reveal, via observations of required digging power and the appearance of any coherent surface

crusts, whether the effects of cementing agents such as salts may have acted to reduce the diffusivity,
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Figure 6.10: Mean annual surface temperatures differ depending on the subsurface ice content. The
possible range is bracketed by an ice-free and ice-filled (excepting an 8-cm-thick ice-free surface
layer) regolith. The difference between these extremes is 10 K, representing the range within which
annual surface temperature deviations may fall. Also shown between these extremes are: two cases
wherein pore ice deposits beneath a dry layer of 8 cm thickness (dash-dotted lines), one of which
contains a massive sheet of pore-filling ice below 10 m (darker gray); and a third intermediate case
with a massive ice sheet below 10 m, but no shallow pore ice (gray dashed line). The two cases
which deposit pore ice exhibit an approximately 1 K difference in mean annual temperature. The
case with a deep massive ice sheet but no pore ice is also about 1 K warmer than the case with no
pore ice at all. These differences may permit the presence and depth of a massive ice sheet to be
determined from seasonal temperature observations obtained from orbiting instruments.

as seen in Chapeter 4. At some shallow depth, Phoenix is expected to encounter ice-cemented soil.

The depth of this ice table will represent ground-truth, to be compared to the various observations

and models used to predict ice table depth. These measurements will be combined with estimates

of the regolith diffusion coefficient to evaluate the proximity of the ice table to its equilibrium depth

and the resulting implications for climate at the Phoenix site and throughout Mars’ north polar

region.

It is not known if the robot arm on Phoenix will be able to penetrate an ice-cemented soil, even
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if the filling fraction is significantly less than 100%. The predictions of these and other models

(Schorghofer , 2007; Mellon et al., 2008) are that the region of the subsurface accessible to Phoenix

will exhibit pore-filling, rather than pure ice. Given the instruments available, precise determinations

of the filling fraction of these soils will be difficult. Raspings from the surface of the ice table, observed

either through microscopy or a sublimating tailings pile, may constrain the relative fractions of ice

and soil in the near-surface cryosphere. These model investigations suggest that at the depth of

the ice table, the filling fraction will be between ∼70–90%. If a smaller filling fraction is observed,

this would indicate an ice loss event more recent than 300 kya. The timing of such an event may

be constrained by the observed ice contents and present ice table depth. Conversely, ice contents

observed to be greater than ∼70–90% would be a strong indicator of a massive ice sheet within 0.5 m

of the surface.

High latitude regions exhibit some shallow equilibrium ice table depth at all obliquities between

15 and 45 degrees (Mellon and Jakosky , 1993; Feldman et al., 2005). Ice in these regions below a

certain depth may survive periodic ice loss events. When the climate switches from a state that

favors accumulation to one that favors loss, the ice table will retreat. Though ice at all depths may be

unstable with respect to the atmosphere, its vapor pressure will still be set by the local temperature.

If the assumption of saturated pore gas remains valid, ice beneath the ice table will continue to

migrate downward even as the ice table descends. Low diffusivity of the overlying regolith, low

subsurface temperatures in high-latitude regions, or high atmospheric vapor content may induce a

relatively low rate of ice loss from the ice table. If the rate of ice table retreat is not sufficient to

remove all subsurface ice by the time the climate again becomes favorable to ice preservation or

growth, then deep subsurface ice may survive many cycles of climate change.

The deep ice carries information about past climate conditions through its abundance and depth

distribution. The maximum depth of loss from a particular event may be recorded as an abrupt

jump in the subsurface ice content, since the ice table interface will remain sharp as it retreats during

a loss event. When accumulation is again favored, ice will grow throughout the region below the

new equilibrium depth. Though the saturated vapor density of the pore space is independent of the

filling fraction, the ice accumulation rate is modulated by the gradient in the diffusion coefficient,

which will be steep across such an interface. Over time, the formerly sharp interface at the previous

ice table depth will be softened as the relatively ice-poor regolith accumulates ice faster than the

ice-rich region that has a more constricted diffusivity. Such local maxima in ice content profiles

encode the history of local temperature and humidity environments and may be interpretable with

models incorporating ice-loss events.

At depths between 10–15 m, the model indicates only minor accumulation of ice in 300 kyr if

the initial state is ice-free. If protected from removal events by the overlying ice-rich pore spaces,

the accumulation will continue unperturbed at these depths. Such deep ice may grow to fill a
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substantial fraction of the pore space over long times. If these depths remain in diffusive contact

with the atmosphere, isotopic climate tracers from epochs many obliquity cycles before the present

may become trapped as the growing ice isolates pore spaces and produces bubbles.

The last decade has seen the theoretical and numerical prediction of ground ice on Mars, its

detection from orbit, and immiment sampling expected from the Phoenix Lander. Equilibrium

models have progressed dramatically; understanding the dynamics of subsurface ice position, loss,

and exchange is ongoing. Experimental investigations and in situobservations continue to expand

and enhance the understanding of these important processes in the Mars water cycle.
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Notation

aw water activity

c mass concentration of water vapor = ρ1/ρ0

c̄ average c across sample

D concentration diffusion coefficient for porous medium

D concentration diffusion coefficient for ice-free porous medium

DF Fickian diffusion coefficient

DF,0 Fickian diffusion coefficient in ice-free medium

DK Knudsen diffusion coefficient

DK,0 Knudsen diffusion coefficient in ice-free medium

D′ uncorrected (“raw”) diffusion coefficient

D11 coefficient of self-diffusion in free-gas

D12 concentration diffusion coefficient in free-gas

DT thermodiffusion coefficient in free-gas

Dp barodiffusion coefficient in free-gas

d particle diameter

d̄ mean particle diameter

dTice error in measured ice temperature

fc square root of filling fraction:
√
σ/σ0

J1 mass flux of water vapor

J2 mass flux of carrier gas

JAdv advective component of J1

JDiff diffusive component of J1

K0 Knudsen regime structural parameter

kB Boltzmann constant

k Bulk thermal conductivity

ki Interstitial thermal conductivity

ki0 Thermal conductivity of ice-free interstice

kice Thermal conductivity of ice

k0 Ice-free bulk thermal conductivity

kw Regolith grain thermal conductivity

k Boltzmann constant

kp barodiffusion ratio

kT thermodiffusion ratio
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l molecular hop length

〈lp〉 first moment of pore size distribution

〈l2p〉 second moment of pore size distribution

L dry regolith lag thickness or porous medium length

Le pore path length

M1 molar weight of water

M2 molar weight of carrier gas

Mc mass of coarse component in mixture

Mf mass of fine component in mixture

MT total mass of mixture

m1 molecular mass of water

m2 molecular mass of carrier gas

n constriction exponent

n0 total number density in gas phase, n0 = n1 + n2

n1 number density of water vapor

n2 number density of carrier gas

nd number density of particles in dusty gas model

p(l) pore size distribution

p0 total pressure, p0 = p1 + p2

p1 partial pressure of water

p2 partial pressure of carrier gas

pref reference pressure

pliq
sv saturation vapor pressure over liquid water

pice
sv saturation vapor pressure over ice

R universal gas constant or correlation coefficient

RH relative humidity

r pore or particle radius

r̄ average radius

T temperature

Tice temperature of ice surface

Tair temperature of chamber air measured at hygrometer

t time

V1 molecular volume of water

V2 molecular volume of carrier gas

v void fraction: 1-σ/σ0

w vertical velocity of gas

Xf mass fraction of dust

Z thickness of ice added or removed

Z0 initial ice table depth

z depth

zcorr correction term
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α density of adsorbed phase

∆ρ1 water vapor density difference

∆z sample thickness

κ intrinsic permeability of a porous medium

λ1 mean free path of water vapor

µ dynamic viscosity

ν̄1 mean velocity of water vapor

πσ2
12 scattering cross section

ρ0 total mass density, ρ0 = ρ1 + ρ2

ρ1 density of water vapor

ρ1A density of water vapor at ice surface

ρ1B density of water vapor at lower sample surface

ρ1C density of water vapor at upper sample surface

ρ1D density of water vapor at hygrometer

ρ2 density of carrier gas

ρice density of ice

ρc,bulk density of bulk coarse particles

ρc,true density of individual coarse particles

ρf,bulk density of bulk fines

ρf,true density of individual fines particles

σ ice density relative to free space

σ1 molecular radius of water

σ2 molecular radius of carrier gas

τ tortuosity factor

φ porosity

φmix porosity of mixture

Ω12 collision integral
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Appendix A

Diffusion Experiment Data

This appendix contains experimental conditions, sample types, measured data, and calculated quantities for

the diffusive ice-loss experiments presented in Chapeters 3 and 4.

The quantities tabulated are:

Date month/day, date of experiment

∆z cm, thickness of sample

p0 pascal, total pressure of experimental chamber

Tice K, temperature of ice surface

Tair K, temperature of air at relative humidity sensor

RH percent, relative humidity measured above sample

J1 mg m−2 s−1, flux of water vapor

c̄ unitless, vapor density ratio ρ1/ρ0

∆ρ1 g m−3, vapor density difference across sample

D cm2 s−1, corrected diffusion coefficient

D/D12 unitless, obstruction factor

φ percent, calculated porosity of sample

τ unitless, calculated tortuosity of sample

Xf percent, mass fraction of fine materials relative to total mass

Salt Content percent, weight percent of epsomite in salt crust

Table A.1: 50–80 micron glass beads at 263 K

Table A.2: 50–80 micron glass beads at pressures other than 600 mbar

Table A.3: Various simulants performed at 263 K

Table A.4: 50–80 micron glass beads at 250 K

Table A.5: 1 cm Epsomite salt crusts at 250 K

Table A.6: Mixtures of 50–80 micron glass beads with crushed JSC Mars-1 at 250 K

Table A.7: Mixtures of 50–80 micron glass beads with 1–3 micron dust at 250 K

Table A.8: Pure dusts of crushed JSC Mars-1 or 1–3 micron dust at 250 K; compacted and uncompacted
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50–80 µm Glass Beads @ 260 K

Conditions Date ∆z p0 Tice Tair RH J1 c̄ ∆ρ1 D D/D12

cm Pa K K % mg m−2s−1 g m−3 cm2s−1

Nov 28 1.03 612 256.9 260.8 20.56 27.25 0.072 0.88 5.02±0.66 0.20±0.03
Dec 05 1.05 611 256.7 261.2 11.13 20.44 0.065 1.02 3.27±0.41 0.13±0.02
Dec 08 0.99 634 256.6 260.8 15.57 19.71 0.064 0.94 3.31±0.41 0.13±0.02
Dec 15 1.06 584 256.3 260.2 13.06 26.00 0.066 0.96 4.47±0.53 0.17±0.03
Dec 15 0.93 584 256.7 260.3 12.35 29.83 0.068 1.01 4.47±0.54 0.17±0.03
Feb 06 1.02 630 254.5 260.1 19.65 22.51 0.056 0.68 5.31±0.73 0.22±0.03

Dec 16 2.10 596 257.4 260.8 12.92 20.60 0.072 1.07 5.15±0.52 0.20±0.02
Dec 16 1.92 596 256.7 260.8 7.38 22.63 0.063 1.09 5.21±0.51 0.20±0.02
Dec 17 2.10 598 257.5 260.9 7.93 19.19 0.069 1.17 4.41±0.42 0.17±0.02
Dec 17 1.92 598 257.1 260.9 13.35 22.12 0.070 1.02 5.41±0.56 0.21±0.03
Feb 07 1.87 598 256.5 260.7 15.29 17.77 0.068 0.94 4.64±0.50 0.18±0.02
Feb 07 1.85 598 256.2 260.5 16.57 20.05 0.067 0.88 5.54±0.62 0.21±0.03
Feb 14 2.08 594 257.1 261.1 14.98 17.46 0.072 0.99 4.69±0.50 0.18±0.02
Feb 14 2.15 594 256.7 261.0 17.74 19.62 0.072 0.90 5.95±0.66 0.23±0.03
Feb 17 1.74 592 256.6 260.5 18.05 20.14 0.071 0.90 5.17±0.59 0.20±0.03

263 K Feb 17 1.71 592 256.1 260.3 19.48 20.86 0.069 0.83 5.75±0.68 0.22±0.03

CO2 Sep 16 4.76 571 259.1 262.0 10.63 12.71 0.088 1.30 5.24±0.46a 0.19±0.04
Sep 22 4.95 586 259.2 262.1 13.83 11.11 0.090 1.25 4.93±0.45a 0.18±0.03
Dec 18 4.94 595 259.3 261.5 5.18 12.71 0.082 1.44 4.87±0.40 0.18±0.02
Dec 18 4.97 595 259.5 261.5 4.55 9.57 0.082 1.47 3.61±0.29 0.14±0.02
Jan 09 5.04 603 259.6 261.5 4.72 9.75 0.082 1.49 3.68±0.30 0.14±0.02
Jan 09 5.14 603 259.8 261.4 5.52 10.21 0.084 1.50 3.90±0.32 0.15±0.02
Feb 08 4.95 594 259.0 261.4 7.34 12.30 0.081 1.36 5.01±0.42 0.19±0.02
Feb 08 4.91 594 258.9 261.2 5.48 10.36 0.078 1.38 4.13±0.34 0.16±0.02

Dec 09 10.13 616 260.5 261.6 6.07 7.37 0.089 1.58 4.98±0.39 0.20±0.03
Dec 09 10.11 616 260.3 262.7 3.84 6.09 0.086 1.59 4.10±0.32 0.16±0.02
Dec 20 9.98 575 260.3 261.6 3.17 7.10 0.093 1.62 4.64±0.35 0.17±0.02
Dec 20 9.97 575 260.3 261.5 3.51 6.38 0.094 1.61 4.17±0.32 0.15±0.02
Feb 10 9.90 580 260.0 261.6 6.67 5.98 0.092 1.50 4.17±0.33 0.15±0.02
Feb 10 9.69 580 259.9 261.5 7.87 8.95 0.092 1.48 6.22±0.50 0.23±0.03
Feb 18 9.84 583 260.0 261.5 8.20 7.07 0.092 1.48 4.99±0.41 0.19±0.02
Apr 13 9.87 589 259.8 261.5 8.43 6.03 0.089 1.44 4.37±0.36 0.16±0.02
Apr 13 9.79 588 259.8 261.3 7.95 7.74 0.087 1.45 5.54±0.45 0.21±0.02

Apr 03 2.08 592 248.4 248.4 22.40 8.19 0.029 0.44 3.87±0.59 0.21±0.03

Mar 22 5.02 572 249.5 251.1 10.45 3.83 0.031 0.55 3.49±0.16 0.15±0.02
253 Kb

Mar 27 4.96 585 249.7 251.3 11.10 5.69 0.031 0.56 5.04±0.30 0.23±0.02
CO2

Mar 29 4.96 602 249.5 251.2 13.87 5.03 0.031 0.53 5.73±0.31 0.22±0.02
Mar 31 4.96 610 249.8 251.3 14.75 5.11 0.031 0.53 4.75±0.27 0.22±0.02

Jan 04 0.94 625 256.1 259.8 14.57 31.55 0.061 0.92 5.57±0.88 0.22±0.03
263 K Jan 04 0.92 625 256.6 259.9 11.21 33.33 0.062 1.02 5.24±0.76 0.21±0.03

N2 Jan 06 10.01 637 260.1 261.5 3.73 8.59 0.082 1.57 5.84±0.18 0.23±0.02
Jan 06 9.85 637 260.0 261.5 5.38 7.13 0.083 1.54 4.89±0.14 0.19±0.02

Table A.1: Experimental conditions, data, and corrected diffusion coefficients for 50–80 µm glass
beads at ∼600 Pa. Data taken in 2005–2006

aExperiments on Sep 16 and 22 carried out in a plastic vacuum chamber built in-house.
bzcorr not calculated for 253 K experiments; uncorrected diffusion coefficients, D′, reported.
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