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ABSTRACT

Photoacoustic computed tomography (PACT) images biological tissues’ optical absorption through detection of photon-absorption-induced ultrasonic waves. Various systems have been proposed for PACT and they are described by different mathematical models to reconstruct from detected ultrasonic signals the photon-absorption-induced initial pressure, the main contrast in PACT. Accurate image reconstruction has high requirements for the system and the mathematical model, which is often imperfect in practice due to multiple factors, e.g., limited transducer bandwidth, finite transducer element size, sparse spatial sampling, partial-view detection, and tissue motion. The focus of this dissertation is on using computational methods to compensate for these model imperfections.

First, for a human breast imaging system based on a full-ring transducer array, we incorporate the limited transducer bandwidth into the model for spatiotemporal analysis to clarify the aliasing due to sparse spatial sampling and propose (1) two methods (radius-dependent spatiotemporal antialiasing and location-dependent spatiotemporal antialiasing) to mitigate these artifacts. Second, for an isotropic-resolution 3D PACT system formed by four arc arrays, we consider both the limited transducer bandwidth and the finite transducer element size and (2) compress the system matrix through singular value decomposition and fast Fourier transform for its efficient explicit expression. Enabled by this expression, we then propose (3) fast sparsely sampling functional imaging by incorporating a densely sampled prior image into the system matrix, which maintains the critical linearity while mitigating artifacts, and (4) intra-image nonrigid motion correction by incorporating the motion as subdomain translations into the system matrix and reconstructing the translations together with the image iteratively. Finally, for a single-shot 3D PACT system based on a single ultrasonic transducer, we propose (5) a fast implementation of the forward model by connecting traditional PACT with virtual detector responses through fast Fourier transform, and we iteratively reconstruct the image from signals with extremely compressed sensing and partial-view detection.
All these proposed methods enable image reconstruction or significantly improve image quality in numerical simulations, phantom experiments, and \textit{in vivo} experiments. Although they are demonstrated only for certain PACT systems, they are directly applicable to other systems and can be extended to other tomographic imaging modalities such as X-ray computed tomography (X-ray CT) and magnetic resonance imaging (MRI).
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<table>
<thead>
<tr>
<th>Number</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Figure 1</td>
<td>Representations of the SBH-PACT system. a Perspective cut-away view of the system with data acquisition components removed. b Perspective view of the system with patient bed and optical components removed. DAQ, data acquisition system; Pre-amp, pre-amplifier circuits.</td>
</tr>
<tr>
<td>Figure 2</td>
<td>PACT images and X-ray mammograms of a cancerous human breast. a A cross section of the PACT image of a cancerous human breast with the tumor circled by a green-dashed ellipse. PA, photoacoustic. b A closeup of the subset enclosed by a red-dotted box. c1-c2 X-ray mammograms of the breast. RCC, right cranial-caudal; RML, right medio-lateral. d MAP of the PACT image along the elevational direction that is color-encoded by the elevational distance from the nipple. e MAP of the thick slice in the sagittal plane marked by white dashed lines in d. f Automatic tumor detection on a vessel density map. The tumor is indicated by a green-dashed ellipse. The gray-scale background is the MAP of the tissue image elevationally separated from the nipple.</td>
</tr>
<tr>
<td>Figure 3</td>
<td>Analysis of the spatial aliasing for a circular geometry. a A full-ring transducer array of radius $R$ (red circle), where a detection element location $r$ and a source point location $r'$ are marked. The locations $r$ and $r'$ are also seen as vectors from the origin to these locations. Vectors $-r'$ and $r - r'$ form an angle $\beta$, while the extension of line segment $r - r'$ forms an angle $\alpha'$ with the tangential dotted line that is perpendicular to $r$. The angle formed by vectors $-r$ and $r' - r$ can be expressed as $\alpha' = \frac{\pi}{2}$. This graph is used to analyze the aliasing in SS. b A full-ring transducer array with a detection element location $r$, two reconstruction locations $r''$ and $r_1''$, and a source point location $r'$ marked. Extensions of the line segments $r - r''$, $r - r_1''$, and $r - r'$ form angles $\alpha''$, $\alpha_1''$, and $\alpha'$, respectively, with the tangential dotted line that is perpendicular to $r$. Vectors $r''$ and $r'$ form an angle $\gamma = \arccos\left(\frac{r''}{R}\right) + \arccos\left(\frac{r}{R}\right)$, where $r'' = |r''|$ and $r' = |r'|$. Points $r''$ and $r_1''$ are on the same circle centered at $r$. This graph is used to analyze aliasing in IR. c Regions in the field of view representing different types of aliasing. In $S_2$ (green circle), which contains all source points and reconstruction locations, UBP reconstruction yields no aliasing. In $S_1$ (blue circle), aliasing does not exist in SS but may exist in UBP reconstruction. In $S_0$ (red circle), aliasing may exist in SS.</td>
</tr>
<tr>
<td>Figure 4</td>
<td>Different combinations of source locations and reconstruction locations subject to spatial aliasing in SS and IR. Three regions $S_0$, $S_1$, and $S_2$ are defined in Eqs. (8), (16), and (22), respectively. The first line radiating from the origin $O$ represents the range of source locations for SS, while the second line radiating from the tip of the first line represents the range of reconstruction locations for IR. A solid line means no aliasing, while a dotted line means aliasing. a Spatial aliasing in UBP. The innermost two-way Nyquist zone $S_2$ is an aliasing-free region. b Spatial aliasing in</td>
</tr>
</tbody>
</table>
UBP with spatial interpolation. Spatial interpolation removes spatial aliasing in three cases of IR, making the one-way Nyquist zone \( S_1 \) an aliasing-free region. The dotted lines representing the three cases in \( a \) are changed to blue-solid lines in \( b, c \). Spatial aliasing in UBP with temporal filtering and spatial interpolation. Temporal filtering extends the one-way Nyquist zone \( S_1 \) in \( b \) to \( S'_1 \) in \( c \), and the original \( S_1 \) is marked as a blue-dashed circle for reference. Spatial interpolation further makes \( S'_1 \) an aliasing-free region.

**Figure 5** Spatial interpolation and temporal filtering’s effects on IR in numerical simulations for two complex phantoms. \( a1 \) Ground truth of a complex initial pressure \( p_0 \) distribution confined to \( S_1 \). \( a2–a4 \) Reconstructions of the object in \( a1 \) using \( a2 \) UBP, \( a3 \) UBP with SI, and \( a4 \) UBP with TF and SI, respectively. SI, spatial interpolation; TF, temporal filtering. The artifacts in the red-boxed region are caused by spatial aliasing in IR, and they are mainly mitigated by SI. \( b1 \) Comparison of the STDs in the ROIs A–C. \( b2 \) and \( b3 \) Comparisons of the profiles of lines P and Q, respectively, for the three methods. \( c1 \) Ground truth of a complex initial pressure \( p_0 \) distribution beyond \( S_1 \). \( c2–c4 \) Reconstructions of the object in \( c1 \) using \( c2 \) UBP, \( c3 \) UBP with SI, and \( c4 \) UBP with TF and SI, respectively. The artifacts in the red-boxed region are caused by spatial aliasing in SS and IR, and the artifacts are mitigated by TF and SI. \( d1 \) Comparison of the STDs in the ROIs A–C. \( d2 \) and \( d3 \) Comparisons of the profiles of lines P and Q, respectively, for the three methods. The FWHM of the main lobe at Q was increased from 0.35 mm to 0.48 mm by temporal filtering, while the amplitude was changed from 0.90 to 0.56.

**Figure 6** Spatial interpolation and temporal filtering’s effects on IR in an *in vivo* human breast image. \( a \) Reconstructed image using UBP without either spatial interpolation or temporal filtering, and a closeup subset in the yellow-boxed region. Boundaries of \( S_1 \) and \( S_2 \) are shown as white-dashed and white-solid circles, respectively. \( b \) and \( c \) Reconstructions of the same region as \( a \) using \( b \) UBP with SI, and \( c \) UBP with TF and SI, respectively. SI, spatial interpolation; TF, temporal filtering. \( d \) and \( e \) Comparisons of the profiles of lines P and Q, respectively, for the three methods. The FWHM of the main lobe at Q was increased from 0.44 mm to 0.55 mm by temporal filtering, while the amplitude was changed from 0.64 to 0.38.

**Figure 7** Location-dependent spatiotemporal analysis. \( a \) No point sources outside the subdomain. A full-ring transducer array (red circle), an image subdomain (rectangle with gray interior and blue boundary, denoted as \( D_{\text{sub}} \), centered at \( \mathbf{r}'_{\text{c,sub}} \), and of size \( l_x \times l_y \)), two adjacent element locations \( \mathbf{r} \) and \( \mathbf{r}_{\text{adj}} \), a source point \( \mathbf{r}' \) inside \( \mathbf{D}_{\text{sub}} \), and a reconstruction location \( \mathbf{r}'' \) inside \( \mathbf{D}_{\text{sub}} \). There exists a hyperbola with \( \mathbf{r} \) and \( \mathbf{r}_{\text{adj}} \) as the foci, and with one branch (blue dotted curve) crossing \( \mathbf{r}' \). One of the branch’s intersection points with the boundary of \( \mathbf{D}_{\text{sub}} \) is denoted as \( \hat{\mathbf{r}}' \). This graph is used in the spatiotemporal analysis for \( \mathbf{D}_{\text{sub}} \) without point sources outside. \( b \) One or multiple point sources outside the subdomain. A full-ring transducer array, an image subdomain \( \mathbf{D}_{\text{sub}} \) centered at \( \mathbf{r}'_{\text{c,sub}} \), two adjacent element locations \( \mathbf{r} \) and \( \mathbf{r}_{\text{adj}} \), and a reconstruction location \( \mathbf{r}'' \) inside \( \mathbf{D}_{\text{sub}} \). We have a single source point (\( \mathbf{r}' \)) or multiple source points (\( \mathbf{r}'_1, \mathbf{r}'_2, \mathbf{r}'_3, ... \)) outside \( \mathbf{D}_{\text{sub}} \). This graph is used in the spatiotemporal analysis for \( \mathbf{D}_{\text{sub}} \) with a single or multiple point sources outside. \( c \) Multiple point...
sources outside multiple subdomains. A full-ring transducer array, two image subdomains $D_1$ and $D_2$ (centered at $r'_{c,1}$ and $r'_{c,2}$, respectively), and a group of source points: $r'_{1}, r'_{2}, r'_{3}, r'_{4}, r'_{5}, \ldots$.

**Figure 8** Workflow of the location-dependent spatiotemporal antialiasing for PACT.

**Figure 9** Applying spatiotemporal antialiasing to the image reconstruction of a numerical phantom with complex blood vessel structures. a1–c1 A numerical phantom consisting of complex blood vessel structures, and its closeup subsets. a2–c2, a3–c3, and a4–c4 Images of the complex numerical phantom reconstructed using UBP, UBP with RDTF and spatial interpolation (SI), and UBP with LDFT and SI, respectively, and their closeup subsets. d Comparisons of the values along the line L marked in b2 for the three methods. The FWHM of the dominant lobe is 0.93 mm for UBP with RDTF and SI, and 0.73 mm for UBP with LDFT and SI. The amplitudes are 1.15 and 1.31, respectively. e Comparisons of the STDs of pixel values in regions A and B marked in b2 and c2, respectively, for the three methods.

**Figure 10** Applying spatiotemporal antialiasing to human breast imaging *in vivo*. a1–a3 Images of a human breast cross section *in vivo* reconstructed using a1 UBP, a2 UBP with RDTF and spatial interpolation (SI), and a3 UBP with LDFT and SI. Two subdomains in the red-dashed box and the yellow-dashed box, respectively, are picked for comparisons of the three methods. b1-c1, b2-c2, and b3-c3 Closeup images of the two subdomains for the three methods, respectively. Lines L1 and L2 are picked for comparisons. d and e Values along lines L1 and L2, respectively, for the three methods.

**Figure 11** Representations and photographs of the 3D-PACT system and the leaf skeleton images. a Perspective view of the system. DAQ, data acquisition system. b Cut-away view of the system with the imaging platform removed. c Photograph of the system with a close-up view of the ultrasonic arrays. d Photograph and maximum amplitude projection (MAP) images of a leaf skeleton. PA, photoacoustic.

**Figure 12** Compression of the forward operator based on SVD. a A point source (a red dot), the $n$-th transducer element (a black rectangular centered at $r_n$), and the element’s local coordinate system with axes $\hat{x}_n$, $\hat{y}_n$, and $\hat{z}_n$. b Four point sources A, B, C, and D (red dots) in the local coordinate system of the $n$-th transducer element. Points A, D, and $r_n$ are on the same line. c The responses of the transducer element to the signals from the four point sources and the PCC between every two responses. d Expression of the four responses using linear combinations (coefficients visualized with bars) of three temporal singular functions shown as red, gray, and blue curves, respectively, based on SVD. e-f Independent responses (e) of a transducer element to 50 point sources with decreasing distances to the element, and the temporally-shifted form (f), which aligns the nonzero signals in time. PA, photoacoustic. g White-noise responses of the same size as those in e and f. h-i Normalized singular values and proportions of the variances unexplained, respectively, in the SVDs of the signals in e, f, and g.

**Figure 13** Accuracy of the fast operator in forward simulation. a A numerical phantom formed by three rectangular cuboids (each of size $2.6 \times 2.6 \times 10 \text{ mm}^3$) intersecting at their centers. Voxel values are 1 inside the phantom and 0 outside. Three lines (L1,
L2, and L3) are picked for image-domain comparisons. **Figure 14.** b A virtual 2D array (blue-solid arcs), four subdomains of size $1 \times 1 \times 1$ cm$^3$ ($D_1, D_2, D_3,$ and $D_4$), and the domain occupied by rotations of the four subdomains around the array axis (black-dotted circles and arcs). c Computation times ($t_{\text{fast}}$ and $t_{\text{slow}}$) of the fast and slow operators, respectively, for the forward simulations with the numerical phantom in $D_1$ (36 repetitions). d1–d4 Relative errors of the simulated signals for all virtual elements ($n_{\text{loc}} = 1, 2, ..., 396, n_{\text{ele}} = 1, 2, ..., 128$), with the numerical phantom in $D_1, D_2, D_3,$ and $D_4$, respectively. e1–e4 Compares of the signals ($\hat{p}_{\text{slow}}$ and $\hat{p}_{\text{fast}}$) simulated by the fast and slow operators for the 64-th element ($n'_{\text{ele}} = 64$) in the first virtual arc array ($n'_{\text{loc}} = 1$), with the phantom in $D_1, D_2, D_3,$ and $D_4$, respectively.

**Figure 14.** Image-domain accuracy of the fast forward operator. a1 Relative error of the reconstructed image in the subdomain $D_1$ with 1 to 256 iterations. a2–a4 Values on the lines L1, L2, and L3 (shown in **Figure 13a**), respectively, in the reconstructed images with $n_{\text{iter}} = 1, 4, 8, 64, 256$. a5 Comparison between the ground truth ($p_{0,L1}$, $p_{0,L2}$, and $p_{0,L3}$) and 256-iteration reconstructed ($\hat{p}_{0,L1}, \hat{p}_{0,L2},$ and $\hat{p}_{0,L3}$) values along the three lines. b1–b5, c1–c5, and d1–d5 The same analysis for reconstructions in subdomains $D_2, D_3,$ and $D_4$, respectively.

**Figure 15.** Iterative reconstruction for noisy data. a Relative errors of the images of the numerical phantom in $D_1$ reconstructed iteratively with nonnegativity constraint, for SNRs of 2.4, 1.2, 0.8, and 0.6. b1–b4 Relative errors of the images reconstructed iteratively with TV regularization, for SNRs of 2.4, 1.2, 0.8, and 0.6, respectively, for different choices of regularization parameters (mm). c A summary of the plots in b1–b4 with the best choices of regularization parameters (enclosed in black-solid boxes). d1–d3, e1–e3, and f1–f3 Values on the lines L1, L2, and L3 in the images reconstructed with 8, 32, and 256, iterations, respectively.

**Figure 16.** Regularized iterative reconstruction of mouse brain images with sparse sampling.

**Figure 17.** Workflow of the hybrid method for image reconstruction from sparsely sampled raw data and a prior image.

**Figure 18.** UBP, regularized iterative method, and the proposed hybrid method for sparse-sampling imaging, and their linearity tests. a Images reconstructed by the three methods (first three columns) from signals detected at sparsely distributed elements (red-bounded blue curves in the fourth column) for $4N_{\text{loc}} = 76, 40, 28, 20, 16, 12$. Examples of maintained features and suppressed artifacts are indicated by white-solid and white-dotted arrows, respectively. PA, photoacoustic. b SSIMs between the reconstructed images with $4N_{\text{loc}} = 40, 28, 20, 16, 12$ and those with $4N_{\text{loc}} = 76$ for the three methods. c Linearity tests of the three methods for $4N_{\text{loc}} = 12$. Scale bar, 5 mm.

**Figure 19.** Numerical phantoms for functional imaging. a–b The background and functional numerical phantoms, respectively, for functional imaging simulation. c A virtual array formed by 12 arc arrays, shown as arcs with red boundaries. d–e Modulation factors of the background and functional phantoms, respectively.
Figure 20 Functional images extracted using the regularized-correlation-based method with $\lambda_f = 1.6$ from ground-truth images and images reconstructed with UBP, the regularized iterative method, and the hybrid method for $\lambda_f = 0.18, 0.06, 0.02$. The first three rows show both the 3D functional and background images and the last three rows show the MAPs of the functional images along the z-axis. In the first and fourth rows, the true functional regions and examples of false positive regions are indicated by white-solid and white-dotted arrows, respectively.

Figure 21 Sparse-sampling mouse brain functional imaging in vivo. a A densely sampled image of a mouse brain reconstructed by UBP (left column, $4N_{loc} = 396$) and sparsely sampled images of the mouse brain reconstructed using UBP (first row), the regularized iterative method (second row), and the hybrid method (third row), respectively, for $4N_{loc} = 40, 20, 12$. Examples of suppressed artifacts and maintained features are indicated by white-dotted and white-solid arrows, respectively. b Electrical stimulation to the mouse’s right front paw: five cycles, each with 12-s stimulation on and 12-s off. c Functional images obtained from the images reconstructed using UBP (first row, $\lambda_f = 0.32$), the regularized iterative method (second row, $\lambda_f = 0.08$), and the hybrid method (third row, $\lambda_f = 0.32$), respectively, for $4N_{loc} = 40, 20, 12$. The true functional regions in all images are indicated by white-solid arrows, and examples of false positive regions are indicated by white-dotted arrows.

Figure 22 Mouse brain functional images in vivo extracted using the regularized-correlation-based method with $\lambda_f = 0.02, 0.08, 0.32, 1.28, 5.12$ from images reconstructed with UBP and the hybrid method ($4N_{loc} = 12$). The first two rows show both the 3D functional and background images and the last two rows show the MAPs of the functional images along the z-axis. In all images, the true functional regions are indicated by white-solid arrows, and the other high-amplitude functional regions are false positives. Images for $\lambda_f = 0.32$ are highlighted by red-solid boundaries.

Figure 23 Mouse brain functional images in vivo extracted using the regularized-correlation-based method with $\lambda_f = 0.02, 0.08, 0.32, 1.28, 5.12$ from images reconstructed through the regularized iterative method ($4N_{loc} = 40, 20, 12$). The first three rows show both the 3D functional and background images and the last three rows show the MAPs of the functional images along the z-axis. In all images, the true functional regions are indicated by white-solid arrows, and the other high-amplitude functional regions are false positives. Images for $\lambda_f = 0.08$ are highlighted by red-solid boundaries.

Figure 24 Workflow of the intra-image nonrigid motion correction based on data-driven manipulation of the system matrix.

Figure 25 Intra-image nonrigid correction of motions induced by tissue translation and deformation. a MAP of an image (a human breast image subset with a volume of $44.8\times44.8\times14.4$ mm$^3$) along the z-axis. PA, photoacoustic. Scale bar, 1 cm. b-c Depictions of the intra-image motions induced by tissue translation and deformation, respectively. The image translates (deforms) from a rectangular cuboid with blue-dotted edges to one with red-solid edges as the four-arc array rotates, with the passed virtual element locations marked as blue dots, the latest element locations marked as
red curves, and the rotation direction indicated by black arrows. 

**Figure 26** Intra-image nonrigid motion correction for human breast imaging *in vivo*. **a1–a3** MAP of a human breast image with a volume of $6 \times 6 \times 3$ cm$^3$ reconstructed without motion correction (**a1**), and two closed-up subsets marked by blue-dashed (**a2**) and red-dotted (**a3**) boxes, respectively. **b1–b3** MAP of the image reconstructed with motion correction from the same signals as for **a1**, and the closed-up subsets. Examples of suppressed artifacts and enhanced features are highlighted in **a2–b2** and **a3–b3**, respectively, by blue-dotted and red-solid arrows. **c1–c3** and **d1–d3** The second experiment of the same human breast with the images reconstructed without (**c1–c3**) and with (**d1–d3**) motion correction, respectively. Examples of enhanced features are indicated by blue-solid and red-solid arrows in **a2–b2** and **a3–b3**, respectively. For the first-column images, scale bar, 1 cm; for the second and third columns, scale bar, 6 mm. 

**Figure 27** Four sets of signals ($N_{\text{loc}} = 99, N_{\text{ele}} = 4 \times 256$) from a human breast *in vivo* with heartbeat-induced motions and reconstructed images. **a–b** Signals in the first two experiments. The reconstructed images are shown in **Figure 26**. Temporal shifts in **a** caused by the quasiperiodic motion are indicated by white arrows. **c1–c3** and **d1–d3** Signals in the third and fourth experiments, respectively, with the images reconstructed without (**c2–d2**) and with (**c3–d3**) motion correction. Examples of the improvements due to motion correction are indicated by red-solid (feature enhanced) and red-dotted (artifacts suppressed) arrows. 

**Figure 28** PACTER system. **a–b** Schematic of the PACTER system in the calibration (**a**) and imaging (**b**) procedures. HWP, half-wave plate; PBS, polarizing beamsplitter; BT, beam trap; DAQ, data acquisition system. The differences between the two modes are highlighted in the black dotted boxes. **c** Schematic of the single-element ultrasonic transducer fabricated on the ER. **d** 1D ($t$) PACTER signals detected by the ultrasonic transducer at time instances $t_0, t_1$, and $t_N$. **e** Reconstruction of a 4D ($txyz$) image of human palmar vessels from the signals in **d**. Norm., normalized. Scale bar, 1 mm. 

**Figure 29** Single-shot 3D reconstruction in PACTER. **a** Illustration of the calibration procedure of PACTER. Focused laser beams for calibration are shown in green. Calibration pixels are highlighted as orange dots. The calibration step size is 0.1 mm. The calibration pixels ($80 \times 80$) become 6,400 virtual transducers. $r_1, r_2, r_3$ are the positions of three calibrated virtual transducers. **b** Illustration of PACTER of human palmar vessels. The homogenized beam for widefield illumination is shown in green. $r'_1$ and $r'_2$ are the positions of two source points in the vessels. Blue and green spheres denote the PA waves generated by the source points. The calibrated virtual transducers capture the PA signals from $r'_1$ and $r'_2$ with different delays, indicated by the thick blue and green lines. **c** PACTER signals, $k_1(t), k_2(t), k_3(t)$, of the
calibrated virtual transducers corresponding to $r_1$, $r_2$, $r_3$, respectively. d PACTER signal from the widefield imaging consists of PA signals from $r'_1$ and $r'_2$, which are essentially $k_1(t)$, $k_2(t)$, $k_3(t)$ delayed according to the distance between the calibrated virtual transducer and the source point.

**Figure 30** Spatiotemporal characterization of PACTER. a 3D PACTER image of a curved black wire. Norm., normalized. b Snapshots of 4D PACTER showing bovine blood flushing through an S-shaped tube. c 3D PACTER images of three bars printed with black ink on a transparent film. In each image, the object was placed at a different z position. d Reconstructed versus real z positions of the objects in e. The measurement results are plotted as means ± standard errors of the means ($n = 1,980$). The blue curve represents a linear fit. e 3D PACTER image of two crossing human hairs in agarose. f Maximum z- (top) and y-projections (bottom) of the 3D volume in e. The z positions of the object are color-encoded. g Profiles along the yellow dashed lines in f denoted by gray dots. The blue curves represent two-term Gaussian fits. Black arrows denote the minimum distances that can separate the two hairs. h 3D PACTER image of bovine blood flushing through a tube. The white arrow indicates the flushing direction. i PA amplitudes along the tube in h versus time, when the blood flushes through the tube at different speeds. j Speeds of the blood flow quantified from the reconstructed images versus the real speeds in i. The measurement results are plotted as means ± standard errors of the means ($n = 74$). The blue curve represents a linear fit. Scale bars, 1 mm. ................................................................. 104

**Figure 31** PACTER of mouse hemodynamics in vivo. a Schematic of the mouse imaging experiment. b-e 3D PACTER images of the abdominal vasculature of Mouse 1 (b) and Mouse 2 (c). Norm., normalized. d-e Cross-sectional 2D images corresponding to the yellow rectangle in b (d) and the magenta rectangle in c (e) at four different time instances from the 4D PACTER datasets. $t_0 = 0.28$ s, $t_1 = 0.26$ s. White solid curves represent the Gaussian fits of the vessels’ profile denoted by the yellow (d) and magenta (e) dashed lines. Differences from the first image are highlighted. f-g PA amplitudes along the yellow dashed line (1D images) in d (f) and the magenta dashed line in e (g) versus time, where the time instances in d and e are labeled with vertical gray lines. h-i Center positions (blue solid curves) and widths (orange dash-dotted curves) of the vessels versus time, based on the fits in d (h) and e (i). The shaded areas denote the standard deviations ($n = 5$). j-k Fourier transforms of the center positions and widths of the vessels in h (j) and i (k), showing the respiratory frequency from the vessel center positions only (j) or both the vessel center positions and widths (k). Scale bars, 1 mm. ................................................................. 107

**Figure 32** PACTER of human hand hemodynamics in vivo. a Schematic of the human hand imaging experiment. b-c 3D PACTER images of the thenar vasculature of Participant 1 (b) and Participant 2 (c). Norm., normalized. d-e Maximum amplitude projections of the 3D volumes from the 4D PACTER datasets along the $z$ axis in b (d) and c (e) at the time instances before, during, and after cuffing. $t_0 = 17.44$ s, $t_1 = 19.02$ s. The solid lines flank the vessels under investigation. Differences from the images during cuffing are highlighted. f-g PA amplitudes along the vessels (1D images) in d (f) and e (g) versus time, where the time instances in d and e are labeled with vertical gray
lines. The blue and orange arrows indicate peak responses in the occlusion and recovery phases, respectively. **h** Positions (solid circles) of the blood front along the blood vessel during the occlusion (left) and recovery (right) phases in **f**. The blue curve is an exponential fit with an occlusion rate of $1.3 \pm 0.1$ m/s, and the orange curve is a linear fit showing the blood flow speed of $16.5 \pm 2.8$ m/s. **i** Comparison between the durations of the occlusion and recovery phases in **f**. ***$P < 0.001$, calculated by the two-sample $t$-test.** **j** Positions (solid circles) of the blood front along the blood vessel during the occlusion (left) and recovery (right) phases in **g**. The blue curve is an exponential fit with an occlusion rate of $2.4 \pm 0.3$ m/s, and the orange curve is a linear fit showing the blood flow speed of $32.9 \pm 6.5$ m/s. **k** Comparison between the durations of the occlusion and recovery phases in **g**. ***$P < 0.001$, calculated by the two-sample $t$-test.** **l** Comparison between the blood flow speeds during recovery in **f** and **g**. *$P < 0.05$. Scale bars, 1 mm. ........................................ 111
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Chapter 1

PACT AND ITS MODEL IMPERFECTIONS

Photoacoustic (PA) computed tomography (PACT) is a noninvasive hybrid imaging modality that combines the optical contrast of diffuse optical tomography with the high spatial resolution of ultrasonography. When a short-pulsed laser irradiates biological tissues, the light energy is partially absorbed by the tissue and converted into heat. Subsequently, a pressure rise induced by transient thermoelastic expansion propagates as a wideband ultrasonic wave (referred to as PA wave) through the biological tissue. The PA waves are then detected by ultrasonic transducers placed around the tissue surface to reconstruct the optical absorption distribution in the tissue [1]. The high sensitivity to optical absorption in biological tissues provides rich contrast mechanisms relating to various intrinsic and extrinsic chromophores, enabling structural, functional, and molecular imaging [2]. In addition to the rich optical contrast, the conversion from light to ultrasound also provides this imaging technique with ultrasonically defined spatial resolution at depths beyond the ~1-mm optical diffusion regime, which limits the penetration capability of ballistic optical imaging modalities [3].

This hybrid nature grants PACT unique advantages and makes it complementary to other mainstream imaging modalities in clinical practice: (1) Compared with pure optical imaging techniques such as fluorescence imaging in humans [4], PACT can sustain high spatial resolution in deep tissue. (2) Compared with ultrasonic imaging, PACT has rich intrinsic and extrinsic optical contrasts [3]; (3) Compared with X-ray computed tomography (X-ray CT) and positron emission tomography, PACT is free of radioactive material and uses...
nonionizing illumination; (4) Compared with magnetic resonance imaging (MRI), laser-based PACT provides faster imaging with higher spatial resolution at a lower cost.

In a homogeneous medium, a photoacoustic wave can be expressed as [1], [5]

\[ p(\mathbf{r}, t) = \frac{1}{4\pi c^2} \frac{\partial}{\partial t} \left( \frac{1}{ct} \int_{V} d\mathbf{r}' p_0(\mathbf{r}') \delta \left( t - \frac{||\mathbf{r}' - \mathbf{r}||}{c} \right) \right) . \] (1)

Here, \( p(\mathbf{r}, t) \) is the pressure at location \( \mathbf{r} \) and time \( t \), \( c \) is the speed of sound, \( V \) is the volumetric space occupied by the tissue, and \( p_0(\mathbf{r}') \) is the initial pressure at \( \mathbf{r}' \). For convenience in the following discussion, we rewrite Eq. (1) as

\[ p(\mathbf{r}, t) = \frac{1}{4\pi c^2} \int_{V} \frac{p_0(\mathbf{r}')}{||\mathbf{r}' - \mathbf{r}||} \frac{\partial}{\partial t} \delta \left( t - \frac{||\mathbf{r}' - \mathbf{r}||}{c} \right) d\mathbf{r}' . \] (2)

Discretizing Eq. (2) in space, we obtain

\[ p(\mathbf{r}_n, t) = \frac{1}{4\pi c^2} \sum_{m=1}^{M} v_m \frac{p_0(\mathbf{r}'_m)}{||\mathbf{r}'_m - \mathbf{r}_n||} \frac{\partial}{\partial t} \delta \left( t - \frac{||\mathbf{r}'_m - \mathbf{r}_n||}{c} \right) , \quad n = 1, 2, \ldots, N . \] (3)

Here, we assume \( M \) source points distributed at \( \mathbf{r}'_m, m = 1, 2, \ldots, M \), and \( N \) point detection elements distributed at \( \mathbf{r}_n, n = 1, 2, \ldots, N \). The term \( v_m \) is the volume of the \( m \)-th source point. For three ideal detection geometries (planar, spherical, and cylindrical surfaces), an image mapping the initial pressure \( p_0(\mathbf{r}'') \) can be reconstructed through the universal back-projection (UBP) formula [6]:

\[ p_0(\mathbf{r}'') = \int_{\Omega_0} b \left( \mathbf{r}, t = \frac{||\mathbf{r}' - \mathbf{r}||}{c} \right) \frac{d\Omega}{\Omega_0} , \] (4)

where \( b(\mathbf{r}, t) = 2p(\mathbf{r}, t) - 2t \frac{\partial p(\mathbf{r}, t)}{\partial t} \) is the back-projection term, \( d\Omega = \frac{dS}{||\mathbf{r}' - \mathbf{r}||^2} \frac{n_5(\mathbf{r}) \cdot (\mathbf{r}' - \mathbf{r})}{||\mathbf{r}' - \mathbf{r}||} \) is the solid angle for detection element at \( \mathbf{r} \) with respect to the reconstruction location \( \mathbf{r}'' \), \( dS \) is the detection element surface area, and \( n_5(\mathbf{r}) \) is the ingoing normal vector. The total solid angle is denoted as \( \Omega_0 \).

In a homogenous medium, using an ideal detection geometry consisting of point detectors with unlimited bandwidth, we can detect the PA signals from an object and
reconstruct the initial pressure accurately. However, in practice, the detection system and its mathematical model are imperfect due to multiple factors, e.g., limited transducer bandwidth, finite transducer element size, sparse spatial sampling, partial-view detection, tissue motion, and acoustic inhomogeneity. Although hardware improvements are preferred options to break these limitations, they are not always feasible and may be very expensive. Numerical computation is a low-cost alternative to improve image quality. Numerous methods have been proposed to compensate for these model imperfections but have their limitations.

In this dissertation, we assume a homogeneous medium in all studies and propose computational methods to compensate for imperfections brought by limited transducer bandwidth, finite transducer element size, sparse spatial sampling, partial-view detection, and tissue motion.

In Chapter 2, we first introduce a human breast imaging system based on a full-ring transducer array. To mitigate the artifacts due to sparse sampling for better tumor detection, we incorporate the limited bandwidth of the transducer into the model and perform spatiotemporal analysis to classify the sources of aliasing. Based on the analysis, we propose two antialiasing methods: radius-dependent spatiotemporal antialiasing and location-dependent spatiotemporal antialiasing. In Chapter 3, we first introduce an isotropic-resolution 3D PACT system with four arc arrays, which has a massive system matrix. Then we propose an efficient explicit expression of the massive system matrix based on singular value decomposition and fast Fourier transform, which achieves $\times 42$ acceleration from the original explicit expression based on point source response and with negligible error. In Chapter 4, we focus on brain functional imaging using the four-arc 3D PACT system. We improve the temporal resolution for functional imaging by numerically reducing the requirement of sampling locations of the four-arc array for each image. This requirement reduction is achieved by incorporating a densely sampled prior image into the system matrix, which maintains the critical linearity while mitigating artifacts. In Chapter 5, we solve the problem of intra-image nonrigid motion correction for the four-arc 3D PACT system. We divide the whole image domain into multiple subdomains and approximate the nonrigid motion of the whole domain by translations of the subdomains. By incorporating these
translations into the forward model, we reconstruct them together with the image using Gauss-Seidel-type iterations. In Chapter 6, we introduce a single-shot 3D PACT system based on a single ultrasonic transducer, which has extremely compressed sensing and partial-view detection. We propose a fast implementation of the forward operator by connecting traditional PACT with virtual detector responses through fast Fourier transform. Based on the operator, we reconstruct the image from the compressed signals through regularized iteration. We demonstrate all the proposed methods with numerical simulations, phantom experiments, and *in vivo* experiments. All the studies in Chapters 2–6 are summarized in Table 1.

**Table 1** Model imperfections and compensation purposes in different chapters of this dissertation.

<table>
<thead>
<tr>
<th>Imperfection</th>
<th>Compensation purpose</th>
<th>Fewer artifacts</th>
<th>Better true features</th>
<th>Finer spatial resolution</th>
<th>Finer temporal resolution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Limited transducer bandwidth</td>
<td></td>
<td>2</td>
<td>2, 3, 4, 5</td>
<td>3, 4, 5</td>
<td></td>
</tr>
<tr>
<td>Finite transducer element size</td>
<td></td>
<td></td>
<td>3, 4, 5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sparse spatial sampling</td>
<td></td>
<td>2, 4</td>
<td>2, 4</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>Partial-view detection</td>
<td></td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>Tissue motion</td>
<td></td>
<td>5</td>
<td>5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Device-level signal compression</td>
<td></td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
</tr>
</tbody>
</table>

An underlined chapter number indicates that the imperfection-purpose combination is a main problem in this chapter.


Chapter 2

SPATIOTEMPORAL ANTIALIASING


2.1 Abstract

We have developed a single-breath-hold photoacoustic computed tomography (SBH-PACT) system to reveal detailed angiographic structures in human breasts. By scanning the entire breast within a single breath hold (~15 s), a volumetric image can be acquired and subsequently reconstructed with negligible breathing-induced motion artifacts. SBH-PACT reveals tumors by visualizing higher blood vessel densities associated with tumors at a high spatial resolution, showing early promise for high sensitivity in radiographically dense breasts. However, the quantification of blood vessel density can be severely affected by artifacts caused by sparse spatial sampling violating the spatial Nyquist criterion, which happens in off-center regions for the proposed system. To mitigate these artifacts, we first clarified the source of spatial aliasing through spatiotemporal analysis. We demonstrated that the combination of spatial interpolation and radius-dependent temporal filtering, named radius-dependent spatiotemporal antialiasing, can effectively mitigate artifacts caused by aliasing in either image reconstruction or spatial sampling. Further, we refined the spatiotemporal analysis to clarify the spatial Nyquist criterion’s different requirements in
different image subdomains and proposed a location-dependent spatiotemporal antialiasing method. Both methods mitigate aliasing artifacts in numerical simulations and in vivo experiments, and the location-dependent version has better performance in maintaining image resolution.

2.2 Background

2.2.1 Human breast imaging for tumor detection

Breast cancer is the second most common cancer to affect women in the U.S. and is the second-ranked cause of cancer-related deaths. About 1 in 8 (12%) women in the U.S. will develop invasive breast cancer during their lifetime [7]. Multiple large prospective clinical trials have demonstrated the importance of early detection in improving breast cancer survival [8]–[10]. While mammography is currently the gold standard used for breast cancer screening, it utilizes ionizing radiation and has lower sensitivity in women with dense breasts [11], [12]. Ultrasonography has been used as an adjunct to mammography but suffers from speckle artifacts and low specificity [13], [14]. Magnetic resonance imaging (MRI) poses a large financial burden and requires the use of intravenous contrast agents that can cause allergy [15], kidney damage [16], and permanent deposition in the central nervous system [17]. Diffuse optical tomography has been investigated to provide functional optical contrast. However, the spatial resolution of the current prototypes limits their clinical use [18], [19]. Overall, each modality has notable advantages and limitations. Photoacoustic computed tomography (PACT) is a promising complementary modality that overcomes many of these limitations.

We reported a significant advancement in breast PACT technology, a single-breath-hold PACT (SBH-PACT) system [20] with advantages: (1) Combining 1064-nm light illumination and a 2.25-MHz unfocused ultrasonic transducer array, SBH-PACT achieved up to 4 cm in vivo imaging depth and a 255-µm in-plane resolution (approximately four times finer than that of contrast-enhanced MRI [21]). (2) Equipped with one-to-one mapped signal amplification and data acquisition circuits, SBH-PACT can obtain an entire 2D cross-sectional breast image with a single laser pulse, or obtain a volumetric 3D image of the entire
breast by fast elevational scanning within a single breath-hold (~15 s). The 10-Hz 2D frame rate, currently limited by the laser repetition rate, enables SBH-PACT to observe biological dynamics in a cross-section associated with respiration and heartbeats without motion artifacts. (3) A full-ring 512-element ultrasonic transducer array enables SBH-PACT for full-view fidelity in 2D imaging planes and delivers high image quality. (4) Capitalizing on the optimized illumination method and signal amplification, SBH-PACT achieves sufficient noise-equivalent sensitivity to clearly reveal detailed angiographic structures both inside and outside breast tumors without the use of exogenous contrast agents. We visualize the system in Figure 1.

**Figure 1** Representations of the SBH-PACT system. **a** Perspective cut-away view of the system with data acquisition components removed. **b** Perspective view of the system with patient bed and optical components removed. DAQ, data acquisition system; Pre-amp, pre-amplifier circuits.

In the pilot study [20], SBH-PACT was used to image one healthy volunteer and seven breast cancer patients. SBH-PACT identified eight of the nine breast tumors by delineation of angiographic anatomy. These tumors were subsequently verified by ultrasound-guided biopsy. A coronal-plane slice of an image reconstructed using 3D universal back-projection (UBP) for a breast cancer patient is shown in **Figure 2a** with its red-boxed closed-up subset shown in **Figure 2b**. The tumor, appearing as a group of dense blood vessels, is indicated by a green-dashed ellipse. Two X-ray mammograms of the breast are shown in **Figure 2c1** and **c2**, respectively, with the tumor indicated by two yellow-dashed ellipses. To compress the information in the 3D PACT image, we perform maximum amplitude projection (MAP) on the image along the direction normal to the coronal plane to obtain the maximum amplitudes
and the maximum-amplitude depths. We assign different colors to these depths to form a 2D depth-resolved color-encoded image and multiply it pixel by pixel with the maximum amplitudes to form the image shown in Figure 2d with the tumor indicated by a white-dashed ellipse. Further, we obtain the MAP of the image slices without the nipple, from which we quantify the vessel density by counting the number of vessels in $2 \times 2 \text{mm}^2$ squares. The blood vessel density map and the nipple-excluded MAP are shown in Figure 2f. The tumor is automatically identified through thresholding of the blood vessel density and is labeled by a green-dashed ellipse in Figure 2f, which matches well with the tumor locations shown in mammograms.

Figure 2 PACT images and X-ray mammograms of a cancerous human breast. a A cross section of the PACT image of a cancerous human breast with the tumor circled by a green-dashed ellipse. PA,
photoacoustic. b A closeup of the subset enclosed by a red-dotted box. c1-c2 X-ray mammograms of the breast. RCC, right cranial-caudal; RML, right medio-lateral. d MAP of the PACT image along the elevational direction that is color-encoded by the elevational distance from the nipple. e MAP of the thick slice in the sagittal plane marked by white dashed lines in d. f Automatic tumor detection on a vessel density map. The tumor is indicated by a green-dashed ellipse. The gray-scale background is the MAP of the tissue image elevationally separated from the nipple.

2.2.2 Spatiotemporal antialiasing

As shown in our SBH-PACT study, reliably detecting angiogenesis-induced blood vessel structures is critical for tumor detection. However, these blood vessels can be contaminated by artifacts due to sparse spatial sampling, especially in regions close to the transducer elements.

In PACT, the ultrasonic transducer array should provide dense spatial sampling (SS) around the object to satisfy the Nyquist sampling theorem [22], [23]. The SS interval on the tissue surface should be less than half of the lowest detectable acoustic wavelength. Otherwise, artifacts may appear in image reconstruction (IR), a problem we call spatial aliasing. In practice, due to the high cost of a transducer array with a large number of elements or limited scanning time, spatially sparse sampling is common.

Various methods have been proposed to mitigate artifacts caused by spatial aliasing. In the image domain, total variation (TV) regularization has been used in model-based iterative methods to mitigate noise and aliasing artifacts [24]–[28]. In PACT, because the image domain is identical to the object domain, we will use them interchangeably henceforth. TV regularization shows high performance for piecewise smooth images [29], [30]. However, for PACT images with rich blood vessel structures, TV regularization tends to suppress vessels of small diameters. A regularization strategy specifically suited for vessel structures is needed. Deep learning has been proved effective in processing images with complex structures [31]–[36] and has shown an advantage in maintaining vessel structures [31]. However, a neural network is often system dependent and not universally applicable across different imaging systems or detection geometries. In the signal domain, temporal filtering and spatial interpolation have been used for antialiasing [37]. However, it is still a challenge to find a balance between mitigating aliasing artifacts and maintaining
image resolution. Another method proposed by Cai et al. [38] mitigates aliasing artifacts by connecting the image domain and the signal domain. It identifies potential sources of aliasing signals in the image domain, maps the sources to the signal domain, suppresses all the signals in the mapped region, and uses the remaining signals for image reconstruction [38]. This method performs well if there exist only a few dominant sources of aliasing signals. As sources of aliasing signals increase, this method may cause substantial information loss.

In this dissertation, we analyze spatial aliasing in PACT using UBP reconstruction [6]. We use a circular geometry (a full-ring ultrasonic transducer array or its scanning equivalent) with point elements as an example for analysis. In addition, we discuss only acoustically homogeneous media. Starting from the reconstruction at a source point, we identify, for the first time, two types of spatial aliasing: aliasing in SS and aliasing in IR. Then we demonstrate that aliasing in IR can be eliminated through spatial interpolation while aliasing in SS can be mitigated through radius-dependent temporal filtering. We name the combination of radius-dependent temporal filtering and spatial interpolation as radius-dependent spatiotemporal antialiasing.

Further, to mitigate aliasing artifacts without compromising image resolution, we perform detailed spatiotemporal analysis for image subdomains. We first reconstruct an image using the UBP method [6]. Applying a threshold to the reconstructed image, we identify the dominant sources of aliasing signals. Then we divide the whole image domain into multiple subdomains. We apply spatiotemporal analysis to source points, transducer locations, and each subdomain's reconstruction locations [37], revealing the spatial aliasing effects on the subdomain in detail. Next, we apply temporal filtering and spatial interpolation to signals so that the filtered signals satisfy the spatial Nyquist criterion specifically for this subdomain. We use the filtered signals to form an image in this subdomain. Repeating this process for all subdomains, we mitigate the aliasing artifacts for the whole image. We call this method location-dependent spatiotemporal antialiasing. Through numerical simulations, we demonstrate that the proposed method effectively mitigates aliasing artifacts with
minimal effects on the image resolution. We further validate this method through in vivo human breast imaging.

2.3 Radius-dependent spatiotemporal antialiasing

2.3.1 Theory

The response of an ultrasonic transducer can be described by the equation

$$\hat{p}(\mathbf{r}, t) = p(\mathbf{r}, t) * h_e(t), n = 1, 2, ..., N. \quad (5)$$

Here, $\hat{p}(\mathbf{r}, t)$ is the response of the $n$-th point detection element at time $t$, $h_e(t)$ is the ultrasonic transducer’s electrical impulse response (EIR), and $*_t$ denotes temporal convolution. Substituting Eq. (3) into Eq. (5), we obtain

$$\hat{p}(\mathbf{r}, t) = \frac{1}{4\pi c^2} \sum_{m=1}^{M} v_m \frac{p_0(\mathbf{r}'_m)}{||\mathbf{r}'_m - \mathbf{r}_n||} h'_e \left( t - \frac{||\mathbf{r}'_m - \mathbf{r}_n||}{c} \right). \quad (6)$$

The term $h'_e \left( t - \frac{||\mathbf{r}'_m - \mathbf{r}_n||}{c} \right)$ is a function of both time and space, where the first prime denotes the temporal derivative. The following discussion is based on the spatiotemporal analysis of this term. When acoustic signals are digitized by a data acquisition system, an antialiasing filter for a sufficiently high temporal sampling rate avoids temporal aliasing. Thus, for simplicity, the time variable is assumed to be continuous here. The spatial variables are discretized, allowing for further discussion of SS.

We replace the true pressure $p(\mathbf{r}, t)$ with the detected pressure $\hat{p}(\mathbf{r}, t)$, leading to a discretized form of Eq. (4):

$$\hat{p}_0(\mathbf{r}'') \approx \sum_{n=1}^{N} w_n \hat{b}(\mathbf{r}_n, t = \frac{||\mathbf{r}'' - \mathbf{r}_n||}{c}). \quad (7)$$

Here, $\hat{p}_0(\mathbf{r}'')$ is the reconstructed initial pressure and $\hat{b}(\mathbf{r}_n, t) = 2\hat{p}(\mathbf{r}_n, t) - 2t \frac{\partial \hat{p}(\mathbf{r}_n, t)}{\partial t}$ is the back-projection term computed from the detected pressure. The weights $w_n, n = 1, 2, ..., N$ come from $\frac{\partial \Omega}{\partial \Omega_0}$ in Eq. (4). Also, it needs to be noted that UBP is approximately
valid for a ring array because it is not one of the three geometries required for accurate UBP reconstruction. This approximation is an important simplification for spatiotemporal analysis.

We assume that the full-ring transducer array with a radius of $R$ has $N$ evenly distributed detection elements, shown as the red circle in Figure 3a. The center $O$ of the circle is the origin of a coordinate system for IR. The upper cutoff frequency of the ultrasonic transducer is $f_c$ (the estimation of $f_c$ is discussed in [37]), and the corresponding lower cutoff wavelength $\lambda_c = \frac{c}{f_c}$. The acquired signals were first filtered by a third-order lowpass Butterworth filter and a sinc filter (both with a cutoff frequency of $f_c$). Thus, the frequency components with frequencies higher than $f_c$ were removed. We define $S_0$, called the detection zone here, as

$$S_0 = \{r' \mid ||r'|| \leq R\}.$$

(8)

We first analyze aliasing in SS. When the detection element location $r$ varies discretely, the step size along the perimeter is $\frac{2\pi R}{N}$. The tangential direction is marked by a dotted line (Figure 3a), which is perpendicular to vector $r$. We consider a source point at $r'$, and extend the line segment $r - r'$ as a dashed line (Figure 3a). Vectors $-r'$ and $r - r'$ form an angle $\beta$, while vector $r - r'$ forms an angle $\alpha'$ with the tangential dotted line. Then the angle formed by vectors $-r$ and $r' - r$ can be expressed as $\alpha' - \frac{\pi}{2}$. The local sampling step size of $||r - r'||$ is approximately

$$\frac{2\pi R}{N} \cos \alpha',$$

(9)

whose absolute value means the length of the local sampling step size, while the sign means the sampling direction. From Eq. (6), at a given time $t$, and with the lower cutoff wavelength $\lambda_c$, we can express the Nyquist criterion as

$$\frac{2\pi R |\cos \alpha'|}{N} < \frac{\lambda_c}{2}.$$

(10)

To transform this inequality to a constraint for the source point location $r'$, we use the Law of Sines:
\[
\frac{R}{\sin \beta} = \frac{r'}{\sin \left(\alpha' - \frac{\pi}{2}\right)} = \frac{r'}{-\cos \alpha'}.
\]  
(11)

Here \( r' = ||r'|| \). Using Eq. (11), we transform Expression (9) to
\[
\frac{2\pi R \cos \alpha'}{N} = -\frac{2\pi r' \sin \beta}{N}.
\]  
(12)

Combining Inequality (10) and Eq. (12), we obtain
\[
r' < \frac{N \lambda_c}{4\pi |\sin \beta|},
\]  
(13)

which must be satisfied for any \( \beta \in [0,2\pi) \).

**Figure 3** Analysis of the spatial aliasing for a circular geometry. **a** A full-ring transducer array of radius \( R \) (red circle), where a detection element location \( r \) and a source point location \( r' \) are marked. The locations \( r \) and \( r' \) are also seen as vectors from the origin to these locations. Vectors \(-r'\) and \( r - r' \) form an angle \( \beta \), while the extension of line segment \( r - r' \) forms an angle \( \alpha' \) with the tangential dotted line that is perpendicular to \( r \). The angle formed by vectors \(-r\) and \( r' - r \) can be expressed as \( \alpha' - \frac{\pi}{2} \). This graph is used to analyze the aliasing in SS. **b** A full-ring transducer array with a detection element location \( r \), two reconstruction locations \( r'' \) and \( r_1'' \), and a source point location \( r' \) marked. Extensions of the line segments \( r - r'' \), \( r - r''_1 \), and \( r - r' \) form angles \( \alpha'' \), \( \alpha''_1 \), and \( \alpha' \), respectively, with the tangential dotted line that is perpendicular to \( r \). Vectors \( r'' \) and \( r' \) form an angle \( \gamma = \arccos \left( \frac{r''}{R} \right) + \arccos \left( \frac{r'}{R} \right) \), where \( r'' = ||r''|| \) and \( r' = ||r'|| \). Points \( r'' \) and \( r_1'' \) are on the same circle centered at \( r \). This graph is used to analyze aliasing in IR. **c** Regions in the field of view representing different types of aliasing. In \( S_2 \) (green circle), which contains all source points and reconstruction locations, UBP reconstruction yields no aliasing. In \( S_1 \) (blue circle), aliasing does not exist in SS but may exist in UBP reconstruction. In \( S_0 \) (red circle), aliasing may exist in SS.

When \( \beta = \frac{\pi}{2} \) or \( \frac{3\pi}{2} \), Eq. (13) leads to the smallest upper limit of \( r' \):
\[
r' < \frac{N \lambda_c}{4\pi},
\]  
(14)
and the length of the local step size maximizes to $\frac{2\pi r'}{N}$. Obviously, if $r'$ satisfies Eq. (14), the length of the local step size of $\|\mathbf{r} - r'\|$ given by Eq. (12) also satisfies the Nyquist criterion:

$$
\frac{2\pi R|\cos \alpha'|}{N} = \frac{2\pi r'|\sin \beta|}{N} \leq \frac{2\pi r'}{N} < \frac{\lambda_c}{2}.
$$

(15)

We define the region $S_1$, called the one-way Nyquist zone here, as

$$
S_1 = \left\{ r' \mid \| r' \| < \frac{N\lambda_c}{4\pi} \right\}.
$$

(16)

Equivalently, we can consider the boundary of $S_1$ as a virtual detection surface, where the sampling spacing is scaled down from the actual detection spacing by $\frac{R_1}{R}$ with $R_1$ being the radius of $S_1$. For any source point inside $S_1$, there is no spatial aliasing during SS because the sampling spacing is less than half of the lower cutoff wavelength, which agrees with the result in Xu et al. [22].

Next, we analyze the spatial aliasing in IR. Substituting Eq. (6) into Eq. (7), we obtain

$$
\hat{p}_0(\mathbf{r}'') \approx \frac{1}{2\pi c^2} \sum_{n=1}^{N} W_n \sum_{m=1}^{M} v_m \frac{\hat{p}_0(\mathbf{r}_m')}{\| \mathbf{r}_m' - \mathbf{r}_n' \|} \left( 1 - \left( t + \frac{\| \mathbf{r}_m' - \mathbf{r}_n' \|}{c} \right) \frac{\partial}{\partial t} \right) h_e' \left( \frac{\| \mathbf{r}_n' - \mathbf{r}_n \|}{c} - \frac{\| \mathbf{r}_m' - \mathbf{r}_n \|}{c} \right).
$$

(17)

Here, we use the differential operator

$$
\left( 1 - \left( t + \frac{\| \mathbf{r}_m' - \mathbf{r}_n' \|}{c} \right) \frac{\partial}{\partial t} \right) h_e'(t) = h_e'(t) - \left( t + \frac{\| \mathbf{r}_m' - \mathbf{r}_n' \|}{c} \right) h_e''(t).
$$

(18)

In Eq. (17), we need to analyze only the expression \(1 - \left( t + \frac{\| \mathbf{r}_m' - \mathbf{r}_n' \|}{c} \right) \frac{\partial}{\partial t} \), which consists of two terms: \(h_e'(\frac{\| \mathbf{r}_n' - \mathbf{r}_n \|}{c} - \frac{\| \mathbf{r}_m' - \mathbf{r}_n \|}{c})\) and \(h_e'(\frac{\| \mathbf{r}_n' - \mathbf{r}_n \|}{c} - \frac{\| \mathbf{r}_m' - \mathbf{r}_n \|}{c})\). The difference between the spectra of \(h_e'(\frac{\| \mathbf{r}_n' - \mathbf{r}_n \|}{c} - \frac{\| \mathbf{r}_m' - \mathbf{r}_n \|}{c})\) and \(h_e'(\frac{\| \mathbf{r}_n' - \mathbf{r}_n \|}{c} - \frac{\| \mathbf{r}_m' - \mathbf{r}_n \|}{c})\) is negligible [37]. Thus we only need to analyze the spatial aliasing in \(h_e'(\frac{\| \mathbf{r}_n' - \mathbf{r}_n \|}{c} - \frac{\| \mathbf{r}_m' - \mathbf{r}_n \|}{c})\) and \(h_e'(\frac{\| \mathbf{r}_n' - \mathbf{r}_n \|}{c} - \frac{\| \mathbf{r}_m' - \mathbf{r}_n \|}{c})\).
If \( h_e(t) \) has an upper cutoff frequency \( f_c \), \( h''(t) \) will have the same upper cutoff frequency [37]. Given a reconstruction location \( \mathbf{r}'' \) and a source point location \( \mathbf{r}' \) (Figure 3b), we need to analyze the sampling step size of \( \| \mathbf{r}'' - \mathbf{r} \| - \| \mathbf{r}' - \mathbf{r} \| \) while the detection element location \( \mathbf{r} \) varies. In fact, the lengths of the step sizes of both \( \| \mathbf{r}'' - \mathbf{r} \| \) and \( \| \mathbf{r}' - \mathbf{r} \| \) reach maxima when \( \mathbf{r}'' - \mathbf{r} \) and \( \mathbf{r}' - \mathbf{r} \) are perpendicular to \( \mathbf{r}'' \) and \( \mathbf{r}' \), respectively. If the angle \( \gamma \) between vectors \( \mathbf{r}'' \) and \( \mathbf{r}' \) satisfies \( \gamma = \arccos \left( \frac{r''}{R} \right) + \arccos \left( \frac{r'}{R} \right) \), where \( r'' = \| \mathbf{r}'' \| \) and \( r' = \| \mathbf{r}' \| \), then the lengths of the step sizes of \( \| \mathbf{r}'' - \mathbf{r} \| \) and \( \| \mathbf{r}' - \mathbf{r} \| \) achieve maxima of \( \frac{2\pi r''}{N} \) and \( \frac{2\pi r'}{N} \), respectively, with \( \mathbf{r} \) at the same location, as shown in Figure 3b. In addition, as \( \mathbf{r} \) passes this location clockwise, \( \| \mathbf{r}'' - \mathbf{r} \| \) increases while \( \| \mathbf{r}' - \mathbf{r} \| \) decreases. Thus, the length of the step size of \( \| \mathbf{r}'' - \mathbf{r} \| - \| \mathbf{r}' - \mathbf{r} \| \) achieves its maximum of

\[
\frac{2\pi r''}{N} + \frac{2\pi r'}{N} = \frac{2\pi (r'' + r')}{N}.
\]

(19)

The Nyquist criterion requires that

\[
\frac{2\pi (r'' + r')}{N} < \frac{\lambda_c}{2},
\]

(20)

which is equivalent to

\[
r'' + r' < \frac{N\lambda_c}{4\pi}.
\]

(21)

One may interpret this condition as follows. The physical propagation of the photoacoustic wave in the object to the detectors is succeeded by a time-reversal propagation for the IR. The combined region encompasses a disc with a radius of \( r'' + r' \). On the perimeter of this disc, the Nyquist sampling criterion requires that the sampling spacing be less than half of the lower cutoff wavelength, i.e., Eq. (20).

We denote \( S_2 \), referred to as the two-way Nyquist zone here, as

\[
S_2 = \left\{ \mathbf{r}' \left| \| \mathbf{r}' \| < \frac{N\lambda_c}{8\pi} \right. \right\}.
\]

(22)

Again, we can consider the boundary of \( S_2 \) as a virtual detection surface, where the sampling spacing is scaled down from the actual detection spacing by \( \frac{R_2}{R} \) with \( R_2 \) being the
radius of $S_2$. If the source points are inside $S_2$ and we reconstruct at points within $S_2$, then $r' < \frac{N\lambda_c}{8\pi}$ and $r'' < \frac{N\lambda_c}{8\pi}$, respectively, and Inequality (21) is satisfied. Thus, there is no spatial aliasing during reconstruction, and we call $S_2$ an aliasing-free region. It needs to be pointed out that, due to the finite duration of the transducer’s temporal response, the function $(1 - \left(t + \frac{\|r_m' - r_n\|}{c}\right) \frac{\partial}{\partial t} h_e(t)$ has nonzero value only when $t$ is within a finite interval, denoted as $T_e$. The broader the bandwidth of $h_e(t)$, the shorter $T_e$. When $\frac{\|r'' - r\|}{c} - \frac{\|r' - r\|}{c}$ is out of $T_e$, signals from source point $r'$ that are detected by the element at $r$ have no contribution to the reconstruction at $r''$.

In the following discussion, we assume that $\frac{\|r'' - r\|}{c} - \frac{\|r' - r\|}{c}$ belongs to $T_e$. Even with source points inside $S_2$, we may still have aliasing when reconstruction locations are outside $S_2$ but inside $S_1$. To demonstrate this, we assume that both $r''$ and $r'$ are on the boundary of $S_2$, and that the length of the step size of $\|r'' - r\| - \|r' - r\|$ achieves the maximum value of $\frac{2\pi R(\cos \alpha'' - \cos \alpha')}{N} = \frac{\lambda_c}{2}$. Here, $\alpha''$ and $\alpha'$ denote the angles formed by the line segments $r - r''$ and $r - r'$, respectively, with the tangential dotted line that is perpendicular to $r$. We move the reconstruction location $r''$ to a new position $r'''$ outside $S_2$ but inside $S_1$, as shown in Figure 3b. We keep the distance $\|r''' - r\| = \|r'' - r\|$ constant. Thus, $\frac{\|r''' - r\|}{c} - \frac{\|r'' - r\|}{c} = \frac{\|r''' - r\|}{c} - \frac{\|r'' - r\|}{c}$ still belongs to $T_e$. As $r''$ moves to $r'''$, the angle $\alpha''$ decreases to $\alpha'''$. Both $\alpha''$ and $\alpha'''$ belong to $\left(0, \frac{\pi}{2}\right)$, then we have $\cos \alpha''' > \cos \alpha''$. Thus, for the local step size of $\|r''' - r\| - \|r'' - r\|$, we have the estimation $\frac{2\pi R(\cos \alpha''' - \cos \alpha'')}{N} > \frac{2\pi R(\cos \alpha'' - \cos \alpha')}{N} = \frac{\lambda_c}{2}$, which means that spatial aliasing appears in reconstruction. Switching the source and reconstruction locations, we can repeat the analysis and draw a similar conclusion: with source points inside $S_1$ but outside $S_2$, we may have aliasing when reconstruction locations are inside $S_2$.

We visualize the relative sizes of the three regions $S_0$, $S_1$, and $S_2$ in Figure 3c. Spatial aliasing in SS does not appear for objects inside $S_1$, but appears for objects outside $S_1$. 
Spatial aliasing in IR does not appear for objects and reconstruction locations inside $S_2$, but appears for other combinations of objects and reconstruction locations. A detailed classification is shown in Figure 4a.

**Figure 4** Different combinations of source locations and reconstruction locations subject to spatial aliasing in SS and IR. Three regions $S_0$, $S_1$, and $S_2$ are defined in Eqs. (8), (16), and (22), respectively. The first line radiating from the origin $O$ represents the range of source locations for SS, while the second line radiating from the tip of the first line represents the range of reconstruction locations for IR. A solid line means no aliasing, while a dotted line means aliasing. a Spatial aliasing in UBP. The innermost two-way Nyquist zone $S_2$ is an aliasing-free region. b Spatial aliasing in UBP with spatial interpolation. Spatial interpolation removes spatial aliasing in three cases of IR, making the one-way Nyquist zone $S_1$ an aliasing-free region. The dotted lines representing the three cases in a are changed to blue-solid lines in b. c Spatial aliasing in UBP with temporal filtering and spatial interpolation. Temporal filtering extends the one-way Nyquist zone $S_1$ in b to $S'_1$ in c, and the original $S_1$ is marked as a blue-dashed circle for reference. Spatial interpolation further makes $S'_1$ an aliasing-free region.

Spatial aliasing solely in IR but not in SS can be removed by spatial interpolation. In fact, without spatial aliasing in SS, spatially continuous signals can be accurately recovered from spatially discrete signals through Whittaker–Shannon interpolation. Then, in theory, no aliasing would occur in reconstructing the image using the spatially continuous signals. In practice, the number of detection elements is numerically increased. To clarify the process, at any given time $t$, we define

$$f_R(\theta) = \hat{p}(r, t), \tag{23}$$

where $r = (R\cos \theta, R\sin \theta), \theta \in [0, 2\pi)$. The function $f_R(\theta)$ is sampled at $\theta_n = \frac{2\pi n}{N}, n = 0, 1, 2, ..., N - 1$. For objects inside the region $S_1$, SS has no aliasing. Thus, the function $f_R(\theta)$ can be well recovered from $f_R(\theta_n), n = 0, 1, 2, ..., N - 1$ through spatial Whittaker–Shannon interpolation. To extend the region $S_2$, we can numerically double the number of
detection elements $N' = 2N$ based on the interpolation. Substituting $N'$ for $N$ in Eq. (22), we obtain a larger region:

$$S'_2 = \left\{ r' \left| \|r'\| < \frac{N'\lambda_c}{8\pi} \right. \right\} = \left\{ r' \left| \|r'\| < \frac{N\lambda_c}{4\pi} \right. \right\} = S_1. \quad (24)$$

From the above discussion about Eq. (22), we know that with source and reconstruction locations inside $S'_2$, IR has no aliasing. From $S_1 = S'_2$, we can see that spatial interpolation successfully removes spatial aliasing in IR. Figure 4a is now replaced by Figure 4b. For source points outside the region $S_1$, SS has aliasing, and spatial interpolation cannot recover the lost information, which is mitigated by the next method.

Spatial aliasing in SS can be eliminated by temporal lowpass filtering. We consider a region larger than $S_1$:

$$S'_1 = \left\{ r'' \left| \|r''\| < r' \right. \right\} \text{ with } r' > \frac{N\lambda_c}{4\pi}. \quad (25)$$

We have already shown that source points in this region can produce spatial aliasing during SS. To avoid this concern, before spatial interpolation and reconstruction, we process the signals using a lowpass filter with upper cutoff frequency $f'_c = \frac{N\lambda_c}{4\pi r'}$. Replacing $\lambda_c$ in Eq. (16) with $\lambda'_c = \frac{c}{f'_c}$, we extend the region $S_1$ to

$$S'_1 = \left\{ r'' \left| \|r''\| < \frac{N\lambda'_c}{4\pi} \right. \right\} = \left\{ r'' \left| \|r''\| < r' \right. \right\}. \quad (26)$$

Based on the above discussion about Eq. (16), for source points inside $S'_1$, using spatial interpolation, we can reconstruct any points inside $S'_1$ without aliasing artifacts. Thus, we extend the one-way Nyquist zone through temporal lowpass filtering at the expense of spatial resolution and replace Figure 4b with Figure 4c.

An ideal antialiasing method should extend the region $S'_1$ in Figure 4c to the whole region $S_0$. However, lowpass filtering removes the high-frequency signals, and blurs the reconstructed images. Directly extending $S'_1$ to $S_0$ would greatly compromise the image resolution. As a balance between spatial antialiasing and high resolution, to reconstruct the image at $r' \in S_0$, we design the lowpass filter based on its distance to the center $r' = \|r'\|$. 
If \( r' < \frac{N \lambda_c}{4\pi} \), we apply spatial interpolation, then perform reconstruction. If \( r' \geq \frac{N \lambda_c}{4\pi} \), we first filter the signals with upper cutoff frequency \( f'_c = \frac{N \delta_c}{4\pi r'} \), then perform spatial interpolation and reconstruction. We call this method radius-dependent spatiotemporal antialiasing.

2.3.2 Numerical simulations

To demonstrate the proposed method, we perform numerical simulations using a full-ring transducer array of radius \( R = 30 \) mm. The frequency range of the transducer is from 0.1 MHz to 4.5 MHz. We set the number of detection elements \( N = 512 \) and the speed of sound \( c = 1.5 \text{ mm} \cdot \mu\text{s}^{-1} \). The radius of the one-way Nyquist zone \( S_1 \) is thus \( r = \frac{N \delta_c}{4\pi f'_c} \approx 13.6 \) mm.

We simulated two cases with complex structures. In the first case, the object is completely within \( S_1 \), as shown in Figure 5a1. The reconstructions of the object in Figure 5a1 using UBP, UBP with spatial interpolation, and UBP with temporal filtering and spatial interpolation are shown in Figure 5a2–a4, respectively. Region of interest (ROIs) A–C (1.2 \times 1.2 \text{ mm}^2) were chosen at locations with zero initial pressure. The standard deviations (STDs) were calculated and compared, as shown in Figure 5b1. Profiles of lines P and Q are shown in Figure 5b2 and b3, respectively. In the second case, the object is beyond \( S_1 \), and covers most of the area inside the full-ring transducer array, as shown in Figure 5c1. The reconstructions of the object in Figure 5c1 using the three methods are shown in Figure 5c2–c4, respectively. The STDs of ROIs A–C are compared in Figure 5d1, while the profiles of lines P and Q are shown in Figure 5d2 and d3, respectively.

Although spatial interpolation mitigates the aliasing artifacts in both Figure 5a2 and c2, visible artifacts remain in the red-boxed region in Figure 5c3 but not in Figure 5a3. It can also be seen in Figure 5b1 and d1 that spatial interpolation has more obvious antialiasing effects on Figure 5a2 than on Figure 5c2, while temporal filtering’s effect on Figure 5c2 is more obvious than on Figure 5a2. In fact, the aliasing artifacts in Figure 5a2 are solely from the IR, while those in Figure 5c2 are from both the SS and the IR. Thus, spatial.
interpolation works well in antialiasing for Figure 5a2, for which temporal filtering’s smoothing effect slightly helps; but not as well for Figure 5c2 due to the spatial aliasing in SS, for which temporal filtering is necessary. In general, the aliasing artifacts are mitigated by spatial interpolation and further diminished by temporal filtering, as shown in both Figure 5b1 and d1. The antialiasing methods maintain the image resolution well inside $S_1$, as shown in Figure 5b2, b3, and d2. Due to spatial aliasing in SS for objects outside $S_1$, the profile of line Q is affected by spatial interpolation. Adding temporal filtering further smooths the profile. The full width at half maximum (FWHM) of the main lobe in line Q’s profile was increased by temporal filtering while the amplitude was reduced, as shown in Figure 5d3.
Figure 5 Spatial interpolation and temporal filtering’s effects on IR in numerical simulations for two complex phantoms. **a1** Ground truth of a complex initial pressure $p_0$ distribution confined to $S_1$. **a2–a4** Reconstructions of the object in **a1** using **a2** UBP, **a3** UBP with SI, and **a4** UBP with TF and SI, respectively. SI, spatial interpolation; TF, temporal filtering. The artifacts in the red-boxed region are caused by spatial aliasing in IR, and they are mainly mitigated by SI. **b1** Comparison of the STDs in the ROIs A–C. **b2 and b3** Comparisons of the profiles of lines P and Q, respectively, for the three
methods. 

Reconstructions of the object in \( \mathbf{c1} \) using \( \mathbf{c2} \) UBP, \( \mathbf{c3} \) UBP with SI, and \( \mathbf{c4} \) UBP with TF and SI, respectively. The artifacts in the red-boxed region are caused by spatial aliasing in SS and IR, and the artifacts are mitigated by TF and SI.

Comparisons of the profiles of lines P and Q, respectively, for the three methods. The FWHM of the main lobe at Q was increased from 0.35 mm to 0.48 mm by temporal filtering, while the amplitude was changed from 0.90 to 0.56.

### 2.3.3 In vivo experiments

Finally, we applied spatial interpolation and temporal filtering methods to human breast imaging. The imaging system, as shown in Figure 1, employed a 512-element full-ring ultrasonic transducer array (Imasonic, Inc., 110-mm radius, 2.25-MHz central frequency, 95% one-way bandwidth). Based on point source measurements, the cutoff frequency is estimated to be \( f_c \approx 3.80 \text{ MHz} \) [37]. The acquired signals were filtered by a third-order lowpass Butterworth filter and a sinc filter (both with cutoff frequency 3.80 MHz). Thus, the one-way Nyquist zone \( S_1 \) has a radius \( r = \frac{N_c}{4\pi f_c} \approx 16.0 \text{ mm} \), while the two-way Nyquist zone \( S_2 \) has a radius of 8.0 mm. Here we use the speed of sound \( c = 1.49 \text{ mm} \cdot \mu \text{s}^{-1} \).
Figure 6: Spatial interpolation and temporal filtering’s effects on IR in an *in vivo* human breast image. 

- **a** Reconstructed image using UBP without either spatial interpolation or temporal filtering, and a closeup subset in the yellow-boxed region. Boundaries of $S_1$ and $S_2$ are shown as white-dashed and white-solid circles, respectively.
- **b** and **c** Reconstructions of the same region as **a** using **b** UBP with SI, and **c** UBP with TF and SI, respectively. SI, spatial interpolation; TF, temporal filtering.
- **d** and **e** Comparisons of the profiles of lines P and Q, respectively, for the three methods. The FWHM of the main lobe at Q was increased from 0.44 mm to 0.55 mm by temporal filtering, while the amplitude was changed from 0.64 to 0.38.

Using UBP, we reconstructed a cross-sectional image of a breast, shown in Figure 6a. The aliasing artifacts are obvious in the peripheral regions, as shown in Figure 6a’s closeup subset in a yellow-boxed region. After spatial interpolation of the raw data, the reconstructed image is shown in Figure 6b. Applying temporal filtering and spatial interpolation, we obtained Figure 6c. As can be seen from these subsets, the image quality is improved by spatial interpolation, and the aliasing artifacts are further mitigated by temporal filtering. For comparison, the profiles of lines P and Q for the three images are shown in Figure 6d and e, respectively. As shown by the numerical simulation, image resolution outside $S_1$ is compromised by both spatial interpolation and temporal filtering.
Temporal filtering smooths the profiles, as shown in Figure 6d and e. Quantitatively, as shown in Figure 6e, temporal filtering increases the FWHM of the main lobe of line Q’s profile and reduces the amplitude.

2.4 Location-dependent spatiotemporal antialiasing

The radius-dependent spatiotemporal antialiasing mitigates aliasing artifacts but compromises the image resolution outside of the one-way Nyquist zone. To avoid the blurring effect, we propose a location-dependent spatiotemporal antialiasing method.

2.4.1 Theory

As demonstrated in [37], spatial aliasing in PACT has two sources: spatial sampling and image reconstruction. Spatial aliasing in spatial sampling and image reconstruction can be explained by analyzing the step sizes of \( \frac{\|r'_n - r_n\|}{c} \) (in Eq. (6)) and \( \frac{\|r''_n - r_n\|}{c} - \frac{\|r'_n - r_n\|}{c} \) (in Eq. (17)), respectively, as \( n \) varies [37]. Here, we divide the whole image domain \( D \) into subdomains; then we analyze these two terms and develop antialiasing strategies for each subdomain.

For simplicity, we focus on 2D image reconstruction and consider only rectangular subdomains. For a subdomain \( D_{sub} \) of size \( l_x \times l_y \) centered at \( r'_{c,sub} \), we shift the time \( t \) to \( t' \) according to \( t' = t - \frac{\|r'_{c,sub} - r_n\|}{c} \); instead of analyzing \( \hat{p}(r_n, t) \), we analyze

\[
\hat{p}_{D_{sub}}(r_n, t') = \hat{p} \left( r_n, t' + \frac{\|r'_{c,sub} - r_n\|}{c} \right), \quad n = 1, 2, ..., N, \tag{27}
\]

which corresponds to a temporal recentering of signals based on the transducer elements’ distances to the subdomain center \( r'_{c,sub} \). After the recentering, the signals originating from \( r'_{c,sub} \) arrive at all detectors at time 0, and the exact range of interest for \( t' \) is dynamically determined for each subdomain. This recentering is essential in antialiasing to minimize temporal filtering and thus image blurring. Substituting Eq. (6) into Eq. (27) yields
\[ \hat{p}_{D_{\text{sub}}}(r_n, t') = \frac{1}{4\pi c^2} \sum_{m=1}^{M} v_m p_0(r'_m) \frac{\|r'_m - r_n\|}{\|r'_m - r_n\|} h_e \left( t' - \left( \frac{\|r'_m - r_n\|}{c} - \frac{\|r'_{c,\text{sub}} - r_n\|}{c} \right) \right), \]

\[ n = 1, 2, ..., N. \] (28)

Given the subdomain \( D_{\text{sub}} \), we categorize our analysis into four cases with increasing complexities: without point sources outside \( D_{\text{sub}} \), with a single point source outside \( D_{\text{sub}} \), with multiple point sources outside \( D_{\text{sub}} \), and with general sources outside \( D_{\text{sub}} \). In all cases, we discuss image reconstruction only in \( D_{\text{sub}} \).

A Without point sources outside the subdomain

In the first case, without point sources outside the subdomain \( D_{\text{sub}} \), we perform spatiotemporal analysis only for source points and reconstruction locations inside \( D_{\text{sub}} \). Let \( r' \) and \( r'' \) be a source point and a reconstruction location, respectively, in \( D_{\text{sub}} \). Let \( r \) and \( r_{\text{adj}} \) be two adjacent element locations, as shown in Figure 7a.

First, we analyze spatial aliasing in spatial sampling based on Eq. (28). We define

\[ t'_r = \frac{\|r' - r\|}{c} - \frac{\|r'_{c,\text{sub}} - r\|}{c}, \]

and its step size when the element location \( r \) changes to \( r_{\text{adj}} \):

\[ \tau(r, r_{\text{adj}}, r'_{c,\text{sub}}, r') = \left| t'_{r_{\text{adj}}} - t'_r \right| = \left( \left( \frac{\|r' - r_{\text{adj}}\|}{c} - \frac{\|r' - r\|}{c} \right) - \left( \frac{\|r'_{c,\text{sub}} - r_{\text{adj}}\|}{c} - \frac{\|r'_{c,\text{sub}} - r\|}{c} \right) \right), \]

\[ r' \in D_{\text{sub}}. \] (30)

For any \( r' \in D_{\text{sub}} \) with \( \|r' - r\| \neq \|r' - r_{\text{adj}}\| \), there exists a branch (blue-dotted curve in Figure 7a) of a hyperbola crossing \( r' \) and with \( r \) and \( r_{\text{adj}} \) as the foci. We denote either one of the intersection points (using the other one leads to the same result) between the branch and the boundary of \( D_{\text{sub}} \) as \( \hat{r}' \), as shown in Figure 7a. For convenience, we denote the boundary of \( D_{\text{sub}} \) as \( \partial D_{\text{sub}} \) in the following discussions. Based on one of the hyperbola’s
26

definitions, we have \(|\mathbf{r}' - \mathbf{r}_{\text{adj}}\|_c - |\mathbf{r}' - \mathbf{r}\|_c = |\mathbf{r}' - \mathbf{r}_{\text{adj}}\|_c - |\mathbf{r}' - \mathbf{r}\|_c|\). For any \(\mathbf{r}' \in D_{\text{sub}}\) with \(|\mathbf{r}' - \mathbf{r}\| = |\mathbf{r}' - \mathbf{r}_{\text{adj}}\|_c\), \(\mathbf{r}'\) will be on the perpendicular bisector (black-dashed line in Figure 7a) of the line segment with \(\mathbf{r}\) and \(\mathbf{r}_{\text{adj}}\) as endpoints. Here, we define

\[
\tau_{D_{\text{sub}}} (\mathbf{r}, \mathbf{r}_{\text{adj}}) = \max_{\substack{\mathbf{r}' \in \partial D_{\text{sub}}}} \tau (\mathbf{r}, \mathbf{r}_{\text{adj}}, \mathbf{r}'_{\text{c,sub}}, \mathbf{r}').
\]

(31)

We choose \(\mathbf{r}'\) as one of the intersection points between the perpendicular bisector and \(\partial D_{\text{sub}}\). Thus, for any \(\mathbf{r}' \in D_{\text{sub}}\), replacing \(\mathbf{r}'\) with \(\mathbf{r}'\) in \(\tau (\mathbf{r}, \mathbf{r}_{\text{adj}}, \mathbf{r}'_{\text{c,sub}}, \mathbf{r}')\) does not change its value, yielding

\[
\tau (\mathbf{r}, \mathbf{r}_{\text{adj}}, \mathbf{r}'_{\text{c,sub}}, \mathbf{r}') = \tau (\mathbf{r}, \mathbf{r}_{\text{adj}}, \mathbf{r}'_{\text{c,sub}}, \mathbf{r}'_{\text{c,sub}}).
\]

(32)

Through Eq. (32), we simplify the estimation of the upper limit of \(\tau (\mathbf{r}, \mathbf{r}_{\text{adj}}, \mathbf{r}'_{\text{c,sub}}, \mathbf{r}')\) from searching \(\mathbf{r}'\) in \(D_{\text{sub}}\) to searching \(\mathbf{r}'\) on \(\partial D_{\text{sub}}\), which reduces the computation cost by one dimension. Due to spatiotemporal coupling, as shown in the term \(t - \left(\frac{|\mathbf{r}'_{n} - \mathbf{r}_n\|}{c} - \frac{|\mathbf{r}'_{c,\text{sub}} - \mathbf{r}_n\|}{c}\right)\) in Eq. (28), the upper cutoff frequency \(f_{c,\text{SS}}\) for spatial sampling must meet the Nyquist criterion:

\[
f_{c,\text{SS}} < \frac{1}{2\tau_{D_{\text{sub}}} (\mathbf{r}, \mathbf{r}_{\text{adj}})}.\]

(33)

Denoting

\[
\tau_{D_{\text{sub}}} (\mathbf{r}_n) = r_{n'} \text{ is adjacent to } n, n' = 1, 2, \ldots, N,
\]

(34)

we can remove aliasing in the spatial sampling by processing signals of the element located at \(\mathbf{r}_n\) using a lowpass filter with an upper cutoff frequency \(f_{c,D_{\text{sub}}} (\mathbf{r}_n), n = 1, 2, \ldots, N\). The filter is implemented as a third-order lowpass Butterworth filter combined with a sinc filter with the same upper cutoff frequency.

Next, we analyze spatial aliasing in the image reconstruction based on Eq. (17). For this analysis, we first estimate the upper limit of the step size of \(\frac{|\mathbf{r}' - \mathbf{r}\|}{c} - \frac{|\mathbf{r}' - \mathbf{r}\|}{c}\) between two adjacent element locations \(\mathbf{r}\) and \(\mathbf{r}_{\text{adj}}\):
Based on Eq. (32), we use the triangular inequality to obtain
\[
\tau(r, r_{adj}, r', r'') = \left( \frac{\|r'' - r_{adj}\|}{c} - \frac{\|r'' - r\|}{c} \right) - \left( \frac{\|r' - r_{adj}\|}{c} - \frac{\|r' - r\|}{c} \right) \in D_{sub}.
\]  
(35)

From Eq. (32) and Inequality (36) as well as Eq. (34), we conclude that removing aliasing in the image reconstruction can be accomplished by additional lowpass filtering with an upper cutoff frequency \( \frac{f_{c, D_{sub}}(r_n)}{2} \), \( n = 1, 2, ..., N \). We observe that this cutoff frequency is half the value required for removing aliasing in the spatial sampling. This observation agrees with our previous finding [37], where the whole image domain was globally analyzed. This filtering would further compromise the spatial resolution.

Fortunately, the additional filtering is avoided by spatial interpolation if aliasing in the spatial sampling is removed first. We denote the denser element locations after the spatial interpolation as \( r_{\beta,n}, n = 1, 2, ..., \beta N \) with \( \beta \) being an integer. Note that the denser element locations coincide with the physical element locations at \( r_n = r_{\beta,n(\beta-1)+1}, n = 1, 2, ..., N \).

For each \( t' \), the recentered signals \( (\hat{p}_{D_{sub}}(r_n, t')) \) from all the transducer elements form a vector of length \( N \). We apply fast Fourier transform (FFT) to the vector and pad zeros following the highest frequency components to form a new vector of length \( \beta N \). Then we apply inverse FFT to the new vector to finish the spatial interpolation. Updating Eq. (34) with the denser locations, we obtain
\[
f_{c, D_{sub}, \beta}(r_{\beta,n}) = \min_{r_{\beta,n'} \text{ is adjacent to } r_{\beta,n}} \frac{1}{2 \tau_{D_{sub}}(r_{\beta,n}, r_{\beta,n'})},
\]  
\( n, n' = 1, 2, ..., \beta N \).
(37)

From Eqs. (30) and (31), we see that the larger the value of \( \beta \), the closer the adjacent element locations, the smaller the value of \( \tau_{D_{sub}}(r_{\beta,n}, r_{\beta,n'}) \), and the larger the value of \( f_{c, D_{sub}, \beta}(r_{\beta,n}) \). According to Inequality (36) and Eq. (37), we can filter the signals of the
n-th channel with upper cutoff frequency \( \frac{f_{c,D_{\text{sub}}, \beta}(r_{\beta,n})}{2} \) to remove aliasing in the image reconstruction. To avoid compromising spatial resolution further, we choose \( \beta \) such that

\[
\frac{f_{c,D_{\text{sub}}, \beta}(r_{\beta, \beta(n-1)+1})}{2} \geq f_{c,D_{\text{sub}}}(r_n), \quad n = 1, 2, \ldots, N. \tag{38}
\]

Thus, after the first temporal filtering with the upper cutoff frequency of \( f_{c,D_{\text{sub}}}(r_n) \) to remove aliasing in the spatial sampling and the spatial interpolation with factor \( \beta \), we no longer need to perform additional temporal filtering for image reconstruction. Because a general subdomain is off-centered in the image domain, the spatial interpolation is applied to the recentered signals \( \hat{p}_{D_{\text{sub}}}(r_n, t') \) instead of the original signals \( \hat{p}(r_n, t) \). In our previous study for the whole image domain [37], we have \( \beta = 2 \). In this research, the minimal \( \beta \) satisfying Inequality (38) is obtained through numerical computations for each subdomain.

**Figure 7** Location-dependent spatiotemporal analysis. **a** No point sources outside the subdomain. A full-ring transducer array (red circle), an image subdomain (rectangle with gray interior and blue boundary, denoted as \( D_{\text{sub}} \), centered at \( r_{c, \text{sub}} \), and of size \( l_x \times l_y \)), two adjacent element locations \( r \) and \( r_{\text{adj}} \), a source point \( r' \) inside \( D_{\text{sub}} \), and a reconstruction location \( r'' \) inside \( D_{\text{sub}} \). There exists a hyperbola with \( r \) and \( r_{\text{adj}} \) as the foci, and with one branch (blue dotted curve) crossing \( r' \). One of the branch’s intersection points with the boundary of \( D_{\text{sub}} \) is denoted as \( r'_c \). This graph is used in the spatiotemporal analysis for \( D_{\text{sub}} \) without point sources outside. **b** One or multiple point sources outside the subdomain. A full-ring transducer array, an image subdomain \( D_{\text{sub}} \) centered at \( r_{c, \text{sub}}' \), two adjacent element locations \( r \) and \( r_{\text{adj}} \), and a reconstruction location \( r''' \) inside \( D_{\text{sub}} \). We have a single source point (\( r' \)) or multiple source points (\( r'_1, r'_2, r'_3, \ldots \)) outside \( D_{\text{sub}} \). This graph is used in the spatiotemporal analysis for \( D_{\text{sub}} \) with a single or multiple point sources outside. **c** Multiple point sources outside multiple subdomains. A full-ring transducer array, two image subdomains \( D_1 \) and \( D_2 \) (centered at \( r_{c,1} \) and \( r_{c,2}' \), respectively), and a group of source points: \( r'_1, r'_2, r'_3, \ldots \).
In summary, to implement spatiotemporal antialiasing in $D_{\text{sub}}$, we first apply location-dependent temporal filtering (LDTF) to the recentered signals $\hat{p}_{D_{\text{sub}}}(\mathbf{r}_n, t')$ of each element with an upper cutoff frequency $f_{c,D_{\text{sub}}}(\mathbf{r}_n)$, and obtain $\hat{p}_{D_{\text{sub}}, \text{LDTF}}(\mathbf{r}_n, t'), n = 1, 2, ..., N$. Then we apply spatial interpolation with a factor $\beta$ to the filtered signals and obtain $\hat{p}_{D_{\text{sub}}}(\mathbf{r}_\beta, t'), n = 1, 2, ..., \beta N$. After reversing the temporal recentering of the signals based on the relation

$$\hat{p}(\mathbf{r}_\beta, t) = \hat{p}_{D_{\text{sub}}} \left( \mathbf{r}_\beta, t - \frac{\| \mathbf{r}'_\text{c,sub} - \mathbf{r}_\beta \|}{c} \right), n = 1, 2, ..., \beta N, t \geq 0,$$

we reconstruct the image in $D_{\text{sub}}$ using Eq. (7) for the denser element locations.

**B With a single point source outside the subdomain**

We increase the complexity of our theory by adding a single point source at $\mathbf{r}'$ outside the subdomain $D_{\text{sub}}$, as shown in Figure 7b. For the single source point $\mathbf{r}'$, Eq. (28) reduces to

$$\hat{p}_{D_{\text{sub}}}(\mathbf{r}_n, t') = \frac{vp_0(\mathbf{r}')}{4\pi c^2\| \mathbf{r}' - \mathbf{r}_n \|} = h'_e \left( t' - \left( \frac{\| \mathbf{r}' - \mathbf{r}_n \|}{c} - \frac{\| \mathbf{r}'_\text{c,sub} - \mathbf{r}_n \|}{c} \right) \right),$$

$$n = 1, 2, ..., N,$$

where $p_0(\mathbf{r}')$ is the initial pressure at $\mathbf{r}' \in D \setminus D_{\text{sub}}$ and $v$ is the volume of the source point. Similarly, Eq. (17) reduces to

$$\hat{p}_0(\mathbf{r}'') \approx \frac{vp_0(\mathbf{r}')}{2\pi c^2} \sum_{n=1}^{N} \frac{w_n}{\| \mathbf{r}' - \mathbf{r}_n \|} \left( 1 - \left( t + \frac{\| \mathbf{r}' - \mathbf{r}_n \|}{c} \right) \frac{\partial}{\partial t} \right) h'_e \left( \frac{\| \mathbf{r}'' - \mathbf{r}_n \|}{c} - \frac{\| \mathbf{r}' - \mathbf{r}_n \|}{c} \right), \mathbf{r}'' \in D_{\text{sub}}.$$

Here, we confine the image reconstruction in $D_{\text{sub}}$ by letting $\mathbf{r}'' \in D_{\text{sub}}$.

We first analyze spatial aliasing in spatial sampling for signals from the source point $\mathbf{r}'$. Based on Eq. (40), the spatial aliasing is determined by the step size of $\frac{\| \mathbf{r}' - \mathbf{r}_n \|}{c} - \frac{\| \mathbf{r}'_\text{c,sub} - \mathbf{r}_n \|}{c}$ as $n$ varies. Using Eq. (30), we express the step size as $\tau(\mathbf{r}_n, \mathbf{r}', \mathbf{r}', \mathbf{r}')$ for
adjacent element locations \( r_n \) and \( r_{n'} \), and we define the upper cutoff frequency as

\[
f_{c, SS, D_{sub}, OS}(r_n, r') = \min_{r_{n'} \text{ is adjacent to } r_n} \frac{1}{2\tau(r_n, r_{n'}, r'_{c, sub}, r')} \quad n, n' = 1, 2, ..., N.
\]

To remove aliasing in spatial sampling (SS in the subscript) for signals from the source point \( r' \) outside the subdomain (OS in the subscript), we apply lowpass filtering to \( \hat{p}_{D_{sub}}(r_n, t') \) with the above upper cutoff frequency. We assume that the value of \( h'_e(t) \) is nonzero only for \( t \) in an interval \([0, T_e]\) (\([0, 1.8 \mu s]\) for this research), which is often small for the transducers used in PACT. To minimize unwanted smoothing of signals, we filter \( \hat{p}_{D_{sub}}(r_n, t') \) only for \( t' - \left( \frac{\|r' - r_n\|}{c} - \frac{\|r'_{c, sub} - r_n\|}{c} \right) \in [0, T_e] \).

Then we analyze spatial aliasing in the image reconstruction for signals from the source point \( r' \) based on Eq. (41). We estimate the upper limit of the step size of \( \frac{\|r'' - r_n\|}{c} - \frac{\|r' - r_n\|}{c} \) as \( n \) varies using

\[
\tau(r, r_{adj}, r', r'') \leq \tau(r, r_{adj}, r', r'_{c, sub}) + \tau(r, r_{adj}, r'_{c, sub}, r'')
\leq \tau(r, r_{adj}, r', r'_{c, sub}) + \tau_{D_{sub}}(r, r_{adj}),
\quad r' \in D \setminus D_{sub}, r'' \in D_{sub}.
\]

To remove aliasing in the image reconstruction (IR in the following subscript) for signals from the source point \( r' \), we can apply a second lowpass filtering to \( \hat{p}_{D_{sub}}(r_n, t') \) with an upper cutoff frequency

\[
f_{c, IR, D_{sub}, OS}(r_n, r') = \min_{r_{n'} \text{ is adjacent to } r_n} \frac{1}{2 \tau(r_n, r_{n'}, r'_{c, sub}) + \tau_{D_{sub}}(r_n, r')} \quad n, n' = 1, 2, ..., N.
\]

To avoid the second lowpass filtering, after the first lowpass filtering, we apply spatial interpolation to the filtered signals and obtain the interpolated signals at virtual locations \( r_{\beta, n}, n = 1, 2, ..., \beta N \). Updating Eq. (44) with these virtual locations, we obtain

\[
f_{c, IR, D_{sub}, OS, \beta}(r_{\beta, n}, r') = \min_{r_{n'} \text{ is adjacent to } r_n} \frac{1}{2 \tau(r_n, r_{n'}, r'_{c, sub}) + \tau_{D_{sub}}(r_n, r')} \quad n, n' = 1, 2, ..., N.
\]
Here, we still have the relation \( r_n = r_{\beta (n-1)+1}, n = 1, 2, ..., N \). We choose a minimal \( \beta \) such that
\[
f_{c,IR,D_{sub},OS,\beta}(r_{\beta (n-1)+1}, r') \geq f_{c,SS,D_{sub},OS}(r_n, r'), n = 1, 2, ..., N. \tag{46}
\]
The factor \( \beta \) is obtained through numerical computations.

In practice, we have signals from both the subdomain \( D_{sub} \) and the source point \( r' \). First, we rewrite Eq. (42) (for the source point \( r' \)), which applies to only the time domain subsets, as
\[
f_{c,SS,D_{sub},OS}(r_n, t', r') = \begin{cases} 
  f_{c,SS,D_{sub},OS}(r_n, r'), & t' - t_0' \in T_e, \\
  f_{c,IS}, & \text{else}
\end{cases} \tag{47}
\]
which applies to the whole time domain. Here, \( t_0' = \frac{\|r' - r_n\|}{c} - \frac{\|r'_c - r_n\|}{c} \) denotes the recentered first arrival time from \( r' \) to \( r_n \), and \( f_{c,IS} \) denotes the upper cutoff frequency of the imaging system (IS in the subscript). Next, we combine the upper cutoff frequencies in Eq. (34) (for the subdomain \( D_{sub} \)) and Eq. (47) to yield the following upper cutoff frequency of the recentered signal \( \tilde{p}_{D_{sub}}(r_n, t') \):
\[
f_{c,D_{sub}}(r_n, t') = \min\{f_{c,D_{sub}}(r_n), f_{c,SS,D_{sub},OS}(r_n, t', r')\}. \tag{48}
\]
For the \( n \)-th element at time \( t' \), by applying lowpass filtering with the above upper cutoff frequency, we remove aliasing in spatial sampling for signals from both the subdomain \( D_{sub} \) and the source point \( r' \).

This LDTF process is computationally intensive if implemented directly. For fast reconstruction, we give an efficient implementation of the LDTF through precomputation and interpolation. Before the reconstruction of any subdomain, we process the original signals \( \tilde{p}(r_n, t) \) of each element using lowpass filters with upper cutoff frequencies of \( f_{c,k}, k = 1, 2, ..., K + 1 \) satisfying \( 0 < f_{c,1} < f_{c,2} < \cdots < f_{c,K} < f_{c,K+1} = f_{c} \). Here, a lowpass filter with an upper cutoff frequency means a third-order lowpass Butterworth
filter followed by a sinc filter with the same upper cutoff frequency. We denote the filtered signals as \( \hat{p}_{f,c,k}(r_n, t), k = 1,2, ..., K + 1 \). For reconstruction of a subdomain \( D_{\text{sub}} \), we recenter the filtered signals based on Eq. (27) and obtain
\[
\hat{p}_{D_{\text{sub}}, f,c,K}(r_n, t') = \hat{p}_{f,c,K}(r_n, t' + \frac{\|r'_{c,\text{sub}} - r_n\|}{c}),
\]
\[n = 1,2, ..., N, k = 1,2, ..., K + 1. \quad (49)
\]
For a general cutoff frequency \( f > 0 \), we obtain the filtered signals through the following linear interpolation:
\[
\hat{p}_{D_{\text{sub}}, f}(r_n, t') = \begin{cases} 
\frac{f}{f_{c,1}} \hat{p}_{D_{\text{sub}}, f,c,1}(r_n, t'), & 0 < f \leq f_{c,1} \\
\frac{f - f_{c,k}}{f_{c,k+1} - f_{c,k}} \hat{p}_{D_{\text{sub}}, f,c,k}(r_n, t') + \frac{f_{c,k+1} - f}{f_{c,k+1} - f_{c,k}} \hat{p}_{D_{\text{sub}}, f,c,k+1}(r_n, t'), & f_{c,k} < f \leq f_{c,k+1}, \\
\hat{p}_{D_{\text{sub}}, f}(r_n, t'), & f > f_{c,K+1} = f_c 
\end{cases}
\]
\[n = 1,2, ..., N, f > 0. \quad (50)
\]
In practice, we let the upper cutoff frequencies \( f_{c,k}, k = 1,2, ..., K + 1 \) be dense enough so that further increasing their density has minor effects on the reconstructed images. We substitute \( f_{c,D_{\text{sub}}, r'}(r_n, t') \) for \( f \) in Eq. (50) to obtain the filtered signals \( \hat{p}_{D_{\text{sub}}, LDTF,r'}(r_n, t') \).

Further, we apply to the filtered signals a spatial interpolation with the minimal factor \( \beta \) satisfying Inequalities (38) and (46), and reverse the recentering of the interpolated signals. We finish the reconstruction in the subdomain \( D_{\text{sub}} \) based on Eq. (7) for the virtual locations and denote the reconstructed image in \( D_{\text{sub}} \) as \( \hat{p}_{0,D_{\text{sub}}, r''}(r''), r'' \in D_{\text{sub}} \).

**C With multiple point sources outside the subdomain**

We further extend our theory to include multiple point sources outside the subdomain \( D_{\text{sub}} \). We denote the set of source points outside \( D_{\text{sub}} \) as \( G = \{r'_1, r'_2, r'_3, \ldots \} \), as shown in **Figure 7b**, and update the upper cutoff frequency as follows:
\[ f_{c,D_{\text{sub}},G}(r_n, t') = \min \left\{ f_{c,D_{\text{sub}}}(r_n), \min_{r' \in G} f_{c,SS,D_{\text{sub}},OS}(r_n, t', r') \right\}, \]
\[ n = 1, 2, \ldots, N. \] (51)

To remove spatial aliasing in the spatial sampling for signals from the subdomain \( D_{\text{sub}} \) and the source points in \( G \), we apply lowpass filtering with the above upper cutoff frequency to the recentered signal \( \hat{p}_{D_{\text{sub}}}(r_n, t') \) of the \( n \)-th element at time \( t' \), and obtain \( \hat{p}_{D_{\text{sub}},LDTF,G}(r_n, t') \) through Eq. (50). Then we find the minimal \( \beta \) such that Inequalities (38) and (46) are satisfied for all \( n = 1, 2, \ldots, N \) and \( r' \in G \). Spatially interpolating the filtered signals with the factor \( \beta \), reversing the recentering of the interpolated signals, and using Eq. (7) for the denser locations, we reconstruct the image for the subdomain \( D_{\text{sub}} \), denoted as \( \hat{p}_{0,D_{\text{sub}},G}(r''), r'' \in D_{\text{sub}} \).

**D With general sources outside the subdomain**

In the fourth case, we consider general sources outside the subdomain \( D_{\text{sub}} \). A direct method for LDTF with general sources is selecting all voxels outside \( D_{\text{sub}} \) as source points (grouped as \( G \)) and using Eq. (51) to obtain the upper cutoff frequencies for lowpass filtering. However, this direct method causes severe blurring in the reconstructed images due to unwanted filtering. To minimize unwanted filtering during spatiotemporal antialiasing, we select multiple sets of sparsely distributed source points in the image domain, denoted as \( G_1, G_2, \ldots, G_J \). We repeat the process in the previous case for each \( G_j \) and obtain an image of the subdomain \( D_{\text{sub}} \), denoted as \( \hat{p}_{0,D_{\text{sub}},G_j}(r''), r'' \in D_{\text{sub}}, j = 1, 2, \ldots, J \). The final image for the subdomain \( D_{\text{sub}} \) is obtained through averaging
\[ \hat{p}_{0,D_{\text{sub}}}(r'') = \frac{1}{J} \sum_{j=1}^{J} \hat{p}_{0,D_{\text{sub}},G_j}(r''), r'' \in D_{\text{sub}}. \] (52)

For \( r'' \in D \setminus D_{\text{sub}} \), we define \( \hat{p}_{0,D_{\text{sub}}}(r'') \) as zero.
Figure 8 Workflow of the location-dependent spatiotemporal antialiasing for PACT.

We clarify the reconstruction of a single subdomain through the analysis in the above four cases. To reconstruct a whole image, we divide the whole image domain $D$ into multiple subdomains $D_1, D_2, ..., D_I$. In Figure 7c, we depict two subdomains with a group of outside point sources. To form the whole image, these subdomains must satisfy
\[ D = D_1 \cup D_2 \cup \ldots \cup D_l. \]  

(53)

To mitigate artifacts caused by pixel-value mismatch on subdomain boundaries, we overlap adjacent subdomains by a length of \( \xi_{DD} \). Then, for each subdomain \( D_i \), we repeat the process described in the fourth case above to obtain \( \hat{p}_{0,D_i}(r'') \), \( i = 1, 2, \ldots, l \). Finally, we mosaic these subdomain images to form the whole image:

\[
\hat{p}_0(r'') \approx \sum_{i=1}^{l} \hat{\omega}_{l_x(D_i), l_y(D_i), \xi_{DD}}(r'' - r'_{c_i}) \hat{p}_{0,D_i}(r'') , \quad r'' \in D. 
\]

(54)

Here, \( l_x(D_i) \) and \( l_y(D_i) \) denote the sizes of the rectangle \( D_i \) in \( x \)-axis and \( y \)-axis directions, respectively, and \( r'_{c_i} \) is the center of \( D_i \). We obtain the normalized weight function \( \hat{\omega} \) from

\[
\hat{\omega}_{l_x(D_i), l_y(D_i), \xi_{DD}}(r'' - r'_{c_i}) = \frac{w_{l_x(D_i), l_y(D_i), \xi_{DD}}(r'' - r'_{c_i})}{\sum_{i'=1}^{l} w_{l_x(D_{i'}), l_y(D_{i'}), \xi_{DD}}(r'' - r'_{c_{i'}})}, 
\]

\[ i = 1, 2, \ldots, l, \]

(55)

where \( l_x(D_i) \) and \( l_y(D_i) \) denote the sizes of the rectangle \( D_i \) in \( x \)-axis and \( y \)-axis directions, respectively, and \( r'_{c_{i}} \) is the center of \( D_i \). The weight function \( w \) is defined as

\[
w_{l_x, l_y, \xi}(r) = w_{l_x, l_y, \xi}(x, y) = w_{l_x, \xi}(x) w_{l_y, \xi}(y), \]

(56)

where the 1D weight function is of the form

\[
w_{l, \xi}(x) = \begin{cases} 
1, & |x| \leq \frac{l}{2} \\
1 - \frac{2|x| - l}{\xi}, & \frac{1}{2} < |x| \leq \frac{l + \xi}{2} \\
0, & |x| > \frac{l + \xi}{2}.
\end{cases}
\]

(57)

In summary, we have the general workflow of the location-dependent spatiotemporal antialiasing for PACT, shown in **Figure 8**.

### 2.4.2 Numerical simulations

We validate the proposed method using a numerical phantom shown in **Figure 9a1**, which consists of blood vessels with complex structures. Two subsets of the complex numerical phantom are shown in **Figure 9b1** and **c1**, respectively. Applying the parameter-tuning strategy [39] to the complex numerical phantom, we choose \((l_{SP}, \alpha, J, l_{DD}, \xi_{DD}, T_0)\) to be
(3.6 mm, 0.08, 36, 18 mm, 1.8 mm, 1.2 μs). Reconstructions of the complex numerical phantom using UBP, UBP with radius-dependent temporal filtering (RDTF, our previous method in [37]) and spatial interpolation, and UBP with LDTF and spatial interpolation are shown in Figure 9a2–a4, respectively. The subdomain images reconstructed by the three methods are shown in Figure 9b2-c2, b3-c3, and b4-c4, respectively. Comparing these subdomain images, we see that LDTF with spatial interpolation more effectively mitigates aliasing artifacts than RDTF with spatial interpolation. Moreover, using numerical simulations of the complex numerical phantom, we demonstrate the advantage of using the location-dependent parameter \( T_b(D_i) \) over using a constant parameter \( T_o \) across all subdomains for temporal filtering [39].

Figure 9 Applying spatiotemporal antialiasing to the image reconstruction of a numerical phantom with complex blood vessel structures. a1–c1 A numerical phantom consisting of complex blood
vessel structures, and its closeup subsets. Images of the complex numerical phantom reconstructed using UBP, UBP with RDTF and spatial interpolation (SI), and UBP with LDTF and SI, respectively, and their closeup subsets. d Comparisons of the values along the line L marked in b2 for the three methods. The FWHM of the dominant lobe is 0.93 mm for UBP with RDTF and SI, and 0.73 mm for UBP with LDTF and SI. The amplitudes are 1.15 and 1.31, respectively. e Comparisons of the STDs of pixel values in regions A and B marked in b2 and c2, respectively, for the three methods.

For quantitative comparisons, we draw a line L (marked in Figure 9b2) in the red-boxed subdomain and pick two small regions A and B (marked in Figure 9b2 and c2, respectively) in different subdomains for the three methods. The values along the line L are shown in Figure 9d while the STDs of the pixel values in A and B are compared in Figure 9e. In Figure 9d, we still see that RDTF with spatial interpolation blurs the image and introduces new artifacts; whereas LDTF with spatial interpolation blurs the image to a smaller degree and mitigates the aliasing artifacts. The blurring effect of LDTF with spatial interpolation is more obvious in the complex numerical phantom than in the simple numerical phantom. In fact, compared with the simple numerical phantom, more source points are selected for LDTF in the complex numerical phantom, which results in the filtering of more signals and more blurring of the image. Thus, for images with complex structures, we find a balance between mitigating aliasing artifacts and maintaining image resolution by tuning the parameters. Because of this balance, aliasing artifacts still appear in Figure 9b4. In Figure 9e, we still observe that LDTF with spatial interpolation is better than RDTF with spatial interpolation in mitigating aliasing artifacts.

Due to the more intricate temporal filtering for antialiasing, the proposed method has a significantly higher computation cost. On a computer with Windows 10 Home and Intel® Core™ i7-6700 CPU @ 3.40 GHz, the reconstructions of the simple numerical phantom through UBP, UBP with RDTF and spatial interpolation, and UBP with LDTF and spatial interpolation (single-thread implementations) take 17.6 s, 98.8 s, and 682.7 s (average values for 10 repetitions), respectively. For the complex numerical phantom, the computation times of the first two methods do not change but the third one takes 1345.5 s due to the differences in reconstruction parameters. All methods can be accelerated through GPU. For example, using an NVIDIA GeForce GTX 1050 Ti graphics card, we reduce the
computation time of the UBP method from 17.6 s to 0.54 s. Although not demonstrated in this study, an efficient GPU acceleration of the proposed method is preferred for faster parameter tuning and image reconstruction in future studies.

2.4.3 In vivo experiments

Finally, we apply the proposed LDTF with spatial interpolation to human breast imaging in vivo. The cutoff frequency has been estimated to be $f_{c,IS} \approx 3.80$ MHz. Here we use the speed of sound $c = 1.49 \text{ mm} \cdot \mu\text{s}^{-1}$. A cross-sectional image of a breast in vivo is reconstructed using UBP and shown in Figure 10a1. The result of UBP with RDTF and spatial interpolation is shown in Figure 10a2.

**Figure 10** Applying spatiotemporal antialiasing to human breast imaging in vivo. a1–a3 Images of a human breast cross section in vivo reconstructed using a1 UBP, a2 UBP with RDTF and spatial interpolation (SI), and a3 UBP with LDTF and SI. Two subdomains in the red-dashed box and the
yellow-dashed box, respectively, are picked for comparisons of the three methods. \textbf{b1-c1, b2-c2, and b3-c3} Closeup images of the two subdomains for the three methods, respectively. Lines L1 and L2 are picked for comparisons. \textbf{d} and \textbf{e} Values along lines L1 and L2, respectively, for the three methods.

We use $(l_{SP}, \alpha, J, l_{DD}, \xi_{DD}, T_o) = (1.8 \text{ mm}, 0.04, 36, 18 \text{ mm}, 1.8 \text{ mm}, 1.2 \mu\text{s})$ for the reconstruction of the breast image. The result of UBP with LDTF and spatial interpolation is shown in \textbf{Figure 10a3}. For better comparisons, we select two subdomains in a red-dashed box and a yellow-dashed box, respectively, as shown in \textbf{Figure 10a1–a3}. Closeup images of the subdomains are shown in \textbf{Figure 10b1-c1, b2-c2, and b3-c3} for the three methods, respectively. Comparing \textbf{Figure 10b1–b3}, we see that both RDTF with spatial interpolation and LDTF with spatial interpolation mitigate aliasing artifacts. However, RDTF with spatial interpolation compromises image resolution. From \textbf{Figure 10c1–c3}, we see that LDTF with spatial interpolation is more effective than RDTF with spatial interpolation in mitigating the aliasing artifacts. For quantitative comparisons, we pick two lines L1 and L2 in the red-boxed subdomain (\textbf{Figure 10b1}). Pixel values along these two lines, respectively, for the three methods are shown in \textbf{Figure 10d} and \textbf{e}, which further validate that LDTF with spatial interpolation is more effective than RDTF with spatial interpolation in both mitigating aliasing artifacts and maintaining image resolution.

\textbf{2.5 Discussion}

In the radius-dependent spatiotemporal antialiasing method, we clarified the source of spatial aliasing in PACT through spatiotemporal analysis. Then we classified the aliasing into two categories: aliasing in SS, and aliasing in IR. Spatial interpolation maintains the resolution in the one-way Nyquist zone $S_1$ while mitigating the artifacts caused by aliasing in IR. It extends the aliasing-free region from $S_2$ to $S_1$. For objects outside $S_1$, spatial interpolation is inaccurate due to spatial aliasing in SS, thus compromises the resolution. Adding radius-dependent temporal filtering does not affect the resolution inside $S_1$. For objects outside $S_1$, temporal filtering suppresses high-frequency signals to satisfy the temporal Nyquist sampling requirement. Although reducing the spatial resolution in the affected regions, temporal filtering mitigates aliasing in SS and makes the spatial interpolation accurate, thus further extends the aliasing-free region.
Then, we performed a location-dependent refinement of the spatiotemporal analysis and proposed location-dependent spatiotemporal antialiasing. To apply this method, we first divide the image domain into subdomains and select multiple groups of source points with maximum amplitudes from an initial image reconstructed using UBP. Then for each subdomain and each group of source points, we temporally filter the signals from the source points that overlap with signals from the subdomain. We recentered signals for this subdomain, apply spatial interpolation to the recentered signals, and use them to reconstruct the image in the subdomain. In this process, doing temporal filtering only for signals from source points with high amplitudes is essential for mitigating the dominant aliasing artifacts while minimizing unwanted blurring of the image. Location-dependent recentering of signals before spatial interpolation is essential for protecting signals from the subdomain of interest during spatial interpolation and maintaining image resolution. The proposed method outperforms radius-dependent antialiasing in mitigating aliasing artifacts and maintaining image resolution. We validated both methods through numerical simulations and in vivo experiments.

In practice, the radius-dependent antialiasing method can be easily implemented for a given system for the initial test and the location-dependent antialiasing method can be further implemented for better performance.

Both methods are applicable to any other detection geometry: 1D arrays for 2D imaging and 2D arrays for 3D imaging. They can also be used for signal preprocessing and combined with another method for further image reconstruction (e.g., model-based iterative methods and deep learning methods). Due to the high similarities in system matrices, both methods are directly applicable to CT and radial-sampling MRI.
EFFICIENT EXPLICIT SYSTEM MATRIX EXPRESSION


3.1 Abstract

We developed a three-dimensional photoacoustic computed tomography (3D-PACT) system that features large imaging depth, scalable field of view with isotropic spatial resolution, high imaging speed, and superior image quality. 3D-PACT allows for multipurpose imaging to reveal detailed angiographic information in biological tissues ranging from the mouse brain to the human breast. The system has a massive system matrix, which may be degraded by sparse sampling in mouse brain functional imaging and tissue motion in human breast imaging. Due to the high computation cost of system matrix manipulation, various existing techniques improve the image quality without correcting the system matrix and have limitations. Here, we compress the system matrix to improve computational efficiency (e.g., 42 times) using singular value decomposition and fast Fourier transform. This compression delivers an explicit expression of the system matrix that allows for efficient matrix slicing and data-driven system matrix manipulation. Both the limited bandwith and finite size of the transducer elements are incorporated into the system matrix.
3.2 Background

3.2.1 An isotropic-resolution 3D PACT system

Employing different light illumination and detection schemes, several PACT systems with a three-dimensional (3D) field of view (FOV) have been developed for preclinical studies [40]–[43] and clinical practice [44]–[50]. While these systems have advanced PACT performance, key limitations remain unaddressed. Specifically, the current systems’ limitations mainly arise from their shallow imaging depth, slow imaging speed, and/or compromised image quality due to the limited noise-equivalent sensitivity [51] and FOV. Here, we define high image quality as a sufficient contrast-to-noise ratio to reveal detailed structures on the order of the inherent spatial resolution (i.e., high clarity) within an FOV large and deep enough to cover the target region.

To provide a large view aperture (i.e., view angle) [52], some researchers utilized spherical detection matrices, which, however, were designed and implemented differently [40]–[42], [44]–[48]. For example, Deán-Ben et al. recently reported a PACT system with 256 transducer elements integrated on a partial cap for small animal imaging [41]. This design can generate a small volumetric image with a single laser shot, but its well-resolved FOV is theoretically limited to a few millimeters (e.g., diameter < 4 mm) according to the spatial Nyquist sampling criterion [37]. Subsequently, the authors scanned the system helically around a mouse body to densely sample the surface tissue and generated an elegant superficial image. However, without scanning along the radial direction, the mouse’s internal organs were not imaged clearly. The limited-view aperture (i.e., < 2π steradian solid angle) further compromised the image quality when a higher imaging speed was required for brain functional imaging [40].

For human breast imaging, Matsumoto et al. developed a PACT system using a sparse hemispherical detector array that scanned in a spiral pattern on a plane [44]. The dense sampling produced high-quality vascular images near the skin surface. Similar to the aforementioned system, however, the well-resolved FOV of the detector array could only recover a small breast volume and the system could not image the deep tissue well without
an elevational scan. In addition, the illumination wavelengths they used suffer from higher scattering in the breast and a lower safety limit for maximum permissible exposure. Accordingly, the imaging depth of the system was limited to the superficial region of the breast. More recent work published by Oraevsky et al. [45] and Schoustra et al. [46] employ scanned arc ultrasonic arrays for human breast imaging. Both studies showed neither cross-sectional breast images at different depths nor 3D-rendered views, presumably due to the limited imaging depth. Similarly, the sparse spatial sampling limited the well-resolved FOV in breasts, thus compromising the image quality while also requiring a long scanning time of several minutes. In addition, the scanning of the laser beam varied the light energy distribution [46], which violates the assumption of 3D image reconstruction algorithms [6], [53] that light energy distribution remains consistent during scanning. Other than the systems that utilized spherical detection matrices, researchers also explored 3D imaging by detecting with a planar sensor [49] or scanning a linear array [50]. Though the systems were simpler, the spatial resolution was anisotropic and the image quality was reduced due to the limited-view aperture.

Here, we developed a PACT system that produces volumetric images of biological tissues with superior imaging depth, image quality, and speed (3D-PACT). Rather than being dedicatedly used for a single application, we have demonstrated its in vivo imaging versatility in the rat brain and human breast, representing two extreme imaging scales. In the rat brain, we imaged angiographic anatomies and functions from the cortex to the Circle of Willis. In the human breast, the system can generate a volumetric image with penetration of up to 4 cm by scanning the breast within a single breath-hold of 10 seconds. Our in vivo imaging results distinguish 3D-PACT as a cutting-edge photoacoustic imaging system that meets all the following conditions: (1) deep penetration and scalable FOV to accommodate imaging objects from rat brain to human breast, (2) isotropically high spatial resolution within the FOV in 3D space, (3) high noise-equivalent sensitivity to reveal small structures deep in tissues, (4) high imaging speed to minimize motion artifacts and enable functional studies, and (5) minimal limited-view artifacts. Accordingly, 3D-PACT could provide high-quality images with functional optical contrast and high imaging speed to directly benefit both
preclinical research and clinical practice, which have been highlighted by increasing interest from clinical researchers and practitioners. The proposed system and samples images are shown in Figure 11.

Figure 11 Representations and photographs of the 3D-PACT system and the leaf skeleton images. 

a Perspective view of the system. DAQ, data acquisition system. 

b Cut-away view of the system with the imaging platform removed. 

c Photograph of the system with a close-up view of the ultrasonic arrays. 

d Photograph and maximum amplitude projection (MAP) images of a leaf skeleton. PA, photoacoustic.

3.2.2 The need for an efficient explicit system matrix expression

The proposed 3D-PACT system can be modeled by a system matrix, and an efficient explicit expression of the system matrix is critical for certain applications. The proposed 3D-PACT supports mouse brain functional imaging and isotropic-resolution whole breast imaging. However, it has a relatively low volumetric imaging rate (0.5 Hz) for functional imaging because of the 20 rotating locations of the four-arc array and a 10-Hz laser repetition rate. Also, human breast imaging suffers from heart-beat-induced motion as the four-arc array rotates across 400 locations for a complete acquisition in 10 s. Advanced numerical methods
for fast functional imaging with sparse sampling and intra-image nonrigid motion correction will directly boost the performance of this system and may also be beneficial to other tomographic imaging systems.

Numerous methods have been proposed to compensate for system-matrix imperfections from image-domain [31], [54]–[58], signal-domain [37], [59]–[63], and cross-domain [34], [39], [64]–[66] perspectives. However, due to the large size of each system matrix, these methods tend not to manipulate or correct the system matrix directly and have limitations. For PACT, wave-equation-solver-based methods [25], [26] are efficient for forward simulation and iterative reconstruction but the system matrix is implicitly expressed by a series of linear operations. Thus, performing computations for a subset of the image domain and a subset of transducer elements may still require us to perform computations for a much larger domain enclosing the subsets of the image domain and transducer elements, which is highly inefficient.

To perform data-driven manipulation of the system matrix, we need to express it explicitly for efficient slicing. A point-source-response-based method [24] has been proposed for explicit system matrix expression, which is convenient for slicing but highly inefficient for large-scale simulation. To improve the computational efficiency while maintaining the slicing efficiency, we compress the explicit system matrix through singular value decomposition (SVD) and fast Fourier transform (FFT). In the following sections, we derive the efficient explicit expression of the system matrix and demonstrate its acceleration factor and accuracy through numerical simulations.

3.3 Theory

3.3.1 The fast forward operator

Assume that we have $N$ finite-size ultrasonic transducer elements. For the $n$-th transducer element at $r_n$ with detection surface $S_n$, the average pressure on the detection surface at time $t$ is expressed as
\[ \hat{p}(r_n, t) = \frac{1}{A_n} \int_{s_n} p(r, t) dA_n(r). \]  

(58)

Here, \( A_n \) denotes the area of the surface \( S_n \). We denote the spatial impulse response (SIR) in Eq. (58) as [24]

\[ h_{s,n}(r', t) = \int_{s_n} \delta \left( t - \frac{\|r' - r\|}{c} \right) \frac{1}{2\pi c \|r' - r\|} dA_n(r). \]  

(59)

Then Eq. (58) becomes

\[
\hat{p}(r_n, t) = \frac{1}{2c} \int_V p_0(r') \frac{1}{A_n} \frac{\partial}{\partial t} \left[ \int_{s_n} \delta \left( t - \frac{\|r' - r\|}{c} \right) \frac{1}{2\pi c \|r' - r\|} dA_n(r) \right] dr' \\
= \frac{1}{2c} \int_V p_0(r') \frac{1}{A_n} \frac{\partial}{\partial t} h_{s,n}(r', t) dr'.
\]  

(60)

We denote the electrical impulse response (EIR) of the \( n \)-th transducer as \( h_{e,n}(t) \) and express the transducer’s response using temporal convolution \( *_t \) as

\[ \hat{p}(r_n, t) = \hat{p}(r_n, t) *_t h_{e,n}(t). \]  

(61)

Substituting Eq. (60) into Eq. (61) yields

\[
\hat{p}(r_n, t) = \frac{1}{2c} \int_V p_0(r') \frac{1}{A_n} \frac{\partial}{\partial t} h_{s,n}(r', t) dr' *_t h_{e,n}(t) \\
= \int_V p_0(r') h_{e,n}'(t) *_t h_{s,n}(r', t) \frac{d}{dr'} \\
= \int_V p_0(r') h_n(r', t) dr'.
\]  

(62)

Here, the prime in \( h_{e,n}'(t) \) denotes the time derivative, and \( h_n \) denotes the point source response per unit initial pressure per unit infinitesimal tissue volume received by a finite-size transducer element:

\[ h_n(r', t) = \frac{h_{e,n}'(t) *_t h_{s,n}(r', t)}{2c A_n}. \]  

(63)

For convenience in the following discussion, we temporally shift \( h_{s,n}(r', t) \) and \( h_n(r', t) \) for \( r' \) such that time 0 aligns with the onset of the nonzero signal received by the center of the \( n \)-th transducer element \( r_n \):
\[
\hat{h}_{s,n}(r', t) = h_{s,n}\left(r', t + \frac{||r'-r_n||}{c}\right) = \int_{S_n} \delta \left(t + \frac{||r'-r_n||}{c} - \frac{||r'-r||}{c}\right) \frac{1}{2\pi c ||r'-r||} da_n(r) \tag{64}
\]

and
\[
\hat{h}_n(r', t) = h_n\left(r', t + \frac{||r'-r_n||}{c}\right) = \frac{h_{e,n}(t) *_t h_{s,n}\left(r', t + \frac{||r'-r_n||}{c}\right)}{2cA_n} = \frac{h_{e,n}(t) *_t \hat{h}_{s,n}(r', t)}{2cA_n}. \tag{65}
\]

Next, we express the SIR and point source response in the local coordinates of the transducer elements. Each transducer element used in this research has a flat rectangular detection surface with a length \(a\) of 0.7 mm and a width \(b\) of 0.6 mm, yielding \(A_n = ab = 0.42\) mm\(^2\), \(n = 1, 2, ..., N\). These transducer elements also have the same EIR: \(h_{e,n}(t) = h_e(t), n = 1, 2, ..., N\), which is measured experimentally based on the following Eq. (80). We define the local coordinates of the \(n\)-th transducer element using the center of the detection surface as the origin, the length direction as the \(x\)-axis, the width direction as the \(y\)-axis, and the normal direction (toward the detection region) as the \(z\)-axis. Here, we choose the \(x\)-axis and \(y\)-axis to let the coordinates satisfy the right-hand rule. We express the three axes of the local coordinates as three vectors of unit length: \(\hat{x}_n, \hat{y}_n, \text{ and } \hat{z}_n\) (shown in Figure 12a), which form an orthonormal matrix
\[
A_n = (\hat{x}_n^T, \hat{y}_n^T, \hat{z}_n^T). \tag{66}
\]

Locations \(r', r_n, \text{ and } r\) in the global coordinates correspond to the locations \(r_{cl}'\), \(0\), and \(r_{cl}\) in the local coordinates of the \(n\)-th transducer element. Coordinate transformations yield \(r_{cl}' = (r' - r_n)A_n\) and \(r_{cl} = (r - r_n)A_n\). These global and local coordinates satisfy \(||r' - r_n|| = ||r_{cl}'||\) and \(||r' - r|| = ||r_{cl}' - r_{cl}||\) due to the orthonormality of the transformations. We denote the detection surface \(S_n\) in the global coordinates in the local coordinates as \(S_{n,cl}\), and denote the local Leibniz notation as \(da_{n,cl}(r_{cl}) = da_n(r)\). Thus, in the local coordinates of the \(n\)-th transducer element, we express Eq. (64) as
\[
\hat{h}_{s,n}(\mathbf{r}', t) = \int_{S_{n,\text{cl}}} \delta \left(t + \frac{\|\mathbf{r}'_{\text{cl}}\|}{c} - \frac{\|\mathbf{r}'_{\text{cl}} - \mathbf{r}_{\text{cl}}\|}{c}\right) \frac{2\pi c \|\mathbf{r}'_{\text{cl}} - \mathbf{r}_{\text{cl}}\|}{2\pi c \|\mathbf{r}'_{\text{cl}} - \mathbf{r}_{\text{cl}}\|} d\mathbf{a}_{n,\text{cl}}(\mathbf{r}_{\text{cl}}),
\]
\[
\mathbf{r}'_{\text{cl}} = (\mathbf{r}' - \mathbf{r}_n)\mathbf{A}_n, n = 1, 2, \ldots, N.
\] (67)

All transducer elements are geometrically identical and have the same local coordinates, meaning \(S_{n,\text{cl}} = S_{n',\text{cl}}\) and \(d\mathbf{a}_{n,\text{cl}}(\mathbf{r}_{\text{cl}}) = d\mathbf{a}_{n',\text{cl}}(\mathbf{r}_{\text{cl}})\) for \(n, n' \in \{1, 2, \ldots, N\}\). We define \(S_{\text{cl}} = S_{1,\text{cl}}, d\mathbf{a}_{\text{cl}}(\mathbf{r}_{\text{cl}}) = d\mathbf{a}_{1,\text{cl}}(\mathbf{r}_{\text{cl}})\), and rewrite Eq. (67) as
\[
\hat{h}_{s,\text{cl}}(\mathbf{r}'_{\text{cl}}, t) = \int_{S_{\text{cl}}} \delta \left(t + \frac{\|\mathbf{r}'_{\text{cl}}\|}{c} - \frac{\|\mathbf{r}'_{\text{cl}} - \mathbf{r}_{\text{cl}}\|}{c}\right) \frac{2\pi c \|\mathbf{r}'_{\text{cl}} - \mathbf{r}_{\text{cl}}\|}{2\pi c \|\mathbf{r}'_{\text{cl}} - \mathbf{r}_{\text{cl}}\|} d\mathbf{a}_{\text{cl}}(\mathbf{r}_{\text{cl}}),
\] (68)

which is now independent of the transducer element index \(n\). Replacing \(\hat{h}_{s,n}(\mathbf{r}', t)\) and \(\hat{h}_{s,\text{cl}}(\mathbf{r}'_{\text{cl}}, t)\) with \(\hat{h}_e(\mathbf{r}', t)\) and \(\hat{h}_{s,\text{cl}}(\mathbf{r}'_{\text{cl}}, t)\), respectively, in Eq. (65), we define
\[
\hat{h}_{\text{cl}}(\mathbf{r}'_{\text{cl}}, t) = \frac{\hat{h}_e(\mathbf{r}', t) * t \ \hat{h}_{s,\text{cl}}(\mathbf{r}'_{\text{cl}}, t)}{2cab}.
\] (69)

Thus, we need to calculate only the values of \(\hat{h}_{s,\text{cl}}(\mathbf{r}'_{\text{cl}}, t)\) and \(\hat{h}_{\text{cl}}(\mathbf{r}'_{\text{cl}}, t)\), then obtain the values of \(\hat{h}_{s,n}(\mathbf{r}', t)\) and \(\hat{h}_n(\mathbf{r}', t)\) through coordinate transformation:
\[
\hat{h}_{s,n}(\mathbf{r}', t) = \hat{h}_{s,\text{cl}}(\mathbf{r}'_{\text{cl}}, t)
\] (70)

and
\[
\hat{h}_n(\mathbf{r}', t) = \frac{\hat{h}_n(\mathbf{r}', t) * t \ \hat{h}_{s,n}(\mathbf{r}', t)}{2cA_n} = \frac{\hat{h}_e(\mathbf{r}', t) * t \ \hat{h}_{s,\text{cl}}(\mathbf{r}'_{\text{cl}}, t)}{2cab} = \hat{h}_{\text{cl}}(\mathbf{r}'_{\text{cl}}, t),
\] (71)

respectively, with \(\mathbf{r}'_{\text{cl}} = (\mathbf{r}' - \mathbf{r}_n)\mathbf{A}_n\) for \(n = 1, 2, \ldots, N\). Through these relations, we express both the SIR and the point source response in the local coordinates.
Figure 12 Compression of the forward operator based on SVD. a A point source (a red dot), the n-th transducer element (a black rectangular centered at \( r_n \)), and the element’s local coordinate system with axes \( \mathbf{x}_n \), \( \mathbf{y}_n \), and \( \mathbf{z}_n \). b Four point sources A, B, C, and D (red dots) in the local coordinate system of the n-th transducer element. Points A, D, and \( r_n \) are on the same line. c The responses of the transducer element to the signals from the four point sources and the PCC between every two responses. d Expression of the four responses using linear combinations (coefficients visualized with bars) of three temporal singular functions shown as red, gray, and blue curves, respectively, based on SVD. e-f Independent responses (e) of a transducer element to 50 point sources with decreasing distances to the element, and the temporally-shifted form (f), which aligns the nonzero signals in time. PA, photoacoustic. g White-noise responses of the same size as those in e and f. h-i Normalized singular values and proportions of the variances unexplained, respectively, in the SVDs of the signals in e, f, and g.

We visualize the signals detected by a transducer element by picking four point sources, labeled as A, B, C, and D, respectively, in the local coordinate system of the n-th transducer element (Figure 12b), with points A, D, and the element center \( r_n \) on the same line. The element’s responses to the signals from the point sources are shown in Figure 12c. We let \( \rho_{A,B} \) denote the Pearson correlation coefficient (PCC) between the responses corresponding to A and B. A direct implementation of the forward operator based on Eq. (62) is computationally intensive. Although \( \rho_{A,D} = 1 \), due to the effects of SIR, \( \rho_{A,B}, \rho_{A,C}, \) and \( \rho_{B,C} \) are less than 1, indicating the signals from points A, B, and C are not shift-invariant; thus, an efficient temporal convolution with one kernel function cannot yield the detected signals accurately.
To accelerate the forward operator, we decouple the spatial and temporal dimensions of $\tilde{h}_{lcl}(r'_{lcl}, t)$ using SVD while keeping only the dominant components:

$$\tilde{h}_{lcl}(r'_{lcl}, t) \approx \sum_{k=1}^{K} \tilde{h}_{lcl,k}(r'_{lcl}) \eta_k(t).$$  \hspace{1cm} (72)

Here, $\tilde{h}_{lcl,k}(r'_{lcl})$ and $\eta_k$ denote the $k$-th spatial singular function and the $k$-th temporal singular function, respectively; and we use the first $K$ terms to approximate the whole series. Combining Eqs. (65), (71), and (72), we obtain

$$h_n(r', t) = \tilde{h}_n \left( r', t - \frac{\|r' - r_n\|}{c} \right) = \tilde{h}_{lcl} \left( (r' - r_n)A_n, t - \frac{\|r' - r_n\|}{c} \right) \approx \sum_{k=1}^{K} \tilde{h}_{lcl,k}((r' - r_n)A_n) \eta_k \left( t - \frac{\|r' - r_n\|}{c} \right).$$  \hspace{1cm} (73)

Substituting Eq. (73) into Eq. (62), we obtain

$$\hat{\rho}(r_n, t) \approx \int_V p_0(r') \sum_{k=1}^{K} \tilde{h}_{lcl,k}((r' - r_n)A_n) \eta_k \left( t - \frac{\|r' - r_n\|}{c} \right) \, dr'$$

$$= \sum_{k=1}^{K} \eta_k(t) \ast \int_V p_0(r') \tilde{h}_{lcl,k}((r' - r_n)A_n) \delta \left( t - \frac{\|r' - r_n\|}{c} \right) \, dr',$$

$$n = 1, 2, ..., N, t \geq 0.$$  \hspace{1cm} (74)

As shown in this equation, we split the temporal variable from the spatial integrals, which allows for a fast implementation of the forward operator.

We apply Eq. (72) with $K = 3$ to the responses in Figure 12c for an initial demonstration. The three temporal singular functions $\eta_1(t), \eta_2(t), \eta_3(t)$ are shown as red, gray, and blue curves, respectively, in Figure 12d, and the values of spatial singular functions are visualized as bars. Then we explain the necessity of temporal shifting for alignment, described in Eqs. (64) and (65), for SVD. We select 50 point sources with decreasing distances to a transducer element and visualize the element’s independent responses to them in Figure 12e. The temporally-shifted form of these responses based on Eq. (65) is shown in Figure 12f. We also add white-noise responses with the same size for comparison, as shown in Figure 12g. Performing SVD to the three sets of responses, we
observe different compression efficiencies from the perspectives of normalized singular value (Figure 12h) and proportion of the variance (Figure 12i). In both figures, we see that the compression efficiency of the original responses is similar to that of the white-noise responses, whereas the efficiency for the temporally-shifted responses is significantly higher (necessary for the compression).

3.3.2 Point source response measurement

The fast operator can be configured for a transducer with any detection surface. Here, we only discuss an ultrasonic transducer with a flat rectangular detection surface, which is used in our 3D imaging system [67]. We see from Eqs. (62) and (71) that the forward operator is based on the point source response \( \hat{g}_{lcl}(r_{cl}', t) \) in the local coordinates. The response is determined by the first derivative of EIR \( (h_e'(t)) \) and the realigned SIR \( (\hat{h}_{s,lcl}(r_{cl}', t)) \) in the local coordinates. In general, we can measure \( \hat{h}_{lcl}(r_{cl}', t) \) experimentally. In this research, for an ultrasonic transducer with a flat rectangular detection surface, we calculate \( \hat{h}_{lcl}(r_{cl}', t) \) efficiently using the far-field approximation of \( \hat{h}_{s,lcl}(r_{cl}', t) \) [24]. From a special case of this approximation, we derive a method to measure \( h_e'(t) \) experimentally.

In the first step of obtaining \( \hat{h}_{lcl}(r_{cl}', t) \), we introduce the calculation of \( \hat{h}_{lcl}(r_{cl}', t) \) based on the far-field approximation of \( \hat{h}_{s,lcl}(r_{cl}', t) \). In this research, the image domain is within the far-field regions of all transducer elements. Using the far-field approximation, we express the SIR in the frequency domain as [24]

\[
\begin{align*}
F_t \left( h_{s,n}(r', t) \right)(f) & \approx \frac{ab \exp \left( -j2\pi f \frac{\|r' - r_n\|}{c} \right)}{2\pi c \|r' - r_n\|} \\
& \quad \times \frac{\sin \left( \pi f \frac{a\|r' - r_n\|}{c \|r' - r_n\|} \right) }{\sin \left( \pi f \frac{b\|r' - r_n\|}{c \|r' - r_n\|} \right)}.
\end{align*}
\]

(75)

Here, \( F_t \) denotes the temporal FT, and \( j \) denotes the imaginary unit. Combining Eqs. (70) and (75), we apply the temporal Fourier transform (FT) to \( \hat{h}_{s,lcl}(r_{cl}', t) \) and obtain
\[ F_t \left( \hat{h}_{s,lcl}(r'_{lcl}, t) \right) (f) = F_t \left( h_{s,n} \left( r', t + \frac{\|r' - r_n\|}{c} \right) \right) (f) \]

\[ = \exp \left( j2\pi f \frac{\|r' - r_n\|}{c} \right) F_t \left( h_{s,n}(r', t) \right) (f) \]

\[ \approx \frac{ab}{2\pi c \|r' - r_n\|} \sin \left( \pi f \frac{a \|r' - r_n\| X_n'}{c \|r' - r_n\|} \right) \sin \left( \pi f \frac{b \|r' - r_n\| Y_n'}{c \|r' - r_n\|} \right) \]

\[ = \frac{ab}{2\pi c \|r'_{lcl}\|} \sin \left( \pi f \frac{a \|r'_{lcl}\| X_n'}{c \|r'_{lcl}\|} \right) \sin \left( \pi f \frac{b \|r'_{lcl}\| Y_n'}{c \|r'_{lcl}\|} \right). \quad (76) \]

Here, we use identities \( r'_{lcl} = (r' - r_n) A_n = (r' - r_n) (\hat{X}_n, \hat{Y}_n, \hat{Z}_n) = (x'_{lcl}, y'_{lcl}, z'_{lcl}) \) and \( \|r' - r_n\| = \|r'_{lcl}\| \), and \( r'_{lcl} \) must not be the origin in the local coordinates. Substituting Eq. (76) into the temporal FT of Eq. (69), we obtain

\[ F_t \left( \hat{h}_{lcl}(r'_{lcl}, t) \right) (f) = \frac{1}{2\pi c} F_t \left( h_{e}(t) \right) (f) F_t \left( \hat{h}_{s,lcl}(r'_{lcl}, t) \right) (f) \]

\[ \approx \frac{F_t \left( h_{e}(t) \right) (f)}{4\pi c^2 \|r'_{lcl}\|} \sin \left( \pi f \frac{a \|r'_{lcl}\| X_n'}{c \|r'_{lcl}\|} \right) \sin \left( \pi f \frac{b \|r'_{lcl}\| Y_n'}{c \|r'_{lcl}\|} \right). \quad (77) \]

Applying temporal inverse FT to Eq. (77), we obtain

\[ \hat{h}_{lcl}(r'_{lcl}, t) \approx F_t^{-1} \left( \frac{F_t \left( h_{e}(t) \right) (f)}{4\pi c^2 \|r'_{lcl}\|} \sin \left( \pi f \frac{a \|r'_{lcl}\| X_n'}{c \|r'_{lcl}\|} \right) \sin \left( \pi f \frac{b \|r'_{lcl}\| Y_n'}{c \|r'_{lcl}\|} \right) \right). \quad (78) \]

In the second step of obtaining \( \hat{h}_{lcl}(r'_{lcl}, t) \), we derive a method to measure \( h_{e}(t) \) by analyzing a special case of Eq. (78). We constrain the location \( r'_{lcl} \) on the axis of the transducer by letting \( r'_{lcl} = (0, 0, z'_{lcl}) \), which simplifies Eq. (78) to

\[ \hat{h}_{lcl}(r'_{lcl}, t) \approx F_t^{-1} \left( \frac{F_t \left( h_{e}(t) \right) (f)}{4\pi c^2 z'_{lcl}} \right) = \frac{h_{e}(t)}{4\pi c^2 z'_{lcl}}. \quad (79) \]

Solving for \( h_{e}(t) \) from Eq. (79), we obtain

\[ h_{e}(t) \approx 4\pi c^2 z'_{lcl} \hat{h}_{lcl}(r'_{lcl}, t) = 4\pi c^2 z'_{lcl} \hat{h}_n(r', t) \]

\[ = 4\pi c^2 z'_{lcl} \hat{h}_n \left( 0, 0, z'_{lcl} \right) A_n^{-1} + r_n, t + \frac{|z'_{lcl}|}{c} \). \quad (80) \]
Here, we use the identity $r' = r'_{lcl} A^{-1} + r_n = (0, 0, z'_{lcl}) A^{-1} + r_n$. In practice, we repeat the measurement of the right-hand side of Eq. (80) and use the average to represent $h'_e(t)$.

In summary, we measure $h'_e(t)$ experimentally on the basis of Eq. (80) and substitute the measurement into Eq. (78) to obtain $\hat{h}_{lcl}(r'_{lcl}, t)$. Further, we perform SVD to $\hat{h}_{lcl}(r'_{lcl}, t)$ according to Eq. (72) and obtain singular functions $\hat{h}_{lcl,k}(r'_{lcl})$ and $\eta_k(t), k = 1, 2, ..., K$. We use these functions in Eq. (74) to implement the fast forward operator.

### 3.3.3 Discretization of the forward operator

We express the forward operator in two different forms in Eqs. (62) and (74), respectively. First, we discretize the forward operator implemented in Eq. (62). In the temporal domain, we choose points of interest $t_l = t_1 + (l - 1)\tau, l = 1, 2, ..., L$, where $t_1$ is the initial time, $\tau$ is the sampling step size, and $L$ is the number of time points. Then we discretize the temporal FT of $h'_e(t)$ as $F_l(h'_e(t))_{l'} \approx F_l(h'_e(t'))_{l'}$, $l' = 1, 2, ..., L$, where we define $h'_l = h'_e(t_l), F_l(h'_e(t))_{l'} = F_l(h'_e(t))(f_{l'})$, $l, l' \in \{1, 2, ..., L\}$, and let $F_l$ represent the discrete FT with respect to $l$. The temporal frequencies $f_{l'}, l' = 1, 2, ..., L$ are selected according to the requirement of the discrete FT. We further denote the $m_{lcl}$-th location in the local coordinates as $r'_{lcl,m_{lcl}} = (x'_{lcl,m_{lcl}}, y'_{lcl,m_{lcl}}, z'_{lcl,m_{lcl}})$ and define $\hat{h}_{lcl,m_{lcl}, l} = \hat{h}_{lcl}(r'_{lcl,m_{lcl}}, t_l), m_{lcl} = 1, 2, ..., M_{lcl}$, where $M_{lcl}$ is the number of locations of interest in the local coordinates. Thus, we discretize Eq. (78) as

$$
\hat{h}_{lcl,m_{lcl}, l} \approx \frac{1}{4\pi c^2 \| r'_{lcl,m_{lcl}} \|} F_l^{-1} \left( F_l(h'_e(t')) \text{sinc} \left( \pi f_{l'} - \frac{a |x'_{lcl,m_{lcl}}|}{c \| r'_{lcl,m_{lcl}} \|} \right) \text{sinc} \left( \pi f_{l'} - \frac{b |y'_{lcl,m_{lcl}}|}{c \| r'_{lcl,m_{lcl}} \|} \right) \right)_{l'}.
$$

$m_{lcl} = 1, 2, ..., M_{lcl}, l = 1, 2, ..., L$. (81)

Further, we discretize the point source response $h_n(r', t)$ as $h_{n,m,l} = h_n(r'_{m}, t_l), n = 1, 2, ..., N, m = 1, 2, ..., M, l = 1, 2, ..., L$. Here, $M$ is the number of voxels (source points) in the image domain. On the basis of the relation $h_n(r'_{m}, t_l) = \hat{h}_n \left( r'_{m}, t_l - \frac{\| r'_{m} - r_n \|}{c} \right) = \hat{h}_{lcl} \left( (r'_{m} - r_n) A_n, t_l - \frac{\| r'_{m} - r_n \|}{c} \right)$, we obtain the values of $h_{n,m,l}$ through spatiotemporal
We discretize the Kronecker delta function through spatial interpolation. Moreover, we denote
\[ \hat{p}_{n,l} = \hat{p}(r_n, t_l) \]
and \( p_{0,m} = p_0(r'_m) \), we discretize Eq. (62) as
\[ \hat{p}_{n,l}^{\text{slow}} = \sum_{m=1}^{M} v_m h_{n,m,l} p_{0,m}, n = 1,2, \ldots, N, l = 1,2, \ldots, L. \] (82)

Here, \( \hat{p}_{n,l}^{\text{slow}} \) represents an approximation of \( \hat{p}_{n,l} \) using this relatively slow operator, and \( v_m \) represents the volume of the \( m \)-th voxel. In practice, due to the finite duration of every point source response (shown in Figure 12c, e, and f), given a combination of \( m \) and \( n \), we need to calculate only for \( l \) in a range of length \( L' < L \). Here, \( L' \) is the effective length for nonzero values in the discretized point source responses, and the computational complexity of the discrete forward operator in Eq. (82) is \( O(NM'L') \).

Next, we discretize the forward operator to a form with lower computational complexity from Eq. (74). We denote \( \hat{h}_{lcl,k,m_{lcl}} = \hat{h}_{lcl,k}(r'_{cl,m_{lcl}}) \) and \( \eta_{k,l} = \eta_k(t_l), k = 1,2, \ldots, K, m_{lcl} = 1,2, \ldots, M_{lcl}, l = 1,2, \ldots, L \). After obtaining the array \( \hat{h}_{lcl,m_{lcl}} \) through Eq. (81), we estimate \( \hat{h}_{lcl,k,m_{lcl}} \) and \( \eta_{k,l} \) through SVD:
\[ \hat{h}_{lcl,m_{lcl}} \approx \sum_{k=1}^{K} \hat{h}_{lcl,k,m_{lcl}} \eta_{k,l}, m_{lcl} = 1,2, \ldots, M_{lcl}, l = 1,2, \ldots, L. \] (83)

We denote \( \hat{h}_{lcl,n,m} = \hat{h}_{lcl,k}((r'_m - r_n)A_n) \), which is obtained from the values of \( \hat{h}_{lcl,k,m_{lcl}} \) through spatial interpolation. Moreover, we express \( \delta \left( t - \frac{\|r'_m - r_n\|}{c} \right) \) in the discrete form as
\[ \frac{1}{T} \left( \left( t_{l_{n,m}+1} - \frac{\|r'_m - r_n\|}{c} \right) \delta_{l,l_{n,m}} + \left( \frac{\|r'_m - r_n\|}{c} - t_{l_{n,m}} \right) \delta_{l,l_{n,m}+1} \right), \]
\[ n = 1,2, \ldots, N, m = 1,2, \ldots, M, l = 1,2, \ldots, L. \] (84)

Here, \( l_{n,m} \) denotes the temporal index such that \( t_{l_{n,m}} \leq \frac{\|r'_m - r_n\|}{c} < t_{l_{n,m}+1} \), and we use the Kronecker delta function
\[ \delta_{l,l'} = \begin{cases} 0, & l \neq l' \ \\
 1, & l = l'. \end{cases} \] (85)

We discretize the forward operator in Eq. (74) as
Here, $\hat{p}_{n,l}^{\text{fast}}$ represents an approximation of $\hat{p}_{n,l}$ using the fast operator, and $*_{l}$ denotes the discrete convolution with respect to $l$. In practice, we choose a value of $L$ so that $\log_2 L$ is an integer, and we implement the discrete convolution using the temporal FFT. Thus, the computational complexity of the discrete forward operator in Eq. (86) is $O(NMK) + O(N(L\log_2 L)K)$.

### 3.3.4 Iterative reconstruction

We denote the discretized initial pressure and transducer response as column vectors $p_0$ and $\hat{p}$, respectively, and express the forward model as

$$\hat{p} = Hp_0,$$

where $H$ is the discretized system matrix of shape $(NL,M)$. If $H$ is full column rank (columns of the matrix are linearly independent), we can reconstruct an image by solving the optimization problem

$$\hat{p}_0 = \arg \min_{p_0 \in \mathbb{R}^M} \|Hp_0 - \hat{p}\|^2$$

using FISTA with a constant step size [68]. We obtain the Lipschitz constant (the largest eigenvalue) of $2H^TH$ through the power method with 32 iterations and use it in FISTA. Further, we can add nonnegativity of the initial pressure as a constraint to facilitate the reconstruction:

$$\hat{p}_0 = \arg \min_{p_0 \in \mathbb{R}^M, p_0 \geq 0} \|Hp_0 - \hat{p}\|^2.$$  

If $H$ is not full column rank or the noise level is high, we reconstruct the image by solving the regularized optimization problem

$$\hat{p}_0 = \arg \min_{p_0 \in \mathbb{R}^M, p_0 \geq 0} \gamma_c \|Hp_0 - \hat{p}\|^2 + \lambda \|p_0\|_{TV}$$

using FISTA with a constant step size [68]. Here, $\lambda$ denotes the regularization parameter.
and \(\gamma_c\) represents the system-specific measurement calibration factor. In practice, instead of dealing with \(\hat{\mathbf{p}}\) directly, we obtain \(\gamma_c\hat{\mathbf{p}}_0\) from \(\gamma_c\hat{\mathbf{p}}\) (reading of the data acquisition system) by solving the problem \(\gamma_c\hat{\mathbf{p}}_0 = \arg \min_{\gamma_c\mathbf{p}_0 \in \mathbb{R}^M, \gamma_c\mathbf{p}_0 \geq 0} \|\mathbf{H}(\gamma_c\mathbf{p}_0) - \gamma_c\hat{\mathbf{p}}\|^2 + \lambda\|\gamma_c\mathbf{p}_0\|_{TV}\), which is equivalent to Eq. (90). The normalized values of \(\gamma_c\hat{\mathbf{p}}_0\) (the same as those of \(\hat{\mathbf{p}}_0\)) are used for further analysis, and we ignore the effect of \(\gamma_c\) in this study. The term \(\|\mathbf{p}_0\|_{TV}\) in Eq. (90) denotes the total variation (TV) norm, defined as

\[
|\mathbf{p}_0|_{TV} = \sum_{2 \leq m_1 \leq M_1, 2 \leq m_2 \leq M_2, 2 \leq m_3 \leq M_3} \left( \frac{\mathbf{p}_{0,m_1,m_2,m_3} - \mathbf{p}_{0,m_1-1,m_2,m_3}}{v_{m_1}} \right)^2 + \left( \frac{\mathbf{p}_{0,m_1,m_2,m_3} - \mathbf{p}_{0,m_1,m_2-1,m_3}}{v_{m_2}} \right)^2 + \left( \frac{\mathbf{p}_{0,m_1,m_2,m_3} - \mathbf{p}_{0,m_1,m_2,m_3-1}}{v_{m_3}} \right)^2.
\]  

(91)

In this definition, \(v_{m_1}, v_{m_2},\) and \(v_{m_3}\) represent the voxel sizes along the x-axis, y-axis, and z-axis, respectively; \(M_1, M_2,\) and \(M_3\) (\(M = M_1 M_2 M_3\)) denote the number of voxels in the first, second, and third dimensions, respectively; and we reshape the column vector \(\mathbf{p}_0\) to a 3D array \(\mathbf{p}_{0,M_1 \times M_2 \times M_3}\) to express 3D information. Given a set of parameters for FISTA, the solution to Eq. (88) is linearly dependent on \(\hat{\mathbf{p}}\). The solutions to Eqs. (89) and (90) are nonlinearly dependent on \(\hat{\mathbf{p}}\) due to the nonnegative constraint (\(\mathbf{p}_0 \geq 0\)) and the TV regularization. Symbols for the forward operator and image reconstruction are summarized in Table 2 in Appendix A.

### 3.4 Numerical simulations

#### 3.4.1 Efficiency and accuracy

To quantify the efficiency and accuracy of fast forward operator based on Eq. (86), we perform numerical simulations by placing a numerical phantom of size \(1 \times 1 \times 1\) cm\(^3\) (Figure 13a, with voxel values of 1 inside the solid and 0 elsewhere) in four image subdomains of the system (\(D_1, D_2, D_3,\) and \(D_4\) shown in Figure 13b). The virtual 2D array formed by the rotation of the four arc arrays is marked by blue arcs and the rotation of the
four subdomains around the same axis covers a domain (marked by black-dotted circles and arcs) enclosing all the image domains discussed in this study. We also implement the slow operator according to Eq. (82) for comparison.

We first quantify the efficiency of the fast operator by performing forward simulations with the numerical phantom in the subdomain $D_1$ using both operators with parameters $M = 50 \times 50 \times 50$ (voxel size of $0.2 \times 0.2 \times 0.2 \text{ mm}^3$), $N = 396 \times 128$ (the four-arc array rotated for 99 locations and each arc downsized to 128 elements), $L = 4096$, $L' = 151$, and $K = 3$. We ran the single-thread-CPU version of each operator 36 times on a server with Ubuntu 20.04.6 LTS and Intel(R) Xeon(R) Gold 6248R CPU @ 3.00GHz. Denoting the computation times of both operators as $t_{\text{fast}}$ and $t_{\text{slow}}$, respectively, we obtain $\text{mean}(t_{\text{fast}}) = 6.3 \text{ min}$, $\text{std}(t_{\text{fast}}) = 0.4 \text{ min}$, $\text{mean}(t_{\text{slow}}) = 267 \text{ min}$, and $\text{std}(t_{\text{slow}}) = 19 \text{ min}$ for the 36 simulations and compare the values in Figure 13c. Further, we perform a Welch’s $t$-test between $42t_{\text{fast}}$ and $t_{\text{slow}}$, showing insignificant difference ($p$-value = 0.59). Thus, the fast operator with $K = 3$ has approximately 42 times the speed of the slow operator, and the acceleration ratio can be further improved by reducing $K$. 
Figure 13 Accuracy of the fast operator in forward simulation. a A numerical phantom formed by three rectangular cuboids (each of size $2.6 \times 2.6 \times 10$ mm$^3$) intersecting at their centers. Voxel values are 1 inside the phantom and 0 outside. Three lines (L1, L2, and L3) are picked for image-domain comparisons. 

Figure 14. b A virtual 2D array (blue-solid arcs), four subdomains of size $1 \times 1 \times 1$ cm$^3$ ($D_1$, $D_2$, $D_3$, and $D_4$), and the domain occupied by rotations of the four subdomains around the array axis (black-dotted circles and arcs). c Computation times ($t_{fast}$ and $t_{slow}$) of the fast and slow operators, respectively, for the forward simulations with the numerical phantom in $D_1$ (36 repetitions).

d1–d4 Relative errors of the simulated signals for all virtual elements ($n'_{loc} = 1, 2, ..., 396$, $n'_{ele} = 1, 2, ..., 128$), with the numerical phantom in $D_1$, $D_2$, $D_3$, and $D_4$, respectively.

e1–e4 Compares of the signals ($\hat{p}^{slow}$ and $\hat{p}^{fast}$) simulated by the fast and slow operators for the 64-th element ($n'_{ele} = 64$) in the first virtual arc array ($n'_{loc} = 1$), with the phantom in $D_1$, $D_2$, $D_3$, and $D_4$, respectively.

Then, we demonstrate the accuracy of the fast operator by performing forward
simulations for the numerical phantom at the four subdomains (all the other parameters are the same as above). We regard the results from the slow operator as ground truth ($\hat{p}_{\text{gt},n,l} = \hat{p}^{\text{slow}}_{n,l}$) and define the relative error of the fast-operator results ($\hat{p}_{n,l}^{\text{fast}}$) as $e_n = \frac{\sqrt{\sum_{l=1}^{L} (\hat{p}_{n,l}^{\text{fast}} - \hat{p}_{\text{gt},n,l})^2}}{\sqrt{\sum_{l=1}^{L} \hat{p}_{\text{gt},n,l}^2}}$, $n = 1,2, \ldots, N, l = 1,2, \ldots, L$. The values of $e_n$ for the four subdomains ($D_1$, $D_2$, $D_3$, and $D_4$) are compared in Figure 13d1–d4, respectively, with $n'_{\text{loc}}$ the index of the virtual arc array and $n'_{\text{ele}}$ the index of the element in each array, $n'_{\text{loc}} = 1,2, \ldots, 396, n'_{\text{ele}} = 1,2, \ldots, 128$. These relative errors are generally small and all of them are below 0.005, which is enough for this study. For the 64-th element ($n'_{\text{ele}} = 64$) on the first virtual array ($n'_{\text{loc}} = 1$), marked as blue dots in Figure 13d1–d4, we compare the signals generated by the slow and fast operators, denoted as $\hat{p}^{\text{slow}}$ and $\hat{p}^{\text{fast}}$, respectively, in Figure 13e1–e4, which show the fast operator’s high accuracy across the time domain.

Most importantly, we quantify the accuracy of the fast forward operator in the image domain by performing forward simulations using the slow operator ($H$ implemented through Eq. (82), regarded as ground truth) and image reconstructions using iterations with nonnegativity constraints (Eq. (89) with $H$ implemented through Eq. (86) and accelerated by two NVIDIA A100 GPUs), with the numerical phantom (Figure 13a) in the four subdomains $D_1$, $D_2$, $D_3$, and $D_4$, respectively. We define the reconstructed image $\hat{p}_0$’s relative error to the ground-truth image $p_{0,\text{gt}}$ as $\frac{\|\hat{p}_0 - p_{0,\text{gt}}\|}{\|p_{0,\text{gt}}\|}$. For the reconstructions with the numerical phantom in $D_1$, the relative error reduces to 0.003 as the iteration number $n_{\text{iter}}$ reaches 256, as shown in Figure 14a1. We plot the values in the reconstructed images along three lines (L1, L2, and L3 shown in Figure 13a), in Figure 14a2–a4, respectively, for $n_{\text{iter}} = 1,4,8,64,256$. Further, we denote the ground-truth (256-iteration reconstructed) values along the lines as $p_{0,L1}$, $p_{0,L2}$, and $p_{0,L3}$ ($\hat{p}_{0,L1}$, $\hat{p}_{0,L2}$, and $\hat{p}_{0,L3}$), respectively, and compare them in Figure 14a5. All the plots show the high accuracy of the fast forward operator in the image domain. Repeating the analysis in subdomains $D_2$, $D_3$, and $D_4$ further confirms the accuracy, as shown in Figure 14b1–b5, c1–c5, and d1–
d5, respectively.

**Figure 14** Image-domain accuracy of the fast forward operator. **a1** Relative error of the reconstructed image in the subdomain $D_1$ with 1 to 256 iterations. **a2–a4** Values on the lines L1, L2, and L3 (shown in **Figure 13a**), respectively, in the reconstructed images with $n_{\text{iter}} = 1, 4, 8, 64, 256$. **a5** Comparison between the ground truth ($p_{0,L1}$, $p_{0,L2}$, and $p_{0,L3}$) and 256-iteration reconstructed ($\hat{p}_{0,L1}$, $\hat{p}_{0,L2}$, and $\hat{p}_{0,L3}$) values along the three lines. **b1–b5**, **c1–c5**, and **d1–d5** The same analysis for reconstructions in subdomains $D_2$, $D_3$, and $D_4$, respectively.

### 3.4.2 Regularized iterative reconstruction

After validating the accuracy of the fast forward operator in both the signal domain and image domain, we use its GPU-accelerated implementation for both forward simulation and image reconstruction in the following analyses.

First, we perform a forward simulation with the numerical phantom in the subdomain $D_1$ (**Figure 13a-b**), add white noise with different amplitudes to the signals, and reconstruct the images through iterations with nonnegativity constraint (Eq. (89)) and iterations with TV regularization (Eq. (90)), respectively. We define the amplitude of the signal as half of the difference between its maximum and minimum values, the amplitude of noise as its
standard deviation, and their division as signal-to-noise ratio (SNR). We still use the relative error \( \frac{\| \hat{p}_0 - p_{0,gt} \|}{\| p_{0,gt} \|} \) between the reconstructed image \( \hat{p}_0 \) and ground truth \( p_{0,gt} \) to quantify the accuracy. For SNRs of 2.4, 1.2, 0.8, and 0.6, the relative errors of the images reconstructed without TV regularization are shown in Figure 15a, which means that the reconstructions are unsuccessful. For iterations with TV regularization, the relative errors for regularization parameters of 5.0 × 10^5, 1.0 × 10^6, 2.0 × 10^6, and 4.0 × 10^6 (mm) are shown in Figure 15b1–b4 for the four SNRs, respectively, which demonstrate that TV regularization stabilizes the iterations and the best choice of regularization parameter (enclosed in black-solid boxes) is noise level dependent. Plots with the best regularization parameters in Figure 15b1–b4 are summarized in Figure 15c, which satisfies that the higher the signal noise level the poorer the image quality. Values on the lines L1, L2, and L3 (Figure 13a) in the reconstructed images after 8, 32, and 256 iterations are shown in Figure 15d1–d3, e1–e3, and f1–f3, respectively. The fact that 8 iterations already reconstruct a large portion of the image inspires us to perform only 8 iterations in certain steps of the motion correction discussed below, where the general structure is more important than accurate amplitude. The fact that 256 iterations bring minor improvements to 32 iterations inspires us to perform only 32 iterations for image reconstruction in functional imaging and the final step of motion correction as discussed below.
Figure 15 Iterative reconstruction for noisy data. a Relative errors of the images of the numerical phantom in $D_1$ reconstructed iteratively with nonnegativity constraint, for SNRs of 2.4, 1.2, 0.8, and 0.6. b1–b4 Relative errors of the images reconstructed iteratively with TV regularization, for SNRs of 2.4, 1.2, 0.8, and 0.6, respectively, for different choices of regularization parameters (mm). c A summary of the plots in b1–b4 with the best choices of regularization parameters (enclosed in black-solid boxes). d1–d3, e1–e3, and f1–f3 Values on the lines L1, L2, and L3 in the images reconstructed with 8, 32, and 256, iterations, respectively.
Then we use a regularized iterative method to reconstruct a mouse brain numerical phantom with signals from the phantom detected by virtual arrays with different numbers of arcs: \(4N_{\text{loc}} = 76, 40, 28, 20, 16, 12\), as shown in the fourth column in Figure 18a. Maximum amplitude projections (MAPs) of the images (along the z-axis) reconstructed by regularized iterative method with different regularization parameters for \(4N_{\text{loc}} = 76, 40, 28, 20, 16, 12\) are shown in Figure 16. Here, instead of selecting the regularization parameters quantitatively according to the relative error as in Figure 15b1–b4, we select them qualitatively by balancing mitigating artifacts and maintaining image resolution, which mimics the reality where the ground truth is unknown. The best images are indicated by red-solid boxes in Figure 16.
Figure 16 Regularized iterative reconstruction of mouse brain images with sparse sampling.

3.5 Discussion

We incorporate both EIR (limited bandwidth) and SIR (finite element size) into a system matrix of the 3D-PACT system explicitly expressed as point source responses and compress the matrix through SVD and FFT for efficient computation and slicing. Through numerical simulations, we validate that the compression results in $\times 42$ significant acceleration with negligible error. This efficient explicit expression helps to improve image quality in accelerated iterative reconstructions. Also, the efficient system matrix slicing enables a method for fast functional imaging with sparse sampling and a method for intra-image
nonrigid motion correction, which are discussed in the following two chapters, respectively.

The theory is developed for homogeneous mediums, and further study may extend it to inhomogeneous mediums. For example, we can use a wave-equation-based forward operator to generate the point source responses and compress them for fast image reconstruction and/or data-driven manipulation. The compression technique can be used for any detection geometry and any detection surface of a transducer: 1D arrays for 2D imaging and 2D arrays for 3D imaging. It is also applicable to other tomographic imaging modalities, such as radial-sample MRI due to the high similarity in system matrices.
4.1 Abstract

Tomographic imaging modalities are described by large system matrices. Sparse sampling degrades the system matrix and image quality. Various existing techniques improve the image quality without correcting the system matrices. Here, we compress the system matrices to improve computational efficiency (e.g., 42 times) using singular value decomposition and fast Fourier transform. Enabled by the efficiency, we propose fast sparsely sampling functional imaging by incorporating a densely sampled prior image into the system matrix, which maintains the critical linearity while mitigating artifacts. We demonstrate the method in 3D photoacoustic computed tomography (PACT) with significantly improved image qualities and clarify their applicability to X-ray computed tomography (X-ray CT) and magnetic resonance imaging (MRI) due to the similarities in system matrices.

4.2 Background

To achieve high temporal resolution in tomographic functional imaging, the spatial sampling density is often sacrificed, which introduces artifacts in the reconstructed image [54], [69], [70] and may affect the functional signal extraction.

For sparse sampling functional imaging, traditional methods [37], [39], [54], [57], [58] mitigate artifacts in images but their performances drop sharply as the sampling density reduces. Deep neural networks (DNNs) [31], [34], [59], [60], [62], [66], [71] show high performance in mitigating artifacts but tend to generate false image features when the
sampling density is low, and they require imaging-modality- and device-dependent datasets, which are not always available. Moreover, most of the methods introduce nonlinearity while mitigating artifacts, which disrupts the functional signals that are often much weaker than background signals.

In this study, using the four-arc PACT system as an example, we compress the system matrices using singular value decomposition (SVD) and fast Fourier transform (FFT), which enables efficient system matrix slicing and manipulation. Then we incorporate a prior image into the system matrix to reduce unknown variables in image reconstruction. Special configurations in the method maintain linearity in image reconstruction while substantially mitigating artifacts, which is critical for weak functional signal extraction.

4.3 Theory

4.3.1 A hybrid method for fast functional imaging

We first acquire signals from an object with transducers at enough locations ($N$, dense sampling). Then we continuously acquire multiple sets of signals from the object with transducers at a smaller number of locations ($N'$, sparse sampling) for fast functional imaging. We assume that the object does not move as a whole during functional imaging.

For image reconstruction, we denote the densely sampled signals and a set of sparsely sampled signals as $\hat{p}_{NL \times 1}$ and $\hat{p}_{N' \times 1}^s$, respectively. We first obtain an image $\hat{p}_{0,M \times 1}$ from the densely sampled signals $\hat{p}_{NL \times 1}$ by solving the regularized optimization problem

$$\hat{p}_{0,M \times 1} = \arg\min_{p_{0,M \times 1} \in \mathbb{R}^M} \gamma_c \| \mathbf{H}_{NL \times M} p_{0,M \times 1} - \hat{p}_{NL \times 1} \|^2 + \lambda \| p_{0,M \times 1} \|_{TV}.$$  \hspace{1cm} (92)

Here, $\gamma_c$ represents the system-specific measurement calibration factor, meaning $\gamma_c \hat{p}_{NL \times 1}$ is the reading of the data acquisition system; $\mathbf{H}_{NL \times M}$ is the dense-sampling system matrix; $\| p_{0,M \times 1} \|_{TV}$ denotes $p_{0,M \times 1}$'s total variation (TV) norm, defined in Eq. (91); and $\lambda$ means the regularization parameter. To obtain an image from $\hat{p}_{N' \times 1}^s$ directly, we can use $\hat{p}_{N' \times 1}^s$ and the sparse-sampling system matrix $\mathbf{H}_{N' \times M}^s$ to replace $\hat{p}_{NL \times 1}$ and $\mathbf{H}_{NL \times M}$, respectively, in Eq. (92) and solve it. However, the nonlinearity introduced by the nonnegativity
constraint and TV regularization may disrupt the functional signals. To maintain the linearity under sparse sampling, we treat $\hat{p}_{0,M'\times 1}$ as a prior image and apply a smooth modulation to it to extract the dominant sources of aliasing artifacts by solving the optimization problem

$$\hat{\mu}_{0,M'\times 1} = \arg\min_{\mu_{0,M'\times 1} \in \mathbb{R}^{M'}} \left\| H^{s}_{N'\times L\times M'} (\hat{p}_{0,M\times 1} \odot (U_{M\times M'} \mu_{0,M'\times 1})) - \hat{p}_{0,1}^{s} \right\|^2 \quad (93)$$

using a fast iterative shrinkage-thresholding algorithm (FISTA) with a constant step size [68]. Here, $\mu_{0,M'\times 1}$ is a modulation image in the form of a column vector of size $M' = M'_1 M'_2 M'_3$ ($\ll M$), the symbol $\odot$ denotes the element-wise product, and $U_{M\times M'}$ is an upsampling operator transferring $\mu_{0,M'\times 1}$ to a smooth modulation image in the column-vector form of size $M$. To implement $U_{M\times M'}$, we reshape the vector $\mu_{0,M'\times 1}$ into a 3D array $\mu_{0,M'_1 \times M'_2 \times M'_3}$, apply trilinear interpolation to the 3D array to obtain $\mu_{0,M'_1 \times M'_2 \times M'_3}$, and flatten it to obtain $U_{M\times M'} \mu_{0,M'\times 1}$. The array $\mu_{0,M'_1 \times M'_2 \times M'_3}$ is a smooth array determined only by $M'$ independent values. Thus, the expression $\hat{p}_{0,M\times 1} \odot (U_{M\times M'} \mu_{0,M'\times 1})$ represents a smooth modulation of the prior image $\hat{p}_{0,M\times 1}$. By solving the optimization problem in Eq. (93) we obtain $\hat{\mu}_{0,M'\times 1}$ and represent the dominant sources causing aliasing artifacts by $\hat{p}_{0,M\times 1} \odot (U_{M\times M'} \hat{\mu}_{0,M'\times 1})$, which correspond to the dominant signals causing aliasing artifacts $H^{s}_{N'\times L\times M'} (\hat{p}_{0,M\times 1} \odot (U_{M\times M'} \hat{\mu}_{0,M'\times 1}))$. It needs to be noted that the implementation of the forward operator based on Eq. (86) allows for efficient slicing of the system matrix, such as the matrix $H^{s}_{N'\times L\times M'}$, a slicing with respect to transducer element indices. Also, for a given set of parameters in FISTA, the solution to Eq. (93), $\hat{\mu}_{0,M'\times 1}$, depends linearly on $\hat{p}_{0,1}^{s}$.

Then, we apply the dense-sampling system matrix $H_{NL\times M}$ to $\hat{p}_{0,M\times 1} \odot (U_{M\times M'} \hat{\mu}_{0,M'\times 1})$ to simulate the densely sampled signals $H_{NL\times M} (\hat{p}_{0,M\times 1} \odot (U_{M\times M'} \hat{\mu}_{0,M'\times 1}))$, from which we use the universal back-projection (UBP) method to reconstruct an image, denoted as $\hat{p}_{0}^{m}$. We further remove the aliasing artifacts caused by signals from $\hat{p}_{0,M\times 1} \odot (U_{M\times M'} \hat{\mu}_{0,M'\times 1})$ by subtracting these signals from $\hat{p}_{N'\times L\times 1}^{s}$ to obtain the residual signals $\hat{p}_{N'\times L\times 1}^{s} - H_{NL\times M}^{s} (\hat{p}_{0,M\times 1} \odot (U_{M\times M'} \hat{\mu}_{0,M'\times 1}))$ and using them with
the UBP method to reconstruct an image, denoted as $\hat{p}_0^r$. Due to the linearity of the UBP method, both images $\hat{p}_0^m$ and $\hat{p}_0^r$ are linearly dependent on $\hat{\mu}_{0,M' \times 1}$ and thus on $\hat{p}_{N' \times 1}^s$. We combine these two images to obtain the final image

$$\hat{p}_0^b = \hat{p}_0^m + \hat{p}_0^r,$$

for $\hat{p}_{N' \times 1}^s$. We summarize the workflow of the hybrid method in Figure 17. We repeat the process for other sets of sparsely sampled raw data to obtain the images for further functional signal extraction. Additional symbols for fast functional imaging are shown in Table 3 in Appendix A.

Figure 17 Workflow of the hybrid method for image reconstruction from sparsely sampled raw data and a prior image.

4.3.2 Functional signal extraction

Given a set of reconstructed images $\hat{p}_{0,l_f}, l_f = 1,2, \ldots, L_f$ in functional imaging, we propose a method to extract functional signals from them through regularized correlation. To explain
the process, we define \( \sum_j a_j = \sum_{j=1}^J a_j \), \( \text{mean } a_j = \frac{\sum_j a_j}{J} \), and \( \text{norm } a_j = \sqrt{\sum_{j=1}^J a_j^2} \) for a series of numbers \( a_j, j = 1, 2, \ldots, J \). We assume that the functional signal has a profile \( \alpha_{t,t_f}, t_f=1,2,\ldots,L_f \), normalized to \( \bar{\alpha}_{t,t_f} = \left( \alpha_{t,t_f} - \text{mean } \alpha_{t,t_f} \right) \left( \text{norm } \alpha_{t,t_f} - \text{mean } \alpha_{t,t_f} \right)^{-1} \). The \( m \)-th voxel has a value of \( \hat{p}_{0,t_f,m} \) in the \( t_f \)-th image \( \hat{p}_{0,t_f} \). We can quantify the functional amplitude at the \( m \)-th voxel through the Pearson correlation coefficient (PCC) between \( \hat{p}_{0,t_f,m} \) and \( \alpha_{t,t_f} \):

\[
\text{PCC}(\hat{p}_{0,t_f,m}, \alpha_{t,t_f}) = \frac{\sum_{t_f} \left( \bar{\alpha}_{t,t_f} \left( \hat{p}_{0,t_f,m} - \text{mean } \hat{p}_{0,t_f,m} \right) \right)}{\text{norm}_{t_f} \left( \hat{p}_{0,t_f,m} - \text{mean } \hat{p}_{0,t_f,m} \right)}, m = 1, 2, \ldots, M, \quad (95)
\]

which is not robust for very-low-amplitude regions. To improve the robustness, we add a regularization term to the denominator and obtain the regularized PCC (PCCR):

\[
\text{PCCR}_{\lambda_t}(\hat{p}_{0,t_f,m}, \alpha_{t,t_f}) = \frac{\sum_{t_f} \left( \bar{\alpha}_{t,t_f} \left( \hat{p}_{0,t_f,m} - \text{mean } \hat{p}_{0,t_f,m} \right) \right)}{\text{norm}_{t_f} \left( \hat{p}_{0,t_f,m} - \text{mean } \hat{p}_{0,t_f,m} \right) + \lambda_t \text{norm}_{m} \left( \hat{p}_{0,t_f,m'} - \text{mean } \hat{p}_{0,t_f,m'} \right)}, m = 1, 2, \ldots, M. \quad (96)
\]

A 3D functional image is formed by assigning the regularized correlation to each voxel.

The assumed functional signal profile \( \alpha_{t,t_f} \) is directly available in the following numerical simulations (Eq. (98)). For mouse brain functional imaging \textit{in vivo}, we first let \( \alpha_{t,t_f} \) be a sinusoidal profile synchronized with the paw stimulation pattern and apply it to the UBP reconstructed images with \( 4N_{\text{loc}} = 76 \) to obtain the functional region. Then we extract the true functional profile from this region and apply it to images with \( 4N_{\text{loc}} = 40, 20, 12 \).
4.4 Numerical simulations

4.4.1 Antialiasing and linearity

We first demonstrate the performance of the hybrid method by using it to reconstruct images from signals of a numerical phantom acquired by virtual arrays with different numbers of arcs: $4N_{loc} = 76, 40, 28, 20, 16, 12$. Here $N_{loc}$ is the number of rotating locations of the four-arc array (with 128 transducer elements in each arc) in a virtual array. Images of the numerical phantom reconstructed using UBP, the regularized iterative method (Eq. (90)), and the hybrid method (Eq. (94) with a prior image obtained by performing a smooth modulation to the numerical phantom) are shown in the first three columns in Figure 18a. The used virtual arrays are shown as blue arcs with red boundaries in the fourth column in Figure 18a. The best regularization parameters (obtained through parameter tuning) for different values of $4N_{loc}$ are used in the iterative method in Figure 18a. We see that, as $4N_{loc}$ decreases from 76 to 12, the artifacts in the images reconstructed using UBP become more abundant. The regularized iterative method mitigates the relatively weak artifacts in all images but failed to suppress the strong artifacts such as in the images with $4N_{loc} = 16, 12$. In contrast, with the help of the prior image, the hybrid method significantly mitigates the artifacts. Quantitatively, for each method, we calculate the structural similarity index measures (SSIMs) between the images with $4N_{loc} = 40, 28, 20, 16, 12$ and that with $4N_{loc} = 76$, and compare the values in Figure 18b. The hybrid method performs the best in mitigating artifacts and maintaining true features.
Figure 18 UBP, regularized iterative method, and the proposed hybrid method for sparse-sampling imaging, and their linearity tests. a Images reconstructed by the three methods (first three columns) from signals detected at sparsely distributed elements (red-bounded blue curves in the fourth column) for $4N_{loc} = 76, 40, 28, 20, 16, 12$. Examples of maintained features and suppressed artifacts are indicated by white-solid and white-dotted arrows, respectively. PA, photoacoustic. b SSIMs between the reconstructed images with $4N_{loc} = 40, 28, 20, 16, 12$ and those with $4N_{loc} = 76$ for the three methods. c Linearity tests of the three methods for $4N_{loc} = 12$. Scale bar, 5 mm.

Additionally, we test the linearity of each method by reconstructing two numerical phantoms and their summation. We summarize the maximum amplitude projections (MAPs) in the linearity tests with $4N_{loc} = 12$ in Figure 18c, which shows that UBP and the hybrid method are linear, but the regularized iterative method is nonlinear. In the hybrid method, the prior image quality does not affect the linearity but affects the reconstructed image quality.
4.4.2 Functional imaging

Due to the requirement of a prior image, the hybrid method’s practical value mainly lies in fast functional imaging with sparse sampling. We perform numerical simulations of functional imaging with $4N_{loc} = 12$. We obtain numerical phantoms for functional imaging using

$$p_{0,l_f} = a_{b,l_f}p_{0,b} + a_{f,l_f}p_{0,f}, \quad l_f=1,2,...,L_f. \quad (97)$$

Here, $p_{0,l_f}$ (Figure 19a, voxel size $0.1 \times 0.1 \times 0.1 \text{ mm}^3$) is the $l_f$-th numerical phantom; $p_{0,b}$ (Figure 19b) is the background phantom obtained in imaging with dense sampling and $p_{0,f}$ is the functional phantom obtained from by smoothing, downsampling, and zero padding $p_{0,b}$; $a_{b,l_f}$ and $a_{f,l_f}$ are modulation factors of the two phantoms, respectively; and $L_f$ is the number of numerical phantoms for functional imaging. The way $p_{0,b}$ is obtained guarantees that the mean value of nonzero voxels in $p_{0,b}$ approximately equals that in $p_{0,f}$. For simulations in this study, we use a virtual array formed by 12 arc arrays (Figure 19c), let $L_f = 36$, and let $a_{b,l_f} \sim N(1,0.1), \ l_f=1,2,...,L_f$ (Figure 19d), an amplitude similar to the image relative difference we observed in mouse brain functional imaging. Also, we let $\alpha_{f,l_f} = \frac{A_f}{2} \left( \sin \frac{6\pi(l_f - 1)}{L_f} + 1 \right), \ l_f=1,2,...,L_f, \quad (98)$

where $A_f$ is the functional amplitude. The values of $\alpha_{f,l_f}$ with $A_f = 0.18, 0.06, 0.02$ are shown in Figure 19d and used in the simulations.
Figure 19 Numerical phantoms for functional imaging. a-b The background and functional numerical phantoms, respectively, for functional imaging simulation. c A virtual array formed by 12 arc arrays, shown as arcs with red boundaries. d-e Modulation factors of the background and functional phantoms, respectively.

We perform forward simulations, image reconstructions (UBP, the regularized iterative method in Eq. (90), and the hybrid method in Eq. (94)), and functional signal extractions (Eq. (96)) with different $\lambda_f$. The functional images extracted from four sets of images (ground-truth images and images reconstructed with three methods) using the regularized-correlation-based method with $\lambda_f = 1.6$ are shown in Figure 20. We observe that artifacts in the UBP-reconstructed images cause artifacts in the functional images, the regularized iterative method mitigates artifacts in functional images but also compromises the true functional region, and the proposed hybrid method is superior to both UBP and the regularized iterative method. The results with other values of $\lambda_f$ also support this observation.
Figure 20 Functional images extracted using the regularized-correlation-based method with $\lambda_f = 1.6$ from ground-truth images and images reconstructed with UBP, the regularized iterative method, and the hybrid method for $A_f = 0.18, 0.06, 0.02$. The first three rows show both the 3D functional and background images and the last three rows show the MAPs of the functional images along the z-axis. In the first and fourth rows, the true functional regions and examples of false positive regions are indicated by white-solid and white-dotted arrows, respectively.
4.5 *In vivo* experiments

We apply UBP, the regularized iterative method, and the hybrid method to mouse brain functional imaging *in vivo* using the four-arc system. We first obtain a prior image of a mouse brain through dense sampling ($4N_{loc} = 396$), then electrically stimulate its right front paw and continuously acquire signals from the mouse brain through sparse sampling ($4N_{loc} = 76, 2$ s per image). We use subsets of the sparsely sampled signals ($4N_{loc} = 40, 20, 12$) to demonstrate the performance of the hybrid method. For one set of sparsely sampled signals, the images reconstructed using UBP, the regularized iterative method, and the hybrid method for $4N_{loc} = 40, 20, 12$ are shown in Figure 21a. We observe that the iterative method mitigates the artifacts (e.g., those indicated by white-dotted arrows) but compromises low-amplitude features (e.g., those indicated by white-solid arrows for $4N_{loc} = 20$). In contrast, the hybrid method maintains low-amplitude features while substantially mitigating the artifacts, resulting in images more similar to the densely sampled image. Electrical stimulation of the mouse’s right front paw occurs in five cycles, each with 12-s stimulation on and 12-s off, as shown in Figure 21b.
Figure 21 Sparse-sampling mouse brain functional imaging *in vivo*. a A densely sampled image of a mouse brain reconstructed by UBP (left column, $4N_{loc} = 396$) and sparsely sampled images of the mouse brain reconstructed using UBP (first row), the regularized iterative method (second row), and the hybrid method (third row), respectively, for $4N_{loc} = 40, 20, 12$. Examples of suppressed artifacts and maintained features are indicated by white-dotted and white-solid arrows, respectively. b Electrical stimulation to the mouse’s right front paw: five cycles, each with 12-s stimulation on and 12-s off. c Functional images obtained from the images reconstructed using UBP (first row, $\lambda_f = 0.32$), the regularized iterative method (second row, $\lambda_f = 0.08$), and the hybrid method (third row, $\lambda_f = 0.32$), respectively, for $4N_{loc} = 40, 20, 12$. The true functional regions in all images are indicated by white-solid arrows, and examples of false positive regions are indicated by white-dotted arrows.

To find the best regularization parameter ($\lambda_f$) in the regularized correlation (Eq. (96)), we obtain functional images from the images reconstructed through the three methods for $4N_{loc} = 40, 20, 12$ using $\lambda_f = 0.02, 0.08, 0.32, 1.28, 5.12$. For UBP and the hybrid method, $\lambda_f = 0.32$ is the best choice to maintain the true functional region and suppress false positive regions, and the functional images for $4N_{loc} = 12$ and all choices of $\lambda_f$ are shown in Figure 22. For the regularized iterative method, we compare the images for $4N_{loc} = 40, 20, 12$ in Figure 23 and observe that $\lambda_f = 0.08$ is the best choice. We summarize the obtained functional images with best values of $\lambda_f$ in Figure 21c. Results from UBP and the hybrid method match well for $4N_{loc} = 40$. The hybrid method is slightly (significantly) better than UBP for $4N_{loc} = 20$ ($4N_{loc} = 12$). Due to the violation of linearity, the regularized iterative method compromises the true functional region: leading to its shrinkage for $4N_{loc} = 40, 20$ and its decimation altogether for $4N_{loc} = 12$. In summary, the proposed hybrid method enables fast functional imaging with highly sparse sampling.
Figure 22 Mouse brain functional images in vivo extracted using the regularized-correlation-based method with $\lambda_f = 0.02, 0.08, 0.32, 1.28, 5.12$ from images reconstructed with UBP and the hybrid method ($4N_{BC} = 12$). The first two rows show both the 3D functional and background images and the last two rows show the MAPs of the functional images along the $z$-axis. In all images, the true functional regions are indicated by white-solid arrows, and the other high-amplitude functional regions are false positives. Images for $\lambda_f = 0.32$ are highlighted by red-solid boundaries.
Figure 23 Mouse brain functional images *in vivo* extracted using the regularized-correlation-based method with $\lambda_f = 0.02, 0.08, 0.32, 1.28, 5.12$ from images reconstructed through the regularized iterative method ($4N_{loc} = 40, 20, 12$). The first three rows show both the 3D functional and background images and the last three rows show the MAPs of the functional images along the z-axis. In all images, the true functional regions are indicated by white-solid arrows, and the other
high-amplitude functional regions are false positives. Images for $\lambda = 0.08$ are highlighted by red-solid boundaries.

4.6 Discussion

In both numerical simulations and mouse brain functional imaging \textit{in vivo}, the hybrid method substantially mitigates artifacts in the reconstructed images and reduces false positive regions in the functional image, and its linearity is important for maintaining the true functional region. Due to its high robustness, the method can accelerate or enhance the performance of an existing system and reduce the cost of a future system for functional imaging.

Although we demonstrate the proposed methods only using PACT, they are applicable to CT and MRI. System matrices in 3D PACT and CT correspond to sphere [24] and line [72] integrals, respectively, and the latter can be transformed using Grangeat’s method [73] into plane integrals, which are locally equivalent to sphere integrals. System matrices in 2D PACT and CT [74] correspond to circle (reduced from a sphere) and line integrals, respectively, which are locally equivalent. MRI is more complex due to its high flexibility in k-space sampling. For radial sampling MRI [64], [75], the acquired signals can be transformed to integrals on lines and planes, respectively, for 2D and 3D imaging using the Fourier slice theorem. For other sampling patterns, further analysis may disclose proper transformations to obtain integrals that are locally equivalent to those in PACT. It needs to be noted that the proposed method relies on efficient slicing and manipulation of the system matrix, which is directly available for CT where the system matrix is highly sparse and is achieved in PACT through system matrix compression based on SVD and FFT as shown in Chapter 3. For radial sampling MRI, we can transform the k-space signals to line or plane integrals and compress them through SVD and FFT. For general MRI, further study may transform the k-space signals to compressible integrals. In summary, through certain transformations, system matrices in CT, MRI, and PACT share similar local structures, which allows the knowledge in this study to be transferred to CT and MRI.
INTRA-IMAGE NONRIGID MOTION CORRECTION


5.1 Abstract

Tomographic imaging modalities are described by large system matrices. Tissue motion degrades the system matrix and image quality. Various existing techniques improve the image quality without correcting the system matrices. Here, we compress the system matrices to improve computational efficiency (e.g., 42 times) using singular value decomposition and fast Fourier transform. Enabled by the efficiency, we propose intra-image nonrigid motion correction by incorporating the motion as subdomain translations into the system matrix and reconstructing the translations together with the image iteratively. We demonstrate the method in 3D photoacoustic computed tomography (PACT) with significantly improved image qualities and clarify their applicability to X-ray computed tomography (X-ray CT) and magnetic resonance imaging (MRI) due to the similarities in system matrices.

5.2 Background

In tomographic imaging (e.g., X-ray CT, MRI, and PACT), tissue motions such as heart beating [76]–[78], breathing [79]–[81], abdominal movement [82], [83], and fetal movement [84], cause complex geometric errors in each system matrix, which introduce artifacts in the reconstructed image and compromise valuable image features.

For intra-image nonrigid motion correction, gating- and binning-based methods [61], [63]–[65], [78] are commonly used. However, they require repeated data acquisition, which is time-consuming and infeasible for unrepeated motions. DNNs have also been used for
motion correction [55], [56], however, they need specific training datasets that are not universally available, and it is challenging to reject falsely generated features in DNNs. Two system-matrix-level methods [85], [86] have been proposed for motion correction. In the first method [85], [87], the authors approximate general nonrigid motions with localized linear translations, identify possible motion paths from multichannel navigator data, and estimate the motion at each pixel using localized gradient-entropy metric in the image domain. However, quantifying localized motion from only navigator data is not robust, especially when the motion amplitude and noise level increase. In the second method [86], the authors express breathing- and heartbeat-induced motions in basis functions by performing singular value decomposition (SVD) and resolve these motions in imaging. However, for general motions, especially unrepeated motions, the method’s performance is unknown. The high computation cost of SVD in the method also restricts its application to 3D imaging.

In this study, using the four-arc PACT system as an example, we compress the system matrices using SVD and fast Fourier transform (FFT), which enables efficient system matrix slicing and manipulation. For intra-image nonrigid motion correction, we approximate the motion with localized linear translations. Starting from an initially reconstructed motion-blurred image, we first estimate the translation of each subdomain of the object by minimizing the difference between the simulated signals from the subdomain and the detected signals. With the estimated translations, we update the system matrix and reconstruct the image again. We iterate the correction-reconstruction process to obtain the final image. This method does not require repeated data acquisition and is effective for unrepeated motions.

5.3 Theory

Implementing the system matrix $\mathbf{H}$ using Eq. (86) allows for efficient slicing of $\mathbf{H}$ with respect to image voxel indices and transducer element indices. We propose a method for intra-image nonrigid motion correction through data-driven slicing and manipulation of $\mathbf{H}$. In this research, we move a transducer array with $N_{\text{ele}}$ elements across $N_{\text{loc}}$ locations to form a virtual 2D transducer array for 3D imaging (with the number of transducer elements $N =$
The motion of a source point in the image domain corresponds to temporal shifts of the signals from the source point in the signal domain. To encode the motion information in the forward operator, we modify Eq. (74) to

\[
\hat{p}_\zeta(\mathbf{r}_{n_{\text{loc}},n_{\text{ele}}}, t) \approx \sum_{k=1}^{K} \eta_k(t) *_t 
\int_{\mathcal{V}} p_0(\mathbf{r'}) \hat{n}_{l,c,k} \left( (\mathbf{r'} - \mathbf{r}_{n_{\text{loc}},n_{\text{ele}}}) \mathbf{A}_{n_{\text{loc}},n_{\text{ele}}} \right) \delta \left( t - \zeta(\mathbf{r'}, \mathbf{r}_{n_{\text{loc}},n_{\text{ele}}}) - \frac{\|\mathbf{r'} - \mathbf{r}_{n_{\text{loc}},n_{\text{ele}}}\|}{c} \right) \, d\mathbf{r'},
\]

\[n_{\text{loc}} = 1, 2, ..., N_{\text{loc}}, n_{\text{ele}} = 1, 2, ..., N_{\text{ele}}, t \geq 0. \tag{99}\]

Here, we define \(\mathbf{r}_{n_{\text{loc}},n_{\text{ele}}} = \mathbf{r}_{n_{\text{loc}}+(n_{\text{ele}}-1)N_{\text{loc}}} \) and let \(\zeta(\mathbf{r'}, \mathbf{r}_{n_{\text{loc}},n_{\text{ele}}})\) be the motion-induced temporal shift of the signals from the source point at \(\mathbf{r'}\) that are detected by the \(n_{\text{ele}}\)-th element when the transducer array is at the \(n_{\text{loc}}\)-th location. It needs to be noted that, due to motion, a source point does not stay at \(\mathbf{r'}\), and we use \(\mathbf{r'}\) to represent the source point’s average location.

Next, we mathematically connect the temporal shifts \(\zeta(\mathbf{r'}, \mathbf{r}_{n_{\text{loc}},n_{\text{ele}}})\) with the motions. For efficiency and robustness, instead of modeling the motions of all source points in the image domain \(\mathcal{D}\), we model the motions of subdomains \(D_1, D_2, ..., D_{M_{\text{sub}}}\) occupying the image domain:

\[D = D_1 \cup D_2 \cup ... \cup D_{M_{\text{sub}}}. \tag{100}\]

For simplicity, we let all the subdomains be rectangular cuboids of the same size. We denote the center of the \(m_{\text{sub}}\)-th subdomain \(D_{m_{\text{sub}}}\) as \(\mathbf{r}'_{c,m_{\text{sub}}}\) and use the motions of \(\mathbf{r}'_{c,m_{\text{sub}}}\) to represent the motions of \(D_{m_{\text{sub}}}, m_{\text{sub}} = 1, 2, ..., M_{\text{sub}}\). In this research, the motions of the tissues are generally small, and we observe small deformations and rotations of each subdomain. Because of this observation, we ignore the deformations and rotations of each subdomain and only discretize the translations with step sizes \(a_x, a_y, a_z\) along the \(x\)-axis, \(y\)-axis, and \(z\)-axis, respectively. We represent the motion-induced translation steps of the domain center from \(\mathbf{r}'_{c,m_{\text{sub}}}\) as \(k_x(\mathbf{r}'_{c,m_{\text{sub}}, n_{\text{loc}}}), k_y(\mathbf{r}'_{c,m_{\text{sub}}, n_{\text{loc}}}), \text{ and } k_z(\mathbf{r}'_{c,m_{\text{sub}}, n_{\text{loc}}} \) along the \(x\)-axis, \(y\)-axis, and \(z\)-axis, respectively, when the transducer array is at the \(n_{\text{loc}}\)-th location. In summary, we express the temporal shifts caused by these translations as
\[
\zeta_k(r'_{c,m_{\text{sub}}}, r_{n_{loc,n_{ele}}})
= \frac{\|r'_{c,m_{\text{sub}}} + k(r'_{c,m_{\text{sub}}}, n_{loc}) \odot a - r_{n_{loc,n_{ele}}}\|}{c} - \frac{\|r'_{c,m_{\text{sub}}} - r_{n_{loc,n_{ele}}}\|}{c},
\]
\[m_{\text{sub}} = 1,2, ..., M_{\text{sub}}, n_{loc} = 1,2, ..., N_{loc}, n_{ele} = 1,2, ..., N_{ele}. \tag{101}\]

Here, we define a constant vector \(a = (a_x, a_y, a_z)\) and variable vectors \(k(r'_{c,m_{\text{sub}}}, n_{loc}) = (k_x(r'_{c,m_{\text{sub}}}, n_{loc}), k_y(r'_{c,m_{\text{sub}}}, n_{loc}), k_z(r'_{c,m_{\text{sub}}}, n_{loc})) \in \mathbb{R}^3\), and we group the variable vectors into a set \(k = \{k(r'_{c,m_{\text{sub}}}, n_{loc}) \in \mathbb{R}^3 | m_{\text{sub}} = 1,2, ..., M_{\text{sub}}, n_{loc} = 1,2, ..., N_{loc}\}\).

Then we obtain the values of \(\zeta(r', r_{n_{loc,n_{ele}}})\) from the values of \(\zeta_k(r'_{c,m_{\text{sub}}}, r_{n_{loc,n_{ele}}})\) through spatial interpolation in the image domain, which has high accuracy due to the spatial smoothness of the motions of tissues. Thus, we mathematically connect the temporal shifts \(\zeta(r', r_{n_{loc,n_{ele}}})\) with the motions, described by \(k\).

Furthermore, we discretize the motion-incorporated forward operator in Eq. (99) and propose a motion correction method through Gauss-Seidel-type iterations. We replace \(\zeta(r', r_{n_{loc,n_{ele}}})\) with \(\zeta_k(r', r_{n_{loc,n_{ele}}})\) in Eq. (99) to emphasize these temporal shifts’ dependency on \(k\). Then we discretize the forward operator to
\[
\hat{p}_{k,n,l} \approx \sum_{k=1}^{K} \eta_{k,l} \sum_{m=1}^{M} \sum_{n_{cl,k,n,m}}^{} v_m \hat{r}_{c,l,k,n,m} p_{0,m} \frac{1}{T} \left[ \left( t_{l_{n,m+1}} - \zeta_k(r_m', r_n), - \frac{\|r_m' - r_n\|}{c} \right) \delta_{l,l_{n,m}} \right]
+ \left( \zeta_k(r_m', r_n) + \frac{\|r_m' - r_n\|}{c} - t_{l_{n,m}} \right) \delta_{l,l_{n,m+1}}',
\]
\[n = 1,2, ..., N, l = 1,2, ..., L, \tag{102}\]

where, \(l_{n,m}\) denotes the temporal index such that \(t_{l_{n,m}} \leq \zeta_k(r_m', r_n) + \frac{\|r_m' - r_n\|}{c} < t_{l_{n,m+1}}\).

Accordingly, we express the forward operator in matrix form as
\[
\hat{p} = H_k p_0, \tag{103}\]
through which we express the data-driven motion correction as a dual-objective optimization problem
\[
(\hat{p}_0, k) = \arg\min_{p_0 \in \mathbb{R}^M, p_0 \geq 0, k \in (\mathbb{Z})^{M_{\text{sub}}N_{loc}}} \gamma_c \|H_k p_0 - \hat{p}\|^2 + \lambda |p_0|_{TV}. \tag{104}\]
Here, $|p_0|_{TV}$ denotes $p_0$’s total variation (TV) norm, defined in Eq. (91). It is challenging to solve this problem directly. Therefore, we simplify it into a convex optimization problem and a combinatorial optimization problem. The convex optimization problem, expressed as

$$\hat{p}_0 = \arg\min_{p_0 \in \mathbb{R}^M, p_0 \geq 0} \gamma_c \| H_k p_0 - \hat{p} \|^2 + \lambda |p_0|_{TV},$$  \hspace{1cm} (105)

can be solved by the FISTA. The combinatorial optimization problem, expressed as

$$\hat{k} = \arg\min_{k \in \mathbb{Z}^3 \times M_{\text{sub}} \times N_{\text{loc}}} \| H_k p_0 - \hat{p} \|^2,$$  \hspace{1cm} (106)

is still challenging.

Instead of solving the problem in Eq. (106) directly, we solve each vector $k(r'_{c, m_{\text{sub}}}, n_{\text{loc}})$ independently without changing other vectors:

$$\hat{k}(r'_{c, m_{\text{sub}}}, n_{\text{loc}}) = \arg\min_{k(r'_{c, m_{\text{sub}}}, n_{\text{loc}}) \in \mathbb{Z}^3} \| H_k p_0 - \hat{p} \|^2,$$  \hspace{1cm} (107)

To further simplify Eq. (107), for each subdomain $D_i$, we decompose $p_0$ into two images:

$$p_0 = p_{0, D_{m_{\text{sub}}}} + p_{0, D \setminus D_{m_{\text{sub}}}}, m_{\text{sub}} = 1, 2, ..., M_{\text{sub}}.$$  \hspace{1cm} (108)

Here, $p_{0, D_{m_{\text{sub}}}}$ is zero outside the subdomain $D_{m_{\text{sub}}}$ and the same as $p_0$ inside $D_{m_{\text{sub}}}$, whereas $p_{0, D \setminus D_{m_{\text{sub}}}}$ is zero inside the subdomain $D_{m_{\text{sub}}}$ and the same as $p_0$ outside $D_{m_{\text{sub}}}$.

Using this decomposition, we rewrite Eq. (107) as

$$\hat{k}(r'_{c, m_{\text{sub}}}, n_{\text{loc}}) = \arg\min_{k(r'_{c, m_{\text{sub}}}, n_{\text{loc}}) \in \mathbb{Z}^3} \left\{ \| H_k (p_{0, D_{m_{\text{sub}}}} + p_{0, D \setminus D_{m_{\text{sub}}}}) - \hat{p} \|^2 \right\} - 2 \hat{p}^T H_k p_{0, D \setminus D_{m_{\text{sub}}}} + \left( \| H_k (p_{0, D_{m_{\text{sub}}}} + p_{0, D \setminus D_{m_{\text{sub}}}}) - \hat{p} \|^2 \right)^2$$  \hspace{1cm} (109)

Given the initial pressure $p_{0, D \setminus D_{m_{\text{sub}}}}$, we apply forward simulation ($H_k$) and adjoint reconstruction ($H_k^T$) to it to obtain $H_k^T H_k p_{0, D \setminus D_{m_{\text{sub}}}}$, which has small amplitudes inside $D_{m_{\text{sub}}}$ for the detection geometry used in this research. Thus, we have $2 p_{0, D_{m_{\text{sub}}}} H_k^T H_k p_{0, D \setminus D_{m_{\text{sub}}}} \approx 0$. Additionally, although the values of $k(r'_{c, m_{\text{sub}}}, n_{\text{loc}})$ (the
motion inside \( D_{m_{sub}} \) affect \( H_{k}p_{D\setminus D_{m_{sub}}} \) (the signals from the sources outside \( D_{m_{sub}} \)) due to spatial interpolation, these effects are minor compared with the values’ effects on \( H_{k}p_{D_{m_{sub}}} \). Thus, we ignore \( \|H_{k}p_{D\setminus D_{m_{sub}}}\|^{2} \) and \( 2\hat{p}^{T}H_{k}p_{D\setminus D_{m_{sub}}} \) in the optimization for \( k(r_{c_{m_{sub}}, n_{loc}}) \). Through these approximations, we simplify Eq. (109) to

\[
\hat{k}(r_{c_{m_{sub}}, n_{loc}}) \approx \arg\min_{k(r_{c_{m_{sub}}, n_{loc}}) \in \mathbb{Z}^{3}} \|H_{k}p_{D_{m_{sub}}} - \hat{p}\|^{2} = \arg\min_{k(r_{c_{m_{sub}}, n_{loc}}) \in \mathbb{Z}^{3}} \|H_{k}n_{loc}p_{D_{m_{sub}}} - \hat{p}_{n_{loc}}\|^{2},
\]

\[m_{sub} = 1, 2, ..., M_{sub}, n_{loc} = 1, 2, ..., N_{loc}.
\]

(110) Here, \( \hat{p}_{n_{loc}} \) (of shape \( N_{ele}L \times 1 \)) denotes the signals detected by the transducer array when it is at the \( n_{loc} \)-th location whereas signals for other locations are not affected by \( k(r_{c_{m_{sub}}, n_{loc}}) \), and \( H_{k,{n_{loc}}} \) (of shape \( N_{ele}L \times M \)) denotes the corresponding system matrix slices. Additionally, our forward operator allows for forward simulation of any subdomain \( D_{m_{sub}} \) (with \( M_{SD} \) voxels), which is much smaller than the whole image domain \( D \) (with \( M \) voxels). Hence, obtaining \( \hat{k}(r_{c_{m_{sub}}, n_{loc}}) \) using Eq. (110) is much more efficient than obtaining it through Eq. (107). We need to solve the optimization problems in Eqs. (105) and (110) in multiple iterations. Thus, instead of obtaining an accurate choice of \( k(r_{c_{m_{sub}}, n_{loc}}) \) in each iteration, we further decompose the optimization problem in Eq. (110) into problems

\[
\hat{k}_{x}(r_{c_{m_{sub}}, n_{loc}}) = \arg\min_{k_{x}(r_{c_{m_{sub}}, n_{loc}}) \in [-K_{x}, -K_{x}+1, ..., K_{x}]} \|H_{k_{x},n_{loc}}p_{D_{m_{sub}}} - \hat{p}_{n_{loc}}\|^{2},
\]

(111)

\[
\hat{k}_{y}(r_{c_{m_{sub}}, n_{loc}}) = \arg\min_{k_{y}(r_{c_{m_{sub}}, n_{loc}}) \in [-K_{y}, -K_{y}+1, ..., K_{y}]} \|H_{k_{y},n_{loc}}p_{D_{m_{sub}}} - \hat{p}_{n_{loc}}\|^{2},
\]

(112)

and

\[
\hat{k}_{z}(r_{c_{m_{sub}}, n_{loc}}) = \arg\min_{k_{z}(r_{c_{m_{sub}}, n_{loc}}) \in [-K_{z}, -K_{z}+1, ..., K_{z}]} \|H_{k_{z},n_{loc}}p_{D_{m_{sub}}} - \hat{p}_{n_{loc}}\|^{2},
\]

(113)

\[m_{sub} = 1, 2, ..., M_{sub}, n_{loc} = 1, 2, ..., N_{loc}.
\]
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with limited searching ranges determined by parameters $K_x$, $K_y$, and $K_z$, respectively. For each subdomain and each transducer array location, we solve the problems in Eqs. (111)–(113) by performing the forward simulation for the subdomain and the transducer array location for $2K_x + 1$, $2K_y$, and $2K_y$ times, respectively. In summary, the computational complexity of updating all values in $\mathbf{k}$ once is

$$N_{loc}M_{sub}[2(K_x + K_y + K_z) + 1][O(N_{ele}M_{SB}K) + O(N_{ele}(L\log_2 L)K)].$$

(114)

We summarize the workflow of the proposed motion correction method in Figure 24 and the additional symbols in Table 4.

**Figure 24** Workflow of the intra-image nonrigid motion correction based on data-driven manipulation of the system matrix.

### 5.4 Numerical simulations

To simulate translation- and deformation-induced motions, we let the values at

$$(x, y, z + z_{\text{tra,n}_{loc}})$$

and

$$\left(\sqrt{\alpha_{\text{def},n_{loc}}} \left(x - \frac{x_0 + x_1}{2}\right), \sqrt{\alpha_{\text{def},n_{loc}}} \left(y - \frac{y_0 + y_1}{2}\right), \frac{1}{\alpha_{\text{def},n_{loc}}} (z - z_0) + \left(\frac{x_0 + x_1}{2}, \frac{y_0 + y_1}{2}, z_0\right)\right),$$

respectively, in the $n_{loc}$-th numerical phantom be the value at
\((x, y, z) \in [x_0, x_1] \times [y_0, y_1] \times [z_0, z_1]\) in a predefined numerical phantom, with the translation distances defined as

\[
z_{\text{tra},n_{\text{loc}}} = A_{\text{tra}} \sin \frac{2\pi(n_{\text{loc}} - 1)N_{\text{per}}}{N_{\text{loc}}}, \quad n_{\text{loc}} = 1, \ldots, N_{\text{loc}}
\]  

(115)

and deformation ratios defined as

\[
\alpha_{\text{def},n_{\text{loc}}} = 1 + A_{\text{def}} \sin \frac{2\pi(n_{\text{loc}} - 1)N_{\text{per}}}{N_{\text{loc}}}, \quad n_{\text{loc}} = 1, \ldots, N_{\text{loc}}.
\]  

(116)

Here, \(A_{\text{tra}}\) and \(A_{\text{def}}\) are amplitudes of the translation distance and deformation ratio, respectively. In the forward simulations, signals from the \(n_{\text{loc}}\)-th numerical phantom are only detected by the transducer array at the \(n_{\text{loc}}\)-th location. We let \(x_1 - x_0 = 44.8\) mm, \(y_1 - y_0 = 44.8\) mm, \(z_1 - z_0 = 14.4\) mm, \(N_{\text{loc}} = 72\), \(N_{\text{ele}} = 4 \times 72\), and \(N_{\text{per}} = 0.5, 1, 2, 3\) for all motion simulations, and use \(A_{\text{tra}} = 0.2, 0.4, 0.6, 0.8, 1.0, 1.2\) (mm) and \(A_{\text{def}} = 0.02, 0.04, 0.06, 0.08, 0.10, 0.12\), respectively, for translation and deformation simulations.

From a numerical phantom (Figure 25a) obtained in 3D imaging of a human breast, we simulate numerical phantoms with translation- and deformation-induced intra-image motions, whose patterns are defined by Eqs. (115) and (116), respectively. We depict the array rotation with tissue translation and deformation in Figure 25b and c, respectively. A 90° rotation of the four-arc array \((N_{\text{loc}} = 72, N_{\text{ele}} = 4 \times 72)\) allows the transducer elements to detect signals needed to form a 3D image, during which tissue motions occur. The amplitudes of translation and deformation are controlled by \(A_{\text{tra}}\) and \(A_{\text{def}}\), respectively, and the number of periods of the motion during a 90° rotation of the array is denoted as \(N_{\text{per}}\).
**Figure 25** Intra-image nonrigid correction of motions induced by tissue translation and deformation. 

**a** MAP of an image (a human breast image subset with a volume of $44.8 \times 44.8 \times 14.4 \text{ mm}^3$) along the $z$-axis. PA, photoacoustic. Scale bar, 1 cm. **b-c** Depictions of the intra-image motions induced by tissue translation and deformation, respectively. The image translates (deforms) from a rectangular cuboid with blue-dotted edges to one with red-solid edges as the four-arc array rotates, with the passed virtual element locations marked as blue dots, the latest element locations marked as red curves, and the rotation direction indicated by black arrows. **d-e** MAPs of the images reconstructed from the signals with motions induced by tissue translation ($A_{\text{tra}} = 0.6 \text{ mm}$) and deformation ($A_{\text{def}} = 0.06$), respectively, without and with motion correction for $N_{\text{per}} = 0.5, 1, 2, 3$.

**f-g** Closed-up subsets of the MAPs enclosed in blue-dashed boxes (in **d** and **f**) and red-doted boxes (in **e** and **g**), respectively, with the ground truths.

We reconstruct images from the simulated signals without and with motion correction and compare their maximum amplitude projections (MAPs) along the $z$-axis (translation-induced motions with $N_{\text{per}} = 0.5, 1, 2, 3$ and $A_{\text{tra}} = 0.2, 0.4, 0.6, 0.8, 1.0, 1.2 \text{ (mm)}$; deformation-induced motions with $N_{\text{per}} = 0.5, 1, 2, 3$ and $A_{\text{def}} = 0.02, 0.04, 0.06, 0.08, 0.10, 0.12$). The proposed motion correction method improves image quality for every set of signals. We show those MAPs for $N_{\text{per}} = 0.5, 1, 2, 3$ in **Figure 25d** (translation, $A_{\text{tra}} = 0.6 \text{ mm}$) and **Figure 25e** (deformation, $A_{\text{def}} = 0.06$). Moreover, we pick subsets of the MAPs in blue-dashed box and red-dotted box in **Figure 25d** and **e**, respectively, and compare closeups of them in **Figure 25f** and **g** with ground-truth MAPs. Motion correction not only reduces the motion-induced artifacts but also reveals more true blood vessels, which match with those in the ground-truth images. It needs to be noted that although image-domain DNNs for motion correction are powerful in mitigating artifacts, they are less capable of revealing features not observable in the original images. In practice, for a certain region in the tissue, if most of its motions have amplitudes greater than the image resolution, the detected signals from this region will have severe mismatches, which causes feature loss in the reconstructed images. The fact that the proposed hybrid method reveals these features proves its high tolerance to tissue motion and highlights the importance of system matrix manipulation in motion correction.
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**Figure 26** Intra-image nonrigid motion correction for human breast imaging *in vivo*. a1–a3 MAP of a human breast image with a volume of $6 \times 6 \times 3$ cm$^3$ reconstructed without motion correction (a1), and two closed-up subsets marked by blue-dashed (a2) and red-dotted (a3) boxes, respectively. b1–b3 MAP of the image reconstructed with motion correction from the same signals as for a1, and the closed-up subsets. Examples of suppressed artifacts and enhanced features are highlighted in a2-b2 and a3-b3, respectively, by blue-dotted and red-solid arrows. c1–c3 and d1–d3 The second experiment of the same human breast with the images reconstructed without (c1–c3) and with (d1–d3) motion correction, respectively. Examples of enhanced features are indicated by blue-solid and red-solid arrows in a2-b2 and a3-b3, respectively. For the first-column images, scale bar, 1 cm; for the second and third columns, scale bar, 6 mm.

5.5 *In vivo* experiments

Furthermore, we use the proposed method to correct heartbeat-induced motions in human breast imaging ($N_{loc} = 99, N_{ele} = 4 \times 256$). We acquired signals from the left breast of a volunteer with breath holding (10 s) in 4 experiments. Samples of the signals in the first two experiments are shown in Figure 27a and b, respectively, from which we observe the signals’ temporal shifts caused by heartbeat-induced motions. We reconstruct the human breast images in the first two experiments and compare MAPs of them in Figure 26. For the first experiment, the MAPs of images reconstructed without and with motion correction are shown in Figure 26a1 and a2, respectively, with their closed-up subsets (blue-dashed and red-dotted boxes) shown in Figure 26a2-a3 and b2-b3. We observe that motion correction mitigates motion-induced artifacts (e.g., the region indicated by blue-dotted arrows in Figure 26a2-b2) and reveals motion-compromised features (e.g., the blood vessel indicated by red-solid arrows in Figure 26a3-b3). MAPs of the images in the second experiment without and with motion correction are shown in Figure 26c1–c3 and d1–d3, respectively. Still, motion correction recovers motion-compromised vessels, such as those indicated by blue-solid and red-solid arrows in Figure 26c2-d2 and c3-d3, respectively. Importantly, the compromised features in Figure 26a2-a3 are very different from those in Figure 26c2-c3 due to motions’ different effects in the two experiments, although the breast just deforms slightly between the two experiments. After motion correction, the features have high similarity as shown in Figure 26b2-b3 and Figure 26d2-d3, which validates that the features recovered by motion correction are true. Image qualities in the last two experiments are also improved by motion correction, as shown in Figure 27c1–c3 and d1–d3, respectively.
Figure 27 Four sets of signals \((N_{\text{loc}} = 99, N_{\text{ele}} = 4 \times 256)\) from a human breast \textit{in vivo} with heartbeat-induced motions and reconstructed images. \textbf{a-b} Signals in the first two experiments. The reconstructed images are shown in Figure 26. Temporal shifts in \textbf{a} caused by the quasiperiodic motion are indicated by white arrows. \textbf{c1–c3} and \textbf{d1–d3} Signals in the third and fourth experiments, respectively, with the images reconstructed without \((\textbf{c2-d2})\) and with \((\textbf{c3-d3})\) motion correction. Examples of the improvements due to motion correction are indicated by red-solid (feature enhanced) and red-dotted (artifacts suppressed) arrows.

5.6 Discussion

In both numerical simulations and human breast imaging \textit{in vivo}, the motion correction
method successfully mitigates motion-induced artifacts and recovers motion-compromised features. Due to its low requirement in data acquisition and high robustness, the method can be broadly applied to brain, heart, chest, abdominal, and fetus imaging. Currently, the method reduces the effects of motions in a set of signals to form a single image. In a future study, we may perform finer manipulations of the system matrix to recover the complete motion profile from these signals: an important feature for heart imaging. Although we demonstrate the proposed method only using PACT, it is applicable to CT and MRI due to the high similarities in their system matrices as explained in Chapter 4.
Chapter 6

SINGLE-ELEMENT SINGLE-SHOT 3D PACT


6.1 Abstract

Imaging hemodynamics is crucial for the diagnosis, treatment, and prevention of vascular diseases. However, current imaging techniques are limited due to the use of ionizing radiation or contrast agents, short penetration depth, or complex and expensive data acquisition systems. Photoacoustic tomography shows promise as a solution to these issues. However, existing photoacoustic tomography methods collect signals either sequentially or through numerous detector elements, leading to either low imaging speed or high system complexity and cost. To address these issues, here we introduce a method to capture a 3D photoacoustic image of vasculature using a single laser pulse and a single-element detector that functions as 6,400 virtual ones. Our method enables ultrafast volumetric imaging of hemodynamics in the human body at up to 1 kHz and requires only a single calibration for different objects and for long-term operations. We demonstrate 3D imaging of hemodynamics at depth in humans and small animals, capturing the variability in blood flow speeds. This concept can inspire other imaging technologies and find applications such as home-care monitoring, biometrics, point-of-care testing, and wearable monitoring.

6.2 Background

Vascular diseases, including atherosclerosis, thrombosis, and aneurysms, pose serious health risks such as heart attack, stroke, and organ failure [88]. The early detection of these diseases through imaging of hemodynamics is crucial, enabling prompt intervention and treatment [89]. The efficacy of pharmacological therapies and surgical interventions, such as
angioplasty and stenting, can also be evaluated through monitoring changes in blood flow and velocity [90]. Additionally, assessing an individual’s risk of developing vascular diseases is possible by measuring factors such as blood flow velocity, facilitating preventive measures. In biomedical research, imaging of hemodynamics can provide insights into the physiology and pathology of blood vessels, aiding in the development of new treatments for diseases such as hypertension, diabetes, and cancer. Overall, imaging of hemodynamics plays a vital role in disease diagnosis, treatment, and prevention, ultimately improving patient outcomes and advancing medical research [88].

There are several techniques available to image hemodynamics in the human body, each with its own strengths and limitations. Magnetic resonance imaging (MRI), computed tomography (CT) angiography, and positron emission tomography (PET) are all capable of producing high-resolution images of the vascular system and blood flow dynamics, but they require the use of ionizing radiation and the injection of contrast agents, which can have adverse health effects [91]–[93]. Moreover, relying on strong ionizing sources and numerous detector elements, these techniques are bulky and expensive, making them inaccessible to mobile clinics or small healthcare facilities. Optical imaging techniques, such as fluorescence imaging and optical coherence tomography (OCT), offer noninvasive visualization of hemodynamics, but their penetration depths are constrained by the optical diffusion limit (~1 mm) and do not have sufficient specificity to hemoglobin [94], [95]. Doppler ultrasound is another option, providing real-time measurement of blood flow velocity and direction. However, even with recent improvements in minimizing ultrasound probes, state-of-the-art ultrasound imaging techniques still require burdensome and costly data acquisition systems, e.g., Verasonics, due to hundreds to thousands of detector elements [96], [97].

PACT offers a promising solution to the limitations faced by other imaging techniques for hemodynamic imaging [98]–[100]. However, a fast PACT system typically requires numerous detection elements and the corresponding data acquisition systems, making it complex, expensive, and bulky. To overcome the challenges of complexity, cost, and size in PACT systems, researchers have been working on ways to reduce the number of detector elements needed to reconstruct a 3D image. One promising approach utilizes the principles
of compressive sensing and single-pixel imaging [101]–[104], which use acoustic scatterers to achieve photoacoustic (PA) or ultrasound computed tomography with just a single detector element [105]–[108]. However, these techniques are time-consuming, as they require a sequence of measurements with different mask configurations, limiting their speed. To address this issue, researchers have developed novel methods that take advantage of the spatiotemporal encoding of an ergodic relay (ER) or a chaotic cavity [109], [110]. These techniques can produce high-quality single-shot images while using fewer detector elements [111]–[115]. However, they have only been demonstrated for 2D imaging and require recalibration for different objects, which can be time-consuming. Additionally, they may not be suitable for long-term imaging in unstable environments due to their sensitivity to boundary conditions.

Here, we present photoacoustic computed tomography through an ergodic relay (PACTER), a PACT system that simultaneously addresses the challenges faced by other imaging techniques. PACTER provides a highly accessible and efficient solution, paving the way for noninvasive, label-free, and ultrafast 3D imaging of hemodynamics at depth in humans. With PACTER, a single-element detector encodes information equivalent to that of 6,400 virtual ones, enabling the reconstruction of a tomographic image of vasculature in 3D with just a single laser pulse. The system achieves ultrafast volumetric imaging at kilohertz rates, making it possible to capture fast hemodynamics in the human body in real time. We demonstrate PACTER’s capability in monitoring vital signs in small animals and visualizing human hemodynamics in response to cuffing, capturing the variability in blood flow speeds. Because PACTER signals are unaffected by the boundary conditions of the object, the system only needs to be calibrated once and is suitable for long-term imaging in an unstable environment. PACTER's single-element detector design makes it convenient, affordable, and compact, thus translatable to clinical applications such as home-care monitoring [116], [117], biometrics, point-of-care testing [118], and noninvasive hemodynamic monitoring in intensive care units [119]. The single-element detector concept in PACTER can also be generalized to other imaging technologies, such as ultrasonography [120], sonar [121], and radar [122].
The PACTER system requires calibration only once prior to its utilization for a complete series of imaging. In the calibration procedure (Figure 28a), the laser beam was transmitted through the ER and focused on a uniform optical absorber placed on top of the ER. We used bovine blood as our calibration target. Using two motorized stages, we controlled the positions of a pair of mirrors to steer the focused laser beam across the field of view (FOV) in the $x$-$y$ plane and recorded the PACTER signals at each scanning position. After calibration, the uniform optical absorber could be removed, and the system was ready for imaging. In the imaging procedure (Figure 28b), the focusing lens was replaced by a fly’s eye homogenizer, which converted the incident laser beam into a widefield, homogenized illumination pattern that had the same shape and width as that of the calibration FOV. To acquire imaging data, the object was directly placed on top of the ER using ultrasound gel as the coupling medium, and we recorded the PACTER signal generated by the object following each laser pulse.
To enhance the detection sensitivity and improve the stability of the system, we fabricated a single-element ultrasonic transducer on the hypotenuse surface of the prism of the ER (Figure 28c). The transducer was based on a lead magnesium niobate–lead titanate (PMN-PT) single crystal, which achieved exceptional piezoelectric performance, such as high piezoelectric constant ($d_{33}$) and electromechanical coupling coefficient ($k_t$) [123]–[125]. Further, because one of the gold electrodes of the transducer was directly sputtered on the surface of the ER, the PACTER signals inside the ER could reach the transducer with the maximum transmission, and the transducer and the ER became a whole piece that facilitated stable data acquisition.

Conventionally, a single-element ultrasonic transducer can only acquire a 1D signal in the time domain (Figure 28d). However, with the ER, PACTER can use the single-element transducer to encode spatiotemporal information equivalent to those captured by 6,400 detectors, which can then be used to reconstruct a 3D map of the optical absorbers in the imaging volume. With a kilohertz laser repetition rate, PACTER can use the 1D ($t$) signals to generate a thousand 3D ($xyz$) volumes per second, leading to a high-speed 4D ($xyzt$) image of optical absorption in, e.g., human palmar vessels (Figure 28e).

6.3 Theory

6.3.1 Forward operator

We performed calibrations at pixels on a 2D plane and used these pixels as virtual ultrasonic transducers for 3D imaging. If non-zero initial pressure exists only on the calibration plane, the detected signal $s(t)$ at time $t$ can be expressed as

$$s(t) = \sum_{n=1}^{N} p_n k_n(t), t \geq 0,$$  \hspace{1cm} (117)
where $N$ is the number of calibrated virtual transducers, $k_n(t)$ is the normalized impulse response from the calibration at the $n$-th virtual transducer, and $p_n$ is the root-mean-squared PA amplitude proportional to the initial pressure at the $n$-th virtual transducer.

For initial pressure in a 3D volume, we assume $M$ source points located at $\mathbf{r}_m, m = 1, 2, \ldots, M$, in an acoustically homogeneous 3D region attached to the calibration plane. The PA wave generated from the source point at $\mathbf{r}_m$ propagates to the calibrated virtual transducer $\mathbf{r}_n$ with the speed of sound $c$ after time $t_{m,n} = \frac{\|\mathbf{r}_m - \mathbf{r}_n\|}{c}$, which, through the ER, adds $p_{m,n}k_n \left(t - \frac{\|\mathbf{r}_m - \mathbf{r}_n\|}{c}\right)$ to the detected signal, with the PA amplitude $p_{m,n}$ quantified as $p_{m,n} = \frac{w(\theta_{m,n})p_{0,m}}{\|\mathbf{r}_m - \mathbf{r}_n\|}$. Here, $\theta_{m,n}$ denotes the incidence angle satisfying $\cos \theta_{m,n} = \frac{\langle \mathbf{r}_m - \mathbf{r}_n, \mathbf{n} \rangle}{\|\mathbf{r}_m - \mathbf{r}_n\|}$ with $\mathbf{n}$ being the normal vector of the calibration plane; function $w(\theta_{m,n})$ describes a virtual transducer’s angle-dependent sensitivity; and $p_{0,m}$ is proportional to the initial pressure at $\mathbf{r}_m$. We replace $p_n k_n(t)$ in Eq. (117) with $p_{m,n}k_n \left(t - \frac{\|\mathbf{r}_m - \mathbf{r}_n\|}{c}\right)$ from all the $M$ source points and obtain the detected wide-field PA signal [126]

$$s(t) = \sum_{n=1}^{N} \sum_{m=1}^{M} \frac{w(\theta_{m,n})p_{0,m}}{\|\mathbf{r}_m - \mathbf{r}_n\|} k_n \left(t - \frac{\|\mathbf{r}_m - \mathbf{r}_n\|}{c}\right), t \geq 0. \tag{118}$$

Here, we define $k_n(t) = 0, \ n = 1, 2 \ldots, N, \ t < 0$. For sufficiently small virtual ultrasonic transducers, we assume that

$$w(\theta_{m,n}) = \mathbf{1}_{[0, \theta_1]}(\theta_{m,n}) \cos \theta_{m,n}. \tag{119}$$

Here, we use the indicator function

$$\mathbf{1}_A(x) = \begin{cases} 1, x \in A \\ 0, x \notin A \end{cases} \tag{120}$$

to rejection detections with incidence angles greater than the critical angle $\theta_1$. Substituting Eq. (119) into Eq. (118) yields

$$s(t) = \sum_{n=1}^{N} \sum_{m=1}^{M} p_{0,m} \mathbf{1}_{[0, \theta_1]}(\theta_{m,n}) \cos \theta_{m,n} \frac{k_n \left(t - \frac{\|\mathbf{r}_m - \mathbf{r}_n\|}{c}\right)}{\|\mathbf{r}_m - \mathbf{r}_n\|}, t \geq 0. \tag{121}$$

We let $L$ be the number of time points after temporal discretization. Then the computational complexity of a forward model based on Eq. (121) is $O(MNL)$. 
To accelerate the forward model in Eq. (121), we split the delay term \(\frac{\|r'_m - r_n\|}{c}\) from function \(k_n(t)\) through temporal convolution:

\[
k_n\left(t - \frac{\|r'_m - r_n\|}{c}\right) = \delta\left(t - \frac{\|r'_m - r_n\|}{c}\right) * k_n(t),
\]

\[m = 1, 2, \ldots, M, n = 1, 2, \ldots, N, t \geq 0.\] (122)

Substituting Eq. (122) into Eq. (121), we obtain

\[
s(t) = \sum_{n=1}^{N} k_n(t) * \sum_{m=1}^{M} p_{0,m} \frac{1}{\pi |\theta_{m,n}|} \cos \theta_{m,n} \delta\left(t - \frac{\|r'_m - r_n\|}{c}\right), t \geq 0.\] (123)

The inner summation in Eq. (123) has a complexity of \(O(MN)\) and each temporal convolution is implemented through three fast Fourier transforms (FFTs) with a complexity of \(O(L \log_2 L)\). Thus, the forward model based on Eq. (123) has a computational complexity of \(\max\{O(MN), O(NL \log_2 L)\}\), which is \(\max\left\{\frac{1}{L}, \frac{\log_2 L}{M}\right\}\) times of \(O(MNL)\). In this work, \(L = 65,536, M = 80 \times 80 \times 120,\) and \(\max\left\{\frac{1}{L}, \frac{\log_2 L}{M}\right\}^{-1} = 48,000\), which indicates the factor of acceleration.

PACTER needs only a one-time universal calibration despite its more stringent requirement for 3D imaging. In the calibration procedure, the focused laser beam was scanned across the FOV in 80 by 80 steps with a step size of 0.1 mm (Figure 29a). To ensure that the PACTER signal acquired at each calibration pixel was distinct from others, we chose the step size to be about a half of the full width at half maximum (FWHM) of a line profile along the cross-correlation map, i.e., \(-0.21\) mm. Although the calibration signals were obtained by scanning the laser beam across a 2D plane, they could be used as \(80 \times 80 = 6,400\) virtual transducers for 3D reconstruction (Figure 29b) because (1) the PACTER signals were object-independent, and (2) the calibration signals were generated at the bottom of the 3D imaging volume. When source points in the 3D volume \((r'_m, m = 1, 2, \ldots)\) were illuminated by a laser pulse, the PA signals they generated would propagate to the calibrated virtual transducers \((r_n, n = 1, 2, \ldots)\) after time \(t_{m,n} = \|r'_m - r_n\|/c\), where \(c\) is the speed of the sound in the medium. Then, these signals would follow the same acoustic path inside the ER to the ultrasonic transducer as that of the calibration signals. From the transducer’s
perspective, compared with the calibration signal $k_n(t)$ acquired at $\mathbf{r}_n$ (Figure 29c), the signal from the source point $\mathbf{r}_m'$, relayed through $\mathbf{r}_n$ is proportional to $k_n(t)$ delayed by $t_{m,n}$, i.e., $k_n(t - \|\mathbf{r}_m' - \mathbf{r}_n\|/c)$ (Figure 29d). The signal is modulated by both $p_{0,m}$, the initial pressure at $\mathbf{r}_m'$, and a weighting factor dependent on the angle and distance. Accordingly, we developed an algorithm to reconstruct the initial pressure in the 3D volume. Because the reconstruction is prohibitively computationally intensive, we reformulated the forward model through temporal convolution and implemented it using the fast Fourier transformation, increasing the computational efficiency by 48,000 times.
Figure 29 Single-shot 3D reconstruction in PACTER. a Illustration of the calibration procedure of PACTER. Focused laser beams for calibration are shown in green. Calibration pixels are highlighted as orange dots. The calibration step size is 0.1 mm. The calibration pixels (80 × 80) become 6,400 virtual transducers. $\mathbf{r}_1$, $\mathbf{r}_2$, $\mathbf{r}_3$ are the positions of three calibrated virtual transducers. b Illustration of PACTER of human palmar vessels. The homogenized beam for widefield illumination is shown in green. $\mathbf{r}'_1$ and $\mathbf{r}'_2$ are the positions of two source points in the vessels. Blue and green spheres denote the PA waves generated by the source points. The calibrated virtual transducers capture the PA signals from $\mathbf{r}'_1$ and $\mathbf{r}'_2$ with different delays, indicated by the thick blue and green lines. c PACTER signals, $k_1(t)$, $k_2(t)$, $k_3(t)$, of the calibrated virtual transducers corresponding to $\mathbf{r}_1$, $\mathbf{r}_2$, $\mathbf{r}_3$, respectively. d PACTER signal from the widefield imaging consists of PA signals from $\mathbf{r}'_1$ and $\mathbf{r}'_2$, which are essentially $k_1(t)$, $k_2(t)$, $k_3(t)$ delayed according to the distance between the calibrated virtual transducer and the source point.
6.3.2 Image reconstruction

Discretizing Eq. (123), we obtain the forward model

\[ \mathbf{s} = \mathbf{Hp}_0, \]  

(124)

where \( \mathbf{s} \) represents a vector of length \( L \), \( \mathbf{p}_0 \) denotes a vector of length \( M = M_1 M_2 M_3 \) which consists of all voxels in a 3D image of size \( M_1 \times M_2 \times M_3 \), and \( \mathbf{H} \) is the system matrix of size \( L \times M \). This forward model has a computational complexity of \( \max\{O(MN), O(NL \log_2 L)\} \). To obtain an image from the signals \( \mathbf{s} \), we invert the forward model by solving the regularized optimization problem

\[ \hat{\mathbf{p}}_0 = \arg \min_{\mathbf{p}_0 \in \mathbb{R}^M, \mathbf{p}_0 \geq 0} \| \mathbf{Hp}_0 - \mathbf{s} \|^2 + \lambda \| \mathbf{p}_0 \|_{TV}. \]  

(125)

Here, \( \| \mathbf{p}_0 \|_{TV} \) denotes the total variation (TV) of the 3D image corresponding to \( \mathbf{p}_0 \), and \( \lambda \) is the regularization parameter. Numerically, we solve this optimization problem through a fast iterative shrinkage-thresholding algorithm (FISTA) [68].

6.4 Phantom experiments

Using the signals acquired by the single detector, PACTER can image the 3D structure of a curved black wire with a single laser pulse (Figure 30a) and the 4D dynamics of bovine blood flushing through an S-shaped tube when the tube was illuminated by multiple laser pulses (Figure 30b). To evaluate whether the 3D volumes reconstructed by PACTER were correct measurements of the objects, we first compared the perspective views of the 3D volumes reconstructed by PACTER with the ground-truth projection images formed by raster-scanning the laser beam across the objects. Despite a lower spatial resolution compared with the ground truth, the comparison demonstrates that PACTER can correctly reconstruct the 3D objects in the lateral (x-y) directions. Second, we imaged a thin object in water, whose \( z \) positions were precisely controlled and measured by a linear translation stage. We imaged the object at multiple \( z \) positions, reconstructed the 3D volumes (Figure 30c), and compared the \( z \) positions in the reconstructed volumes with the real ones. As shown in Figure 30d, the reconstructed and real \( z \) positions were linearly related \( (R^2 = 1.000) \) with a
slope (0.993) close to 1, demonstrating that PACTER can accurately reconstruct the 3D objects in the axial (z) direction.

To quantify the resolution of PACTER, we imaged two human hairs embedded in an agarose block (Figure 30e). The hairs were intentionally positioned such that they were in close contact with each other, forming a crossing pattern that could be seen in both z- and y-projections (Figure 30f). Defining the spatial resolution as the minimum distance that can distinguish the peaks of the two hairs, we found the lateral and axial resolutions of PACTER to be 0.56 mm and 0.13 mm, respectively (Figure 30g). The anisotropic spatial resolutions along the lateral and axial directions were related to the image formation process in PACTER. The coarser lateral resolution was due to the acoustic impedance mismatch between the object and the ER and both resolutions are limited by the frequency-dependent acoustic attenuation.
Figure 30 Spatiotemporal characterization of PACTER. a 3D PACTER image of a curved black wire. Norm., normalized. b Snapshots of 4D PACTER showing bovine blood flushing through an S-shaped tube. c 3D PACTER images of three bars printed with black ink on a transparent film. In each image, the object was placed at a different z position. d Reconstructed versus real z positions of the objects in c. The measurement results are plotted as means ± standard errors of the means (n = 1,980). The blue curve represents a linear fit. e 3D PACTER image of two crossing human hairs in agarose. f Maximum z- (top) and y-projections (bottom) of the 3D volume in e. The z positions of the object are color-encoded. g Profiles along the yellow dashed lines in f denoted by gray dots. The blue curves represent two-term Gaussian fits. Black arrows denote the minimum distances that can separate the two hairs. h 3D PACTER image of bovine blood flushing through a tube. The white arrow indicates the flushing direction. i PA amplitudes along the tube in h versus time, when the blood flushes through the tube at different speeds. j Speeds of the blood flow quantified from the reconstructed images versus the real speeds in i. The measurement results are plotted as means ± standard errors of the means (n = 74). The blue curve represents a linear fit. Scale bars, 1 mm.
To evaluate whether PACTER could be reliably used to image 4D dynamics, i.e., time-lapse movements of 3D objects, we captured 4D images of bovine blood flushing through a tube at different speeds precisely controlled by a syringe pump (Figure 30h). Based on the reconstructed 4D images, we plotted the PA amplitudes along the tube (1D images) over time (Figure 30i), calculated the speeds of the blood flow, and compared them with the real speeds set by the syringe pump (Figure 30j). A linear relationship ($R^2 = 0.999$) between the reconstructed and real speeds with a slope (0.964) close to 1 can be observed, demonstrating that PACTER is capable of 4D imaging, faithfully reconstructing the dynamics of 3D objects over time. Empowered by the imaging speed of up to a thousand volumes per second, PACTER could resolve the high-speed dynamics of the blood flushing through the tube at 272.5 mm/s in 3D, with a temporal resolution of 1 ms.

### 6.5 In vivo experiments

Enabled by the capability of noninvasive, label-free, and ultrafast 3D imaging, PACTER is expected to be suitable for monitoring hemodynamics in vivo. Here, we evaluated PACTER’s capability in monitoring vital signs in small animals. We imaged the hemodynamics of the abdominal regions of mice (Figure 31a). With a single laser pulse, PACTER could reconstruct the abdominal vasculature in 3D (Figure 31b-c). When multiple laser pulses were used, PACTER revealed the 4D dynamics of the blood vessels. Based on the 4D PACTER datasets, we isolated individual blood vessels from the cross sections of the 3D volumes (Figure 31d-e) and visualized their motions and structural changes (Figure 31f-g).

By recording the time-lapse changes of the center positions and widths of the blood vessels, the respiratory motion could be tracked and identified (Figure 31h-i). Using Fourier analysis, we found that the center position of the blood vessel of Mouse 1 fluctuated periodically, exhibiting a respiratory frequency of 1.8 Hz (Figure 31j), whereas the width of the vessel was relatively stable. In comparison, a respiratory frequency of 1.4 Hz could be observed from both the center position and width of the blood vessel of Mouse 2 (Figure 31k). Further, when we imaged the third mouse, we observed a respiratory frequency of 1.9
Hz from the width, not the center position, of the blood vessel. The distinct 4D hemodynamics of the blood vessels from the three mice demonstrated that PACTER could be a practical tool in monitoring vital signs, such as breathing, in small animals.

**Figure 31** PACTER of mouse hemodynamics *in vivo*. a Schematic of the mouse imaging experiment. b–c 3D PACTER images of the abdominal vasculature of Mouse 1 (b) and Mouse 2 (c). Norm., normalized. d–e Cross-sectional 2D images corresponding to the yellow rectangle in b (d) and the magenta rectangle in e (e) at four different time instances from the 4D PACTER datasets. \( t_0 = 0.28 \) s, \( t_1 = 0.26 \) s. White solid curves represent the Gaussian fits of the vessels’ profile denoted by the yellow (d) and magenta (e) dashed lines. Differences from the first image are highlighted. f–g PA amplitudes along the yellow dashed line (1D images) in d (f) and the magenta dashed line in e (g) versus time, where the time instances in d and e are labeled with vertical gray lines. h–i Center positions (blue solid curves) and widths (orange dash-dotted curves) of the vessels versus time, based
on the fits in \(d\) (h) and \(e\) (i). The shaded areas denote the standard deviations \((n = 5)\). \(j\)-\(k\) Fourier transforms of the center positions and widths of the vessels in \(h\) (j) and \(i\) (k), showing the respiratory frequency from the vessel center positions only (j) or both the vessel center positions and widths (k). Scale bars, 1 mm.

To demonstrate PACTER’s effectiveness in monitoring hemodynamics in humans, we imaged the hand vasculature of two participants. Different regions of the hand, e.g., fingers, proximal phalanx, and thenar regions, were imaged independently as the participants moved their hands to align those regions with the ER. In the following study, we focused on imaging the participants’ thenar vasculature and their responses to cuffing, which was induced by a sphygmomanometer wrapped around the participants’ upper arm (Figure 32a). Using PACTER, we imaged the thenar vasculature in 3D with single laser pulses (Figure 32b-c) and reconstructed the 4D dynamics of the blood vessels in response to cuffing. As shown in the maximum amplitude projections of the 4D datasets (Figure 32d-e), whereas some blood vessels exhibited a relatively stable PA amplitude throughout the experiment, the other vessels showed a decreased PA amplitude after cuffing due to the occlusion of blood flows; when the cuffing was released, the blood flows recovered, and the PA amplitude was rapidly restored (Figure 32f-g). The different hemodynamics of these two types of blood vessels in response to cuffing may indicate their distinct roles in the circulatory system [127]: the blood vessels with stable and changing PA amplitudes could be venous and arterial, respectively, agreeing with the observations reported in other cuffing-based studies [128]–[130]. With the capability to simultaneously image both arterial and venous blood in vivo, PACTER provides additional benefits over conventional pulse oximetry, which can only monitor arterial blood without spatial resolution [131].

Because PA amplitudes have 100% sensitivity to optical absorption [98], the 4D hemodynamics imaged by PACTER revealed the real-time changes in the blood vessels in response to cuffing, and the linear position of the blood front during the recovery phase could be used to measure the blood flow speed [130]. For Participant 1, the occlusion rate of the vessel was found to be \(1.3 \pm 0.1\) m/s, significantly slower than the blood flow speed of \(16.5 \pm 2.8\) m/s extracted from the recovery phase (Figure 32h-i). For Participant 2, the occlusion rate and the blood flow speed of the vessel were found to be \(2.4 \pm 0.3\) m/s and \(32.9 \pm 6.5\)
m/s, respectively (Figure 32j-k), exhibiting a greater blood flow speed compared with Participant 1 (Figure 32l). Immediately after an imaging session, we asked Participant 1 to slightly move their hand and used PACTER to image a different area of the thenar region. Using the same analysis on a different blood vessel, the occlusion rate and the blood flow speed were found to be 0.6 ± 0.1 m/s and 22.4 ± 6.4 m/s, respectively. Taken together, we demonstrated that PACTER could monitor the hemodynamics in human, including the consistent responses of thenar vasculature to cuffing, and capture the variability in blood flow speeds.

Figure 32 PACTER of human hand hemodynamics in vivo. a Schematic of the human hand imaging experiment. b-c 3D PACTER images of the thenar vasculature of Participant 1 (b) and Participant 2 (c). Norm., normalized. d-e Maximum amplitude projections of the 3D volumes from the 4D PACTER datasets along the z axis in b (d) and c (e) at the time instances before, during, and after cuffing. $t_0 = 17.44$ s, $t_1 = 19.02$ s. The solid lines flank the vessels under investigation. Differences from the images during cuffing are highlighted. f-g PA amplitudes along the vessels (1D images) in
d (f) and e (g) versus time, where the time instances in d and e are labeled with vertical gray lines. The blue and orange arrows indicate peak responses in the occlusion and recovery phases, respectively. h Positions (solid circles) of the blood front along the blood vessel during the occlusion (left) and recovery (right) phases in f. The blue curve is an exponential fit with an occlusion rate of $1.3 \pm 0.1$ m/s, and the orange curve is a linear fit showing the blood flow speed of $16.5 \pm 2.8$ m/s. i Comparison between the durations of the occlusion and recovery phases in f. ***$P < 0.001$, calculated by the two-sample $t$-test. j Positions (solid circles) of the blood front along the blood vessel during the occlusion (left) and recovery (right) phases in g. The blue curve is an exponential fit with an occlusion rate of $2.4 \pm 0.3$ m/s, and the orange curve is a linear fit showing the blood flow speed of $32.9 \pm 6.5$ m/s. k Comparison between the durations of the occlusion and recovery phases in g. ***$P < 0.001$, calculated by the two-sample $t$-test. l Comparison between the blood flow speeds during recovery in f and g. *$P < 0.05$. Scale bars, 1 mm.

6.6 Discussion

Although the current implementation of PACTER requires motorized stages for calibration, a pulsed laser for illumination, and a DAQ card for data acquisition, these requirements could be fulfilled using cheaper and more compact alternatives. Owing to the universal calibration capability, the ER in PACTER could be pre-calibrated, eliminating the need for motor-based calibration. The pulsed laser and the DAQ card could be replaced with cost-effective light-emitting diodes (LEDs) [132] and microcontrollers [133], respectively, which could further enhance the portability of the system. Additionally, mass production of the ER and the single-element ultrasonic transducer could substantially lower the cost of the system, making PACTER more accessible to users or researchers in low-resource settings, further lowering the barriers to clinical translation.

Due to the large dimensions of the ER compared with the acoustic wavelength, the PA waves need to propagate a long distance inside the ER; therefore, a slight change in the speed of sound due to temperature fluctuations [132] would cause large differences in the measured PACTER signal. To address this problem, we built a temperature stabilizing box to maintain the temperature of the ER, which stabilizes the temperature of the ER at a set temperature, e.g., 30ºC, at all times, guaranteeing a constant speed of sound throughout the experiments. In addition, the penetration depth of our PACTER system was limited to 3.6 mm in vivo due to the strong attenuation of 532 nm light by endogenous chromophores in biological tissue [134]. Changing the wavelength to 1064 nm could increase the penetration depth to several centimeters [20], [23]. Another limitation of PACTER is the relatively small FOV (8 mm ×
8 mm) constrained by the diameter of the glass rod in the ER. We believe that the design of the ER could be optimized further to achieve a larger FOV, enabling new applications such as vascular biometrics [135]. Finally, the spatial resolution of PACTER is currently limited by the acoustic impedance mismatch between the object and the ER, which could be addressed in the future by adding an impedance-matching layer on top of the ER.

In summary, PACTER, a noninvasive, label-free, and ultrafast imaging technique, enables 4D imaging of hemodynamics in humans using the 1D signal captured by a single detector, achieving an imaging speed of up to a thousand volumes per second. We have demonstrated PACTER’s capability to visualize the 4D hemodynamics in humans and small animals. We have also shown the convenience of using PACTER to image different objects, including human hands and mouse abdomens, without the need for recalibration. PACTER’s high imaging speed allows for immediate intervention in case of abnormal hemodynamic changes. Additionally, PACTER’s low cost and compact form factor are ideal for point-of-care testing, facilitating quick and easy assessment of hemodynamic parameters at the bedside or in remote locations. We envision that PACTER will have profound impacts on a wide range of applications in biomedical research and clinical settings, including home care of diabetic foot ulcers [116] or carotid-artery disease [117], point-of-care screening for hypertension [118], and simultaneous oximetry of both arterial and venous blood in intensive care units [119]. Furthermore, PACTER's single-shot 3D imaging concept using a single-element detector can extend beyond optical imaging, aiding fields such as medical ultrasonography [120], underwater sonar [121], and airborne radar [122].
DISCUSSION

In this dissertation, we propose computational methods in five topics for model imperfection compensation in PACT. These methods enable image reconstruction or significantly improve image quality in numerical simulations, phantom experiments, and most importantly, in vivo experiments. It needs to be noted that although all existing PACT systems are imperfect from all perspectives, we need to first focus on those imperfections posing dominant limitations to the image qualities for a certain application, such as those situations indicated by underlined chapter numbers in Table 1. Although the homogeneous medium assumption is valid for all the discussed applications, further studies may incorporate acoustic inhomogeneity into the proposed methods for higher-accuracy deep tissue imaging.

Single-shot 3D PACT system using a single transducer element is empowered by a fast forward operator for iterative reconstruction and achieves, so far, the highest 3D frame rate in PACT. This is a representative application of compressed sensing with efforts in both system design (device-level signal compression) and algorithm development (iterative reconstruction with sparsity constraint). This low-cost system breaks the limitation of low frame rate in 3D imaging brought by transducer moving speed and/or laser repetition rate and can facilitate PACT’s application in clinical practice.

The radius-dependent and location-dependent spatiotemporal antialiasing methods proposed for the SBH-PACT system and the efficient explicit system matrix expression, fast functional imaging with sparse sampling, and intra-image nonrigid motion correction proposed for the 3D-PACT system are generic. They are not limited to the proposed SBH-PACT or 3D-PACT system but can also be applied to a PACT system of any other detection geometry. Moreover, these methods are directly applicable to CT and radial-sampling MRI due to the high similarities in their system matrices and may be extended to general-sampling MRI through proper mathematical transforms.
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## Appendix A: Mathematical symbols

Table 2 Symbols for the fast forward operator and image reconstruction.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M (m)$</td>
<td>The number of voxels in the image (index)</td>
<td>In functional imaging, $M = 180 \times 240 \times 160$ for numerical simulations and $M = 250 \times 250 \times 200$ for <em>in vivo</em> experiments; in motion correction, $M = 224 \times 224 \times 72$ for numerical simulations and $M = 300 \times 300 \times 150$ for <em>in vivo</em> experiments</td>
</tr>
<tr>
<td>$v_{m,1}, v_{m,2},$ and $v_{m,3} (m)$</td>
<td>Voxel sizes along the $x$-axis, $y$-axis, and $z$-axis, respectively</td>
<td>$(v_{m,1}, v_{m,2}, v_{m,3}) = (0.1,0.1,0.1) \text{ (mm)}$ for functional imaging $(v_{m,1}, v_{m,2}, v_{m,3}) = (0.2,0.2,0.2) \text{ (mm)}$ for motion correction</td>
</tr>
<tr>
<td>$N_{\text{loc}} (n_{\text{loc}})$ and $4N_{\text{loc}} (n'_{\text{loc}})$</td>
<td>Rotating location numbers of the four-arc array (index) and single-arc array (index), respectively</td>
<td>In functional imaging, $4N_{\text{loc}} = 396$ for dense sampling and $4N_{\text{loc}} = 76,40,28,20,16,12$ for sparse sampling; in motion correction, $4N_{\text{loc}} = 288$ for numerical simulations and $4N_{\text{loc}} = 396$ for <em>in vivo</em> experiments</td>
</tr>
<tr>
<td>$N_{\text{ele}} (n_{\text{ele}})$ and $\frac{N_{\text{ele}}}{4} (n'_{\text{ele}})$</td>
<td>The numbers of transducer elements in the four-arc array (index) and single-arc array (index), respectively</td>
<td>For numerical simulations, $\frac{N_{\text{ele}}}{4} = 128$ in functional imaging and $\frac{N_{\text{ele}}}{4} = 72$ in motion correction; for <em>in vivo</em> experiments,</td>
</tr>
<tr>
<td>Parameter</td>
<td>Description</td>
<td>Value</td>
</tr>
<tr>
<td>-----------</td>
<td>-------------</td>
<td>-------</td>
</tr>
<tr>
<td>$\frac{N_{\text{ele}}}{4}$</td>
<td>The number of virtual elements in the 2D array</td>
<td>256</td>
</tr>
<tr>
<td>$a$ and $b$ (m)</td>
<td>The length and width of each transducer element</td>
<td>$a = 0.7$ mm and $b = 0.6$ mm</td>
</tr>
<tr>
<td>$N$ (n)</td>
<td>The number of virtual elements in the 2D array (index)</td>
<td>$N = N_{\text{loc}}N_{\text{ele}}$</td>
</tr>
<tr>
<td>$\tau$ (s)</td>
<td>The temporal sampling step size of each element</td>
<td>$\tau = 25$ ns, which corresponds to a 40-MHz sampling frequency</td>
</tr>
<tr>
<td>$L$</td>
<td>The temporal sampling length of each element</td>
<td>$L = 4096$</td>
</tr>
<tr>
<td>$L'$</td>
<td>The effective length of the point source responses for nonzero values</td>
<td>$L' = 151$</td>
</tr>
<tr>
<td>$A_n$ (m$^2$)</td>
<td>The detection area of the $n$-th virtual element</td>
<td>$A_n = ab = 0.42$ mm$^2$, $n = 1, 2, ..., N$</td>
</tr>
<tr>
<td>$c$ (m/s$^{-1}$)</td>
<td>Speed of sound</td>
<td>$c = 1.5$ mm/µs$^{-1}$ in numerical simulations, tuned for <em>in vivo</em> experiments</td>
</tr>
<tr>
<td>$K$</td>
<td>The number of used singular components (Eqs. (72) and (83))</td>
<td>$K = 3$</td>
</tr>
<tr>
<td>$v_m$ (m$^3$)</td>
<td>The volume of the $m$-th voxel: $v_m = v_{m,1}v_{m,2}v_{m,3}$</td>
<td></td>
</tr>
<tr>
<td>$r$ (m)</td>
<td>A location for ultrasonic signal detection</td>
<td></td>
</tr>
<tr>
<td>$r_n$ (m)</td>
<td>The center of the detection surface of the $n$-th virtual element</td>
<td></td>
</tr>
<tr>
<td>$r'$ (m)</td>
<td>A location in the image domain</td>
<td></td>
</tr>
<tr>
<td>$r'_m$ (m)</td>
<td>The center of the $m$-th voxel in the image</td>
<td></td>
</tr>
<tr>
<td>$t$ (s)</td>
<td>Time</td>
<td></td>
</tr>
<tr>
<td>$t_l$ (s)</td>
<td>The $l$-th sampling time</td>
<td></td>
</tr>
<tr>
<td>Symbol</td>
<td>Description</td>
<td></td>
</tr>
<tr>
<td>------------------------</td>
<td>-----------------------------------------------------------------------------</td>
<td></td>
</tr>
<tr>
<td>$p_0(\mathbf{r}')$ (Pa)</td>
<td>The initial pressure at $\mathbf{r}'$</td>
<td></td>
</tr>
<tr>
<td>$p(\mathbf{r},t)$ (Pa)</td>
<td>The pressure at location $\mathbf{r}$ and time $t$</td>
<td></td>
</tr>
<tr>
<td>$h_{s,n}(\mathbf{r}',t)$</td>
<td>The SIR of the $n$-th virtual element (Eq. (59))</td>
<td></td>
</tr>
<tr>
<td>$\hat{h}_{s,n}(\mathbf{r}',t)$</td>
<td>The temporally shifted version of $h_{s,n}(\mathbf{r}',t)$ (Eq. (64))</td>
<td></td>
</tr>
<tr>
<td>$h_{e,n}(t)$ (s$^{-1}$)</td>
<td>The EIR of the $n$-th virtual element (Eq. (61))</td>
<td></td>
</tr>
<tr>
<td>$h_{e}(t)$ (s$^{-1}$)</td>
<td>The EIR shared by all virtual elements</td>
<td></td>
</tr>
<tr>
<td>$\hat{p}(\mathbf{r}_n,t)$ (Pa)</td>
<td>The pressure detected by the $n$-th virtual element at time $t$ (Eq. (62))</td>
<td></td>
</tr>
<tr>
<td>$h_n(\mathbf{r}',t)$ (m$^{-3}$)</td>
<td>The point source response (from $\mathbf{r}'$) received by the $n$-th virtual element (Eq. (63))</td>
<td></td>
</tr>
<tr>
<td>$\hat{h}_n(\mathbf{r}',t)$ (m$^{-3}$)</td>
<td>The temporally shifted version of $h_n(\mathbf{r}',t)$ (Eq. (65))</td>
<td></td>
</tr>
<tr>
<td>$\mathbf{A}_n$ (m)</td>
<td>An orthonormal matrix formed by three vectors representing the local coordinates of the $n$-th virtual element (Eq. (66))</td>
<td></td>
</tr>
<tr>
<td>$\mathbf{r}'_{icl}$ (m)</td>
<td>A location in the local coordinate system of a virtual element</td>
<td></td>
</tr>
<tr>
<td>$\mathbf{r}'<em>{icl,m</em>{icl}}$ (m)</td>
<td>The $m_{icl}$-th location of interest in a virtual element’s local coordinate system</td>
<td></td>
</tr>
<tr>
<td>$\hat{h}<em>{s,icl}(\mathbf{r}'</em>{icl},t)$</td>
<td>The temporally shifted SIR of a virtual element expressed in its local coordinates (Eq. (68))</td>
<td></td>
</tr>
<tr>
<td>$\hat{h}<em>{icl}(\mathbf{r}'</em>{icl},t)$ (m$^{-3}$)</td>
<td>The temporally shifted point source response of a virtual element expressed in its local coordinates (Eq. (69))</td>
<td></td>
</tr>
<tr>
<td>$\hat{h}<em>{icl,k}(\mathbf{r}'</em>{icl})$ (m$^{-3}$), and $\eta_k(t)$</td>
<td>The $k$-th spatial singular function and the $k$-th temporal singular function, respectively, in the SVD of $\hat{h}<em>{icl}(\mathbf{r}'</em>{icl},t)$ (Eq. (72))</td>
<td></td>
</tr>
<tr>
<td>$\hat{h}<em>{icl,m</em>{icl},l}$ (m$^{-3}$)</td>
<td>The value of $\hat{h}<em>{icl}(\mathbf{r}'</em>{icl,m_{icl}},t_l)$ obtained through Eq. (81)</td>
<td></td>
</tr>
<tr>
<td>$\hat{h}<em>{icl,k,m</em>{icl}}$ (m$^{-3}$)</td>
<td>The value of $\hat{h}<em>{icl,k}(\mathbf{r}'</em>{icl,m_{icl}})$ obtained through Eq. (83)</td>
<td></td>
</tr>
<tr>
<td>$\hat{h}_{icl,k,n,m}$ (m$^{-3}$)</td>
<td>The value of $\hat{h}_{icl,k}( (\mathbf{r}'_m - \mathbf{r}<em>n)\mathbf{A}<em>n )$ obtained through interpolation of $\hat{h}</em>{icl,k,m</em>{icl}}$</td>
<td></td>
</tr>
<tr>
<td>$\eta_{k,l}$</td>
<td>The value of $\eta_k(t_l)$ obtained through Eq. (83)</td>
<td></td>
</tr>
<tr>
<td>$h_{n,m_l}$ (m$^{-3}$)</td>
<td>The value of $h_n(\mathbf{r}_m,t_l)$</td>
<td></td>
</tr>
</tbody>
</table>
The value of $p_0(r'_m)$

The value of $\hat{p}(r_n, t_l)$

An approximation of $\hat{p}_{n,l}$ using the slow operator defined in Eq. (82)

An approximation of $\hat{p}_{n,l}$ using the fast operator defined in Eq. (86)

A vector formed by $p_{0,m}$, $m = 1, 2, ..., M$

A system matrix formed by the coefficients in Eq. (82) or Eq. (S30)

A vector formed by $\hat{p}_{n,l}$, $n = 1, 2, ..., N$, $l = 1, 2, ..., L$

A vector formed by the reconstructed voxel values

The regularization parameter in the regularized optimization (Eq. (90))

The system-specific measurement calibration factor (ignore in practice)

The TV norm of $p_0$ defined in Eq. (91)

The unit of an array represents the unit of its elements.

**Table 3 Additional symbols for fast functional imaging with sparse sampling.**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L_f (l_f)$</td>
<td>The number of sparsely sampled images in functional imaging (index)</td>
<td>$L_f = 36$ for numerical simulations, and $L_f = 60$ for <em>in vivo</em> experiments</td>
</tr>
<tr>
<td>$\alpha_{l_f}$</td>
<td>A functional signal profile</td>
<td>Defined by Eq. (98) for numerical simulations, and obtained from UBP-reconstructed images with $4N_{loc} = 76$ for <em>in vivo</em> experiments</td>
</tr>
<tr>
<td>$A_f$</td>
<td>The functional amplitude in Eq. (98)</td>
<td>$A_f = 0.18, 0.06, 0.02$</td>
</tr>
<tr>
<td>$\hat{p}_{NL \times 1}$ (Pa)</td>
<td>Pressures detected by $N$ densely distributed virtual elements at $L$</td>
<td></td>
</tr>
<tr>
<td>Variable</td>
<td>Description</td>
<td></td>
</tr>
<tr>
<td>------------</td>
<td>-----------------------------------------------------------------------------</td>
<td></td>
</tr>
<tr>
<td>( \hat{p}_{N L \times 1}^{s} ) (Pa)</td>
<td>Pressures detected by ( N' ) sparsely distributed virtual elements at ( L ) time points</td>
<td></td>
</tr>
<tr>
<td>( p_{0, M \times 1} ) (Pa)</td>
<td>Values of the ( M ) voxels</td>
<td></td>
</tr>
<tr>
<td>( H_{N L \times M} )</td>
<td>A dense-sampling system matrix transferring ( p_{0, M \times 1} ) to ( \hat{p}_{N L \times 1} )</td>
<td></td>
</tr>
<tr>
<td>( H_{N' L \times M}^{s} )</td>
<td>A sparse-sampling system matrix transferring ( p_{0, M \times 1} ) to ( \hat{p}_{N' L \times 1}^{s} )</td>
<td></td>
</tr>
<tr>
<td>( \hat{p}_{0, M \times 1} ) (Pa)</td>
<td>Reconstructed values of the ( M ) voxels (Eq. (92))</td>
<td></td>
</tr>
<tr>
<td>( \mu_{0, M' \times 1} )</td>
<td>The column-vector form of a modulation image of size ( M' ) (( \ll M ))</td>
<td></td>
</tr>
<tr>
<td>( U_{M \times M'} )</td>
<td>An upsampling operator transferring ( \mu_{0, M' \times 1} ) to a smooth modulation image of size ( M ) in the column-vector form</td>
<td></td>
</tr>
<tr>
<td>( \hat{\mu}_{0, M' \times 1} )</td>
<td>The modulation image reconstructed for ( \hat{p}_{N' L \times 1}^{s} ) in Eq. (93)</td>
<td></td>
</tr>
<tr>
<td>( \hat{p}_{0}^{\text{m}} ) (Pa)</td>
<td>An image reconstructed by UBP from the signals of modulated prior image ( H_{N L \times M} \left( \hat{p}<em>{0, M \times 1} \odot \left( U</em>{M \times M'} \hat{\mu}_{0, M' \times 1} \right) \right) ): the modulated UBP image</td>
<td></td>
</tr>
<tr>
<td>( \hat{p}_{0}^{\text{r}} ) (Pa)</td>
<td>An image reconstructed by UBP from the residual signals ( \hat{p}<em>{N' L \times 1}^{s} - H</em>{N' L \times M}^{c} \left( \hat{p}<em>{0, M \times 1} \odot \left( U</em>{M \times M'} \hat{\mu}_{0, M' \times 1} \right) \right) ): the residual UBP image</td>
<td></td>
</tr>
<tr>
<td>( \hat{p}^{\text{h}}_{0} ) (Pa)</td>
<td>The hybrid image defined as ( \hat{p}^{\text{h}}<em>{0} = \hat{p}^{\text{m}}</em>{0} + \hat{p}^{\text{r}}_{0} ) (Eq. (94))</td>
<td></td>
</tr>
<tr>
<td>( \hat{p}_{0, l_f} ) (Pa)</td>
<td>The ( l_f )-th sparsely sampled image</td>
<td></td>
</tr>
<tr>
<td>( p_{0, l_f} ) (Pa)</td>
<td>The ( l_f )-th numerical phantom in functional simulation obtained by Eq. (97)</td>
<td></td>
</tr>
<tr>
<td>( p_{0, b} ) (Pa)</td>
<td>A background numerical phantom obtained in imaging with dense sampling</td>
<td></td>
</tr>
<tr>
<td>( p_{0, f} ) (Pa)</td>
<td>A functional numerical phantom obtained from smoothing, downsampling, and zero padding ( p_{0, b} )</td>
<td></td>
</tr>
<tr>
<td>( \alpha_{b, l_f} )</td>
<td>The background modulation factor for the ( l_f )-th numerical phantom</td>
<td></td>
</tr>
</tbody>
</table>
The value of the $m$-th voxel in $\hat{p}_{0,l,t}$

The Pearson correlation coefficient (PCC) between $\hat{p}_{0,l,t,m}$ and $\alpha_{t,l,t}$ (Eq. (95))

The regularized PCC (PCCR) between $\hat{p}_{0,l,t,m}$ and $\alpha_{t,l,t}$ (Eq. (96))

The regularization parameter in PCCR

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$I_{\text{cor}}$ ($i_{\text{cor}}$)</td>
<td>The number of motion corrections (index)</td>
<td>$I_{\text{cor}} = 16$ for numerical simulations and in vivo experiments</td>
</tr>
<tr>
<td>$M_{\text{sub}}$ ($m_{\text{sub}}$)</td>
<td>The number of image subdomains for motion correction (index)</td>
<td>$M_{\text{sub}} = 3 \times 3 \times 2$ for numerical simulations $M_{\text{sub}} = 6 \times 6 \times 4$ for in vivo experiments</td>
</tr>
<tr>
<td>$a_x$, $a_y$, and $a_z$ (m)</td>
<td>Translation step sizes of each subdomain along the $x$-axis, $y$-axis, and $z$-axis, respectively</td>
<td>$(a_x, a_y, a_z) = (0.1, 0.1, 0.1)$ (mm) for numerical simulations and in vivo experiments</td>
</tr>
<tr>
<td>$K_x$, $K_y$, and $K_z$</td>
<td>Searching step ranges along the $x$-axis, $y$-axis, and $z$-axis, respectively, in motion correction</td>
<td>$(K_x, K_y, K_z) = (2, 2, 2)$ for numerical simulations $(K_x, K_y, K_z) = (1, 1, 2)$ for in vivo experiments</td>
</tr>
<tr>
<td>$A_{\text{tra}}$ (m)</td>
<td>The amplitude of the translation distance in translation-induced motions (Eq. (115))</td>
<td>$A_{\text{tra}} = 0.2, 0.4, 0.6, 0.8, 1.0, 1.2$ (mm) for translation-induced motions</td>
</tr>
<tr>
<td>$A_{\text{def}}$</td>
<td>The amplitude of the</td>
<td>$A_{\text{def}} =$</td>
</tr>
<tr>
<td>Symbol</td>
<td>Description</td>
<td>Values</td>
</tr>
<tr>
<td>--------</td>
<td>-------------</td>
<td>--------</td>
</tr>
<tr>
<td>$N_{per}$</td>
<td>The number of motion periods during a 90° rotation of the four-arc array (Eqs. (115) and (116))</td>
<td>$N_{per} = 0.5, 1, 2, 3$ for translation- and deformation-induced motions</td>
</tr>
<tr>
<td>$D_{m_{sub}}$</td>
<td>The $m_{sub}$-th subdomain</td>
<td></td>
</tr>
<tr>
<td>$r_{c,m_{sub}}^r$ (m)</td>
<td>The center of $D_{m_{sub}}$</td>
<td></td>
</tr>
<tr>
<td>$r_{n_{loc},n_{ele}}$ (m)</td>
<td>The center of the detection surface of the $n_{ele}$-th transducer element when the four-arc array is at the $n_{loc}$-th location</td>
<td></td>
</tr>
<tr>
<td>$\zeta(r', r_{n_{loc}, n_{ele}})$ (s)</td>
<td>The motion-induced temporal shift of the signals from the source point at $r'$ that are detected by the $n_{ele}$-th element when the transducer array is at the $n_{loc}$-th location</td>
<td></td>
</tr>
<tr>
<td>$\hat{p}<em>z(r</em>{n_{loc}, n_{ele}}, t)$ (Pa)</td>
<td>Detected signals with motion-induced temporal shifts $\zeta(r', r_{n_{loc}, n_{ele}})$ (Eq. (99))</td>
<td></td>
</tr>
<tr>
<td>$k_x(r_{c,m_{sub}}, n_{loc})$, $k_y(r_{c,m_{sub}}, n_{loc})$, and $k_z(r_{c,m_{sub}}, n_{loc})$</td>
<td>Translation step numbers of the $m_{sub}$-th subdomain along the x-axis, y-axis, and z-axis, respectively, when the transducer array is at the $n_{loc}$-th location</td>
<td></td>
</tr>
<tr>
<td>$\mathbf{k}(r_{c,m_{sub}}, n_{loc})$</td>
<td>The translation vector defined as ( (k_x(r_{c,m_{sub}}, n_{loc}), k_y(r_{c,m_{sub}}, n_{loc}), k_z(r_{c,m_{sub}}, n_{loc})) )</td>
<td></td>
</tr>
<tr>
<td>$\mathbf{k}$</td>
<td>The translation set defined as ( {\mathbf{k}(r_{c,m_{sub}}, n_{loc}) \in \mathbb{Z}^3</td>
<td>m_{sub} = 1, 2, \ldots, M_{sub}, n_{loc} = 1, 2, \ldots, N_{loc}} )</td>
</tr>
<tr>
<td>$\zeta_{\mathbf{k}}(r_{c,m_{sub}}, r_{n_{loc}, n_{ele}})$ (s)</td>
<td>Temporal shifts caused by the translations in $\mathbf{k}$ (Eq. (101))</td>
<td></td>
</tr>
<tr>
<td>$\zeta_{\mathbf{k}}(r_{m}, r_{n})$ (s)</td>
<td>Temporal shifts obtained from $\tau_{\mathbf{k}}(r_{c,m_{sub}}, r_{n_{loc}, n_{ele}})$ through</td>
<td></td>
</tr>
<tr>
<td>Symbol</td>
<td>Description</td>
<td></td>
</tr>
<tr>
<td>--------</td>
<td>-------------</td>
<td></td>
</tr>
<tr>
<td>( \hat{p}_{k,n,l} ) (Pa)</td>
<td>Detected signals with motion described by ( \mathbf{k} ) (Eq. (102))</td>
<td></td>
</tr>
<tr>
<td>( \mathbf{H}_k )</td>
<td>The motion-incorporated system matrix implemented in Eq. (102)</td>
<td></td>
</tr>
<tr>
<td>( \hat{k}<em>x (\mathbf{r}</em>{c,m_{sub}}, n_{loc}) ), ( \hat{k}<em>y (\mathbf{r}</em>{c,m_{sub}}, n_{loc}) ), and ( \hat{k}<em>z (\mathbf{r}</em>{c,m_{sub}}, n_{loc}) )</td>
<td>Translation step numbers obtained using Eqs. (111), (112), and (113), respectively</td>
<td></td>
</tr>
<tr>
<td>( \mathbf{k} )</td>
<td>Reconstructed translation vectors for all subdomains and array locations</td>
<td></td>
</tr>
<tr>
<td>( z_{tra,n_{loc}} )</td>
<td>The translation distance defined in Eq. (115)</td>
<td></td>
</tr>
<tr>
<td>( \alpha_{def,n_{loc}} )</td>
<td>The deformation ratio defined in Eq. (116)</td>
<td></td>
</tr>
</tbody>
</table>