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ABSTRACT

The power grid, the internet, a city of autonomous cars, neural networks in humans and intelligent systems, and the microbiome are just a few examples of large-scale distributed bio- and cyber-physical systems (CPS). Our reliance on these systems has been dramatically accelerating, yet we lack the principled theory to control their behavior that we have for more traditional applications such as in aerospace, chemical process, and robotic systems. Often, CPS are used in safety-critical applications and it is imperative that our control algorithms are able to robustly handle diverse constraints despite diverse uncertainties, and that they enjoy theoretical guarantees for feasibility and stability. Model Predictive Control (MPC) is the foundational method to address these challenges, and it has proven very successful in a wide variety of applications. However, most of these applications require a centralized MPC controller with poor scalability. For bio and CPS networks, its online real-time requirements quickly make communications and computing intractable. The work in this thesis responds to this need and provides a novel optimal and robust control framework based on MPC that is able to achieve stringent requirements with highly-scalable communications and computing. We show how these results extend naturally to the data-driven case where no models are available and control is based on past observations only. We also provide novel hardware implementations that exploit GPU technology to further accelerate computations. In order to achieve this, we leverage a feature of large-scaled distributed systems that is often neglected: their sparsity. A major challenge of most distributed control algorithms to date is the fact that the global information exchanges that one achieves in the centralized case are hindered by the fact that these systems often exhibit great sparsity. Contrary to prior works, we take advantage of such sparsity, and illustrate that by integrating ideas from control theory, optimization and learning into this framing, we can develop a completely new set of algorithms, theoretical results and architectures to optimally control distributed cyber-physical systems for safety-critical applications. To do so, we introduce locality constraints in the formulation, which restrict each subsystem in the network to only communicate and influence a small neighborhood of subsystems as opposed to the entire network. By doing so, we achieve the following contributions:

1. Distributed and localized synthesis and implementation of closed-loop model predictive controllers (MPC). We present for the first time a MPC algorithm
for large-scale linear systems where both its synthesis as well as implementation can be performed in a distributed and localized way without strong assumptions. We call our algorithm Distributed and Localized Model Predictive Control (DLMPC). In this scheme, only local state and model information needs to be exchanged between subsystems for the computation and implementation of control actions. Moreover, the resulting distributed algorithms are robust to various types of additive disturbances and computations scale independent of the side of the network for the first time, making this approach scalable for arbitrary sizes of the systems.

2. *Minimally conservative guarantees for asymptotic stability and recursive feasibility.* In the existing literature, the introduction of these guarantees either led to excessive conservatism in the solution provided by the algorithms or resulted in additional computational burden while still introducing some conservatism. In this thesis we provide theoretical results and algorithms to compute theoretical guarantees for stability and feasibility of MPC. These computations can be performed offline prior to the DLMPC algorithm — so they do not add to the computational burden — and they introduce the minimal possible conservatism. By virtue of the locality constraints, these computations can be performed in a distributed and localized way for the first time, which makes computation very scalable.

3. *Globally optimal guarantees as compared with global MPC.* We provide a rigorous analysis of the optimal performance of DLMP as compared with a MPC scheme where global communication is allowed. We demonstrate that in cases where the underlying topology of the system is sparse (as is the case in most large-scale networks), the inclusion of local communication constraints does not result in a suboptimal solution. These results highlight the advantage of introducing locality constraints: while they do not impact globally optimal performance in a wide range of scenarios, they provide a more scalable and efficient solution than their global counterpart.

4. *Data-driven extension.* We extend the results in this thesis to the purely data-driven case, so no model of the system is needed. We show that all previous guarantees hold and the need for a model is fully replaced by past-trajectory data. Moreover, by virtue of locality constraints the sample complexity of the resulting algorithm is kept small and independent of the size of the whole network. This contribution makes our work applicable to real-world systems
since, given their large dimension and extreme complexity, it is often impossible to have a model of this system. The data-driven version of DLMPC makes optimal control with guarantees accessible to these systems. Preliminary comparisons are very favorable with methods based on ML and AI that lack any of the guarantees of DLMPC.

5. Efficient hardware implementation. We derive and demonstrate an efficient GPU implementation of DLMPC by exploiting the fact that the structure of the DLMPC problem fits well within the limitations of GPU computations. This work illustrates how locality constraints are not only beneficial in distributed settings, but also in centralized settings requiring parallelizable and efficient computations. This work presents an additional utility to locality constraints that can be exploited to create layered and efficient control architectures.

In summary, the work in this thesis provides for the first time a tractable and unifying framework for distributed control algorithms subject to constraints. DLMPC is the first online distributed control algorithm that allows for the robust, scalable, efficient and data-driven computations while enjoying theoretical guarantees and parallel hardware implementations. The framework presented in this thesis highlights the importance of considering locality constraints and opens a new frontier to develop effective layered control systems enabled by locality constraints. First, our theoretical contributions in 1, 2 and 3 solve several existing theoretical challenges in the field of distributed control. Second, our work in 4 makes these results applicable to real-world distributed systems where a model of the system is lacking. Lastly, 5 offers the possibility of leveraging our approach even in a centralized setting to massively speed up computations. Together, these different frontiers can be layered together to create effective and scalable control architectures for real-world complex and large-scale systems. This thesis shows how all of this can be achieved by leveraging the intrinsic and ubiquitous sparsity of large-scale distributed systems in technology and biology.
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Chapter 1

INTRODUCTION

Model Predictive Control (MPC) has proven to be a successful control strategy across a wide variety of applications [1]. One of the reasons why MPC has become such a popular approach is its ability to seemingly handle hard constraints on the state and the input, which allows for setting where saturation and safety constraints need to be taken into consideration in the presence of disturbances. Moreover, MPC approaches are equipped with theoretical guarantees, such as recursive feasibility and asymptotic stability; and sufficient conditions based on terminal sets and cost functions have been established [2]. However, the need to control increasingly large-scale, distributed, and networked systems has limited its applicability to smaller-scale centralized systems.

Large-scale distributed systems, such as power grids and intelligent transport systems, are often impossible to control with a centralized controller. Even when such a centralized controller can be implemented, the high computational demand of MPC renders it impractical. Thus, efforts have been made to develop distributed MPC (DMPC) algorithms, wherein sub-controllers solve a local optimization problem, and potentially coordinate with other sub-controllers in the network. However, porting the ideas of centralized MPC to distributed systems is a challenging task, both theoretically and computationally. Furthermore, contemporary large-scale distributed systems such as the Internet of Things enjoy ubiquitous sensing and communication, but are locally resource constrained in terms of power consumption, memory, and computation power. If such systems are to move from passive dataCollecting networks to active distributed control systems, algorithmic approaches that exploit the aforementioned advantages subject to the underlying resource constraints of the network must be developed.

Hence, the challenge of developing distributed MPC algorithms goes beyond the need for extending the centralized approaches to a distributed setting. We seek to devise a framework that exploits the aforementioned intrinsic network and communication structure and that allows for scalable algorithms independent of the size of the global system. The aim is to do so in a non-conservative and computationally efficient manner, so that DMPC can be used in real-world applications. In
order to do so, additional considerations are needed to provide efficient and non-conservative theoretical guarantees together with a rigorous characterization of the impact of local communication constraints on performance. Moreover, we believe that having a data-driven approach to DMPC is paramount, since it eliminates the need for expensive system identification algorithms. Our hypothesis is that for such systems, collecting local trajectory data from a small subset of neighboring systems is a far more feasible approach than deriving the intricate and detailed system models needed by model-based control algorithms. Thus far, the field is lacking a framework for DMPC that takes into account the structure of the underlying system and provider efficient, scalable, data-driven and non-conservative solutions with theoretical guarantees.

1.1 Prior work
Most of the research on DMPC has concentrated on the collaborative scenario, where sub-controllers communicate information regarding state and control actions to synchronize their actions to achieve a common goal, usually by means of distributed optimization [3]–[10]. Since most of these approaches rely on nominal open-loop approaches, they often do not enjoy robustness guarantees [11]. To maintain robustness in the presence of additive disturbances, closed-loop policies are desirable. However, although many closed-loop formulations exist, they rely on strong assumptions and/or are unsuitable for distributed computation [12]–[17]. Prior to this thesis, a closed-loop DMPC algorithm that (i) computes structured feedback policies via convex optimization and (ii) can be solved at scale via distributed optimization does not currently exist in the literature.

In terms of guarantees, the majority of prior DMPC approaches rely on the use of distributed terminal costs and terminal sets to provide theoretical guarantees, similar to centralized MPC settings. However, in order to make them amenable to distributed settings, they often rely on additional structure or relaxation techniques that leads to conservative solutions [18]–[22]. A different line of work proposes to synthesize and update structured terminal sets online, which increases the computational and communication burden at each iteration while still relying on approximations that introduce conservatism [6], [23]–[27]. Prior DMPC approaches lack minimally conservative guarantees that can be computed offline in a scalable and efficient manner. Furthermore, few analyses exist as to the performance guarantees of DMPC when subject to structural constraints of the underlying system. Although local communication has been found to facilitate faster computational speed [28]
and convergence [29] in offline distributed controllers, this typically comes at the cost of suboptimal global performance [30]–[33] and convergence [34]. In the realm of predictive control, communication constraints are important considerations [35], the improved computational speeds typically come at the cost of suboptimal global performance and lack of stability and convergence guarantees [36]. Prior works lack a principled study of this phenomenon that could inform the design of DMPC with structural constraints that preserve optimal performance.

In terms of data-enabled formulations, the majority of data-driven control approaches prior to this thesis that do not require a system identification step have focused on providing solutions to the linear quadratic regulator (LQR) problem [37]–[42]. Among those, the ones relying on behavioral systems theory [41] have given rise to several different data-enabled Model Predictive Control (MPC) approaches in the centralized setting [43]–[46]. Since these approaches require gathering past trajectories of the global system, their scalability and applicability in the distributed setting is hindered. Moreover, among the few recent works where data-driven approaches were applied to the distributed setting, providing theoretical guarantees for these approaches has proven difficult [47]. Prior work does not provide a solution on how to develop a scalable distributed MPC approach where the system model is unknown and only local measurements are available for each subsystem. It is important that such an approach enjoys the same theoretical guarantees of recursive feasibility and asymptotic stability as standard MPC approaches.

Lastly, applicability of MPC is often limited to slow processes given the big computational burden of solving an online optimization. This issue is further highlighted in the case of DMPC, where several optimization problems are solved per time step in iterative approaches. Standard methods to speed up computations, both algorithmic and hardware-wise, are currently not applied to DMPC approaches. On the algorithmic side, the success of explicit MPC [48]–[50], which moves most of the burden offline and replaces an online optimization by a look-up table, fail to scale to large-dimensional systems. On the hardware side, most of the efforts are centered around achieving efficient computations by appropriately exploiting algorithmic features, and rely on hardware to simply parallelize mathematical operations. Hence, prior work on the hardware implementation of the algorithms is completely decoupled from the original system formulation, and therefore any hardware-intrinsic overhead can only be handled by using efficient programming practices. Despite the great promise of DMPC frameworks to deal with algorithmic-
enhancements and hardware-intrinsic overheads in a principled manner through the problem formulation, its full potential has not been realized in the literature prior to this thesis.

1.2 Contributions and Roadmap
The goal of this thesis is to fill this gap in the literature, and provide a closed-loop DMPC framework that enjoys computationally efficient data-driven and scalable algorithms and implementations, non-conservative solutions and theoretical guarantees. In what follows, we describe the results and their organization in this thesis. For the sake of reproducibility, we also point to readily-available code to replicate all the simulations presented on this thesis.

Chapter 2: We present the Distributed Localized MPC (DLMPC) algorithm for linear time-invariant systems. We leverage the SLS framework [51] to define a novel parameterization of distributed closed-loop MPC policies such that the resulting synthesis problem is both convex and structured, allowing for the natural use of distributed optimization techniques. We show that by exploiting the sparsity of the underlying distributed system, we are able to distribute the computation via ADMM [52], thus allowing the online computation of closed-loop MPC policies to be carried out in a scalable localized manner. Our results apply to the nominal case as well as the robust case, and provide a unifying algorithm that applies to all cases and does not rely on simplifying approximations. Through numerical experiments, we confirm that the complexity of the subproblems solved at each subsystem scales as $O(1)$ relative to the state dimension of the full system for both the nominal and the robust case. Code to replicate the experiments can be found at https://github.com/unstable-zeros/dl-mpc-sls/tree/master/2022_TNCS_DLMPC-Part-I.

Chapter 3: We provide recursive feasibility and asymptotic stability guarantees for the DLMPC method. Our first key contribution is to provide the first exact, fully distributed computation of the maximal positive invariant set, or terminal set. We show that it can be expressed in terms of the closed-loop system responses, and when they are localized, the set is naturally structured without requiring additional assumptions. We leverage this to provide a distributed and localized offline algorithm for computation of the set. Our second key contribution is to provide the necessary additions to the original DLMPC algorithm to incorporate the coupled terminal constraint and terminal cost associated with the maximal positive invariant set—this provides the algorithm with feasibility and stability guarantees, respectively. We
provide additions to the algorithm to accommodate coupled terminal constraint and cost based on a nested ADMM-based consensus algorithm. Overall, throughout all proposed algorithms, only local information exchanges within local neighborhoods are necessary, and computational complexity is independent of the global system size; each sub-controller first solves for its local portion of the terminal set, offline, then solves a local online MPC problem. We validate these results and further confirm the minimal conservatism introduced by this method through simulations. Code to replicate the experiments can be found at https://github.com/unstable-zeros/dl-mpc-sls/tree/master/2022_TNCS_DLMPC-Part-II.

Chapter 4: We analyze the impact of introducing locality constraints on the overall optimal performance of DMPC. First, we provide a rigorous characterization of how local communication constraints restrict (or preserve) the set of trajectories available under predictive control, and use this to provide guarantees on optimal global performance for localized MPC. Secondly, we provide an exact method for selecting an appropriate locality parameter $d$ for localized MPC. To the best of our knowledge, these are the first results of this kind on local communication constraints. We provide simulation experiments validating our results. Code to replicate the experiments can be found at https://github.com/flyingpeach/LocalizedMPCPerformance.

Chapter 5: We present a data-driven version of the model-based DLMPC algorithm for linear time-invariant systems in a noise-free setting. We extend the results on data-driven SLS [46], which show that optimization problems over system-responses can be posed using only libraries of past system trajectories without explicitly identifying a system model, to the localized and distributed setting where subsystems can only collect and communicate information within a local neighborhood. In this way, the model-based DLMPC problem can equivalently be posed using only local libraries of past system trajectories, without explicitly identifying a system model. We then exploit this structure, together with the the separability properties of the objective function and constraints, and provide a distributed synthesis algorithm based on ADMM where only local information sharing is required. Hence, in the resulting implementation, each sub-controller solves a low-dimensional optimization problem defined over a local neighborhood, requiring only local data sharing and no system model. Since this problem is analogous to the model-based DLMPC problem, our approach directly inherits its guarantees for convergence, recursive feasibility and asymptotic stability. Through numerical experiments, we validate these results and further confirm that the complexity of the subproblems solved
at each subsystem does not scale relative to the full size of the system. Code to replicate the experiments can be found at https://github.com/unstable-zeros/dl-mpc-sls/tree/master/2022_OJCS_DataDriven-DLMPC.

Chapter 6: We propose a GPU implementation for DLMPC that exploits the structure of the problem to overcome the computational limitations of the hardware architecture. Our first contribution is to propose an explicit solution for DLMPC. We leverage the separability of the DLMPC problem to provide explicit analytical solutions to the optimization problem solved by each subcontroller. We show that explicit solution requires just 3 partitions of the solution space per system state/input instantiation, thus making the point-location problem trivial when solving for each of the instantiations sequentially. Our second contribution is a principled parallel implementation of explicit DLMPC and overhead analysis through an appropriate distributed MPC framework that allows for local communication constraints. We exploit the potential for parallelization of this scheme in a GPU, where the GPU is not used to parallelize arithmetic computations but rather each computing thread is tasked with computing the operations corresponding to a subsystem in the network. Moreover, we demonstrate how simply applying standard parallelization techniques to the algorithm incurs unnecessary overhead, and we show that communication exchange constraints embedded in the framework allow us to explicitly deal with these hardware-intrinsic communication overheads in a principled manner. We note that the limitations in communication among the GPU computing threads resemble the communication scheme in control systems for large-networks, and we take advantage of the local communication constraints that are already included in the DLMPC algorithm. We demonstrate through simulations the effectiveness of our method. Code to replicate the experiments can be found at https://github.com/camoalon/DLMPC-GPU.

1.3 Notation
Lower-case and upper-case letters such as $x$ and $A$ denote vectors and matrices, respectively, although lower-case letters might also be used for scalars or functions (the distinction will be apparent from the context). Bracketed indices denote time-step of the real system, i.e., the system input is $u(t)$ at time $t$, not to be confused with $x_t$, which denotes the predicted state $x$ at time $t$. Superscripted variables with or without curly brackets, e.g., $x^k$ or $x^{[k]}$, correspond to the value of $x$ at the $k^{th}$ iteration of a given algorithm. $\| \cdot \|_F$ denotes the Frobenius norm, and the $\dagger$ superscript denotes the pseudo-inverse of a matrix. An arrow above a matrix
quantity denotes vectorization, i.e., $\bar{A}$ is the vectorization of $A$. Calligraphic letters such as $\mathcal{S}$ denote sets (with the exception of $\mathcal{A}$ and $\mathcal{B}$), and script letters such as $\mathcal{C}$ denote a subset of $\mathbb{Z}^+$, e.g., $\mathcal{C} = \{1, ..., n\}$. Square bracket notation, i.e., $[x]_i$ denotes the components of $x$ corresponding to subsystem $i$, and, by extension $[x]_{j \in \mathcal{S}}$ denotes the components of $x$ corresponding to every subsystem $j \in \mathcal{S}$. Unless otherwise stated, boldface lower and upper case letters such as $x$ and $K$ denote finite horizon signals and block lower triangular (causal) operators, respectively:

$$
x = \begin{bmatrix}
x_0 \\
x_1 \\
\vdots \\
x_T
\end{bmatrix}, \quad K = \begin{bmatrix}
K_0[0] \\
K_1[1] & K_1[0] \\
\vdots & \ddots & \ddots \\
K_T[T] & \cdots & K_T[1] & K_T[0]
\end{bmatrix},
$$

where each $x_i$ is an $n$-dimensional vector, and each $K_i[j]$ represents the value of matrix $K$ at the $j^{th}$ time-step computed at time $i$. Unless required, dimensions are not stated, and compatible dimension can be assumed. $K(\mathfrak{r}, \mathcal{C})$ denotes the submatrix of $K$ composed of $\mathfrak{r}$ rows and $\mathcal{C}$ columns, respectively. We denote the block columns of $K$ by $K\{1\}, ..., K\{T\}$, i.e. $K\{1\} := [K_0[0]^T \ldots K_T[T]^T]^T$, and we use : to indicate the range of columns, i.e. $K\{2 : T\}$ contains the block columns from the second to the last.

In some instances of Chapter 4, we alter the matrix notation for ease of readability. For instance, we denote each matrix forming $K$ as $K_{i,j}$ instead of $K_i[j]$. For matrix $A$, $(A)_{i,:}$ denotes the $i^{th}$ row of $A$, $(A)_{,:j}$ denotes the $j^{th}$ column, and $(A)_{i,j}$ denotes the element in the $i^{th}$ row and $j^{th}$ column. $(A)_{i,:}$ denotes the rows of $A$ starting from the $i^{th}$ row. For matrix $A$, $(A)_{\mathfrak{r},\mathcal{C}}$ denotes the submatrix of $A$ composed of the rows and columns specified by $\mathfrak{r}$ and $\mathcal{C}$, respectively; for vector $x$, $(x)_{\mathfrak{r}}$ denotes the vector composed of the elements specified by $\mathfrak{r}$.

For ease of variable manipulation, we also introduce augmented variables. For any matrix $Z$, the corresponding augmented matrix $Z^{blk}$ is defined as a block-diagonal matrix containing $N_x$ copies of $Z$, i.e., $Z^{blk} := \text{blkdiag}(Z, \ldots Z)$. For any matrix $Y = Z\Lambda$, the corresponding vectorization can be written as $\bar{Y} = Z^{blk} \bar{\Lambda}$.

For state $x_0$, the corresponding augmented state $X$ is defined as

$$
X(x_0) := \begin{bmatrix}
(x_0)_{1}I \\
(x_0)_{2}I \\
\vdots \\
(x_0)_{N_x}I
\end{bmatrix}.
$$

For notational simplicity, we write $X$ instead of $X(x_0)$; dependence on $x_0$ is implicit. For any matrix $\Lambda$, $\Lambda x_0 = X \bar{\Lambda}$. 
SYNTHESIS AND IMPLEMENTATION

Abstract

In this chapter we present the Distributed and Localized Model Predictive Control (DLMPC) algorithm for large-scale linear systems. DLMPC is a distributed closed-loop model predictive control (MPC) scheme wherein only local state and model information needs to be exchanged between subsystems for the computation and implementation of control actions. We use the System Level Synthesis (SLS) framework to reformulate the centralized MPC problem, and show that this allows us to naturally impose localized communication constraints between sub-controllers. The structure of the resulting problem can be exploited to develop an Alternating Direction Method of Multipliers (ADMM) based algorithm that allows for distributed and localized computation of closed-loop control policies. We demonstrate that computational complexity of the subproblems solved by each subsystem in DLMPC is independent of the size of the global system. DLMPC is the first MPC algorithm that allows for the scalable computation and implementation of distributed closed-loop control policies, and deals with additive disturbances.

The content in this chapter has been published in [53].
2.1 Introduction

Model Predictive Control (MPC) has seen widespread success across many applications. However, the need to control increasingly large-scale, distributed, and networked systems has limited its applicability. Large-scale distributed systems are often impossible to control with a centralized controller, and even when such a centralized controller can be implemented, the high computational demand of MPC renders it impractical. Thus, efforts have been made to develop distributed MPC (DMPC) algorithms, wherein sub-controllers solve a local optimization problem, and potentially coordinate with other sub-controllers in the network.

Prior work

The majority of DMPC research has focused on the cooperative setting, where sub-controllers exchange state and control action information in order to coordinate their behavior so as to optimize a global objective, typically through distributed optimization [3]–[10]. Most of these approaches rely on nominal open-loop approaches, and while nominal MPC enjoys some intrinsic robustness [54], the resulting closed-loop can be destabilized by an arbitrary small disturbance [11]. Thus, to maintain robustness in the presence of additive disturbances, closed-loop policies are desirable.

Two main closed-loop MPC approaches are used. The first approach, which we use here, is to compute dynamic structured closed-loop policies using suitable parameterizations. This strategy was introduced by Goulart et al. [15]. More recent methods exploit Quadratic Invariance [16] and the Youla parameterization [17]. These methods allow distributed closed-loop control policies to be synthesized via convex optimization; however, the resulting optimization problem lacks structure and is not amenable to distributed optimization techniques. Thus, these methods do not scale to large systems. Similarly, recent works exploit the System Level Synthesis (SLS) parametrization to design robust MPC controllers [55]; however, it is unclear how these can be applied in the distributed setting. The alternative approach is to directly extend centralized methods (i.e., constraint tightening, tube MPC) instead of relying on a convex parametrization of distributed feedback policies. Contrary to the first approach, these methods are computationally efficient, but they require pre-computed stabilizing controllers, and often rely on strong assumptions, such as the existence of a static structured stabilizing controller (as in [12]) which can be NP-hard to compute [13], or decoupled subsystems (as in [14]).

Overall, though many closed-loop formulations exist, they rely on strong assumptions and/or are unsuitable for distributed computation. We seek a closed-loop
DMPC algorithm that (i) computes structured feedback policies via convex optimization and (ii) can be solved at scale via distributed optimization. To the best of our knowledge, no such algorithm exists.

**Contributions**

In this chapter we address this gap and present the Distributed Localized MPC (DLMPC) algorithm for linear time-invariant systems, which allows for the distributed computation of structured feedback policies with recursive feasibility and asymptotic stability guarantees. We leverage the SLS framework [51] to define a novel parameterization of distributed closed-loop MPC policies such that the resulting synthesis problem is *both convex and structured*, allowing for the natural use of distributed optimization techniques. Thanks to the nature of the SLS parameterization, this approach deals with disturbances in a straightforward manner with no additional assumptions. We show that by exploiting the sparsity of the underlying distributed system and resulting closed-loop system, as well as the separability properties [51] of commonly used objective functions and constraints, we are able to distribute the computation via ADMM [52], thus allowing the online computation of closed-loop MPC policies to be carried out in a scalable localized manner. Our results apply to the nominal case (as presented in [56]) as well as the robust case, and provide a unifying algorithm that applies to all cases and does not rely on simplifying approximations. In the resulting implementation, each sub-controller solves a low-dimensional optimization problem requiring only local communication of state and model information. Through numerical experiments, we validate these results and confirm that the complexity of the subproblems solved at each subsystem scales as $O(1)$ relative to the state dimension of the full system for both the nominal and the robust case.

### 2.2 Problem Formulation

Consider a discrete-time linear time-invariant (LTI) system with dynamics:

$$x(t + 1) = Ax(t) + Bu(t) + w(t), \quad \tag{2.1}$$

where $x(t) \in \mathbb{R}^n$ is the state, $u(t) \in \mathbb{R}^p$ is the control input, and $w(t) \in W \subset \mathbb{R}^n$ is an exogenous disturbance. The system is composed of $N$ interconnected subsystems (each having one or more states), so the state, control, and disturbance inputs can be suitably partitioned as $[x]_i$, $[u]_i$, and $[w]_i$ for each subsystem $i$, consequently inducing a compatible block structure $[A]_{ij}$, $[B]_{ij}$ in the system matrices $(A, B)$. We model the interconnection topology of the system as a time-invariant unweighted
directed graph $\mathcal{G}_{(A,B)}(\mathcal{E},\mathcal{V})$, where each subsystem $i$ is identified with a vertex $v_i \in \mathcal{V}$ and an edge $e_{ij} \in \mathcal{E}$ exists whenever $[A]_{ij} \neq 0$ or $[B]_{ij} \neq 0$.

**Example 1.** Consider the linear time-invariant system structured as a chain topology as shown in Fig. 2.1. Each subsystem $i$ is subject to the dynamics

$$[x(t+1)]_i = \sum_{j \in \{i,i\pm 1\}} [A]_{ij} [x(t)]_j + [B]_{ii} [u(t)]_i + [w(t)]_i.$$ 

We choose $B$ to be diagonal, so coupling between subsystems is defined by the $A$ matrix–thus, the adjacency matrix of the corresponding graph $\mathcal{G}$ coincides with the support of $A$.

![Figure 2.1: Schematic representation of a system with a chain topology.](image)

We study the case where the control input is a model predictive controller optimizing a nominal objective and is subject to constraints on the state and the input. As is standard, at each time step $\tau$ the controller solves an optimal control problem over a finite prediction horizon of length $T$ using the current state as the initial condition:

$$\min_{x_t, u_t, y_T} \sum_{t=0}^{T-1} f_t(x_t, u_t) + f_T(x_T)$$

subject to

$$x_0 = x(\tau), \ x_{t+1} = Ax_t + Bu_t + w_t,$$

$$x_T \in X_T, \ x_t \in X_t, \ u_t \in U_t \ \forall \ t \in T, \ w_t \in W_t,$$

$$t = 0, ..., T - 1,$$

where $f_t(\cdot, \cdot)$ and $f_T(\cdot)$ are closed, proper, and convex. In the nominal (i.e., noiseless) case, $X_t$ and $U_t$ are closed convex sets containing the origin. When noise is present, we consider polytopic sets: $X_t := \{x : H_{x,t}x \leq h_{x,t}\}$ and $U_t := \{u : H_{u,t}u \leq h_{u,t}\}$.
where $H_{x,t}$, $H_{u,t}$ and $h_{x,t}$, $h_{u,t}$ are matrices and vectors of compatible size, and $W_t$ is a norm-bounded or polytopic set.

In order to have a closed-loop approach to MPC, where it is possible to deal with robustness as well as have guarantees for feasibility and stability, we modify the formulation (2.2) to optimize over closed-loop policies as opposed to simply control inputs. At each time-step $\tau$ the formulation is:

$$\min_{x_t,u_t, \gamma_t} \sum_{t=0}^{T-1} f_t(x_t, u_t) + f_T(x_T)$$

s.t.

$$x_0 = x(\tau), \ x_{t+1} = Ax_t + Bu_t + w_t,$$

$$x_T \in X_T, \ x_t \in X_t, \ u_t \in U_t \ \forall w_t \in W_t,$$

$$u_t = \gamma_t(x_{0:t}, u_{0:t-1}), \ t = 0, ..., T - 1,$$

where $\gamma_t(\cdot)$ is a measurable function of its arguments. Notice that the introduction of $\gamma_t(\cdot)$ makes the formulation be closed-loop at the expense of increasing the complexity of the formulation. In order to handle this complexity, two main approaches are used: (i) extending method from the centralized approach to the distributed setting (tube MPC, etc.) [12], [14]; or (ii) relying on a parametrization of a dynamic structured closed-loop policy [15]–[17]. The first approach is often hindered by strong assumptions. The method presented in this chapter belongs to the second group, but contrary to prior work, we are able to provide a distributed solution for the synthesis problem.

Our goal is to define an algorithm that allows us to solve the MPC problem (2.3) in a tractable and distributed manner while respecting local communication constraints. To achieve this goal, we impose that information exchange—as defined by the graph $G(A,B)(\mathcal{E}, \mathcal{V})$—is localized to a subset of neighboring sub-controllers. In particular, we use the notion of a $d$-local information exchange constraint [51], which restricts sub-controllers to exchange their state and control actions with neighbors at most $d$-hops away, as measured by the communication topology $G(A,B)$. This notion is captured by the $d$-outgoing and $d$-incoming sets of subsystem.

**Definition 1.** For a graph $G(\mathcal{V}, \mathcal{E})$, the $d$-outgoing set of subsystem $i$ is $\text{out}_{i}(d) := \{ v_j \mid \text{dist}(v_i \rightarrow v_j) \leq d \in \mathbb{N} \}$. The $d$-incoming set of subsystem $i$ is $\text{in}_{i}(d) := \{ v_j \mid \text{dist}(v_j \rightarrow v_i) \leq d \in \mathbb{N} \}$. Note that $v_i \in \text{out}_{i}(d) \cap \text{in}_{i}(d)$ for all $d \geq 0$, and $\text{dist}(v_i \rightarrow v_j)$ denotes the distance between $v_i$ and $v_j$, i.e., the number of edges in the shortest path connecting subsystems $i$ and $j$. 
Although somewhat cumbersome to define, these notions are intuitive, and naturally identified with the graph topology $G_{(A,B)}$ associated with the system dynamics (2.1), as we illustrate in the following example.

**Example 2.** Consider a system (2.1) composed of $N = 6$ scalar subsystems, with $B = I_6$ and $A$ matrix with support represented in Fig. 2.2(a). This induces the interconnection topology graph $G_{(A,B)}$ illustrated in Fig. 2.2(b). The $d$-incoming and $d$-outgoing sets can be directly read off from the interaction topology. For example, for $d = 1$, the $1$-hop incoming neighbors for subsystem $5$ are subsystems $3$ and $4$, hence $\text{in}_5(1) = \{3, 4, 5\}$; similarly, $\text{out}_5(1) = \{4, 5, 6\}$.

\[
\begin{bmatrix}
  * & 0 & 0 & 0 & 0 & 0 \\
  * & * & 0 & 0 & 0 & 0 \\
  * & 0 & * & 0 & 0 & 0 \\
  0 & * & 0 & * & * & 0 \\
  0 & 0 & * & * & * & 0 \\
  0 & 0 & 0 & 0 & * & *
\end{bmatrix}
\]

Figure 2.2: Topology of the system. (a) Support of matrix $A$. (b) Example of 1-incoming and 1-outgoing sets for subsystem 5.

Hence, we can enforce a $d$-local information exchange constraint on the MPC problem (2.3)–where the size of the local neighborhood $d$ is a design parameter–by imposing that each sub-controllers policy respects

\[
[u_i]_i = \gamma^i_t([(x_{0:t}], [u_{0:t-1}])_{j \in \text{in}_i(d)}, [A]_{j,k \in \text{in}_i(d)}, [B]_{j,k \in \text{in}_i(d)})
\]

for all $t = 0, \ldots, T$ and $i = 1, \ldots, N$, where $\gamma^i_t$ is a measurable function of its arguments. This means that the closed-loop control policy at sub-controller $i$ can be computed using only states, control actions, and system models collected from $d$-hop incoming neighbors of subsystem $i$ in the communication topology $G_{(A,B)}$. Given such an interconnection topology, suitable structural compatibility assumptions between the cost function and state, input, and information exchange constraints are necessary for both the synthesis and implementation of a localized control action at each subsystem.

**Assumption 1.** In formulation (2.3), objective function $f_i$ is such that $f_i(x,u) = \sum_{i=1}^{N} f_i^j([x]_j, [u]_j)$ with $j \in \text{in}_i(d)$ for local functions $f^i_j$, and state constraint sets $X_i$.
are such that \( x \in X_t \) if and only if \([x]_{j \in \mathcal{m}(d)} \in X^i_t \) \( \forall i \in \{0, ..., T\} \) for local sets \( X^i_t \), and idem for \((U_t, \mathcal{U}^i_t)\).

Assumption 1 imposes that whenever two subsystems are coupled through either the constraints or the objective function, they must be within the \( d \)-local regions—\( d \)-incoming and \( d \)-outgoing sets—of one another. This is a natural assumption for large structured networks where couplings between subsystems tend to occur at a local scale. We will show that under these conditions, DLMPC allows for localized synthesis and implementation of a control action at each subsystem by imposing appropriate \( d \)-local structural constraints on the closed-loop system responses of the system. For the remainder of this chapter we focus on developing a distributed and localized algorithmic solution and defer the design of a terminal cost and set that provides theoretical guarantees to the next chapter.

### 2.3 Localized MPC via System Level Synthesis

We introduce the SLS framework [51] and justify its utility in MPC problems. We show how SLS naturally allows for locality constraints [51] to be imposed on the system responses and corresponding controller implementation, and discuss how state and input constraints can be imposed in the presence of disturbances by extending the results from [57], leading to the formulation of the Distributed and Localized MPC problem in the SLS framework.

#### Time domain System Level Synthesis

The following is adapted from §2 of [51]. Consider the dynamics of system (2.1) and let \( u_t \) be a causal linear time-varying state-feedback controller, i.e., \( u_t = K_t(x_0, x_1, ..., x_t) \) where \( K_t \) is some linear map to be designed.\(^1\) Let \( Z \) be the block-downshift matrix,\(^2\) and define \( \hat{A} := \text{blkdiag}(A, ..., A) \) and \( \hat{B} := \text{blkdiag}(B, ..., B, 0) \). Using the signal (bold) notation, we can compactly write the closed-loop behavior of system (2.1) under the feedback law \( u = Kx \), over the horizon \( t = 0, ..., T \), which can be entirely characterized by the system responses \( \Phi_x \) and \( \Phi_u \):

\[
x = (I - Z(\hat{A} + \hat{B}K))^{-1}w =: \Phi_x w \\
u = K(I - Z(\hat{A} + \hat{B}K))^{-1}w =: \Phi_u w.
\]

\(^1\)Our assumption of a linear policy is without loss of generality, as an affine control policy \( u_t = K_t(x_0, \ldots, x_t) + v_t \) can always be written as a linear policy acting on the homogenized state \( \tilde{x} = [x; 1] \).

\(^2\)A matrix with identity matrices along its first block sub-diagonal and zeros elsewhere.
Here \( x, u \) and \( w \) are the finite horizon signals corresponding to state, control input, and disturbance, respectively. By convention, we define the disturbance to contain the initial condition, i.e., \( w = [x_0^T w_0^T \ldots w_{T-1}^T]^T \).

The approach taken by SLS is to directly parameterize and optimize over the set of achievable system responses \( \{ \Phi_x, \Phi_u \} \) from the exogenous disturbance \( w \) to the state \( x \) and the control input \( u \), respectively.

**Theorem 1.** (Theorem 2.1 of [51]) For the system (2.1) evolving under the state-feedback policy \( u = Kx \), where \( K \) is block-lower-triangular, the following are true:

1. The affine subspace

   \[
   Z_{AB}\Phi := [I - Z\hat{A} - Z\hat{B}] \begin{bmatrix} \Phi_x \\ \Phi_u \end{bmatrix} = I
   \]  

   with lower-triangular \( \{ \Phi_x, \Phi_u \} \) parameterizes all possible system responses (2.5).

2. For any block lower-triangular matrices \( \{ \Phi_x, \Phi_u \} \) satisfying (2.6), the controller \( K = \Phi_u \Phi_x^{-1} \) achieves the desired response (2.5) from \( w \mapsto (x, u) \).

The SLS framework relies on part 1 of Theorem 1 to reformulate optimal control problems as a search over system responses \( \Phi \) lying in subspace (2.6), rather than an optimization problem over states and inputs \( \{ x, u \} \). Using parametrization (2.5), we reformulate the MPC subroutine (2.3) in terms of the system responses as

\[
\min_{\Phi} f(\{1\}x_0) \quad \text{s.t.} \quad Z_{AB}\Phi = I, \quad x_0 = x(\tau), \quad \Phi w \in \mathcal{P} \quad \forall w \in \mathcal{W},
\]

where the polytope \( \mathcal{W} := \bigotimes_{t=0}^T \mathcal{W}_t \) and the polytope \( \mathcal{P} \) is defined so that \( \Phi w \in \mathcal{P} \) if and only if \( x_t \in \mathcal{X}_t \) and \( u_t \in \mathcal{U}_t \), for all \( t = 0, \ldots, T - 1 \). Notice that \( \mathcal{W} \) is defined so that it does not restrict \( x_0 \). The objective function \( f \) is defined consistent with the objective function of problem (2.3). Note that Assumption 1 directly applies to the objective function and constraint set of the SLS reformulation (2.7). We emphasize that \( \Phi \{1\}x_0 \) appears in the objective function as it corresponds to the nominal (noise-free) state and input responses.

The equivalence between the MPC SLS problem (2.7) and the original MPC problem (2.3) stems from the well known fact—restated in terms of the SLS parameterization—that linear time-varying controllers are as expressive as nonlinear controllers over
a finite horizon, given a fixed initial condition and noise realization. In fact, for a fixed initial condition and noise realization \( w \), any control sequence \( u(w) := [u^T_0, \ldots, u^T_{T-1}]^T \) can be achieved by a suitable choice of feedback matrix \( K(w) \) such that \( u(w) = K(w)x \) (that such a matrix always exists follows from a dimension counting argument). As this control action can be achieved by a linear-time-varying controller \( K(w) \), Theorem 1 states that there exists a corresponding achievable system response pair \( \{\Phi_x, \Phi_u\} \) such that \( u(w) = \Phi_u w \). Thus the SLS reformulation introduces no conservatism relative to open-loop MPC. We discuss the closed-loop setting at the end of this section, and show that the disturbance based parametrization [15] is a special case of ours.

**Why use SLS for Distributed MPC**

In the centralized setting, where both the system matrices \((A, B)\) and the system responses \(\{\Phi_x, \Phi_u\}\) are dense without information constraints, the SLS parameterized problem (2.7) is slightly more computationally costly than the original MPC problem (2.2), as there are now \(n(n + p)T\) decision variables, as opposed to \((n + p)T\) decision variables. However, under suitable localized structural assumptions on \(f_i\) and constraint sets \(X_t\) and \(U_t\), lifting to this higher dimensional parameterization makes the problem decomposable; it allows us to take advantage of the structure of the underlying system. This allows for not only the convex synthesis of a distributed closed-loop control policy (as is similarly done in [15], [17]), but also for the solution of this convex synthesis problem to be computed using distributed optimization. Notice that the comparison being made here is between an open-loop approach (2.2) and a closed-loop one, since problem (2.7) is a reformulation of problem (2.3). Given that problem (2.3) as stated is intractable, the reformulation into the SLS parametrization as in problem (2.7) already provides an advantage.

This latter feature is one of the main contributions of this chapter. In particular, we show that the resulting number of optimization variables in the local subproblems solved at each subsystem scales as \(O(d^2T)\), where \(d\) is the size of the neighborhood for each subsystem as per Definition 1 (usually \(d \ll n\)) and \(T\) is the time horizon; complexity is independent of the global system size \(n\). To the best of our knowledge, this is the first distributed closed-loop MPC algorithm with such properties.

**Locality in System Level Synthesis**

Here we illustrate how to enforce the information sharing constraint (2.4) in the SLS framework, and how localized system responses result in a localized controller
A key advantage of using the SLS framework is that the system responses not only parametrize the closed-loop map but also provide a controller realization. In particular, the controller achieving the system responses (2.5) can be implemented as

$$u = \Phi_u \hat{w}, \quad \dot{x} = (I - \Phi_x) \hat{w}, \quad \dot{\hat{w}} = x - \hat{x},$$

(2.8)

where $\hat{x}$ is the nominal state trajectory, and $\hat{w} = Zw$ is a delayed reconstruction of the disturbance. The advantage of this controller implementation, as opposed to $u = \Phi_u \Phi_x^{-1} x$, is that any structure imposed on the system response $\{\Phi_u, \Phi_x\}$ translates directly to structure on the controller implementation (2.8). This is particularly relevant for imposing locality constraints, and we will show how locality in system responses translates into locality of the controller implementation.

We begin by defining the notion of $d$-localized system responses, which follows naturally from the notion of $d$-local information exchange constraints (2.4). They consist of system responses with suitable sparsity patterns such that the information exchange needed between subsystems to implement the controller realization (2.8) is limited to $d$-hop incoming and outgoing neighbors.

**Definition 2.** Let $[\Phi_x]_{ij}$ be the submatrix of system response $\Phi_x$ describing the map from disturbance $[w]_j$ to the state $[x]_i$ of subsystem $i$. The map $\Phi_x$ is $d$-localized if and only if for every subsystem $j$, $[\Phi_x]_{ij} = 0 \forall i \notin \text{out}_j(d)$. The definition for $d$-localized $\Phi_u$ is analogous but with disturbance to control action $[u]_i$.

When the system responses are $d$-localized, so is the controller implementation (2.8). In particular, by enforcing $d$-localized structure on $\Phi_x$, only a local subset $[\hat{w}]_{j \in \text{in}_i(d)}$ of $\hat{w}$ are necessary for subsystem $i$ to compute its local disturbance estimate $[\hat{w}]_i$, which ultimately means that only local communication is required to reconstruct the relevant disturbances for each subsystem. Similarly, if $d$-localized structure is imposed on $\Phi_u$, then only a local subset $[\hat{w}]_{j \in \text{in}_i(d)}$ of the estimated disturbances $\hat{w}$ is needed for each subsystem to compute its control action $[u]_i$.

Hence, each subsystem only needs to collect information from its $d$-incoming set to implement the control law (2.8), and it only needs to share information with its $d$-outgoing set to allow for other subsystems to implement their respective control laws. Furthermore, such locality constraints are enforced via an affine subspace constraint in the SLS formulation (2.7).
**Definition 3.** A subspace $\mathcal{L}_d$ enforces a $d$-locality constraint if $(\Phi_x, \Phi_u) \in \mathcal{L}_d$ implies that $\Phi_x$ is $d$-localized and $\Phi_u$ is $(d+1)$-localized. A system $(A, B)$ is then $d$-localizable if the intersection of $\mathcal{L}_d$ with the affine space of achievable system responses (2.6) is non-empty.

**Remark 1.** Although $d$-locality constraints are always convex subspace constraints, not all systems are $d$-localizable. The locality diameter $d$ can be viewed as a design parameter, and for the remainder of the chapter, we assume that there exists a $d \ll n$ such that the system $(A, B)$ to be controlled is $d$-localizable. Notice that the parameter $d$ is tuned independently of the horizon $T$, and captures how “far” in the interconnection topology a disturbance striking a subsystem is allowed to spread—as described in detail in [51], localized control is a spatio-temporal generalization of deadbeat control.

**Example 3.** Consider the chain in Example 1, and suppose that we enforce a $1$-locality constraint on the system responses: then $\Phi_x$ is $1$-localized and $\Phi_u$ is $2$-localized. Due to the chain topology, this is equivalent to enforcing a tridiagonal structure on $\Phi_x$ and a pentadiagonal structure on $\Phi_u$. The resulting $1$-outgoing and $2$-incoming sets at node $i$ are then given by $\text{out}_i(1) = \{i-1, i, i+1\}$ and $\text{in}_i(2) = \{i-2, i-1, i, i+1, i+2\}$, as illustrated in Fig. 2.3.

![Graphical representation of the scenario in Example 3.](image)

Figure 2.3: Graphical representation of the scenario in Example 3.

While it was not possible to incorporate locality (2.4) into the classical MPC formulation (2.3) in a convex and computationally tractable manner, it is straightforward

---

3 Notice that we are imposing $\Phi_u$ to be $(d+1)$-localized because in order to localize the effects of a disturbance within the region of size $d$, the “boundary” controllers at distance $d + 1$ must take action (for more details the reader is referred to [51]).
to do so via the affine constraint \((\Phi_x, \Phi_u) \in \mathcal{L}_d\) as per Definition 2, with the only requirement that some mild compatibility assumptions as per Assumption 1 between the cost functions, state and input constraints, and \(d\)-local information exchange constraints are satisfied. In the remainder of this section we exploit this fact when tackling robust state and input constraints, which in turn results in a problem structure that is can be solved using distributed optimization. The resulting control policies are computed using only local information.

**State and input constraints in System Level Synthesis**

Here we extend the method to deal with robust state and input constraints. We emphasize that the resulting SLS reformulation retains the locality structure of the original problem, which is key to enabling a distributed solution to the problem.

As previously stated, in the noisy case we restrict ourselves to polytopic constraints, such that

\[
\mathcal{P} = \{ [[x^T u^T]^T : H[x^T u^T]^T \leq h]\},
\]

where \(H := \text{blkdiag}(H_{x,1}, ..., H_{x,T}, H_{u,1}, ..., H_{u,T-1})\) and \(h := (h_{x,1}, ..., h_{x,T}, h_{u,1}, ..., h_{u,T-1})\). We assume \(H\) and \(h\) are known. We consider two scenarios for the structure of the noise, which to distinguish from the initial condition \(x_0\) we denote by \(\delta\), i.e.,

\[
w = [x_0^T \delta^T]^T.
\]

**Locally norm-bounded disturbance**

**Definition 4.** \(\mathcal{W}_\sigma\) is a separable local norm-bounded set if for every signal \(\delta \in \mathcal{W}_\sigma\),

\[
\|\delta\|_p \leq \sigma \forall i \text{ and } p \in \mathbb{Z}_{\geq 1}.
\]

**Remark 2.** Note that \(\delta \in \mathcal{W}_\sigma\) if and only if \(\|\delta\|\infty \leq \sigma\).

**Lemma 1.** Let the noise signal belong to a separable local norm-bounded set \(\mathcal{W}_\sigma\). Then, problem (2.7) with additional localization constraints has the following convex reformulation

\[
\min_{\Phi} f(\Phi\{1\}x_0) \quad \text{subject to} \quad Z_{AB}\Phi = I, \; x_0 = x(\tau), \; \Phi \in \mathcal{L}_d, \; [H\Phi\{1\}]_i[x_0]_i \\
+ \sum_j \sigma \|e_j^+ [H\Phi\{2 : T\}]_i\|_* e_j \leq [h]_i
\]

where \(e_j\) are vectors of the standard basis, and \(\|\cdot\|_*\) the dual norm of \(\|\cdot\|_p\).
Proof. The proof follows from a simple duality argument on the robust polytopic constraint $\Phi w \in \mathcal{P} \ \forall w \in \mathcal{W}$. In particular, $\Phi$ has to satisfy

$$H \Phi \{1\} x_0 + \max_{\|\delta\|_p \in \mathcal{W}} H \Phi \{2 : T\} \delta \leq h,$$

where the maximization over $\delta$ and the inequality are element-wise. Since $\Phi$ is localized and the disturbance set is separable and local, this can be equivalently written as:

$$[H \Phi \{1\}]_i [x_0]_i + \max_{\|\delta\|_p} [H \Phi \{2 : T\}]_i [\delta]_i \leq [h]_i \ \forall i.$$

And by definition of the dual norm, the equation above can be re-written as

$$[H \Phi \{1\}]_i [x_0]_i + \sum_j \sigma \left\| e_j^T [H \Phi \{2 : T\}]_i e_j \right\| e_j \leq [h]_i \ \forall i.$$

□

Remark 3. Notice that the argument of Lemma 1 can be extended to any setting for which a closed-form expression for $\sum_i \left( \sup_{[w]_i \in \mathcal{W}_i} e_j^T [H \Phi \{1\}]_i [w]_i \right) e_j \leq [h]_i$ can be computed. Moreover, since $H$ is localized block-diagonal, and $\Phi$ is localized, this constraint can be enforced using only local information.

Polytopic disturbance

Lemma 2. Let the noise signal belong to a polytope, i.e., $\delta \in \{ \delta : G \delta \leq g \}$, where

$$G := \text{blkdiag}(G_1, ..., G_T) \text{ and } g := (g_1, ..., g_T),$$

and each of the $\{G_i\}_{i=1}^T$ are block-diagonal with structure compatible with subsystem-wise decomposition of $w$. Then, problem (2.7) with $\Phi \in \mathcal{L}_d$ is reformulated as

$$\min_{\Phi, \Xi \geq 0} f(\Phi \{1\} x_0) \quad (2.10)$$

s.t. $Z_{AB} \Phi = I$, $x_0 = x(\tau)$, $\Phi \in \mathcal{L}_d$, $\Xi \in \mathcal{L}_{d_H}$,

$$H \Phi \{1\} x_0 + \Xi g \leq h, \quad H \Phi \{2 : T\} = \Xi G,$$

with the constraint $\Xi \geq 0$ satisfied component-wise, and $\mathcal{L}_{d_H}$ denotes the subspace of matrices with the same sparsity as $H \Phi \{2 : T\}$. 
Proof. The reformulation of the robust polytopic constraint follows from duality. In particular, $\Phi$ has to satisfy

$$H\Phi\{1\}x_0 + \max_{G\delta \leq g} H\Phi\{2 : T\}\delta \leq h.$$  

We study this constraint row-wise and focus on the second term on the left-hand side, which can be seen as a linear program (LP) in $\delta$ for each row of $H$. Since strong duality holds, we have that each of the LPs can equivalently be replaced by its corresponding dual problem. In particular, we can solve for the $k^{th}$ row of the second term on the left-hand side as

$$\min_{\Xi(k,:)\geq 0} \Xi(k,:)g$$

subject to

$$H(k,:)\Phi\{2 : T\} = \Xi(k,:)G,$$

where the matrix operator $\Xi$ results from stacking the dual variables from the row-wise dual LPs. Hence, the robust polytopic constraint can be replaced by

$$H\Phi\{1\}x_0 + \Xi g \leq h, \quad H\Phi\{2 : T\} = \Xi G,$$

where $\Xi \geq 0$ (satisfied component-wise) becomes a decision variable of the MPC problem. Furthermore, the constraint $H\Phi\{2 : T\} = \Xi G$ allows for a sparse structure on $\Xi$. In particular, $\Xi G$ has to have the same sparsity as $H\Phi\{2 : T\}$. When $G$ is block-diagonal, it immediately follows that if $\sum_k H(i,k)\Phi\{2 : T\}(k,j) = 0$, then $\Xi(i,j) = 0$. Hence, $\Xi$ lies in $L_{dH}$, and together with the dual reformulation of the robust polytopic constraint $G\delta \leq g$, gives rise to problem (2.10). □

Remark 4. By Assumption 1, the subspace $L_{dH}$ contains matrices with sparsity such that subsystems at most $2d$-hops away are coupled.

These results allow us to solve the DLMPC problem (2.7) using standard convex optimization methods, and further preserves the locality structure of the original problem under the given assumptions. Imposing $d$-local structure on the system responses, coupled with an assumption of compatible $d$-local structure on the objective functions and constraints of the MPC problem (2.3), leads to a structured SLS MPC optimization problem (2.7). This structural compatibility in all optimization variables, cost functions, and constraints is the key feature that we exploit in Section 5.5 to apply distributed optimization techniques to scalably and exactly solve problem (2.7).\footnote{Notice that these locality constraints are defined in terms of the topology $\mathcal{G}_{A,B}$, so the structure imposed on $\Phi$ will be compatible with the structure of the matrix $Z_{AB}$ that defines constraint (2.6).}
Why previous methods are not amenable to distributed solutions

While previous methods \cite{15, 17} allow for similar structural constraints to be imposed on the controller realization through the use of either disturbance feedback or Youla parameterizations (subject to Quadratic Invariance \cite{16} conditions), the resulting synthesis problems do not enjoy the structure needed for distributed optimization techniques to be effective. We focus on the method defined in \cite{15}, as a similar argument applies to the synthesis problem in \cite{17}. Intuitively, the disturbance-based feedback parameterization of \cite{15} only parameterizes the closed-loop map $\Phi_u$ from $w \rightarrow u$, and leaves the state $x$ as a free variable. Hence, regardless as to what structure is imposed on the objective functions, constraints, and the map $\Phi_u$, the resulting optimization problem is strongly and globally coupled because the state variable $x$ is always dense. This can be made explicit by noticing that the disturbance feedback parameterization of \cite{15} can be recovered from the SLS parameterization of Theorem 1.

**Proposition 1.** The disturbance based parametrization $(M, v)$ defined in Section 4 of \cite{15} as $u = Mw + v$ is a special case of the SLS parametrization (2.5).

**Proof.** We start with the statement from Theorem 1 and in particular affine constraint (2.6). Multiplying this constraint by $w$ on the right we obtain:

$$[I - \hat{Z}A - \hat{Z}\hat{B}] \begin{bmatrix} \Phi_x \\ \Phi_u \end{bmatrix} w = w,$$

where by definition of $\Phi_x$, $x =: \Phi_x w$. Hence, by Theorem 2.1 in \cite{51} the SLS MPC subproblem

$$\min_{x, \Phi_u} f(x, \Phi_u w)$$

s.t. $$(I - Z\hat{A})x = Z\hat{B}\Phi_u w + w, \ x_0 = x(t),$$

$$x \in X, \ \Phi_u w \in U \ \forall w \in W,$$

is equivalent to problem (2.3) when restricted to solving over linear time-varying feedback policies.

Now, if we consider nominal (disturbance free) cost, i.e., $w = [x_0^T, 0, \ldots, 0]^T$ the problem becomes

$$\min_{x, \Phi_u} f(x, \Phi_u \{1\} x_0)$$

s.t. $$(I - Z\hat{A})x = Z\hat{B}\Phi_u w + w, \ x_0 = x(t),$$

$$x \in X, \ \Phi_u w \in U \ \forall w \in W.$$
Notice that by setting $M = \Phi_u$ and $v = w$, we recover the optimization problem over disturbance feedback policies $u = Mw + v$ suggested in Section 4 of [15]. □

An equivalent derivation arises in the Youla-based parameterization suggested in [17]. This limits their usefulness to smaller scale examples where centralized computation of policies is feasible. In contrast, by explicitly parameterizing the additional system response $\Phi_x$ from $w \rightarrow x$, we can naturally enforce the structure needed for distributed optimization techniques to be fruitfully applied.

### 2.4 Distributed AND Localized MPC Based on ADMM

We now use the previous results to reformulate the DLMPC problem (2.7) in a way that is amenable to distributed optimization techniques, and show that ADMM [52] can be used to find a solution in a distributed manner. We exploit the separability (Assumption 1), locality constraints, and the notion of row/column-wise separability (to be defined next), to solve each of the local subproblems in parallel and with $d$-local information only. In what follows, we restrict Assumption 1 to the case where only dynamical coupling is considered. In the next section we extend these results to all cases considered in Assumption 1, i.e., constraints and objective functions that introduce $d$-localized couplings. Hence, all cost function and constraints have structure:

$$f(x, u) = \sum_{i=1}^{N} f^i([x]_i, [u]_i), \text{ and}$$

$$[x^T \ u^T]^T \in \mathcal{P} \text{ if and only if } \begin{bmatrix} [x]_i \\ [u]_i \end{bmatrix} \in \mathcal{P}^i,$$

where $\mathcal{P} = \mathcal{P}^1 \times \cdots \times \mathcal{P}^N$.

By definition of the SLS system responses (2.5), we can equivalently write these conditions in terms of $\Phi$ as

$$f(\Phi\{1\}x_0) = \sum_{i=1}^{N} f^i(\Phi\{1\}(r_i,:)x_0), \text{ and}$$

$$\Phi \in \mathcal{P} \text{ if and only if } \Phi(r_i,:)x_0 \in \mathcal{P}^i \forall i,$$

where $r_i$ is the set of rows in $\Phi$ corresponding to subsystem $i$, i.e., those that parametrize $[x]_i$ and $[u]_i$. These separability features are formalized as follows:

**Definition 5.** Given the partition $\{r_1, ..., r_k\}$, a functional/set is row-wise separable if:
• For a functional $g$, $g(\Phi) = \sum_{i=1}^{k} g_i(\Phi(x_i, :))$ for some functionals $g_i$ for $i = 1, \ldots, k$.

• For a set $\mathcal{P}$, $\Phi \in \mathcal{P}$ if and only if $\Phi(x_i, :) \in \mathcal{P}_i \forall i$ for some sets $\mathcal{P}_i$ for $i = 1, \ldots, k$.

An analogous definition exists for column-wise separable functionals and sets [51], where the partition $\{\epsilon_1, \ldots, \epsilon_k\}$ entails the columns of $\Phi$, i.e., $\Phi(:, \epsilon_i)$.

When the objective function and all the constraints of an optimization problem are separable with respect to a partition of cardinality $k$, then the optimization trivially decomposes into $k$ independent subproblems. However, this is not the case for the localized DLMPC problem (2.7), since some elements are row-wise separable while others are column-wise separable. To make it amenable to a distributed solution, we propose the following reformulation, which applies to the noise-free case as well as to both noisy cases (locally norm-bounded and polytopic) considered in the previous section:

$$\min_{\tilde{\Phi}, \tilde{\Psi}} \quad f(M_1 \tilde{\Phi} \{1\} x_0) \tag{2.11}$$
$$\text{s.t.} \quad Z_A B M_2 \tilde{\Psi} = I, \quad x_0 = x(\tau), \quad \tilde{\Phi}, \tilde{\Psi} \in \mathcal{L}_d, \quad \tilde{\Phi} \in \tilde{\mathcal{P}}, \quad \tilde{\Phi} = \tilde{H} \tilde{\Psi},$$

where:

• In the noise-free case:

$$\tilde{\Phi} := \Phi \{1\}, \quad \tilde{\Psi} := \Psi \{1\}, \quad M_1 = M_2 = \tilde{H} =: I,$$
$$\tilde{\mathcal{P}} = \{\Phi \{1\} : \Phi \{1\} x_0 \in \mathcal{P}\}.$$

• In the noisy case:

$$M_1 := \begin{bmatrix} I & 0 \\ 0 & 0 \end{bmatrix}, \quad M_2 := \begin{bmatrix} 0 & I \\ 0 & H \end{bmatrix}, \quad \tilde{H} := \begin{bmatrix} I & 0 \\ 0 & H \end{bmatrix},$$

– when noise is locally bounded:

$$\tilde{\Phi} := \begin{bmatrix} \Phi \{1\} & 0 \\ \Omega \{1\} & \Omega \{2 : T\} \end{bmatrix}, \quad \tilde{\Psi} := \begin{bmatrix} \Psi \{1\} & 0 \\ \Psi \{1\} & \Psi \{2 : T\} \end{bmatrix},$$
$$\tilde{\mathcal{P}} := \{\Omega : [\Omega \{1\}]_i, [x_0]_i + \sum_j \sigma \|e_j [\Omega \{2 : T\}]_i e_j\| \leq [h]_i \forall i\}.$$
when noise is polytopic:

\[ \Phi := \begin{bmatrix} \Phi \{1\} & 0 \\ \Omega \{1\} & \Xi G \end{bmatrix}, \quad \Psi := \begin{bmatrix} \Psi \{1\} & 0 \\ \Psi \{1\} & \Psi \{2 : \mathcal{T}\} \end{bmatrix}, \]

\[ \tilde{\Phi} := \{ \Omega, \Xi : \Omega \{1\} x_0 + \Xi g \leq h, \ \Xi \geq 0 \}. \]

The matrices \( \Psi \) and \( \Omega \) are simply duplicates of \( \Phi \), and \( \Xi \) is the dual variable as introduced in Lemma 2. The advantage of introducing these variables and creating the augmented variables \( \tilde{\Phi} \) and \( \tilde{\Psi} \) is that all components of problem (2.11) involving \( \tilde{\Phi} \) are row-wise separable, and all components involving \( \tilde{\Psi} \) are column-wise separable. We can easily separate these two computations via ADMM using the relationship between both variables \( \tilde{H} \tilde{\Phi} = \tilde{\Psi} \). Furthermore, we take advantage of the structure of these subproblems and separate them with respect to a row and column partition induced by the subsystem-wise partitions of the state and control inputs, \([x]_i \) and \([u]_i \) for each subsystem \( i \). Each of these row and column subproblems resulting from the distribution across subsystems can be solved independently and in parallel, where each subsystem solves for its corresponding row and column partition. Moreover, since locality constraints are imposed, the decision variables \( \tilde{\Phi}, \tilde{\Psi} \) have a sparse structure. This means that the length of the rows and columns that a subsystem solves for is much smaller than the length of the rows and columns of \( \Phi \). For instance, when considering the column-wise subproblem evaluated at subsystem \( i \), the \( j^{\text{th}} \) row of the \( i^{\text{th}} \) column partitions of \( \Phi_k \) and \( \Phi_r \) is nonzero only if \( j \in \bigcup_{k \in \text{out}(d)} t_k \) and \( j \in \bigcup_{k \in \text{out}(d+1)} t_k \), respectively.\(^5\) Thus, the subproblems that subsystem \( i \) solves for are:

\[ \begin{align*}
[\tilde{\Phi}]_{k+1} & = \left\{ \arg\min_{[\Phi]_{i_r}} f ([M_1 \Phi]_{i_r} [x_0]_{i_r} + \frac{\rho}{2} g_{i_r} (\tilde{\Phi}^k, \tilde{\Psi}^k, \Lambda^k) \right\} \\
\text{s.t.} & \quad [\Phi]_{i_r} \in \tilde{\Phi}^i \cap \mathcal{L}_d, \ [x_0]_{i_r} = [x(\tau)]_{i_r} \tag{2.12a} \\
[\tilde{\Psi}]_{k+1} & = \left\{ \arg\min_{[\Psi]_{i_c}} g_{i_c} (\tilde{\Phi}^{k+1}, \tilde{\Psi}, \Lambda^k) \right\} \\
\text{s.t.} & \quad [Z_{AB}]_{i_c} [M_2 \tilde{\Psi}]_{i_c} = [I]_{i_c} \tag{2.12b} \\
[\Lambda]_{i_c} & = [\Phi]_{i_c}^{k+1} - [\tilde{H}]_{i_c} [\Psi]_{i_c}^{k+1} + [\Lambda]_{i_c}, \tag{2.12c}
\end{align*} \]

where the scalar \( \rho \) is the ADMM multiplier, operator \( \Lambda \) is the dual variable associated with ADMM, and

\[ g_\ast (\tilde{\Phi}, \tilde{\Psi}, \Lambda) = \| [\tilde{\Phi}]_\ast - [\tilde{H}]_\ast [\tilde{\Psi}]_\ast + [\Lambda]_\ast \|^2. \]

\(^5\)An algorithm to find the relevant components for each subsystem rows and columns can be found in Appendix A of [51].
where • indicates \(i_r\) or \(i_c\) depending on the context. To simplify notation we denote as \([\Phi]_{i_r}\) the submatrix of \(\Phi\) formed by the nonzero components of the relevant rows for subsystem \(i\), \(\tau_i\), and as \([\Phi]_{i_c}\) the submatrix of \(\Phi\) formed by the nonzero components of the relevant columns for subsystem \(i\), \(\zeta_i\). We use a similar bracket notation for the vectors and matrices that multiply the decision variables to indicate that those are composed from the relevant components of their global versions.

In subroutine (2.12), the computation of iterate (2.12b) can be sped up by virtue of the following Lemma:

**Lemma 3.** Let \(z^*(M, v, P, q) := \text{argmin}_z \|Mz - v\|_F^2\) s.t. \(Pz = q\). Then

\[
\begin{bmatrix}
z^* \\
\mu^*
\end{bmatrix} = \begin{bmatrix}
MM^T & P^T \\
P & 0
\end{bmatrix}^{+} \begin{bmatrix}
M^Tv \\
q
\end{bmatrix},
\]

where \(^+\) denotes pseudo-inverse, is the optimal solution and \(\mu^*\) is the corresponding optimal Lagrange multiplier.

**Proof.** The proof follows from applying the KKT conditions to the optimization problem. By the stationarity condition, \(M^T Mz^* - M^T v + P^T \mu^* = 0\), where \(z^*\) is the solution to the optimization problem and \(\mu^*\) the optimal Lagrange multiplier vector. From the primal feasibility condition, \(Pz^* = q\). Hence, \(z^*\) and \(\mu^*\) are computed as the solution to this system of two equations.

\(\square\)

This results in the following closed-form solution for iterate (2.12b):

\[
[Y]^k_{i_c}^{k+1} = z^* \left( [\tilde{H}]_{i_c}, [\tilde{\Phi}]_{i_c}^{k+1} + [\tilde{A}]_{i_c}^k, [Z_{AB} M^2]_{i_c}, [I]_{i_c} \right). \tag{2.13}
\]

Notice that the number of nonzero components for both the rows and columns is much smaller than the size of the network \(N\) since it is determined by the size of the local neighborhood \(d\) through the locality constraints. In turn, this implies that the subsystem only requires small submatrices of the system and constraint matrices \((A, B, H, \text{etc.})\) to perform the computations. Therefore, the DLMPC subroutine (2.12) can be distributed across the subsystems and solved in parallel, where each subsystem solves for a local patch of system responses. In Alg. 1 we present the DLMPC algorithm that each sub-controller executes, and where only information exchanges within \(d\)-hop neighbors take place. Alg. 1 is guaranteed to converge as shown in the next section.
Algorithm 1 Subsystem $i$ DLMPC implementation

**input:** $\epsilon_p, \epsilon_d, \rho > 0$.

1: Measure local state $[x(\tau)]_i, k \leftarrow 0$.

2: Share the measurement with neighbors in $\textbf{out}_i(d)$. Receive the corresponding $[x(\tau)]_j$ from $\textbf{in}_i(d)$ and build $[x_0]_i$.

3: Solve optimization problem (2.12a).

4: Share $[\tilde{\Phi}]_{i_r}^{k+1}$ with $\textbf{out}_i(d)$. Receive the corresponding $[\tilde{\Phi}]_{j_r}^{k+1}$ from $\textbf{in}_i(d)$ and build $[\tilde{\Phi}]_{i_r}^{k+1}$.

5: Solve problem (2.12b) via the closed form (2.13).

6: Share $[\tilde{\Psi}]_{i_r}^{k+1}$ with $\textbf{out}_i(d)$. Receive the corresponding $[\tilde{\Psi}]_{j_r}^{k+1}$ from $\textbf{in}_i(d)$ and build $[\tilde{\Psi}]_{i_r}^{k+1}$.

7: Perform the multiplier update step (2.12c).

8: if $\left\| [\tilde{\Phi}]_{i_r}^{k+1} - \left[ \tilde{H} \right]_{i_r} [\tilde{\Psi}]_{i_r}^{k+1} \right\|_F \leq \epsilon_p$

and $\left\| [\tilde{\Psi}]_{i_r}^{k+1} - [\tilde{\Psi}]_{i_r}^k \right\|_F \leq \epsilon_d$:

   Apply control action $[u_0]_i = [\Phi_{u,0}[0]]_i, [x_0]_i$, and return to step 1.

   else:

   Set $k \leftarrow k + 1$, return to step 3.

**Computational complexity of Alg. 1**

The complexity of the algorithm is determined by update steps 3, 5 and 7. In particular, steps 5 and 7 can be directly solved in closed form, reducing their evaluation to the multiplication of matrices of dimension $O(d^2T^2)$ in the noisy case, and $O(d^2T)$ in the noise-free case. In general, step 3 requires an optimization solver where each local iterate sub-problem is over $O(d^2T^2)$ optimization variables in the noisy case, and $O(d^2T)$ in the noise-free case, subject to $O(dT)$ constraints. In certain cases, step 3 can also be computed in closed form if a proximal operator exists for the formulation [52]. This is true, for instance, if step 3 reduces to a quadratic convex cost function subject to affine equality constraints, in which case complexity reduces to $O(d^2T)$ since piece-wise closed form solutions can be computed [58]. Notice that the complexity of the subproblems is largely dependent on whether noise is considered. The reason for this is that in the noise-free case, only the first block-column of $\Phi$ is considered, whereas in the presence of noise all $T$ block-columns must be computed. Regardless, the use of locality constraints leads to a significant computational saving when $d \ll N$ (recall that both the local radius $d$ and the time horizon $T$ are independent design parameters). The communication complexity—as determined by steps 2, 4 and 6—is limited to the local exchange of information between $d$-local neighbors.
2.5 Simulation Experiments

We now apply the DLMPC algorithm to a power system inspired example. After introducing the simplified model, we present simulations\(^{\text{7}}\) under different noise realizations and validate the algorithm correctness and optimal performance by comparing to a centralized algorithm, as well as its ability to achieve constraint satisfaction in the presence of noise. We further demonstrate the scalability of the proposed method by verifying different network and problem parameters (locality, network size and time horizon), and in particular show that runtime stays steady as network size increases.

System model

We begin with a two-dimensional square mesh, where we randomly determine whether each node connects to each of its neighbors with a 40\% probability. The expected number of edges is \(0.8 \ast n \ast (n - 1)\). Each node represents a two-state subsystem that follows linearized and discretized swing dynamics

\[
\begin{bmatrix}
\theta(t + 1) \\
\omega(t + 1)
\end{bmatrix}_i = \sum_{j \in \text{in}(i)} [A]_{ij} \begin{bmatrix}
\theta(t) \\
\omega(t)
\end{bmatrix}_j + [B]_i [u]_i + [w]_i,
\]

where \([\theta]_i, [\theta]_i, [u]_i\) are the phase angle deviation, frequency deviation, and control action of the controllable load of bus \(i\). The dynamic matrices are

\[
[A]_{ii} = \begin{bmatrix}
1 & \Delta t \\
-k_i \Delta t & 1 - \frac{d_i}{m_i} \Delta t
\end{bmatrix}, [A]_{ij} = \begin{bmatrix}
0 & 0 \\
-k_{ij} \Delta t & 0
\end{bmatrix}.
\]

and \([B]_i = \begin{bmatrix}
0 \\
1
\end{bmatrix}^T\) for all \(i\). Parameters in bus \(i\): \(m_i^{-1}\) (inertia inverse), \(d_i\) (damping) and \(k_{ij}\) (coupling) are randomly generated and uniformly distributed between \([0, 2]\), \([0.5, 1]\), and \([1, 1.5]\), respectively. The discretization step is \(\Delta t = 0.2\), and \(k_i := \sum_{j \in \text{in}(i)} k_{ij}\).

In simulations, we optimize a quadratic cost \(f_t(x_t, u_t) = x_t^T x_t + u_t^T u_t\) for all \(t\), and start with a randomly-generated initial condition. We study three noise scenarios: noise-free, polytopic noise, and locally-bounded noise. Noise follows a uniform distribution, and in the locally-bounded case it is scaled appropriately to meet the local bounds within each \(d\)-local neighborhood (see code for details). The baseline parameter values are \(d = 3\), \(T = 5\), \(N = 16\) (4 \(\times\) 4 grid).

\(^{\text{7}}\)Code needed to replicate these experiments is available at https://github.com/unstable-zeros/dl-mpc-sls; this code makes use of the SLS toolbox [59] at https://github.com/sls-caltech/sls-code, which includes ready-to-use MATLAB implementations of all algorithms presented in this thesis.
Optimal performance

We observe the trajectories of the closed-loop system when using DLMPC for the different noise realizations. We compare these results with the solution to the corresponding centralized MPC problem (using CVX [60]). For a randomly chosen initial condition and network topology, we plot the evolution of the two states of subsystem 4 under the different noise conditions. We use the following constraints for all $i$ and all $t$: $[\theta]_i \in [-0.3, 0.3]$ in the noiseless case, $[\theta]_i \in [-10, 10]$ and $[\omega]_i \in [-0.5, 1.5]$ for locally-bounded noise, and $[\theta]_i \in [-3.2, 3.2]$ for polytopic noise.

![Noiseless](image1)

![Locally bounded noise](image2)

![Polytopic noise](image3)

Figure 2.4: Evolution of the states of subsystem 4 under a nominal (green) and a robust (purple) controller. Red dashed line indicates upper or lower bound, respectively. Both DLMPC and centralized MPC controller yield the same result. In the absence of noise, both the nominal and robust controller lead to the same trajectory, whereas in the presence of noise (both locally-bounded and polytopic), the nominal controller leads to a violation of state bounds.
Results from simulations are summarized in Fig. 2.4. In all cases, the centralized solution coincides with the solution achieved by the DLMPC algorithm, validating the optimality of the algorithm proposed. It is worth noting that in the absence of noise, both nominal and robust DLMPC yield the same result, illustrating that the robust formulation of DLMPC is a generalization of the nominal case, but the former is more computationally efficient. In the noisy cases, nominal DLMPC violates state bounds, illustrating the need for a robust approach. In general, robust DLMPC can introduce conservatism, as it anticipates worst-case disturbances; this is more apparent for locally-bounded noise than for polytopic noise. This is because there always exists a worst-case polytopic noise realization, but there does not always exist a worst-case locally-bounded noise realization. Different $d$-local neighborhoods overlap, and are sometimes strict subsets of other neighborhoods; though the algorithm assumes a worst-case local disturbance at each neighborhood, the worst-case disturbance at some node $i$ may be different for each $d$-local neighborhood containing $i$. Thus, there may be no noise realization that is worst-case for every $d$-local neighborhood simultaneously. Overall, locally-bounded noise formulations inherently introduce some conservatism, as they anticipate a worst-case that is generally mathematically impossible.

**Computational complexity**

To assess the scalability of the algorithm, we measure runtime\(^8\) while varying different network and problem parameters: locality $d$, network size $N^9$ and time horizon $T$. We run 5 different simulations for each of the parameter combinations, using different realizations of the randomly chosen parameters as to provide a consistent estimation of runtimes. In this case, constraints are $[\theta]_i \in [-4, 4]$ and $[\omega]_i \in [-20, 20]$ across all scenarios.

We study the scalability of the DLMPC algorithm for each of the different computation strategies presented: noiseless, locally-bounded noise, and polytopic noise. For the sake of comparison, we include an additional computation strategy based on explicit MPC that reduces the overhead in the noiseless case by replacing the optimization solver by a piece-wise solution (we discuss this in detail in Chapter 6). We observe the behavior for these four different strategies in Fig. 6.7, and we note that the computation strategy determines the order of magnitude of the run-}

---

\(^8\)Runtime is measured after the first iteration, so that all the iterations for which runtime is measured are warm-started.

\(^9\)To increase network size, we vary the size of the grid over $4 \times 4$ (32 states), $6 \times 6$ (72 states), $8 \times 8$ (128 states), and $11 \times 11$ (242 states) grid sizes.
time, ranging from $10^{-3} - 10^{-2}s$ in the noiseless case depending on whether or not explicit solutions are used, to $10^{-1}s$ in the locally-bounded case, and around $1 - 10s$ when polytopic noise is considered. This difference is expected, and is explained by the size of the decision variables across different scenarios, i.e., $\Phi$ has a much larger dimension in the polytopic case than in the noiseless case. Despite this difference in order of magnitude, the trends observed are the same for each of the different scenarios, and radically different from that observed when using a centralized solver ranging from $10^{-2}s$ to $1s$—where runtime does significantly increase with the size of the network. In contrast, when using Alg. 1 runtime barely increases with the size of the network, and the slight increase in runtime—likely due to the larger coordination needed—does not seem to be significant and appears to level off for sufficiently large networks. These observations are consistent with those of [61] where the same trend was noted. In contrast, runtime appears to increase with time horizon, and more notably with locality region size. This is also expected, as according to our complexity analysis the number of variables in a DLMPC subproblem scales as $O(d^2T^2)$ for the robust cases and as $O(d^2T)$ for the nominal case. It is well-known that a larger time horizon, while providing an improvement in performance, can be detrimental for computational overhead. The same is true for locality size, which is much smaller than the size of the network. Although a larger localized region $d$ can lead to improved performance, as a broader set of subsystems can coordinate their actions directly, it also leads to an increase in computational complexity and communication overhead. Thus by choosing the smallest localization parameter $d$ such that acceptable performance is achieved, the designer can tradeoff between computational complexity and closed-loop performance. This further highlights the importance of exploiting the underlying structure of the dynamics, which allow us to enforce locality constraints on the system responses, and consequently, on the controller implementation.

### 2.6 Conclusion

We defined and analyzed a closed-loop Distributed and Localized MPC algorithm. By leveraging the SLS framework, we were able to enforce information exchange constraints by imposing locality constraints on the system responses. We further showed that when locality is combined with mild assumptions on the separability structure of the objective functions and constraints of the problem, an ADMM based solution to the DLMPC subproblems can be implemented that requires only local information exchange and system models, making the approach suitable for
Figure 2.5: Average runtime per DLMPC iteration with network size (left), locality parameter (middle), and time horizon (right). The lines are the mean values and the shaded areas show the values within one standard deviation. Since computations are parallelized across subsystems, runtime is measured on a subsystem, normalized per state, and averaged out after the MPC controller is finished. In the case of increasing network sizes, an equivalent runtime measure was made using a centralized solver and results are presented with dashed lines, where the color used matches the corresponding scenario.

large-scale distributed systems. This is the first DMPC algorithm that allows for the distributed synthesis of closed-loop policies.

Given that the presented algorithm relies on multiple exchanges of information between the subsystems, how communication loss affects the closed-loop performance of the algorithm is an interesting question. Although a formal analysis is left as future research, the work done in [62] suggests that it would be possible to slightly modify the proposed ADMM-based scheme to make it robust to unreliable communication links. Moreover, only two types of noise were explored in this chapter. Results in polytopic containment [63] could enable a convex DLMPC reformulation of other noise scenarios. Finally, it is of interest to extend these results to information exchange topologies defined with both sparsity and delays—while the SLS framework naturally allows for delay to be imposed on the implementation structure of a distributed controller, it is less clear how to incorporate such constraints in a distributed optimization scheme.
Abstract

In this chapter, we provide recursive feasibility, convergence, and asymptotic stability guarantees for DLMPC. We leverage the System Level Synthesis framework to express the maximal positive robust invariant set for the closed-loop system and its corresponding Lyapunov function in terms of the closed-loop system responses. We use the invariant set as the terminal set for DLMPC, and show that this guarantees feasibility with minimal conservatism. We use the Lyapunov function as the terminal cost, and show that this guarantees stability. We provide fully distributed and localized algorithms to compute the terminal set offline, and also provide necessary additions to the online DLMPC algorithm to accommodate coupled terminal constraint and cost. In all algorithms, only local information exchange is necessary, and computational complexity is independent of the global system size—we demonstrate this analytically and experimentally. This is the first distributed MPC approach that provides minimally conservative yet fully distributed guarantees for recursive feasibility and asymptotic stability in the nominal and robust settings.

The content in this chapter has been published in [64].
3.1 Introduction

Ensuring recursive feasibility and asymptotic stability for MPC is a well-studied topic in the centralized setting [1], and sufficient conditions based on terminal sets and cost functions have been established [2]. Porting these ideas to distributed systems is a challenging task, both theoretically and computationally. High computational demand, limited and local communication, and coupling among subsystems prevents the use of techniques from the centralized setting. Thus, efforts have been made to develop theoretical guarantees for distributed MPC.

Prior work

The majority of distributed MPC approaches rely on the use of distributed terminal costs and terminal sets to provide theoretical guarantees. In order to obtain structure in the terminal cost, standard methods rely on Lyapunov stability results, often combined with relaxation techniques to make them amenable to distributed settings [18]–[20]. For terminal sets, proposed distributed methods are often limited by the coupling among subsystems—this often leads to small terminal sets that result in too conservative solutions (see for example [21], [22] and references therein). In order to overcome these issues, several approaches have recently been proposed to synthesize structured terminal sets with adaptive properties, i.e., local terminal sets defined as the sub-level set of a structured Lyapunov function, which change at each iteration in order to avoid unnecessary conservatism [6], [23]–[27]. These approaches successfully design structured robust positive invariant sets and reduce conservatism; however, they require online updates of the terminal set at each MPC iteration, which increase the controller’s overall computational complexity and communication overhead. Moreover, the imposed structure unavoidably leads to a possibly small approximation of the maximal control invariant set (the least conservative option for a terminal set). To move away from structured sets and costs, a data-driven approach was recently developed in [10], where locally collected data are used to construct local control invariant sets and costs that provide guarantees. However, this approach is mainly limited to iterative control tasks, and conservatism of the terminal cost and set only reduces asymptotically as the system collects data. Online computation and refinements of the terminal set are also key to this approach.

Given the state of the art, our goal is to design a distributed MPC approach with distributed and minimally conservative feasibility and stability guarantees. We seek a distributed MPC algorithm with (i) a maximal positive invariant terminal set, and (ii) a fully distributed and scalable offline algorithm to compute this set. This will
allow us to use the associated Lyapunov function of the terminal set as the terminal cost, and requires no explicit a priori structural assumptions. No method satisfying these requirement currently exists in the literature.

**Contributions**

We provide recursive feasibility and asymptotic stability guarantees for the Distributed Localized MPC (DLMPC) method presented in Chapter 2, for nominal and robust MPC (robust to additive polytopic or locally norm-bounded disturbances). This consists of two key contributions. **Our first key contribution** is to provide the first exact, fully distributed computation of the maximal positive invariant set, or terminal set. We show that it can be expressed in terms of the closed-loop system responses, as defined in the System Level Synthesis (SLS) framework [51]. Then, we show that when the closed-loop system is localized, the set is naturally structured without requiring additional assumptions; we leverage this to provide a distributed and localized offline algorithm for computation of the set. **Our second key contribution** is to provide the necessary additions to the original DLMPC algorithm to incorporate the coupled terminal constraint and terminal cost (i.e., global Lyapunov function [65]) associated with the maximal positive invariant set—this provides the algorithm with feasibility and stability guarantees, respectively. We provide additions to the algorithm to accommodate coupled terminal constraint and cost; this is done by using a nested Alternating Direction Method of Multipliers (ADMM)-based consensus algorithm. **Overall**, throughout all proposed algorithms, only local information exchanges within local neighborhoods are necessary, and computational complexity is independent of the global system size; each sub-controller first solves for its local portion of the terminal set, offline, then solves a local online MPC problem. We validate these results and further confirm the minimal conservatism introduced by this method through simulations.

3.2 **Problem Formulation**

In Chapter 2, we showed how (3.1) can be both synthesized and implemented in a distributed and localized way. To do this, we performed a SLS reformulation of equation (2.12) and applied an ADMM distributed optimization technique, resulting in Algorithm 1. Under this framework, each subsystem requires only local information to synthesize and implement its local sub-controller and determine the local control action. This is made possible by imposing appropriate $d$-local structural constraints $\mathcal{L}_d$ on the closed-loop system responses of the system $\Phi_x$ and $\Phi_u$, which
become the decision variables of the MPC problem. However, no explicit treatment was given to the terminal set $X_T$ and terminal cost $f_T$ in subroutine, and as a result the proposed framework lacks feasibility, and stability guarantees. Convergence guarantees of the algorithm were also not discussed.

In this chapter, we explicitly tackle the formulation and synthesis of the terminal set $X_T$ and terminal cost $f_T$, and we leverage these to provide the aforementioned feasibility and stability guarantees. To do so, we start with the DLMPC formulation (2.12) presented in Chapter 2, but make the terminal set $X_T$ and terminal cost $f_T$ explicit in the formulation. Hence, the DLMPC subroutine over time horizon $T$ at time $\tau$ is as follows:

$$\min_{\Phi} f(\Phi \{1\} x_0) + f_T(\Phi \{1\} x_0)$$

$$\text{s.t.}$$

$$Z_{AB} \Phi = I, \ x_0 = x(\tau), \ \Phi \in \mathcal{L}_d,$$

$$\Phi w \in \mathcal{P}, \ \Phi x, T w \in X_T, \ \forall w \in W,$$

where $\Phi := \begin{bmatrix} \Phi_x^T & \Phi_u^T \end{bmatrix}^T$, $f_i(\cdot, \cdot)$ and $f_T(\cdot)$ are closed, proper, and convex cost functions, and $\mathcal{P}$ is defined so that $\Phi w \in \mathcal{P}$ if and only if $x \in X$, and $u \in U$.

By convention, we define the disturbance to contain the initial condition, i.e., $w = [x_0^T \ w_0^T \ldots w_{T-1}^T] =: [x_0^T \ \delta^T]$ and $W$ is defined over $\delta$ so that it does not restrict $x_0$. In the nominal case, i.e., $w_t = 0 \ \forall t$, $\mathcal{P}$ and $X_T$ are closed and convex sets containing the origin. When noise is present, we restrict ourselves to polytopic sets only: $\mathcal{P} := \{[x^T \ u^T]^T : H[x^T \ u^T]^T \leq h\}$, and consider different options for set $W$:

- Polytopic set: $\delta \in \{\delta : G\delta \leq g\}$.

- Locally norm-bounded: $[\delta]_i \in \{\delta : \|\delta\|_p \leq \sigma\} \ \forall i = 1, \ldots, N$ and $p \geq 1$.

In the remainder of this chapter, we address all of these gaps: we provide theoretical guarantees by selecting an appropriate terminal set and cost, and present distributed and localized algorithms that perform the necessary computations. Additionally, Algorithm 1 was developed under the assumption that subsystems are not coupled. We want to augment the algorithm to accommodate coupling as per Assumption 1.

### 3.3 Feasibility and Stability Guarantees

Theoretical guarantees for the DLMPC problem (3.1) are now derived. First, we describe a maximal positive invariant set using an SLS-style parametrization; recursive feasibility for DLMPC is guaranteed by using this set as the terminal set. We
also use this set to construct a terminal cost to guarantee asymptotic stability for the nominal setting and input-to-state stability (ISS) for the robust setting. Convergence results from the ADMM literature are used to establish convergence guarantees.

**Feasibility guarantees**

Recursive feasibility guarantees for the DLMPC problem (3.1) are given by the following lemma:

**Lemma 4.** Let the terminal set $X_T$ for the DLMPC problem (3.1) be of the form

$$X_T := \{ x_0 \in \mathbb{R}^n : \Phi \begin{bmatrix} x_0^T & \delta^T \end{bmatrix}^T \in \mathcal{P} \forall \delta \in \mathcal{W} \}, \quad (3.2)$$

for some $\Phi$ satisfying $Z_{AB}\Phi = I$. Then recursive feasibility is guaranteed for the DLMPC problem (3.1). Moreover, $X_T$ is the maximal robust positive invariant set for the closed-loop described by $\Phi$.

**Proof.** First, we show that $X_T$ is the maximal robust positive invariant set. By Algorithm 10.4 in [1], the set

$$S := \bigcap_{k=0}^{\infty} S_k, \quad \text{with} \quad S_0 = X,$$

$$S_k = \{ x \in \mathbb{R}^n : Ax + Bu + w \in S_{k-1} \forall w \in \mathcal{W} \}$$

is the maximal robust positive invariant set for the closed-loop system (2.1) with some fixed input $u \in \mathcal{U}$. We show by induction that $S_k$ can also be written as

$$S_k = \{ x_0 \in \mathbb{R}^n : x_k \in X \forall w_{0:k-1} \in \mathcal{W} \} \quad (3.3)$$

for some sequence $u_{0:k-1} \in \mathcal{U}$. The base case at $k = 1$ is trivially true, since $S_0 = X$. For the inductive step, assume that equation (3.3) holds at $k$. Then, at $k = 1$,

$$S_{k+1} = \{ x \in \mathbb{R}^n : Ax + Bu + w \in S_k \forall w \in \mathcal{W} \}$$

$$= \{ x_0 \in \mathbb{R}^n : x := Ax_0 + Bu + w \text{ s.t.} \}$$

$$A^{k+1}x + \sum_{j=0}^{k} A^j(Bu_j + w) \in X \forall w \in \mathcal{W} \}$$

$$= \{ x_0 \in \mathbb{R}^n : x_{k+1} \in X, \forall w_{0:k} \in \mathcal{W} \}$$

for some sequence of inputs $u_{0:k} \in \mathcal{U}$. This implies that $S$ can be written as

$$S = \{ x_0 \in \mathbb{R}^n : x \in X \forall w \in \mathcal{W} \} \quad \text{for some } u \in \mathcal{U}.$$
From the definition of $\Phi$, this implies directly that

$$S = \{ x_0 \in \mathbb{R}^n : \Phi \begin{bmatrix} x_0^T & \delta^T \end{bmatrix} \in \mathcal{P} \forall \delta \in \mathcal{W} \} := \mathcal{X}_T,$$

for some $\Phi$ satisfying $Z_{AB} \Phi = I$. This constraint automatically enforces that the resulting closed-loop is feasible, i.e., that $u = \Phi \begin{bmatrix} x_0^T & \delta^T \end{bmatrix}$ exists; furthermore, all inputs $u$ can be captured by this closed-loop parametrization since it parametrizes a linear time-varying controller over a finite time horizon [51]. Hence, $\mathcal{X}_T$ is the maximal robust positive invariant set for the closed-loop system as defined by $\Phi$.

Next, we show that imposing $\mathcal{X}_T$ as the terminal set of the DLMPC problem (3.1) guarantees recursive feasibility. Notice that by definition, $\mathcal{X}_T$ is not only a robust positive invariant set but also a robust control invariant set. We can directly apply the proofs from Theorem 12.1 in [1] to the robust setting–recursive feasibility is guaranteed if the terminal set is control invariant, which $\mathcal{X}_T$ is.

**Remark 5.** Recursive feasibility is guaranteed by a control invariant $\mathcal{X}_T$. In the ideal case, we want $\mathcal{X}_T$ to be the maximal robust control invariant set, in order to minimize conservatism introduced by $\mathcal{X}_T$ in (3.1). However, this set generally lacks sparsity, violates Assumption 1, and is not amenable for inclusion in our distributed and localized algorithm. For this reason, we use the maximal robust positive invariant set in Lemma 4. Here, the choice of $\Phi$ is critical in determining how much conservatism $\mathcal{X}_T$ will introduce. As suggested in §12 of [1], we choose $\Phi$ corresponding to the unconstrained closed-loop system. In the interests of distributed synthesis and implementation, we additionally enforce $\Phi$ to have localized structure. We discuss how this $\Phi$ is computed in §3.4, and demonstrate that the resulting terminal set $\mathcal{X}_T$ introduces no conservatism in §3.5.

By Assumption 1, constraint sets are localized, i.e., $\mathcal{X} = \mathcal{X}_1 \cap \ldots \cap \mathcal{X}_N$, where $x \in \mathcal{X}$ if and only if $[x]_{\text{in}(d)} \in \mathcal{X}^i$ for all $i$ (and idem for $\mathcal{U}$). Moreover, we can use the constraint $L_d$ to enforce that the system response $\Phi$ is localized. This implies that the set $\mathcal{X}_T$ is also localized:

$$\mathcal{X} = \mathcal{X}_T^1 \cap \ldots \cap \mathcal{X}_T^N,$$

where

$$\mathcal{X}_T^i = \{ [x_0]_{\text{in}(d)} \in \mathbb{R}^{[n]} : [\Phi]_{\text{in}(d)} \begin{bmatrix} x_0^T & \delta^T \end{bmatrix}_{\text{in}(2d)} \in \mathcal{P}^i \forall [\delta]_{\text{in}(2d)} \in \mathcal{W}_{\text{in}(d)} \}$$

and $x \in \mathcal{X}_T$ if and only if $[x]_{\text{in}(d)} \in \mathcal{X}_T^i$ for all $i$. We will show in §3.4 that this allows for a localized and distributed computation of the terminal set $\mathcal{X}_T$. 
Stability guarantees

Stability guarantees for the DLMPC problem (3.1) are given by the following lemma:

**Lemma 5.** Consider system (2.1) subject to the MPC law (3.1), where:

1. The cost $f$ is continuous and positive definite.
2. The set $\mathcal{P}$ contains the origin and is closed.
3. $X_T$ is defined by (3.2).
4. $f_T(x) = \inf \{ \eta \geq 0 : x \in \eta X_T \}$.

Then, in the nominal setting, the origin is asymptotically stable with domain of attraction $X$. In the robust setting, $X_T$ is input-to-state stable with domain of attraction $X$.

**Proof.** It suffices to show that these conditions immediately imply satisfaction of the necessary assumptions in [66], together with the additional sufficient conditions of Theorem 4.2 in [67]. These results state that if

(i) $f$ and $f_T$ are continuous and positive definite,

(ii) $X$, $U$, $X_T$ contain the origin and are closed,

(iii) $X_T$ is control invariant, and

(iv) $\min_{u \in U} f(x, u) + f_T(Ax + Bu) - f_T(x) \leq 0 \forall x \in X_T$,

then the desired stability guarantees hold.

Condition 1) implies satisfaction of the part of (i) that concerns $f$. Condition 2) implies satisfaction of (ii). If $\mathcal{P}$ contains the origin and is closed, by definition this implies that $X$ and $U$ also contain the origin and are closed. Also, since $X_T$ is defined in terms of $\mathcal{P}$ in (3.2), $X_T$ also contains the origin and is closed. Condition 3) implies satisfaction of (iii) by virtue of Lemma 4. Condition 4) implies that $f_T$ is a Lyapunov function on $\{ x \in \mathbb{R}^n : 1 \leq f_T(x) \} \supseteq X_T$ since it is the Minkowski functional of the terminal set $X_T$ (see Theorem 3.3. in [65]). Therefore, the condition stated in (iv) is automatically satisfied for all $x \in X_T$. Moreover, $f_T$ is necessarily positive definite, so the part of (i) that concerns $f_T$ is satisfied as well.
Therefore, by virtue of the results in [66] and [67], we guarantee asymptotic stability of the origin in the nominal setting and ISS of $X_T$ in the robust setting, both with domain of attraction $X$. □

For any cost $f$ and constraint $P$ that satisfy conditions 1) and 2) of Lemma 5, we can choose an appropriate terminal set $X_T$ and terminal cost $f_T$ as per 3) and 4) to satisfy the lemma. This guarantees stability for the DLMPC problem (3.1). However, as stated, $f_T$ does not satisfy Assumption 1, and therefore it is not localized. In particular, $f_T$ can be written as:

$$f_T(x) = \inf_{\eta} \{ \eta \geq 0 : \ [x]_{m(d)} \in \eta X^i_T \ \forall i \}, \quad (3.4)$$

which cannot be written as a sum of local functions. Nonetheless, this scalar objective function admits a distributed and localized implementation—we can add it in the DLMPC algorithm using the ADMM-based consensus technique described in §3.4.

**Convergence guarantees**

Algorithm 1 relies on ADMM. We can guarantee convergence of the overall algorithm by leveraging the ADMM convergence result from [52].

**Lemma 6.** In Algorithm 1, the residue, objective function, and dual variable converge as $k \to \infty$, i.e.,

$$\tilde{H}\hat{\Phi}^k - \tilde{\Psi}^k \to 0, \ f(\tilde{\Phi}^k x_0) \to f(\tilde{\Phi}^* x_0), \ \tilde{\Psi}^k \to \tilde{\Psi}^*, \quad$$

where $\star$ indicates optimal value.

**Proof.** Algorithm 1 is the result of applying ADMM to the DLMPC problem (2.12), then exploiting the separability and structure of resulting sub-problems to achieve distributed and localized implementation, as presented in Chapter 2. Thus, to prove convergence, we only need to show that the underlying ADMM algorithm converges. By the ADMM convergence result in [52], the desired convergence of the residue, objective function, and dual variable are guaranteed if, for this algorithm,

1. The extended-real-value functional is closed, proper, and convex, and

2. The unaugmented Lagrangian has a saddle point.
We first show 1). The extended-real-value functional \( h(\Phi) \) is defined for this algorithm as

\[
\begin{cases} 
  f(M_1\Phi\{1\}, x_0) & \text{if } Z_{AB}M_2\tilde{H}^\dagger\Phi = I, \\
  \tilde{\Phi} \in \mathcal{L}_d, \tilde{\Phi}x_0 \in \mathcal{P}, & \infty \text{ otherwise}, 
\end{cases}
\]

where \( \tilde{H}^\dagger \) is the left inverse of \( \tilde{H} \) from (2.11); \( \tilde{H} \) has full column rank. When formulating the DLMPC problem (3.1) as an ADMM problem, we perform variable duplication to obtain problem (2.11). We can write (2.11) in terms of \( h(\tilde{\Phi}) \) with the constraint \( \tilde{\Phi} = \tilde{H}\tilde{\Psi} \):

\[
\min_{\Phi, \Psi} h(\tilde{\Phi}) \text{ s.t. } \tilde{\Phi} = \tilde{H}\tilde{\Psi}.
\]

By assumption, \( f(M_1\Phi\{1\}, x_0) \) is closed, proper, and convex, and \( \tilde{\mathcal{P}} \) is a closed and convex set. The remaining constraints \( Z_{AB}\Phi = I \) and \( \Phi \in \mathcal{L}_d \) are also closed and convex. Hence, \( h(\tilde{\Phi}) \) is closed, proper, and convex.

We now show 2). This condition is equivalent to showing that strong duality holds [68]. Since problem (3.1) is assumed to have a feasible solution in the relative interior of \( \mathcal{P} \) by means of Lemma 4 (given that the first iteration is feasible), Slater’s condition is automatically satisfied, and therefore the unaugmented Lagrangian of the problem has a saddle point.

Both conditions of the ADMM convergence result from [52] are satisfied—Algorithm 1 converges in residue, objective function, and dual variable. \( \square \)

**Remark 6.** It is important to note that the communication network might be a directed graph—depending on the elements in the incoming as outgoing sets. The proof outlined here holds as well for the case where the communication graph is directed. For additional details on ADMM convergence over directed networks readers are referred to [69] and references therein.

### 3.4 Feasible and Stable DLMPC

We incorporate theoretical results from §3.3 into the DLMPC computation. We provide an algorithm to compute the terminal set \( X_T \). We also provide a distributed and localized computation for the terminal cost function \( f_T \). The terminal set and cost generally introduce local coupling among subsystems; this minimizes conservatism but requires an extension to Algorithm 1 to accommodate coupling. All
algorithms provided are distributed and localized, with computational complexity that is independent of the global system size.

**Offline synthesis of the terminal set \( \mathcal{X}_T \)**

Our first result is to provide an offline algorithm to compute terminal set \( \mathcal{X}_T \) from (3.2) in a distributed and localized manner. As discussed in §3.3, we compute the maximal robust positive invariant set for the unconstrained localized closed-loop system. We use SLS-based techniques to obtain a localized closed-loop map \( \Phi \).

Our algorithm is based on Algorithm 10.4 from [1]. The advantage of implementing this algorithm in terms of the localized closed-loop map \( \Phi \) is twofold: i) we can work with locally-bounded and polytopic disturbance sets \( \mathcal{W} \) by leveraging Lemmas 1 and 2, and ii) the resulting robust invariant set is automatically localized given the localized structure of the closed-loop map.

We start by finding a localized closed-loop map \( \Phi \) for system (2.1). To do this, we need to solve

\[
\min_{\Phi} f(\Phi) \quad \text{s.t.} \quad Z_{AB} \Phi = I, \; \Phi \in \mathcal{L}_d. \tag{3.5}
\]

This is an SLS problem with a separable structure for most standard cost functions \( f \) [51]. The separable structure admits localized and distributed computation. Even when separability is not apparent, a relaxation can often be found that allows for distributed computation (see for example [70]). The infinite-horizon solution for quadratic cost is presented in [71]. For other costs, computing an infinite horizon solution to (3.5) remains an open question— in these cases, we can use finite impulse response SLS with sufficiently long time horizon.

Once a localized closed-map \( \Phi \) has been found, we can compute the associated maximal positive invariant set. In the robust case, we leverage results from Lemmas 1 and 2, which use duality arguments to tackle specific formulations of \( \mathcal{W} \). We denote \( \sigma \) as the upper bound of \( ||[\delta_i]||_\ast \) for all \( i \), where \( ||.||_\ast \) is the dual norm of \( ||.||_p \). Also, Each \( e_j \) is the \( j^{th} \) vector in the standard basis.

- Nominal (i.e., no disturbance):
  \[ S := \{ x_0 \in \mathbb{R}^n : \Phi \{ 1 \} x_0 \in \mathcal{P} \}. \]

- Locally bounded disturbance:
  \[ S := \{ x_0 \in \mathbb{R}^n : [H]_i[\Phi \{ 1 \}]_i[x_0]_i + \sum_j \sigma \left\| e_j^T [H]_i[\Phi \{ 2 : T \}]_i \right\|_\ast \leq [h]_i \; \forall i \}. \]
• Polytopic disturbance:

\[ S := \{ x_0 \in \mathbb{R}^n : H \Phi \{1\} x_0 + \Xi g \leq h \}, \]

where

\[ \Xi(j,:) = \min_{\Xi_j \geq 0} \Xi_j g \text{ s.t. } H(j,:) \Phi \{2 : T\} = \Xi_j G \forall j. \]

As per Lemma 4, we calculate \( S \) by iteratively computing \( S_{k+1} \) from \( S_k \).\(^1\) Assume \( S_k \) can be written as

\[ S_k = \{ x_0 \in \mathbb{R}^n : \hat{H} x \leq \hat{h} \}. \]

Then, we can write \( S_{k+1} \) as

\[ S_{k+1} = \{ x_0 \in \mathbb{R}^n : \Phi x, 1 \} x_0 \in \mathcal{F}(S_k), \Phi u, 0 \} x_0 \in \mathcal{U} \}, \]

where \( \mathcal{F}(S_k) := S_k \) in the nominal case. In the case of locally bounded disturbance,

\[ \mathcal{F}(S_k) := \{ x \in \mathbb{R}^n : [\hat{H}]_i x_i + \sum_j \sigma \left\| e_j^T [\hat{H}]_i \right\| \leq [\hat{h}]_i \forall i \}, \]

and for polytopic disturbance,

\[ \mathcal{F}(S_k) := \{ x \in \mathbb{R}^n : \hat{H} x + \Xi g \leq \hat{h} \}, \]

where \( \Xi(j,:) = \min_{\Xi_j \geq 0} \Xi_j g \text{ s.t. } \hat{H}(j,:) = \Xi_j G \forall j. \)

These formulations use the simplifying fact that \( \Phi x, 0 \} = I \) for all feasible closed-loop dynamics. Also, notice that by using \( S_k \) to calculate \( S_{k+1} \), the only elements of \( \Phi \) that we require are \( \Phi x, 1 \} \) and \( \Phi u, 0 \} \).

The conditions stated in (3.6) are row- and column-wise separable in \( \Phi \) (and \( \Xi \)); this allows us to calculate \( S_k \) in a distributed way. Furthermore, \( \mathcal{F}(S_k) \) and \( \mathcal{U} \) are localizable by Assumption 1, in both nominal and robust settings. Since \( \Phi \) is also localized, we can exploit the structure of \( \Phi \) to and rewrite \( S_{k+1} \) as the intersection of local sets, i.e., \( S_{k+1} = S^i_{k+1} \cap \cdots \cap S^N_{k+1} \), where

\[ S^i_{k+1} = \{ [x_0]_{\text{in}(d)} \in \mathbb{R}[n] : \]

\[ [\Phi x, 1 \} \]_{\text{in}(d)} [x_0]_{\text{in}(d)} \in \mathcal{F}(S^i_{k}), \]

\[ [\Phi u, 0 \} \]_{\text{in}(d)} [x_0]_{\text{in}(d)} \in \mathcal{U}^i_{\text{in}(d)}. \]

We now present Algorithm 2 to compute the terminal set \( X_T := S \) in a distributed and local manner. Each subsystem \( i \) computes its own local terminal set \( S^i \) using only local information exchange. This algorithm is inspired by Algorithm 10.4 in \[1\].

\(^1\)For simplicity of presentation, we write \( S \) only for finite-horizon \( \Phi \); the proposed algorithm to synthesize \( S \) works for infinite-horizon \( \Phi \) as well.
Algorithm 2 Subsystem $i$ terminal set computation

**input:** $[\Phi_{x,i}[1]]_{\text{in}_d(i)}$, $[\Phi_{u,i}[0]]_{\text{in}_d(i)}$, $\mathcal{U}_{\text{in}_d(i)}$

for polytopic noise, also $[G]_{\text{in}_d(i)}$, $[g]_{\text{in}_d(i)}$

1: $S_0^i \leftarrow X^i$, $k \leftarrow -1$
2: repeat:
3: \quad $k \leftarrow k + 1$
4: \quad Share $S_k^i$ with out$_i(d)$.
5: \quad Receive $S_j^i$ from all $j \in \text{in}_i(d)$.
6: \quad Compute $S_{k+1}^i$ via (3.7).
7: \quad until: $S_{k+1}^i = S_k^i$ for all $i$
8: $X_T^i \leftarrow S_k^i$

**output:** $X_T^i$

If state and input constraints $X$ and $\mathcal{U}$ induce no coupling (as assumed in Algorithm 1), the resulting terminal set $X_T$ will be $d$-localized. If $X$ and $\mathcal{U}$ induce $d$-local coupling, the terminal set will be $2d$-localized since— in the presence of coupling—Alg. 2 requires communication with not only local patch neighbors, but also neighbors of those neighbors. Convergence is guaranteed for system (2.1) if it is stable when $u = 0$, $w = 0$, and when the constraint and disturbance sets $X$, $\mathcal{U}$, $\mathcal{W}$ are bounded and contain the origin, as per [72].

**Computational complexity of the algorithm:** In Algorithm 2, step 4 refers to communication exchanges, while steps 5, 6, and 7 tackle computational steps. In terms of the computational complexity of Algorithm 2, the order of magnitude of the computations at each local subsystem $i$ is $O(m_i d)$, where $m_i$ is the number of constraints on subsystem $i$. Notice that in the case of a coupled scenario, the number of constraints at subsystem $i$, $m_i$, is in general larger than in the uncoupled case, since additional constraints couple neighboring subsystems. Notice also that the communication exchanges occur only within each $d$-local neighborhood, and therefore the computation of the maximal robust positive invariant set can be computed in a purely distributed and localized manner. Hence, its scalability is independent from the size of the whole system. It is also worth noting that this computation occurs offline, where both communication and computational complexity are not so critical.

**Online synthesis of DLMPC**

DLMPC Algorithm 1 was developed under the assumption that no coupling is introduced through cost or constraints. We now extend this algorithm to accommodate local coupling, which is allowed as per Assumption 1. This allows us to incorporate...
rate the terminal set and cost introduced in the previous sections, both of which generally induce local coupling. We will use notation that assumes all constraints and costs (including the terminal set) are $d$-localized. In the case that the terminal set is $2d$-localized, subsystems will need to exchange information with neighbors up to $2d$-hops away; simply replace \{out$_{i}(d)$, in$_{i}(d)$\} with \{out$_{i}(2d)$, in$_{i}(2d)$\} wherever they appear in Algorithms 1, 2, and 3.

Appending the terminal set (3.2) and terminal cost (3.4) to the DLMPC problem (2.11) gives:

$$
\begin{align*}
\min_{\Phi, \Psi, \eta} & \quad f(M_1 \Phi \{1\} x_0) + \eta \\
\text{s.t.} & \quad Z_{AB} M_2 \Psi = I, x_0 = x(\tau), \quad \Phi, \Psi \in \mathcal{L}_d, \\
& \quad \Phi \in \mathcal{P}, \quad \tilde{\Phi} \Phi = \Psi, \\
& \quad M_1 \Phi \{1\} x_0 \in \eta X_T, \quad 0 \leq \eta \leq 1,
\end{align*}
$$

where $\Phi_T$ represents block rows of $\Phi$ that correspond to time horizon $T$—e.g., in the nominal setting, the last block row of $\Phi x$, and the set $\mathcal{P}$ is defined so that translates the constraint on $\Phi x_0 \in \mathcal{P}$ into a constraint directly on $\Phi$.

**Remark 7.** In the robust setting, we incorporate the terminal constraint into $\tilde{\mathcal{P}}$ to ensure robust satisfaction of the terminal constraint. However, $X_T$ still appears as nominal constraint in order to integrate the definition of the terminal cost (3.4) into the DLMPC formulation (3.1).

In the original formulation (2.11), we assume no coupling; as a result, all expressions involving $\Phi$ are row-separable, and all expressions involving $\Psi$ are column-separable. If we allow local coupling as per Assumption 1, we lose row-separability; row-separability is also lost in the new formulation (3.8) due to local coupling in the terminal set. This is because without coupling, $[x]_i$ and $[u]_i$ (which correspond to a fixed set of rows in $\Phi$), can only appear in $f^i$ and $\mathcal{P}^i$; thus, each row of $\Phi$ (and $\tilde{\Phi}$) is solved by exactly one subsystem in step 3 of Algorithm 1. With coupling, $[x]_i$ and $[u]_i$ can appear in $f^j$ and $\mathcal{P}^j$ for any $j \in \text{in}_i(d)$; now, each row of $\Phi$ is solved for by multiple local subsystems at once, and row-separability is lost. This only affects step 3 of Algorithm 1 (i.e., the row-wise problem); other steps remain unchanged.
We write out the row-wise problem corresponding to (3.8):

\[
\begin{align*}
\min_{\Phi} \quad & f(M_1\Phi\{1\}x_0) + \eta + g(\Phi, \Psi^k, \Lambda^k) \\
\text{s.t.} \quad & \Phi \in \mathcal{P} \cap \mathcal{L}_d, \ M_1\Phi\{1\}x_0 \in \eta \mathcal{X}_T, \\
& 0 \leq \eta \leq 1, \ x_0 = x(\tau),
\end{align*}
\]

(3.9)

where \(g(\Phi, \Psi, \Lambda) = \frac{\rho}{2} \|\Phi - \hat{H}\Psi + \Lambda\|_F^2\), and \(\Lambda\) is the additional variable introduced by ADMM.

Note that if \(\mathcal{P}\) induces coupled linear inequality constraints, row-separability is maintained. Though \([x]_i\) and \([u]_i\) appear in multiple \(\mathcal{P}_j\), this corresponds to distinct rows of \(\Omega\), each solved by one subsystem, as opposed to one row of \(\Phi\) that is solved for by multiple subsystems. A similar idea applies if coupling is induced by some quadratic cost, i.e., \(f(\Phi x_0) = \|C\Phi x_0\|_F^2\) for some matrix \(C\) which induces coupling. In this case, we can modify \(\hat{H}\) such that we enforce \(\Phi = C\Psi\), and rewrite the cost as \(\|\Phi x_0\|_F^2\); now, each row of \(\Phi\) is solved by exactly one subsystem, and row-separability is maintained.\(^2\) However, this technique does not apply to coupling in the general case; nor does it apply to the coupling induced by the terminal cost—it is generally true that each row of \(\Phi\) will be need to be solved for by several subsystems.

We introduce a new vector variable

\[X := M_1\Phi\{1\}x_0.\]

This variable facilitates consensus between subsystems who share the same row(s) of \(\Phi\). Each subsystem solves for components \([X]_i\)\(\in_{i(d)}\), and comes to a consensus with its neighboring subsystems on the value of these components. In the interest of efficiency, we directly enforce consensus on elements of \(X\) instead of enforcing consensus on rows of \(\Phi\). We introduce a similar variable for terminal cost \(\eta\); we define vector \(\eta := [\eta_1, \ldots, \eta_N]\). Subsystem \(i\) solves for \(\eta_i\), which is its own copy of \(\eta\). It then comes to a consensus on this value with its neighbors, i.e., \(\eta_j\) has the same value \(\forall j \in \text{in}_i(d)\). Assuming that \(\mathcal{G}(A,B)\) is connected, this guarantees that \(\eta_i\) has the same value \(\forall i \in \{1 \ldots N\}\), i.e., all subsystems agree on the value of \(\eta\).

We combine these two consensus-facilitating variables into the augmented vector variable

\[\tilde{X} := \begin{bmatrix} X^\top & \eta^\top \end{bmatrix}^\top.\]

With this setup, we follow a variable duplication strategy and apply ADMM for consensus [73]. In particular, we duplicate variables so each subsystem has its own

\(^2\)We would also need to use \([\Psi_{u,0}[0]]\), for the algorithm output instead of \([\Phi_{u,0}[0]]\).
copy of the components of $\tilde{X}$. Problem (3.9) becomes:

$$
\begin{align*}
\min_{\Phi, X, Y} & \quad \tilde{f}(\tilde{X}) + g(\tilde{\Phi}, \tilde{Y}^k, \Lambda^k) \\
\text{s.t.} & \quad \tilde{\Phi}, \tilde{X} \in Q, \; \tilde{X} \in \tilde{X}_T, \; \tilde{\Phi} \in \mathcal{L}_d, \; x_0 = x(\tau), \\
& \quad [\tilde{X}]_i = [M_1 \Phi]_i \cdot [x_0]_i, \quad [\tilde{X}]_j = [\tilde{Y}]_j \; \forall \; j \in \text{in}_i(d) \; \forall \; i
\end{align*}
$$

(3.10)

where we define $\tilde{f}$, $\tilde{X}_T$, and $Q$ as follows:

- $\tilde{f}(\tilde{X}) := f(X) + \frac{1}{N} \sum_{i=1}^{N} \eta_i$,
- $\tilde{X} \in \tilde{X}_T$ if and only if $M_1 \Phi_T \cdot [1]_{x_0} \in \eta_i \mathcal{X}_T$ $\forall$ $i$,
- $\tilde{\Phi}, \tilde{X} \in Q$ if and only if $0 \leq \eta \leq 1$ and $\{\tilde{\Phi} \in \tilde{P}$ if $\tilde{P}$ induces linear inequalities or $\tilde{X} \in \mathcal{P}$ otherwise\}.\footnote{By the assumptions in [53], $\mathcal{P}$ (and therefore $\tilde{P}$) must induce linear inequalities in the robust setting. The only case where $\tilde{P}$ may induce something other than linear inequalities is in the nominal setting.}

The structure of problem (3.10) allows us to solve it in a distributed and localized manner via ADMM-based consensus. In particular, each subsystem $i$ solves:

$$
\begin{align*}
\left\{\begin{array}{l}
\left[\tilde{\Phi}\right]_{i, \cdot}^{k+1, n+1} = \arg\min_{\Phi_{i, \cdot}^{k+1, n+1}} \tilde{g}_i^\ast(\tilde{X}, \tilde{\Phi}) + \frac{\mu}{2} h_i^\ast(\tilde{X}, \tilde{Y}^n, \tilde{Z}^n) \\
\left[\tilde{X}\right]_{i, \cdot}^{n+1} = \left\{ \left[\Phi\right]_{i, \cdot}^{k+1, n+1} \in \left[\Phi\right]_{i, \cdot}^{k+1, n+1} \right. \\
& \quad \left[\tilde{X}\right]_i = [M_1 \Phi]_i \cdot [x_0]_i \\
\left[\tilde{Y}\right]_i^{n+1} = h_i^\ast(\tilde{X}^{n+1}, \mathbf{0}, \tilde{Z}^n) \\
\left[\tilde{Z}\right]_{ij}^{n+1} = [\tilde{Z}]_{ij}^{n+1} + [\tilde{X}]_{i}^{n+1} - [\tilde{Y}]_j^{n+1}
\end{array}\right. \right\} \\
\text{s.t.} \\
\left[\tilde{X}\right]_{i, \cdot}^{n+1} = \left[\tilde{X}\right]_{i, \cdot}^{n+1}
\end{align*}
$$

(3.11a)

where to simplify notation, we define

$$
\begin{align*}
\tilde{g}_i^\ast(\tilde{X}, \tilde{\Phi}) & := \tilde{f}^\ast([\tilde{X}]_{i, \cdot}^{n}) + g([\Phi]_{i, \cdot}^{k} - [\Psi]_{i, \cdot}^{k} + [\Lambda]_{i, \cdot}^{k}), \\
h_i^\ast(\tilde{X}, \tilde{Y}^n, \tilde{Z}^n) & := \sum_{j \in \text{in}_i(d)} \left\| [X]_j - [Y]_j^{n} + [Z]_ij^{n} \right\|_F^2.
\end{align*}
$$

Consensus iterations are denoted by $n$, outer-loop (i.e., Algorithm 1) iterations are denoted by $k$, and $\mu$ is the ADMM consensus parameter. Intuitively, $\tilde{g}_i^\ast$ represents the original objective from (3.9), and $h_i^\ast$ represents the consensus objective.

The subroutine described by (3.11) allows us to accommodate local coupling induced by cost and constraint (including terminal), and can be implemented in a distributed
and localized manner. As stated above, this subroutine solves the row-wise problem (3.9), corresponding to step 3 of Algorithm 1. Thus, in order to accommodate local coupling (including terminal set and cost), we need only to replace step 3 of Algorithm 1 with the subroutine defined by Algorithm 3 below. Convergence is guaranteed by a similar argument to Lemma 6.

**Algorithm 3** Subsystem \( i \) implementation of step 3 in Algorithm 1 when subject to localized coupling

**input**: tolerance parameters \( \epsilon_x, \epsilon_z, \mu > 0 \).

1: \( n \leftarrow 0 \).
2: Solve optimization problem (3.11a).
3: Share \([X]_i^{n+1}\) with \( \textbf{out}_i(d) \). Receive the corresponding \([X]_j^{n+1}\) from \( j \in \textbf{in}_i(d) \).
4: Perform update (3.11b).
5: Share \([Y]_i^{n+1}\) with \( \textbf{out}_i(d) \). Receive the corresponding \([Y]_j^{n+1}\) from \( j \in \textbf{in}_i(d) \).
6: Perform update (3.11c).
7: \( \textbf{if} \ |[X]_i^{n+1} - [Z]_i^{n+1}|_F < \epsilon_x \)
   \( \text{and } |[Z]_i^{n+1} - [Z]_i^n|_F < \epsilon_z : \)  
   Go to step 4 in Algorithm 1.
   \( \textbf{else:} \) Set \( n \leftarrow n + 1 \) and return to step 2.

**Computational complexity of the algorithm**: The presence of coupling induces an increase in computational complexity compared to the uncoupled scenario (i.e., Algorithm 1); however, the scalability properties from the uncoupled scenario still apply. Complexity in the current algorithm is determined by steps 2, 4, 6 of Algorithm 3 and steps 5 and 7 of Algorithm 1. Except for step 2 in Algorithm 3, all other steps can be solved in closed form. Sub-problems solved in step 2 require \( O(d^2T^2) \) optimization variables in the robust setting (\( O(dT^2) \) in the nominal setting) and \( O(d^2T) \) constraints. All other steps enjoy less complexity since their evaluation reduces to multiplication of matrices of dimension \( O(d^2T^2) \) in the robust setting, and \( O(d^2T) \) in the nominal setting. The difference in complexity between the nominal and robust settings is consistent with the uncoupled scenario. Compared to the uncoupled scenario, additional computation burden is incurred by the consensus subroutine in Algorithm 3, which increases the total number of iterations. The consensus subroutine also induces increased communication between subsystems, as it requires local information exchange. However, this exchange is limited to a \( d \)-local region, resulting in small consensus problems that converge quickly, as we illustrate empirically in §3.5. As with the original uncoupled algorithm, complexity of this new algorithm is determined by the size of the local neighborhood and does not increase with the size of the global network.
3.5 Simulation Experiments

Using examples, we demonstrate how adding terminal constraint and cost affects the performance of the DLMPC algorithm. We verify that introducing terminal constraint and cost produces the desired feasibility and stability. We empirically characterize the computational complexity of algorithms presented in previous sections and verify that complexity is independent of global network size for both offline and online algorithms.\footnote{Code to replicate these experiments is available at https://github.com/unstable-zeros/dl-mpc-sls; this code makes use of the SLS toolbox [59] at https://github.com/sls-caltech/sls-code, which includes ready-to-use MATLAB implementations of all algorithms presented in this thesis.}

System model

Simulations are performed on the same system as in Chapter 2; a two-dimensional square mesh, where each node represents a two-state subsystem that follows linearized and discretized swing dynamics

\[
\begin{bmatrix}
\theta(t+1) \\
\omega(t+1)
\end{bmatrix}_i = \sum_{j \in \text{in}(i)} [A]_{ij} \begin{bmatrix}
\theta(t) \\
\omega(t)
\end{bmatrix}_j + [B]_i [u]_i + [w]_i,
\]

where \([\theta]_i, [\dot{\theta}]_i, [u]_i\) are the phase angle deviation, frequency deviation, and control action of the controllable load of bus \(i\). The dynamic matrices are

\[
[A]_{ii} = \begin{bmatrix}
1 & \frac{\Delta t}{m_i} \\
\frac{-k_i \Delta t}{m_i} & 1 - \frac{d_i}{m_i} \Delta t
\end{bmatrix},
[A]_{ij} = \begin{bmatrix}
0 & 0 \\
\frac{k_{ij}}{m_i} \Delta t & 0
\end{bmatrix}, \text{ and } [B]_{ii} = \begin{bmatrix} 0 & 1 \end{bmatrix}^\top
\]

for all \(i\).

Connectivity among nodes is determined at random; each node connects to each of its neighbors with a 40% probability. The expected number of edges is \(0.8 \times n \times (n - 1)\). The parameters in bus \(i\): \(m_i^{-1}\) (inertia inverse), \(d_i\) (damping) and \(k_{ij}\) (coupling term) are randomly generated and uniformly distributed between \([0, 2]\), \([0.5, 1]\), and \([1, 1.5]\), respectively. We set the discretization step \(\Delta t = 0.2\), and define \(k_i := \sum_{j \in \text{in}(i)} k_{ij}\).

We study both the nominal setting and robust setting with uniformly distributed polytopic noise. The baseline parameter values are \(d = 3\), \(T = 5\), \(N = 16\) \((4 \times 4\) grid). Unless otherwise specified, we start with a random-generated initial condition. We use a quadratic cost and polytopic constraints on both angle and frequency deviation, and impose upper and lower bounds.
Performance
The addition of the terminal set and cost to the DLMPC algorithm introduces minimal conservatism in both nominal and robust settings. We study the DLMPC cost for varying values of the time horizons for three different cases: (i) without terminal set and cost (ii) with terminal set, (iii) with terminal set and terminal cost. Results are summarized in Fig. 3.1. Observe that the difference between the optimal cost across all three cases are negligible, indicating that our proposed terminal set and cost introduce no conservatism (while still providing the necessary theoretical guarantees).

![Terminal set vs Terminal cost and terminal set](image)

**Figure 3.1**: Relative difference of the optimal cost obtained (i) with terminal set (pink) and (ii) with both terminal set and cost (yellow) compared to the optimal cost computed without terminal set and cost. Relative difference is obtained by taking the difference of the two costs and normalizing by the non-terminal-constrained cost. The difference obtained by adding the terminal set (indicated in pink) is on the order of $10^{-5}$ and is not visible on the plot.

Generally, the inclusion of the terminal set and cost introduce minimal change. In the vast majority of cases (e.g., all simulations from Chapter 2), the DLMPC algorithm is feasible and stable even without a terminal set. This phenomenon has already been observed for the centralized case [1]. However, we also want to demonstrate how the terminal set and cost can make a difference—example subsystem trajectories for the three different cases are shown in Fig. 3.2 for the nominal case and in the presence of polytopic disturbances. For these simulations only, we use a smaller ($N = 5$), more unstable ($m_1^{-1}$ between $[0, 16]$) system, extremely short time horizon ($T = 2$), and somewhat hand-crafted initial states and disturbances to obtain clearly visible differences between cases—without such instability, short time
horizon, and hand-crafting, differences are generally tiny and not visible. In all cases, the centralized solution (computed via CVX [60]) coincides with the solution achieved by the DLMPC Algorithm 1, validating the optimality of the proposed algorithm. The effects of introducing terminal set and terminal cost are apparent and consistent with the theoretical results presented in this paper.

**Computational complexity**

Simulation results verify the scalability of the proposed methods. We measure runtime\(^5\) while varying different network and problem parameters: locality \(d\), network size \(N\), and time horizon \(T\).\(^6\) We run 5 different simulations for each of the parameter combinations, using different realizations of the randomly chosen parameters to provide consistent runtime estimates.

First, we study the scalability of the offline Algorithm 2 to compute the terminal set; results are shown in Fig. 3.3. Consistent with theoretical analyses in §3.4, runtime does not increase with the size of the network; rather, it increases with the size of the neighborhood. As expected, computations for the robust set take slightly longer than for the nominal set, since the variables in the robust setting have greater dimension. Overall, synthesis times for both nominal and robust settings are extremely low, especially when a small locality size is used.

We also study how scalability of the DLMPC algorithm is affected when we impose a terminal set and terminal cost, and use Algorithm 3 to handle coupling. Results are shown in Fig. 3.4; this figure was generated using the same systems and parameters as Fig. 6.7, allowing for direct comparison of online runtimes. The addition of the terminal set/cost slightly increases runtime, as expected. In the nominal case, runtime is increased from about \(10^{-3}\)s to \(10^{-1}\)s. In the case of polytopic disturbances, runtime is increased from about 1 – 10s to 10s. Scalability is maintained; runtime barely increases with the size of the network. Overall, simulations indicate that the introduction of a terminal set and cost preserve scalability, minimally impact computational overhead and performance, and provide the desired guarantees.

---

\(^5\) In online simulations, runtime is measured after the first iteration, so that all iterations for which runtime is measured are warm-started.

\(^6\) To increase network size, we vary the size of the grid over \(4 \times 4\) (32 states), \(6 \times 6\) (72 states), \(8 \times 8\) (128 states), and \(11 \times 11\) (242 states) grid sizes.
Simulation 3: Polytopic Noise

Simulation 2: Noiseless

Simulation 1: Noiseless

Figure 3.2: Comparison of behaviors across methods. For simulations with various initial conditions and state bounds: method 1 (green) uses DLMPC with no terminal cost or set, method 2 (yellow) uses DLMPC with only a terminal set, and method 3 (pink) uses DLMPC with both terminal set and terminal cost. In all simulations shown, method 1 becomes infeasible at some time, highlighted by the arrow; however, both methods 2 and 3 maintain feasibility, due to the inclusion of the terminal set constraint. Dashed red lines indicate state constraints. **Simulation 1:** noiseless evolution of the states of subsystem 4. Method 1 becomes infeasible after $t = 2$. Methods 2 and 3 appear very similar; the addition of the terminal cost introduces little change. **Simulation 2:** noiseless evolution of the states of subsystem 3. Method 1 becomes infeasible after $t = 14$. Here, method 2 displays large oscillations; but method 3 does not: here, the inclusion of the terminal cost plays a large role in improving performance. **Simulation 3:** evolution of the states of subsystem 4 under polytopic noise. Method 1 becomes infeasible after $t = 13$. Methods 2 and 3 appear very similar.
Figure 3.3: Average runtime of Algorithm 2 with network size (left) and locality parameter (right). The lines are the mean values and the shaded areas show the values within one standard deviation. Since computations are parallelized across subsystems, runtime is measured on a subsystem, normalized per state, and averaged after the algorithm computation is finished.

Figure 3.4: Average runtime per DLMPC iteration with network size when terminal set and terminal cost are imposed. The lines are the mean values and the shaded areas show the values within one standard deviation. Since computations are parallelized across subsystems, runtime is measured on a subsystem, normalized per state, and averaged out after the MPC controller is finished.

3.6 Conclusion

In this chapter we provide theoretical guarantees for the closed-loop DLMPC approach, in both nominal and robust settings. In particular, we ensure recursive
feasibility and stability by incorporating a terminal set and terminal cost. We also give guarantees for convergence of the algorithm. For the terminal set, we choose the maximal robust positive invariant set, which can be expressed compactly in the SLS parametrization. We introduce an algorithm to scalably compute this terminal set. We also provide the requisite modifications to the online DLMPC algorithm to accommodate local coupling induced by the terminal set and cost, as well as general coupling induced by process cost and constraints. All algorithms require only local information exchange, and enjoy computational complexity that is independent of the global system size. Although the cost and delays of the communication exchanges are beyond the scope of this paper, if the communication delays and package dropouts can be modeled either as a polytopic or locally bounded disturbance, then the guarantees provided in this paper for convergence, recursive feasibility and asymptotic stability still hold. The results in this paper are the first to provide a distributed and localized computation of the maximal robust positive invariant control set and Lyapunov function of a large-scale system.
GLOBAL PERFORMANCE GUARANTEES

Abstract

In this chapter, we provide analysis and guarantees on global performance of localized MPC–in particular, we derive sufficient conditions for optimal global performance in the presence of local communication constraints. We also present an algorithm to determine the communication structure for a given system that will preserve performance while minimizing computational complexity. The effectiveness of the algorithm is verified in simulations, and additional relationships between network properties and performance-preserving communication constraints are characterized. Overall, this chapter offers theoretical understanding on the effect of local communication on global performance, and provides practitioners with the tools necessary to deploy localized model predictive control by establishing a rigorous method of selecting local communication constraints. This work also demonstrates that the inclusion of severe communication constraints need not compromise global performance.

The content in this chapter has been published in [74].
4.1 Introduction

Distributed control is crucial for the operation of large-scale networks such as power grids and intelligent transport systems. Distributed model predictive control (MPC) is of particular interest, since MPC is one of the most powerful and commonly used control methods. The distributed and localized MPC (DLMPC) method discussed in this thesis provides scalable algorithms with stability and feasibility guarantees. As the name suggests, DLMPC incorporates local communication constraints, which are typically encapsulated in a single parameter $d$ (rigorously defined in Section 5.3). The question of how to select this parameter remains unresolved, as two opposing forces come into play: smaller values of $d$ represent stricter communication constraints, which correspond to decreased complexity—however, overly strict communication constraints may render the problem infeasible, or compromise system performance. In this work, we address this problem by providing a rigorous characterization of the impact of local communication constraints on performance. We focus on cases in which optimal global performance may be obtained with local communication; in other words, the performance of the system is unchanged by the introduction of communication constraints. We find that under reasonable assumptions, optimal global performance can be achieved with relatively strict local communication constraints.

Prior work

For large networked systems, several studies have been conducted on the use of offline controllers with local communication constraints. Local communication can facilitate faster computational speed [28] and convergence [29], particularly in the presence of delays [75]—however, this typically comes at the cost of suboptimal global performance [30]. In [31], a trade-off between performance and decentralization level (i.e., amount of global communication) is found for a truncated linear quadratic regulator. In system level synthesis, the offline predecessor of DLMPC [51], localization is typically associated with reduced performance of around 10% relative to the global controller. More generally, for both global and localized control, the topology of the network and actuator placement [76] plays a role in achievable controller performance [32], [33] and convergence [34]. In the realm of predictive control, communication constraints are important considerations [35]. However, the improved computational speeds offered by local predictive controllers typically come at the cost of suboptimal global performance and lack of stability and convergence guarantees [36]. The novel DLMPC method overcomes some
of these drawbacks, providing both stability and convergence guarantees—however, thus far, its performance has not been substantially compared to that of the global, full-communication controller.\footnote{Prior work focuses on comparisons between centralized and distributed optimization schemes for localized MPC.} In the few instances that it has, it performed nearly identically to the global controller despite the inclusion of strict communication constraints [77], prompting further investigation.

**Contributions**

This work contains two key contributions. First, we provide a rigorous characterization of how local communication constraints restrict (or preserve) the set of trajectories available under predictive control, and use this to provide guarantees on optimal global performance for localized MPC. Secondly, we provide an exact method for selecting an appropriate locality parameter $d$ for localized MPC. To the best of our knowledge, these are the first results of this kind on local communication constraints; our findings are useful to theoreticians and practitioners alike.

### 4.2 Problem Statement

In Chapter 2, we provided a formulation for the MPC problem (2.3). In order to solve problem (2.3) in a distributed manner while respecting local communication constraints, we introduced information exchange constraints through equation (2.4). These constraints, which we shall refer to interchangeably as *local communication constraints* or *locality constraints*, restrict sub-controllers to exchange their state and control actions with neighbors at most $d$-hops away, as per the incoming and outgoing sets from Definition 1. The goal of this chapter is to investigate how local communication constraints restrict the optimal trajectory provided as a solution of the MPC problem (2.3), and identify under which conditions the inclusion of locality constraints does not impact the optimal solution of the MPC problem. We also investigate a principled method to select an appropriate locality parameter $d$ such that the optimality is preserved.

In this chapter, we restrict our analysis to the noiseless case. Notice that in the where no driving noise is present, the disturbance vector takes the form $\mathbf{w} := \begin{bmatrix} x^T_0 & 0 & \ldots & 0 \end{bmatrix}^T$. Then, only the first block column of $\Phi$ needs to be computed.
In this case, problem (2.7) at time-step $\tau$ becomes:

$$\min_{\Phi\{1\}} f(\Phi\{1\}x_0) \quad (4.1a)$$

s.t.  
$$x_0 = x(\tau), \quad (4.1b)$$
$$Z_{AB}\Phi\{1\} = \hat{I}, \quad (4.1c)$$
$$\Phi\{1\}x_0 \in \mathcal{P}, \quad (4.1d)$$

where $\hat{I} := \begin{bmatrix} I & 0 \end{bmatrix}^T$.

**Remark 8.** We denote the number of rows of $\Phi$ as $N_\Phi := N_x(T + 1) + N_uT$. To shorten notation in what follows, we denote $\Phi_1 := \Phi_{1:N_x;:}$, and $\Phi_2 := (\Phi)_{N_x+1;:}$.

For the remainder of the chapter we abuse notation and refer to the first block-column of the full matrix $\Phi$—denoted as $\Phi\{1\}$—as $\Phi$, where we drop the term $\{1\}$ for convenience. From here on, we shall use global MPC to refer to (2.3), or equivalently, (4.1). We shall use localized MPC to refer to problem (4.1) with the additional locality constraints as per Definition 3, i.e., $\Phi \in L_d$. As discussed in previous chapters, localized MPC is less computationally complex than global MPC—also, for appropriately chosen locality constraints, it confers substantial scalability benefits. For this reason, here we explore conditions where we can keep the locality parameter $d$ small without affecting the overall optimal performance of the system.

### 4.3 Global Performance for Localized MPC

In this section, we analyze the effect of locality constraints $\Phi \in L$ on the optimal performance of the MPC problem (2.7). We are especially interested in scenarios where localized MPC achieves optimal global performance, i.e., $f^* = f^*_L$, where $f^*$ and $f^*_L$ are the solutions to the global MPC problem and localized MPC problem, respectively, for some state $x_0$.

First, we must analyze the space of available trajectories from state $x_0$ for both global and localized MPC. We denote an available trajectory $y := \begin{bmatrix} x_{1:T}^T & u^T \end{bmatrix}^T$.

**Definition 6.** Trajectory set $\mathcal{Y}(x_0)$ denotes the set of available trajectories from state $x_0$ under dynamics (2.1):

$$\mathcal{Y}(x_0) := \{ y : \exists \Phi \ s.t. \ Z_{AB}\Phi = \hat{I}, \ y = \Phi_2x_0 \}.$$  

Localized trajectory set $\mathcal{Y}_L(x_0)$ denotes the set of available trajectories from state $x_0$ under dynamics (2.1) and locality constraint $\Phi \in L_d$:

$$\mathcal{Y}_L(x_0) := \{ y : \exists \Phi \ s.t. \ Z_{AB}\Phi = \hat{I}, \ \Phi \in L_d, \ y = \Phi_2x_0 \}.$$
**Lemma 7.** (Optimal global performance) Given an initial condition $x_0$, if the local communication constraint set $L_d$ is chosen such that $Y(x_0) = Y_L(x_0)$, then the localized MPC problem will attain optimal global performance.

**Proof.** Global MPC problem (4.1) can be written as

$$\min_y f(y) \quad \text{s.t.} \quad y \in Y(x(\tau)) \cap P.$$ 

Similarly, the localized MPC problem can also be written in this form by replacing $Y(x(\tau))$ with $Y_L(x(\tau))$. Thus, if $Y(x(\tau)) = Y_L(x(\tau))$, the two problems are equivalent and will have the same optimal values. □

**Remark:** This is a sufficient but not necessary condition for optimal global performance. Even if this condition is not satisfied, i.e., $Y_L(x_0) \subset Y(x_0)$, the optimal global trajectory may be contained within $Y_L(x_0)$. However, this is dependent on objective $f$. Our analysis focuses on stricter conditions which guarantee optimal global performance for any objective function.

We now explore cases in which $Y(x_0) = Y_L(x_0)$, i.e., the localized MPC problem attains optimal global performance. Localized trajectory set $Y_L(x_0)$ is shaped by the dynamics and locality constraints:

$$Z_{AB} \Phi = \hat{I} \quad (4.2a)$$
$$\Phi \in L. \quad (4.2b)$$

To obtain a closed-form solution for $Y_L(x_0)$, we will parameterize these constraints. Two equivalent formulations are available. The dynamics-first formulation parameterizes constraint (4.2a), then (4.2b), and the locality-formulation parameterizes the constraints in the opposite order. The dynamics-first formulation clearly shows how local communication constraints affect the trajectory space; the locality-first formulation is less clear in this regard, but can be implemented in code with lower computational complexity than the dynamics-first formulation. We now derive each formulation.

**Dynamics-first formulation**

We first parameterize (4.2a), which gives a closed-form expression for trajectory set $Y(x_0)$. 


Lemma 8. (Image space representation of trajectory set) The trajectory set from state $x_0$ is described by:

\[ \mathcal{Y}(x_0) = \{ y : y = Z_p x_0 + Z_h X \lambda, \quad \lambda \in \mathbb{R}^{N_h} \} , \]

where $Z_p := (Z_{AB}^\dagger)_{N_s+1:} \hat{I}$ and $Z_h := (I - Z_{AB}^\dagger Z_{AB})_{N_s+1:}$; and the size of the trajectory set is

\[ \dim(\mathcal{Y}(x_0)) = \text{rank}(Z_h X). \]

If $x_0$ has at least one nonzero value, then $\dim(\mathcal{Y}(x_0)) = N_u T$.

Proof. We start by noticing that for any $\Phi_x$ satisfying constraint (4.1d), $\Phi_1 = I$. This is due to the structure of $Z_{AB}$. Also, constraint (4.1d) is always feasible, with solution space of dimension $N_u T$. To see this, notice that $\text{rank}(Z_{AB}) = \text{rank} \begin{bmatrix} Z_{AB} & \hat{I} \end{bmatrix}$ always holds, since $Z_{AB}$ has full row rank due to the identity blocks on its diagonal; apply the Rouché-Capelli theorem [78] to get the desired result. Hence, we can parameterize the space of solutions $\Phi$ as:

\[ \Phi = Z_{AB}^\dagger \hat{I} + (I - Z_{AB}^\dagger Z_{AB}) \Lambda \] (4.3)

where $\Lambda$ is a free variable with the same dimensions as $\Phi$. Since $\Phi_1 = I$ always holds, we can omit the first $N_x$ rows of (4.3). Hence,

\[ \Phi_2 = Z_p + Z_h \Lambda. \] (4.4)

Combining (4.4) and the definition of $y$, we have

\[ y = \Phi_2 x_0 = Z_p x_0 + Z_h \Lambda x_0. \] (4.5)

Making use of augmented state $X$, rewrite this as

\[ y = \Phi_2 x_0 = Z_p x_0 + Z_h X \Lambda. \] (4.6)

This gives the desired expression for $\mathcal{Y}(x_0)$ and its size.

Notice that if $x_0$ has at least one nonzero value, then $\text{rank}(Z_h X) = \text{rank}(Z_h)$ due to the structure of $X$. All that is left is to show $\text{rank}(Z_h) = N_u T$. First, note that $\text{rank}(Z_{AB}) = N_s (T+1)$ due to the identity blocks on the diagonal of $Z_{AB}$. It follows that $\text{rank}(Z_{AB}^\dagger) = \text{rank}(Z_{AB}^\dagger Z_{AB}) = N_s (T+1)$. Thus, $\text{rank}(I - Z_{AB}^\dagger Z_{AB}) = N_{\Phi} - N_s (T+1) = N_u T$. Recall that $Z_h$ is simply $I - Z_{AB}^\dagger Z_{AB}$ with the first $N_x$ rows removed; this does not result in decreased rank, since all these rows are zero (recall that $\Phi_1$ is always equal to $I$). Thus, $\text{rank}(Z_h) = \text{rank}(I - Z_{AB}^\dagger Z_{AB}) = N_u T$. \( \square \)
To write the closed form of localized trajectory set $\mathcal{Y}_L(x_0)$, we require some definitions:

**Definition 7.** Constrained vector indices $\mathcal{Q}$ denote the set of indices of $\Phi_2$ that are constrained to be zero by the locality constraint (4.2b), i.e.

$$(\Phi_2)_{\mathcal{Q}} = 0 \iff \Phi \in \mathcal{L}.$$ 

Let $N_{\mathcal{Q}}$ be the cardinality of $\mathcal{Q}$.

We now parameterize (4.2b) and combine this with Lemma 8, which gives a closed-form expression for localized trajectory set $\mathcal{Y}_L(x_0)$.

**Lemma 9.** (Image space representation of localized trajectory set) Assume there exists some $\Phi$ that satisfies constraints (4.2a) and (4.2b). Then, the localized trajectory set from state $x_0$ is described by the following:

$$\mathcal{Y}_L(x_0) = \{ y : y = Z_P x_0 + Z_h X F^\dagger g + Z_h X (I - F^\dagger F) \mu, \quad \mu \in \mathbb{R}^{N_{\mathcal{Q}}} \},$$

where $F := (Z_h^{blk})_{\mathcal{Q}}$; and $g := -(Z_P)_{\mathcal{Q}}$; and the size of the localized trajectory set is

$$\dim(\mathcal{Y}_L(x_0)) = \text{rank}(Z_h X (I - F^\dagger F)).$$

**Proof.** Using the augmented matrix of $Z_h$, we can write the vectorization of (4.4) as

$$\overrightarrow{\Phi}_2 = \overrightarrow{Z_P} + Z_h^{blk} \overrightarrow{\Lambda}$$

where $\overrightarrow{\Lambda}$ is a free variable. Incorporate locality constraint (4.2b) using the constrained vector indices:

$$(\overrightarrow{Z_P} + Z_h^{blk} \overrightarrow{\Lambda})_{\mathcal{Q}} = 0.$$ 

This is equivalent to $(\overrightarrow{Z_P})_{\mathcal{Q}} + (Z_h^{blk})_{\mathcal{Q}} \overrightarrow{\Lambda} = 0$, or $F \overrightarrow{\Lambda} = g$. We can parameterize this constraint as

$$\overrightarrow{\Lambda} = F^\dagger g + (I - F^\dagger F) \mu$$

where $\mu$ is a free variable. Plugging this into (4.6) gives the desired expression for $\mathcal{Y}_L(x_0)$ and its size. We remark that there is no need to consider $\Phi_1 = I$ in relation to the locality constraints, since the diagonal sparsity pattern of the identity matrix (which corresponds to self-communication, i.e., node $i$ ‘communicating’ to itself) satisfies any local communication constraint. □
**Theorem 2.** (Optimal global performance) If \( x_0 \) has at least one nonzero value, then localized MPC attains optimal global performance if:

1. there exists some \( \Phi \) that satisfies constraints (4.2a) and (4.2b), and
2. \( \text{rank}(Z_h X (I - F^\dagger F)) = N_u T \).

**Proof.** By definition, \( \mathcal{Y}_L(x_0) \subseteq \mathcal{Y}(x_0) \). Equality is achieved if and only if the two sets are of equal size. Applying Lemmas 8 and 9 shows that the conditions of the theorem are necessary and sufficient for \( \mathcal{Y}_L(x_0) \) and \( \mathcal{Y}(x_0) \) to be equal. Then, apply Proposition 7 for the desired result. □

This formulation provides intuition on how the inclusion of locality constraints affects the trajectory set—this is made clear in numerical examples in Section 4.3. However, checking the conditions of Theorem 2 is computationally expensive. In particular, we must assemble and compute the rank of matrix \( Z_h X (I - F^\dagger F) \). The complexity of this operation is dependent on the size of the matrix, which increases as \( \Phi \) becomes more sparse (as enforced by locality constraints). This is a problem, since it is generally preferable to use very sparse \( \Phi \), as previously mentioned—this would correspond to an extremely large matrix \( Z_h X (I - F^\dagger F) \), which is time-consuming to compute with. Ideally, sparser \( \Phi \) should instead correspond to lower complexity; this is the motivation for the next formulation.

**Locality-first formulation**

We first parameterize (4.2b), then (4.2a). This directly gives a closed-form expression for localized trajectory set \( \mathcal{Y}_L(x_0) \). We introduce some definitions that will prove helpful in the derivation of this formulation.

**Definition 8.** Support vector indices \( \mathfrak{M} \) denote the set of indices of \( \overline{\Phi} \) such that \( (\overline{\Phi})_{\mathfrak{M}} \neq 0 \) is compatible with locality constraint (4.2b). Let \( N_{\mathfrak{M}} \) be the cardinality of \( \mathfrak{M} \).

**Remark:** this is complementary to Definition 7. Instead of looking at which indices are constrained to be zero, we now look at which indices are allowed to be nonzero. A subtlety is that this definition considers the entirety of \( \Phi \), while Definition 7 omits the first \( N_x \) rows of \( \Phi \).
Lemma 10. (Image space representation of localized trajectory set) Assume there exists some $\Phi$ that satisfies constraints (4.2a) and (4.2b). Then, the localized trajectory set from state $x_0$ is described by the following:

$$
\mathcal{Y}_L(x_0) = \{ y : y = (X_2)_{.,3R}H^\dagger k + (X_2)_{.,3R} (I - H^\dagger H) \gamma, \quad \gamma \in \mathbb{R}^{N_u} \},
$$

where $X_2 := (X)_{N_u+1:,:}$, $H = (Z_{AB}^{blk})_{.,3R}$ and $k := \tilde{I}$; and the size of the localized trajectory set is

$$
\dim(\mathcal{Y}_L(x_0)) = \text{rank}((X_2)_{.,3R}(I - H^\dagger H)).
$$

Proof. Future trajectory $y$ can be written as

$$
y = X_2 \tilde{\Phi} = (X_2)_{.,3R}(\tilde{\Phi})_{3R} \quad (4.10)
$$

where the first equality arises from the definitions of $y$ and $X$, and the second equality arises from the fact that zeros in $\tilde{\Phi}$ do not contribute to $y$; thus, we only need to consider nonzero values $(\tilde{\Phi})_{3R}$.

Using the augmented matrix of $Z_{AB}$, constraint (4.2a) can be rewritten as $Z_{AB}^{blk} \Phi = k$. Nonzero values $(\Phi)_{3R}$ must obey

$$
H(\Phi)_{3R} = k. \quad (4.11)
$$

Constraint (4.11) is feasible exactly when constraints (4.2a) and (4.2b) are feasible. By assumption, solutions exist, so we can parameterize the solution space as

$$
(\Phi)_{3R} = H^\dagger k + (I - H^\dagger H) \gamma \quad (4.12)
$$

where $\gamma$ is a free variable. Substituting (4.12) into (4.10) gives the desired expression for $\mathcal{Y}_L(x_0)$ and its size.

Theorem 3. (Optimal global performance) If $x_0$ has at least one nonzero value, then localized MPC attains optimal global performance if:

1. there exists some $\Phi$ that satisfies constraints (4.2a) and (4.2b), and
2. $\text{rank}((X_2)_{.,3R}(I - H^\dagger H)) = N_uT$.

Proof. Similar to Theorem 2; instead of applying Lemma 9, apply Lemma 10. \qed
To check the conditions of Theorem 3, we must assemble and compute the rank of matrix \((X_2)_{:\mathfrak{M}}(I - H^\dagger H)\). The complexity of this operation is dependent on the size of this matrix, which decreases as \(\Phi\) becomes more sparse (as enforced by locality constraints). This is beneficial, since it is preferable to use very sparse \(\Phi\), which corresponds to a small matrix \((X_2)_{:\mathfrak{M}}(I - H^\dagger H)\) that is easy to compute with. This is in contrast with the previous formulation, in which sparser \(\Phi\) corresponded to increased complexity. However, from a theoretical standpoint, this formulation does not provide any intuition on the relationship between the trajectory set \(\mathcal{Y}(x_0)\) and the localized trajectory set \(\mathcal{Y}_L(x_0)\).

For completeness, we now use the locality-first formulation to provide a closed-form expression of \(\mathcal{Y}(x_0)\). The resulting expression is equivalent to—though decidedly more convoluted than—the expression in Lemma 8:

**Lemma 11.** (Image space representation of trajectory set) The trajectory set from state \(x_0\) is described by:

\[
\mathcal{Y}(x_0) = \{ y : \ y = X_2 Z_{AB}^{blk} k + X_2 (I - Z_{AB}^{blk \dagger} Z_{AB}^{blk}) \gamma, \ \gamma \in \mathbb{R}^{N_{\Phi}} \}.
\]

**Proof.** In the absence of locality constraints, \(\mathfrak{M}\) includes all indices of \(\overline{\Phi}\) since all entries are allowed to be nonzero. Here, \(N_{\mathfrak{M}} = N_{\Phi}\), \((X_2)_{:\mathfrak{M}} = X_2\), \((\overline{\Phi})_{:\mathfrak{M}} = \overline{\Phi}\), and \(H = Z_{AB}^{blk}\). Substitute these into the expression in Lemma 10 to obtain the desired result. \(\square\)

**Remark:** By definition, \(X_2 Z_{AB}^{blk} k = Z_p x_0\) and \(X_2 (I - Z_{AB}^{blk \dagger} Z_{AB}^{blk}) = Z_h X\). Substituting these quantities into Lemma 11 recovers Lemma 8.

**Numerical example**

To provide some intuition on the results from the previous subsections, we present a simple numerical example. We work with a system of three nodes in a chain interconnection, as shown in Fig. 4.1.

![Example system with three nodes, two of which are actuated.](image-url)
The system matrices are:

\[
A = \begin{bmatrix}
1 & 2 & 0 \\
3 & 4 & 5 \\
0 & 6 & 7
\end{bmatrix},
B = \begin{bmatrix}
1 & 0 \\
0 & 0 \\
0 & 1
\end{bmatrix}.
\] (4.13)

We set initial state \( x_0 = \begin{bmatrix} 1 & 1 & 1 \end{bmatrix}^T \), and choose a predictive horizon size of \( T = 1 \). Here, \( N_\Phi = N_x (T + 1) + N_u T = 8 \). We choose locality constraints \( \mathcal{L} \) such that each node may only communicate with its immediate neighbors; node 1 with node 2, node 2 with both nodes 1 and 3, and node 3 with node 2. Then, locality constraint (4.2b) is equivalent to

\[
\Phi = \begin{bmatrix}
* & * & 0 \\
* & * & * \\
0 & * & * \\
* & * & 0 \\
* & * & * \\
0 & * & * \\
* & * & 0 \\
0 & * & *
\end{bmatrix}
\] (4.14)

where \( * \) indicate values that are allowed to be nonzero. The support vector indices are \( \mathcal{M} = \{1, 2, 4, 5, 7, 9 - 16, 18, 19, 21, 22, 24\} \), and the constrained vector indices are \( \mathcal{L} = \{3, 5, 11, 14\} \) (recall that indices in \( \mathcal{L} \) do not include the first \( N_x \) rows of \( \Phi \)).

We confirm that there exists some \( \Phi \) that satisfies both dynamics constraints (4.2a) and locality constraints (4.2b) by checking that constraint (4.11) is feasible.

We start with dynamics-first formulation. In our case,

\[
Z_h = \begin{bmatrix}
0_{5 \times 3} & c_1 & 0_{5 \times 1} & c_2 & c_1 & c_2
\end{bmatrix}
\] (4.15)

where \( c_1 \) and \( c_2 \) are defined as

\[
c_1 := \frac{1}{2} \begin{bmatrix} 1 \\ 0 \\ 0 \\ 1 \\ 0 \end{bmatrix},
\]

\[
c_2 := \frac{1}{2} \begin{bmatrix} 0 \\ 0 \\ 1 \\ 0 \end{bmatrix}
\] (4.16)

\( Z_h \) has a rank of 2. Then, \( Z_h X = \begin{bmatrix} Z_h & Z_h & Z_h \end{bmatrix} \), also has a rank of 2. Per Lemma 8, this is the size of the trajectory set \( \mathbb{Y}(x_0) \), which is exactly equal to \( N_u T \), as expected.
We write out $Z_h X$ and $Z_h X (I - F^\dagger F)$ in full in equations (4.17) and (4.18). Boxed columns represent columns zeroed out as a result of locality constraints, i.e., if we replace the boxed columns in $Z_h X$ with zeros, we obtain $Z_h X (I - F^\dagger F)$. In our example, $Z_h X (I - F^\dagger F)$ also has a rank of 2; by Theorem 2, the local trajectory set is equal to the trajectory set, and by Theorem 2, the localized MPC problem attains optimal global performance.

Two observations are in order. First, we notice that the rank of $Z_h X$ (= 2) is low compared to the number of nonzero columns (= 12), especially when $x_0$ is dense. Additionally, the structure of $Z_h X$ is highly repetitive; the only two linearly independent columns are $c_1$ and $c_2$, and each appears 6 times in $Z_h X$. Furthermore, the specific values of $x_0$ do not affect the rank of these matrices—only the placement of nonzeros and zeros in $x_0$ matters. Second, notice that post-multiplying $Z_h X$ by $(I - F^\dagger F)$ effectively zeros out columns of $Z_h X$. However, due to the repetitive structure of $Z_h X$, this does not result in decreased rank for $Z_h X (I - F^\dagger F)$. In fact, it is difficult to find a feasible locality constraint that results in decreased rank. This observation is corroborated by simulations in Section 4.5, in which we find that locality constraints that are feasible also typically preserve global performance. For more complex systems and larger predictive horizons, post-multiplication of $Z_h X$ by $(I - F^\dagger F)$ no longer cleanly corresponds to zeroing out columns, but similar intuition applies.

We now apply the locality-first formulation. To check the conditions of Theorem 3, we must construct the matrix $(X_2)_{\gamma R} (I - H^\dagger H)$ and check its rank. This matrix is written out in equation (4.19). As expected, the rank of this matrix is also equal to two. Additionally, notice that $(X_2)_{\gamma R} (I - H^\dagger H)$ contains the same nonzero columns as $Z_h X (I - F^\dagger F)$: $c_1$ and $c_2$ are each repeated four times, in slightly different orders. This is unsurprising, as the two formulations are equivalent.
4.4 Algorithmic Implementation of Optimal Locality Selection

Leveraging the results of the previous section, we introduce an algorithm that selects the appropriate locality constraints for localized MPC. For simplicity, we restrict ourselves to locality constraints corresponding to $d$-local neighborhoods, though we remark that Subroutine 4 is applicable to arbitrary communication structures.

The localized MPC problem can be solved via distributed optimization techniques; the resulting distributed and localized MPC problem enjoys complexity that scales with locality parameter $d$, as opposed to network size $N$ as illustrated in Chapter 2. Thus, when possible, it is preferable to use small values of $d$ to minimize computational complexity. For a given system and predictive horizon length, Algorithm 4 will return the optimal locality size $d$—the smallest value of $d$ that attains optimal global performance.

As previously described, the specific values of $x_0$ do not matter—only the placement of nonzeros and zeros in $x_0$ matters. We will restrict ourselves to considering dense values of $x_0$. For simplicity, our algorithm will work with the vector of ones as $x_0$—the resulting performance guarantees hold for any dense $x_0$.

To check if a given locality constraint preserves global performance, we must check the two conditions of Theorem 3. First, we must check whether there exists some $\Phi$ that satisfies both dynamics and locality constraints; this is equivalent to checking whether (4.11) is feasible. We propose to check whether

$$\|H(H^\dagger k) - k\|_\infty \leq \epsilon$$

(4.20)

for some tolerance $\epsilon$. Condition (4.20) can be distributedly computed due to the block-diagonal structure of $H$. Define partitions $[H]_i$ such that $H = \text{blkdiag}([H]_1, [H]_2 \ldots [H]_N)^2$. Then, (4.20) is equivalent to

$$\|[[H]_i([H]_i^\dagger [k]_i) - [k]_i]\|_\infty \leq \epsilon \quad \forall i.$$ (4.21)

If this condition is satisfied, then it remains to check the second condition of Theorem 3. To so, we must construct matrix $J := (X_2)_{:,\mathbb{R}(I-H^\dagger H)}$ and check its rank. Notice that $J$ can be partitioned into submatrices $J_i$, i.e., $J := \begin{bmatrix} J_1 & J_2 & \ldots & J_N \end{bmatrix}$, where each block $J_i$ can be constructed using only information from subsystem $i$, i.e., $[H]_i$, $[k]_i$, etc. Thus, $J$ can be constructed in parallel—each subsystem $i$ performs Subroutine 4 to construct $J_i$.

---

$^2H$ should have $N_x$ blocks, where $N_x$ is the number of states. Since $N \leq N_x$ and one subsystem may contain more than one state, we are able to partition $H$ into $N$ blocks as well.
Subroutine 4 Local sub-matrix for subsystem $i$

inputs: $[H]_i$, $[k]_i$, $\epsilon$
output: $J_i$

1: Compute $w = [H]_i^\dagger[k]_i$
2: if $|[H]_i w - [k]_i|_\infty > \epsilon$
   $J_i \leftarrow \text{False}$
else :
   $J_i \leftarrow I - [H]_i^\dagger[H]_i$
return

Subroutine 4 checks whether the dynamics and locality constraints are feasible by checking (4.21), and if so, returns the appropriate submatrix $J_i$. Notice that the quantity $[H]_i$ is used in both the feasibility check and in $J_i$. Also, $x_0$ does not appear, as we are using the vector of ones in its place.

Having obtained $J$ corresponding to a given locality constraint, we need to check its rank to verify whether global performance is preserved, i.e., $\text{rank}(J) = N_uT$, as per Theorem 3. As previously described, we restrict ourselves to locality constraints of the $d$-local neighborhood type, preferring smaller values of $d$ as these correspond to lower complexity for the localized MPC algorithm 1. Thus, in Algorithm 4, we start with the smallest possible value of $d = 1$, i.e., subsystems communicate only with their immediate neighbors. If $d = 1$ does not preserve global performance, we iteratively increment $d$, construct $J$, and check its rank, until optimal global performance is attained.

Algorithm 4 Optimal local region size

inputs: $A, B, T, \epsilon$
output: $d$

for $d = 1 \ldots N$ :
1: for $i = 1 \ldots N$ :
   Construct $[H]_i$, $[k]_i$
   Run Subroutine 4 to obtain $J_i$
   if $J_i$ is False :
      continue
2: Construct $J = [J_1 \ldots J_N]$
3: if $\text{rank}(J) = N_uT$
   return $d$

In Step 1 of Algorithm 4, we call Subroutine 4 to check for feasibility and construct submatrices $J_i$. If infeasibility is encountered, or if optimal global performance is not attained, we increment $d$; otherwise, we return optimal locality size $d$. 
Complexity

To analyze complexity, we first make some simplifying scaling assumptions. Assume that the number of states $N_x$ and inputs $N_u$ are proportional to the number of subsystems $N$, i.e., $O(N_x + N_u) = O(N)$. Also, assume that the number of nonzeros $N_{\text{gr}}$ for locality constraint corresponding to parameter $d$ are related to one another as $O(N_{\text{gr}}) = O(NdT)$.

Steps 1 and 3 determine the complexity of the algorithm. In Step 1, each subsystem performs operations on matrix $[H]_i$, which has size of approximately $N_x(T + 1)$ by $dT$—the complexity will vary depending on the underlying implementations of the pseudoinverse and matrix manipulations, but will generally scale according to $O((dT)^2N_xT)$, or $O(T^3d^2N)$. In practice, $d$ and $T$ are typically much smaller than $N$, and this step is extremely fast; we show this in the next section.

In Step 3, we perform a rank computation on a matrix of size $(N_x + N_u)T$ by $N_{\text{gr}}$. The complexity of this operation, if Gaussian elimination is used, is $O((N_x + N_u)^{1.38}T^{1.38}N_{\text{gr}})$, or $O(T^{2.38}N^{2.38}d)$. Some speedups can be attained by using techniques from [79], which leverage sparsity—typically, $J$ is quite sparse, with less than 5% of its entries being nonzero. In practice, Step 3 is the dominating step in terms of complexity.

We remark that this algorithm needs only to be run once offline for any given localized MPC problem. Given a system and predictive horizon, practitioners should first determine the optimal locality size $d$ using Algorithm 4, then run Algorithm 1 to solve for the DLMPC problem.

4.5 Simulations

We first present simulations to supplement runtime characterizations of Algorithm 4 from the previous section. Then, we use the algorithm to investigate how optimal locality size varies depending on system size, actuation density, and prediction horizon length. We find that optimal locality size is primarily a function of actuation density. We also verify in simulation that localized MPC performs identically to global MPC when we use the optimal locality size provided by Algorithm 4, as expected. Code needed to replicate all simulations can be found at https://github.com/flyingpeach/LocalizedMPCPerformance. This code uses the SLS-MATLAB toolbox [59], which includes an implementation of Algorithm 4.

---

3When implementing subroutine 4 in MATLAB, use of the backslash operator (i.e., $H\backslash k$) is faster than the standard pseudoinverse function (i.e., $\text{pinv}(H) \ast k$). The backslash operator also produces
System and parameters

Simulations are performed on the same system as in Chapter 2; a two-dimensional square mesh, where each node represents a two-state subsystem that follows linearized and discretized swing dynamics

\[
\begin{bmatrix}
\theta(t+1) \\
\omega(t+1)
\end{bmatrix}_i = \sum_{j \in \text{in}(i)} [A]_{ij} \begin{bmatrix}
\theta(t) \\
\omega(t)
\end{bmatrix}_j + [B]_i [u]_i + [w]_i,
\]

where \([\theta]_i, [\dot{\theta}]_i, [u]_i\) are the phase angle deviation, frequency deviation, and control action of the controllable load of bus \(i\). The dynamic matrices are

\[
[A]_{ii} = \begin{bmatrix}
\frac{1}{m_i} \Delta t & \Delta t \\
-\frac{k_i}{m_i} \Delta t & 1 - \frac{d_i}{m_i} \Delta t
\end{bmatrix},
[A]_{ij} = \begin{bmatrix}
0 & 0 \\
0 & k_{ij} \Delta t
\end{bmatrix}, \text{ and } [B]_{ii} = \begin{bmatrix}
0 & 1
\end{bmatrix}^\top \text{ for all } i.
\]

Connectivity among nodes is determined at random; each node connects to each of its neighbors with a 40% probability. The expected number of edges is \(0.8 \times n \times (n - 1)\). We consider only fully connected graphs. The parameters in bus \(i\): \(m_i^{-1}\) (inertia inverse), \(d_i\) (damping) and \(k_{ij}\) (coupling term) are randomly generated and uniformly distributed between \([0, 2]\), \([0.5, 1]\), and \([1, 1.5]\), respectively. We set the discretization step \(\Delta t = 0.2\), and define \(k_i := \sum_{j \in \text{in}(i)} k_{ij}\).

Under the given parameter ranges, the system is typically neutrally stable, with a spectral radius of 1. The baseline system parameters are \(n = 5\) (corresponding to a \(5 \times 5\) grid containing 25 nodes, or 50 states) and 100% actuation. Note: this does not correspond to ‘full actuation’ in the standard sense; it means that each subsystem (which contains 2 states) has one actuator–50% of states are actuated. We use a prediction horizon length of \(T = 15\) unless otherwise stated.

Algorithm runtime

We plot the runtime of Algorithm 4 in Fig. 4.2 for different system sizes and horizon lengths. We separately consider runtimes for matrix construction (Step 1) and rank determination (Step 3). The former is parallelized, while the latter is not.

Runtime for matrix construction is extremely small. Even for the grid with 121 subsystems (242 states), this step takes less than a millisecond. Interestingly, matrix construction runtime also stays relatively constant with increasing network size, despite the worst-case runtime scaling linearly with \(N\), as described in the previous section. This is likely due to the sparse structure of \(H\). Conversely, matrix construction runtime increases with increasing horizon length.

\(J_t\) matrices that are as sparse as possible, which facilitates faster subsequent computations.
Runtime for rank determination dominates total algorithm runtime, and increases with both system size and horizon length. Rank determination runtime appears to increase more sharply with increasing horizon length than with increasing system size. Further runtime reductions may be achieved by taking advantage of techniques described in the previous section; however, even without additional speedups, the runtime is no more than 10 seconds for the grid with 242 states.

![Algorithm runtime](image)

Figure 4.2: Runtime of matrix construction (Step 1, green) and rank determination (Step 3, pink) of Algorithm 4 vs. network size and horizon length. Parallelized (i.e., per-subsystem) runtimes are shown for matrix construction. The algorithm was run for grids containing 16, 25, 36, 64, and 121 subsystems. For each point, we run the algorithm on five different systems, and plot the average and standard deviation—here, the standard deviation is so small that it is barely visible. As expected, the rank determination step dominates total runtime, while the matrix construction step is extremely fast.

Optimal locality size as a function of system parameters

We characterize how optimal locality size changes as a function of the system size and horizon length—the results are summarized in Figure 4.3. Actuation density is the main factor that affects optimal locality size. Remarkably, at 100% actuation, the optimal locality size always appears to be $d = 1$, the smallest possible size (i.e., communication only occurs between nodes that share an edge). As we decrease actuation density, the required optimal locality size increases. This makes sense, as unactuated nodes must communicate to at least the nearest actuated node, and the distance to the nearest actuated node grows as actuation density decreases.
The optimal locality size also increases as a function of system size—but only when we do not have 100% actuation. At 60% actuation, for 121 nodes, the optimal locality size is around $d = 5$; this still corresponds to much less communication than global MPC.

Predictive horizon length does not substantially impact optimal locality size. At short horizon lengths ($T \leq 10$), we see some small correlation, but otherwise, optimal locality size stays constant with horizon size. Similarly, the stability of the system (i.e., spectral radius) appears to not affect optimal locality size; this was confirmed with simulations over systems with spectral radius of 0.5, 1.0, 1.5, 2.0, and 2.5 for 60%, 80%, and 100% actuation (not included in the plots).

Figure 4.3: Optimal locality size as a function of various parameters. Each point represents the average over five different systems; standard deviations are shown by the fill area. (Left) Optimal locality size vs. actuation density. The two are inversely correlated. (Center) Optimal locality size vs. network size for 60% actuation (pink), 80% actuation (blue), and 100% actuation (green). For 60% and 80% actuation, optimal locality size roughly increases with network size. For 100% actuation, the optimal locality size is always 1, independent of network size. (Right) Optimal locality size vs. predictive horizon length for 60% actuation (pink), 80% actuation (blue), and 100% actuation (green). For 60% and 80% actuation, optimal locality size increases with horizon size up until $T = 10$, then stays constant afterward. For 100% actuation, the optimal locality size is always 1.
**Optimal performance with locality constraints**

From the previous section, we found that with 100% actuation, the optimal locality size is always 1. This means that even in systems with 121 subsystems, each node need only communicate with its immediate neighbors (i.e., 4 or less other nodes) to attain optimal global performance. This is somewhat surprising, as this is a drastic (roughly 30-fold) reduction in communication compared to global MPC. To confirm this result, we ran simulations on 20 different systems of size $N = 121$ and 100% actuation. We use LQR objectives with random positive diagonal matrices $Q$ and $R$, and state bounds $\theta_i \in [-4, 4]$ for phase states and $\omega_i \in [-20, 20]$ for frequency states. We use random initial conditions where each value $(x_0)_i$ is drawn from a uniform distribution over $[-2, 2]$.

For each system, we run localized MPC with $d = 1$, then global MPC, and compare their costs over a simulation of 20 timesteps. Over 20 simulations, we find the maximum cost difference between localized and global MPC to be $5.6 \cdot 10^{-6}$. Thus, we confirm that the reported optimal locality size is accurate, since the cost of localized and global MPC are nearly identical.

**Feasibility-optimality trade-off with locality constraints**

In Algorithm 4, a given locality size is determined to be suboptimal if (1) the locality constraints are infeasible, or (2) the locality constraints are feasible, but matrix $J$ has insufficient rank. The example from Section 4.3 suggests that the second case is rare—to further investigate, we performed 200 random simulations, in which all parameters were randomly selected from uniform distributions—grid size $N$ from [4, 11] (corresponding to system sizes of up to 121 subsystems), actuation density from [0.2, 1.0], spectral radius from [0.5, 2.5] and horizon length from [3, 20]. In these 200 simulations, we encountered 4 instances where a locality constraint was feasible but resulted in insufficient rank; in the vast majority of cases, if a locality constraint was feasible, the rank condition was satisfied as well.

**4.6 Conclusion**

In this work, we provided analysis and guarantees on locality constraints and global performance. We presented lemmas, theorems, and an algorithm to certify optimal global performance—these are the first results of their kind, to the best of our knowledge. We then leveraged these theoretical results to provide an algorithm that determines the optimal locality constraints that will expedite computation while preserving the performance—this is the first exact method to compute the optimal
locality parameter $d$ for DLMPC.

Several directions of future work may be explored:

1. The results in this work can be leveraged to investigate the relationship between network topology and optimal locality constraints, i.e., the strictest communication constraints that still preserve optimal global performance. Certain topologies may require long-distance communication between handful of nodes; others may require no long-distance communications. A more thorough characterization will help us understand the properties of systems that are suited for localized MPC.

2. Algorithm 4 considers $d$-local communication constraints; a natural extension is to consider non-uniform local communication constraints, which are supported by the theory presented in this work. A key challenge of this research direction is the combinatorial nature of available local communication configurations; insights from the research direction suggested above will likely help narrow down said set of configurations.

3. Simulations suggest that feasibility of a given locality constraint overwhelmingly coincides with optimal global performance. This poses the question of whether feasibility of a given locality constraint is sufficient for $J$ to be full rank under certain conditions, and what these conditions may be. Additional investigation could reveal more efficient implementations of Algorithm 4, as bypassing the rank checking step would save a substantial amount of computation time.

4. This work focuses on nominal trajectories. Additional investigation is required to characterize the impact of locality constraints on trajectories robust to disturbances. For polytopic disturbances, the space (or minima) of available values of $\mathcal{E}_g$ from problem (2.11) in Chapter 2 is of interest. Due to the additional variables in the robust MPC problem, we cannot directly reuse techniques from this chapter, though similar ideas may be applicable.
Chapter 5

DATA-DRIVEN APPROACH IN THE NOISELESS CASE

Abstract

In this chapter, we present a novel data-driven distributed control algorithm that is synthesized directly from trajectory data. Our method, data-driven Distributed and Localized Model Predictive Control (D^3LMPC), builds upon the data-driven System Level Synthesis (SLS) framework, which allows one to parameterize closed-loop system responses directly from collected open-loop trajectories. The resulting model-predictive controller can be implemented with distributed computation and only local information sharing. By imposing locality constraints on the system response, we show that the amount of data needed for our synthesis problem is independent of the size of the global system. Moreover, we show that our algorithm enjoys theoretical guarantees for recursive feasibility and asymptotic stability. Finally, we also demonstrate the optimality and scalability of our algorithm in a simulation experiment.

The content in this chapter has been published in [80].
5.1 Introduction

Contemporary large-scale distributed systems such as the Internet of Things enjoy ubiquitous sensing and communication, but are locally resource constrained in terms of power consumption, memory, and computation power. If such systems are to move from passive data-collecting networks to active distributed control systems, algorithmic approaches that exploit the aforementioned advantages subject to the underlying resource constraints of the network must be developed. Motivated by this emerging control paradigm, we seek to devise a distributed control scheme that is (a) model-free, eliminating the need for expensive system identification algorithms, and (b) scalable in implementation and computation. Our hypothesis is that for such systems, collecting local trajectory data from a small subset of neighboring systems is a far more feasible approach than deriving the intricate and detailed system models needed by model-based control algorithms. In this chapter, we show that such a data-driven distributed control approach can scalably provide optimal performance and constraint satisfaction, along with feasibility and stability guarantees.

Prior work

The majority of data-driven control approaches have focused on providing solutions to the linear quadratic regulator (LQR) problem. Among these works, we focus on the direct methods that do not require a system identification step [37]–[42]. Specifically, we highlight the work in [41], which applies behavioral systems theory to parametrize systems from past trajectories.\(^1\) This idea has then given rise to several different data-enabled Model Predictive Control (MPC) approaches [43]–[46]. However, these approaches require gathering past trajectories of the global system, which hinders their scalability and challenges their applicability in the distributed setting. Even though some recent works have been developed where data-driven approaches were applied to the distributed setting, providing theoretical guarantees for these approaches remain difficult. For instance, the work in [47] provides an algorithm to solve the LQR problem where the dynamic matrices are unknown and communication only occurs at a local scale. This algorithm relies on the existence of “auxiliary” links among subsystems, which can make its extension to an online approach (eg. MPC) very costly. It is also unclear how theoretical guarantees can be derived for an MPC approach relying on these techniques. On the other hand, some approaches use data-driven formulations to provide theoretical guarantees (re-

\(^1\)For a more in-depth treatment of behavioral system theory in the context of control problems, interested readers are referred to [81], [82], and the references therein.
recursive feasibility and asymptotic stability) in distributed MPC approaches where providing guarantees with conventional techniques is in general a hard problem and usually results in conservatism [10], [83]. However, in these cases knowledge of the system dynamics is assumed. It remains as an open question how to develop a scalable distributed MPC approach where the system model is unknown and only local measurements are available for each subsystem. It is important that such an approach enjoys the same theoretical guarantees of recursive feasibility and asymptotic stability as standard MPC approaches.

Contributions

We address this gap and present a data-driven version of the model-based Distributed Localized MPC (DLMPC) algorithm for linear time-invariant systems in a noise-free setting. We rely on recent results on data-driven SLS [46], which show that optimization problems over system-responses can be posed using only libraries of past system trajectories without explicitly identifying a system model. We extend these results to the localized and distributed setting, where subsystems can only collect and communicate information within a local neighborhood. In this way, the model-based DLMPC problem can equivalently be posed using only local libraries of past system trajectories, without explicitly identifying a system model. We then exploit this structure, together with the the separability properties of the objective function and constraints, and provide a distributed synthesis algorithm based on the Alternating Direction Method of the Multipliers (ADMM) [52] where only local information sharing is required. Hence, in the resulting implementation, each sub-controller solves a low-dimensional optimization problem defined over a local neighborhood, requiring only local data sharing and no system model. Since this problem is analogous to the model-based DLMPC problem in Chapter 2, our approach directly inherits its guarantees for convergence, recursive feasibility and asymptotic stability discussed in Chapter 3. Through numerical experiments, we validate these results and further confirm that the complexity of the subproblems solved at each subsystem does not scale relative to the full size of the system.

5.2 Problem Formulation

In Chapter 2, we provided an algorithmic solution to compute a localized MPC controller for the discrete-time linear time-invariant (LTI) system with dynamics (2.1) composed of $N$ interconnected subsystems. Here, we extend these results to the case where the topology is $G_{(A,B)}(V,E)$ is known, but the system model $(A,B)$
is unknown. In this setup, each subsystem $i$ has access to a collection of past local state and input trajectories, and only local communication is possible among $d$-hop neighboring subsystems. We rely on the notion of locality in Definition 1, and we add to that the $d$-external set, which will be helpful in future derivations.

**Definition 9.** For a graph $G(V, E)$, the $d$-external set of subsystem $i$ is defined as $\text{ext}_i(d) := \{v_j | \text{dist}(v_j \rightarrow v_i) > d \in \mathbb{N}\}$, where $\text{dist}(v_j \rightarrow v_i)$ denotes the distance between $v_j$ and $v_i$, i.e., the number of edges in the shortest path connecting $v_j$ to $v_i$.

Similar to Chapter 4, we assume no noise is present in this case. Hence, our goal is to solve the MPC subroutine (4.1) subject to locality constraints, i.e., $\Phi \in \mathcal{L}_d$ when the matrices $A$ and $B$ are unknown at the synthesis time. In the same spirit of Chapter 2, we work under mild structural assumptions such as Assumption 1.

In what follows we show problem (2.3) admits a distributed solution and implementation requiring only local data and no explicit estimate of the system model.

### 5.3 Data-driven System Level Synthesis

In this section, we introduce an abridged summary of the SLS extension to a data-driven formulation [46] based on the behavioral framework of Willems [84]. This section is adapted from §2 of [46]. In following sections, we build on these concepts to provide the necessary results to provide a tractable reformulation of problem (2.3).

Behavioral system theory [41], [81], [82], [84] offers a natural way of studying the behavior of a dynamical system in terms of its input/output signals. In particular, Willem’s Fundamental Lemma [84] offers a parametrization of state and input trajectories based on past trajectories as long as the data matrix satisfies a notion of persistance of excitation.

**Definition 10.** A finite-horizon signal $x$ with horizon $T$ is persistently exciting (PE) of order $L$ if the Hankel matrix

$$H_L(x) := \begin{bmatrix} x(0) & x(1) & \ldots & x(T - L) \\ x(1) & x(2) & \ldots & x(T - L + 1) \\ \vdots & \vdots & \ddots & \vdots \\ x(L - 1) & x(L) & \ldots & x(T - 1) \end{bmatrix}$$

has full rank.
Lemma 12. (Willem’s Fundamental Lemma [84]) Consider the LTI system \((\Phi)\) with controllable \((A, B)\) matrices, and assume that there is no driving noise. Let \(\{\tilde{x}, \tilde{u}\}\) be the state and input signals generated by the system over a horizon \(T\). If \(\tilde{u}\) is PE of order \(n + L\), then the signals \(x\) and \(u\) are valid trajectories of length \(L\) of the system (2.1) if and only if

\[
\begin{bmatrix}
  x \\
  u
\end{bmatrix} = H_L(\tilde{x}, \tilde{u}) g \text{ for some } g \in \mathbb{R}^{T-L+1},
\]

(5.1)

where \(H_L(\tilde{x}, \tilde{u}) := \begin{bmatrix} H_L(\tilde{x})^T & H_L(\tilde{u})^T \end{bmatrix}^T\).

A natural connection can be established between the data-driven parametrization (5.1) and the SLS parametrization (2.5). In particular, the achievability constraint (2.6) can be replaced by a data-driven representation by applying Willems’ Fundamental Lemma [84] to the columns of the system responses. Given a system response, we denote the set of columns corresponding to subsystem \(i\) as \(\Phi^i\), i.e.,

\[
\Phi = \begin{bmatrix} \Phi^1 & \Phi^2 & \ldots & \Phi^N \end{bmatrix}.
\]

The key insight is that, by definition of the system responses (2.5), \(\Phi^x\) and \(\Phi^u\) are the impulse response of \(x\) and \(u\) to \([x_0]_i\), which are themselves, valid system trajectories that can be characterized using Willems’ Fundamental Lemma. This can be seen from the following decomposition of the trajectories

\[
\begin{bmatrix}
  x \\
  u
\end{bmatrix} = \Phi[x_0]_i = \sum_{i=1}^{N} \Phi^i[x_0]_i.
\]

Lemma 13. (Lemma 1 of [46]) Given the assumptions of Lemma 12, the set of feasible solutions to constraint (2.6) over a time horizon \(t = 0, 1, ..., L - 1\) can be equivalently characterized as:

\[
H_L(\tilde{x}, \tilde{u})G, \text{ for all } G \text{ s.t. } H_1(\tilde{x})G = I.
\]

(5.2)

Proof. The proof to this Lemma can be found in [46], and consists on showing the set equality:

\[
\{\Phi : Z_{AB}\Phi = I\} = \{H_L(x, u)G : G \text{ s.t. } H_1(x)G = I\}.
\]

\(\square\)
The following Corollary follows naturally from Lemma 13, and will be useful later to provide locality results in this data-driven parametrization.

**Corollary 3.1.** The following is true:

\[ \{ \Phi^i : Z_{AB} \Phi^i = I^i \} = \{ H_L(\tilde{x}, \tilde{u})G^i : G^i \text{ s.t. } H_1(\tilde{x})G^i = I^i \}, \]

where \( I^i \) denotes the \( i \)-th block column of the identity matrix.

**Proof.** This follows directly from Lemma 13 by noting that the constraints can be separated column-wise. \( \square \)

While this connection between SLS and the behavioral formulation does not offer an immediate benefit, we will build on it in the following sections to equip the data-driven parametrization \((5.2)\) with locality constraints so as to provide a reformulation of the localized MPC subroutine \((2.3)\).

### 5.4 Localized data-driven System Level Synthesis

In this section we present the necessary results that allow us to recast the constraints in \((2.12)\) in a localized data-driven parametrization. We first provide a naive parametrization of system responses subject to locality constraints based on Lemma 13 in terms of \( G \). We then build on this parameterization and show that localized system responses can be characterized using only locally collected trajectories.

**Locality constraints in data-driven System Level Synthesis**

We start by rewriting the locality constraints using the data-driven parameterization \((5.2)\).

**Lemma 14.** Consider the LTI system \((2.1)\) with controllable \((A, B)\) matrices, where each subsystem \( i \) is subject to locality constraints \((2.4)\). Assume that there is no driving noise. Given the state and input trajectories \( \{ \tilde{x}, \tilde{u} \} \) generated by the system over a horizon \( T \) with \( u \) PE of order at least \( n + L \), the following parametrization over \( G \) characterizes all possible \( d \)-localized system responses over a time span of \( L - 1 \):

\[
H_L(\tilde{x}, \tilde{u})G, \text{ for all } G \text{ s.t. } H_1(\tilde{x})G = I, \quad (5.3)
\]

\[
H_L([\tilde{x}]_j)G^j = 0 \quad \forall j \notin \text{ in}_i(d),
\]

\[
H_L([\tilde{u}]_k)G^k = 0 \quad \forall k \notin \text{ in}_i(d + 1),
\]

for all \( i = 1, \ldots, N \).
Proof. We aim to show that
\[ \{ \Phi : Z_{AB} \Phi = I, \Phi \in \mathcal{L}_d \} = \{ H_L(\bar{x}, \bar{u}) G : G \text{ s.t. (5.3)} \}. \]

(\subseteq) First, suppose that \( \Phi \in \mathcal{L}_d \) satisfies that \( Z_{AB} \Phi = I \). From Lemma 13, we immediately have that there exists a matrix \( G \) s.t. \( \Phi = H_L(\bar{x}, \bar{u}) G \). Thus, we need only verify that this \( G \) satisfies the linear constraint in (5.3). This follows directly from the assumption that \( \Phi \in \mathcal{L}_d \), which states that
\[
H_L(\bar{x}, \bar{u}) G^j = [\Phi_x]_{ij} = 0 \forall j \notin \text{in}_i(d),
\]
\[
H_L(\bar{x}, \bar{u}) G^k = [\Phi_u]_{ik} = 0 \forall k \notin \text{in}_i(d + 1).
\]
Hence, \( \Phi \in \text{RHS} \), proving this direction.

(\supseteq) Now suppose that there exists a \( G \) that satisfies the constraints on the RHS and let \( \Phi = H_L(\bar{x}, \bar{u}) G \). Since \( H_1(\bar{x}) G = I \), from Lemma 2, we have that \( \Phi \) is achievable. From the other two constraints, we have that \( \Phi \in \mathcal{L}_d \), proving this direction and hence the lemma. \( \square \)

It is important to note that even though Lemma 14 allows one to capture the locality constraint (2.4) by simply translating the locality constraints over \( \Phi \) to constraints over \( G \), it cannot be implemented with only local information exchange. In order to satisfy the constraints (5.3), each subsystem has to have access to global state and input trajectories and construct a global Hankel matrix. The PE condition of Lemma 12 further implies that the length of the trajectory that needs to be collected grows with the dimension of the global system state. In what follows we show how constraint (5.3) can further be relaxed to only require local information without introducing any additional conservatism.

Localized Data-driven System Level Synthesis

In this subsection we show that constraint (5.3) can be enforced (i) with local communication between neighbors, i.e., no constraints are imposed outside each subsystem \( d \)-neighborhood, and (ii) the amount of data needed, i.e., trajectory length, only scales with the size of the \( d \)-localized neighborhood, and not the global system. We start by providing a result that allows constraint (5.3) to be satisfied with local information only.

Definition 11. Given a subsystem \( i \) satisfying the local dynamics
\[
[x(t + 1)]_i = \sum_{j \in \{i, i \pm 1\}} [A]_{ij} [x(t)]_j + [B]_{ii} [u(t)]_i + [w(t)]_i,
\] (5.4)
we define its augmented $d$-localized subsystem as the system composed by the states $[\bar{x}]_{\text{in}(d+1)}$ and augmented control actions $[\bar{u}]_i := ([u]_{\text{in}(d+2)} [x]_j^T)^T$, $\forall j$ s.t. $\text{dist}(j \rightarrow i) = d + 2$. That is, the system given by

$$[\bar{x}(t+1)]_{\text{in}(d+1)} = [A]_{\text{in}(d+1)} [\bar{x}(t)]_{\text{in}(d+1)} + [\bar{B}]_{\text{in}(d+1)} [\bar{u}(t)]_i,$$

(5.5)

with $\bar{B} := \begin{bmatrix} [B]_{\text{in}(d+2)} & [A]_{ij} \end{bmatrix}$ $\forall j$ s.t. $\text{dist}(j \rightarrow i) = d + 2$.

Notice that by treating the state of the boundary subsystems as additional control inputs, we can view the augmented $d$-localized system as a standalone LTI system.

**Lemma 15.** For $i = 1, \ldots, N$, let $\Psi^i$ be an achievable system response for the augmented $d$-localized subsystem (5.5) of subsystem $i$. Further assume that each $\Psi^i$ satisfies constraints (5.6):

$$[\Psi^i_x]_j = 0, \forall j \text{ s.t. } d + 1 \leq \text{dist}(j \rightarrow i) \leq d + 2,$$

(5.6a)

$$[\Psi^i_u]_j = 0, \forall j \text{ s.t. } \text{dist}(j \rightarrow i) = d + 2$$

(5.6b)

for all $i$. Then, the system response $\Phi$ defined by (5.7) is achievable for system (5.5) and $d$-localized.

$$[\Phi]_{ij} := \begin{cases} [\Psi^i]_j, & \forall j \in \text{in}_i(d + 1) \\ 0, & \text{otherwise} \end{cases}$$

(5.7)

for all $i = 1, \ldots, N$ is also achievable and $d$-localized.

**Proof.** First, from the fact that $\Psi^i$ is achievable for all $i = 1, \ldots, N$, we have that $\Phi_x[0] = I$ by construction. Thus, to show that $\Phi$ is achievable, it suffices to show that

$$\Phi_x[t + 1] = A\Phi_x[t] + B\Phi_u[t], \quad \forall 0 \leq t \leq T - 1.$$  

We show this block-column-wise. Specifically, we show that the block columns $\Phi^i_x$ and $\Phi^i_u$ associated with each subsystem satisfy

$$\Phi^i_x[t + 1] = A\Phi^i_x[t] + B\Phi^i_u[t], \quad \forall 0 \leq t \leq T - 1.$$  

(5.8)

We further partition the rows of these block-columns into four subsets as follows:

$$\Phi^i_x = \begin{bmatrix} [\Phi^i_x]_{\text{in}_i(d)}^T & [\Phi^i_x]_{d+1}^T & [\Phi^i_x]_{d+2}^T & [\Phi^i_x]_{\text{ext}_i(d+2)}^T \end{bmatrix}^T,$$

where the notation $[\Phi^i_x]_k$ represents the entries of $\Phi_x$ corresponding to subsystems $k$-hops away from the $i$-th subsystem. Identical notation holds for the partition of $\Phi^i_u$. 
Using this partition, we have the following for $\Phi^i_x$ and $\Phi^i_u[t]$ given their definition in terms of $\Psi$:

$$\Phi^i_x[t] = \begin{bmatrix} [\Psi^i_x[t]]_{\text{in}(d)} \\ \vdots \\ 0 \\ 0 \\ 0 \end{bmatrix}, \quad \Phi^i_u[t] = \begin{bmatrix} [\Psi^i_u[t]]_{\text{in}(d)} \\ [\Psi^i_u[t]]_{d+1} \end{bmatrix}. $$

We also partition the dynamics matrices $A$ and $B$ accordingly, where

$$A = \begin{bmatrix} A^{\text{in}(d)}_{\text{in}(d)} & A^{\text{in}(d)}_{d+1} & 0 & 0 \\ A^{d+1}_{\text{in}(d)} & A^{d+1}_{d+1} & A^{d+2}_{d+2} & 0 \\ 0 & A^{d+2}_{d+1} & A^{d+2}_{d+2} & A^{\text{ext}(d+2)}_{\text{ext}(d+2)} \\ 0 & 0 & A^{\text{ext}(d+2)}_{\text{ext}(d+2)} & A^{\text{ext}(d+2)}_{\text{ext}(d+2)} \end{bmatrix},$$

$$B = \begin{bmatrix} B^{\text{in}(d)}_{\text{in}(d)} & 0 & 0 & 0 \\ 0 & B^{d+1}_{d+1} & 0 & 0 \\ 0 & 0 & B^{d+2}_{d+2} & 0 \\ 0 & 0 & 0 & B^{\text{ext}(d+2)}_{\text{ext}(d+2)} \end{bmatrix}. $$

Here, the superscript represents an index on the block row and the subscript represents an index on the block column. The sparsity pattern of the partition follows directly from the definition of augmented $d$-localized subsystems and the subsystem dynamics (5.4).

We can now show that equation (5.8) holds for each of the $i^{th}$ block-columns and $\Phi^i$ is an achievable impulse response of the system. First, note that

$$[\Phi^i_x[t+1]]_{\text{in}(d)} = [A\Phi^i_x[t] + B\Phi^i_u[t]]_{\text{in}(d)}$$

$$= A^{\text{in}(d)}_{\text{in}(d)} [\Psi^i_x[t]]_{\text{in}(d)} + B^{\text{in}(d)}_{\text{in}(d)} [\Psi^i_u[t]]_{\text{in}(d)} + B^{\text{in}(d)}_{d+1} [\Psi^i_u[t]]_{d+1}$$

$$= [\Psi^i_x[t+1]]_{\text{in}(d)},$$

where the second equality comes from the sparsity patterns of $A, B,$ and $\Phi^i$, and the third equality from the achievability of $\Psi^i$. Similarly, to show that the boundary subsystems satisfy the dynamics, we note that

$$[\Phi^i_x[t+1]]_{d+1} = A^{d+1}_{\text{in}(d)} [\Psi^i_x(t)]_{\text{in}(d)} + B^{d+1}_{d+1} [\Psi^i_u(t)]_{d+1}$$

$$= [\Psi^i_x(t+1)]_{d+1}$$

$$= 0.$$
Lastly, from the sparsity pattern of the dynamic matrices and \( \Phi[i][t] \), we trivially have that

\[
[\Phi_x(i)(t + 1)]_{\text{ext},(d)} = [A\Phi_x[i][t] + B\Phi_u[i][t]]_{\text{ext},(d)} = 0,
\]

concluding the proof for the achievability of \( \Phi \). We end by noting that \( \Phi \) is \( d \)-localized by construction. \( \square \)

In light of this result, locality constraints as in Definition 2, i.e., \( [\Phi_x]_{ij} = 0 \ \forall \ i \not\in \text{out}_j(d) \), do not need to be imposed on every subsystem \( i \not\in \text{out}_j(d) \). Instead, it suffices to impose this constraint only on subsystems \( i \) at a distance \( d+2 \) of subsystem \( j \). Intuitively, this can be seen as a constraint on the propagation of a signal: if \( [w]_j \) has no effect on subsystem \( i \) at distance \( d + 1 \) because \( [\Phi_x]_{ij} = 0 \), then the propagation of that signal is stopped and localized within that neighborhood. This idea will allow us to reformulate constraint (5.3) so that it can be imposed with only local communications.

However, despite the fact that locality constraints can now be achieved with local information exchanges, the amount of data that needs to be collected scales with the global size of the network \( n \) because we require that the control trajectory be at least PE of order at least \( n + L \). In the following theorem, we build upon the previous results and show how this requirement can also be reduced to only depend on the size of a \( d \)-localized neighborhood.

**Theorem 4.** Consider the LTI system (2.1) composed of subsystems (5.4), each with controllable \( ([A]_{in,(d+2)}, [B]_{in,(d+2)}) \) matrices for the augmented \( d \)-localized subsystem \( i \). Assume that there is no driving noise and that the local control trajectory at the \( d \)-localized subsystem \( [\tilde{u}]_{in,(d+1)} \) is PE of order at least \( n_{in,(d)} + L \), where \( n_{in,(d)} \) is the dimension of \( [\tilde{x}]_{in,(d)} \). Then, \( \Phi \) is an achievable \( d \)-localized system response for each subsystem (5.4) if and only if it can be written as

\[
[\Phi^i]_{in,(d)} = H_L([\tilde{x}]_{in,(d+1)}, [\tilde{u}]_{in,(d+1)}) G^i, \quad (5.9a)
\]

\[
[\Phi^i]_{\text{ext},(d+1)} = 0, \quad (5.9b)
\]

where \( G^i \) satisfies

\[
H_1([\tilde{x}]_{in,(d+1)}) G^i = I^i, \quad (5.10a)
\]

\[
H_L([\tilde{x}]_j) G^i = 0 \ \forall i, j \ s.t. \ d + 1 \leq \text{dist}(j \to i) \leq d + 2, \quad (5.10b)
\]

\[
H_L([\tilde{u}]_j) G^i = 0 \ \forall i, j \ s.t. \ \text{dist}(j \to i) = d + 2. \quad (5.10c)
\]
Proof. $(\Rightarrow)$ We first show that all \(d\)-localized system responses \(\Phi\) can be parameterized by a corresponding set of matrices \(\{G^i\}_{i=1}^N\). First, we note that since \(\Phi\) is \(d\)-localized, each \(d\)-localized subsystem impulse response \([\Phi^i]_{(d+1)}\) is achievable on the augmented \(d\)-localized subsystem \(i\). Thus, from applying Corollary 3.1, we have that there exists \(G^i\) satisfying constraint (5.10a) such that
\[
[\Phi^i]_{(d+1)} = H_L([\tilde{x}]_{(d)}, [\tilde{u}]_{(d+1)})G^i.
\]
Since \(\Phi\) is \(d\)-localized, we have that \(G^i\) satisfies both constraints (5.10b) and (5.10c), concluding the proof in this direction.

\((\Leftarrow)\) Now we show that if each \(G^i\) satisfies the constraint (5.10) for all \(i = 1, \ldots, N\), then the resulting \(\Phi\) is achievable and localized. Consider the augmented \(d\)-localized subsystem \(i\) and define
\[
\Psi^i = H_L([\tilde{x}]_{(d)}, [\tilde{u}]_{(d+1)})G^i.
\]
From Corollary 3.1, we have that \(\Psi^i\) is an achievable impulse response on the augmented \(d\)-localized subsystem \(i\). Moreover, by construction it satisfies the sparsity condition in Lemma 15. Thus, constructing \(\Phi\) using \(\Psi\) as in equation (5.7) we conclude that \(\Phi\) is an achievable and \(d\)-localized system response. \hfill \Box

**Corollary 4.1.** Consider a function \(g : \Phi \to \mathbb{R}\) such that
\[
g(\Phi) = \sum_{i=1}^N g^i([\Phi^i]_{(d+1)}).
\]
Then, solving the optimization problem
\[
\min g(\Phi) \; \text{s.t.} \; Z_{AB} \Phi = I, \; \Phi \in \mathcal{L}_d
\]
is equivalent to solving
\[
\min \sum_{i=1}^N g^i \left(H_L([\tilde{x}]_{(d)}, [\tilde{u}]_{(d+1)})G^i\right)
\]
s.t. \(G^i\) satisfies (5.10) for all \(i = 1, \ldots, N\), and then constructing the \(d\)-localized system response \(\Phi\) as per equation (5.9).

This result provides a data-driven approach in which locality constraints, as in equation (2.4), can be seamlessly considered and imposed by means of an affine subspace where only local information exchanges are necessary. Moreover, the
amount of data needed to parametrize the behavior of the system does not scale with the size of the network but rather with $d$, the size of the localized region, which is usually much smaller than $n$. To the best of our knowledge, this is the first such result. As we show next, this will prove key in extending data-driven SLS to the distributed setting.

### 5.5 Distributed AND Localized algorithm for Data-driven MPC

In this section we make use of the results on localized data-driven SLS from previous sections and apply them to reformulate the MPC subproblem (2.3). We provide a distributed and localized algorithmic solution that does not scale with the size of the network. Lastly, we comment on the theoretical guarantees of this data-driven DLMPC (D$^3$LMP) approach in terms of convergence, recursive feasibility and asymptotic stability.

**System Level Synthesis reformulation of data-driven MPC**

In light of Theorem 4, we can write the MPC subproblem (2.3) in terms of the variable $G$ and localized Hankel matrices $H_L([\tilde{x}]_{i\in (d+2)}, [\tilde{u}]_{i\in (d+2)})$. To do this, we proceed as in reformulation (2.12) and rely on the equivalence between standard and data-driven SLS parametrizations, i.e., $\Phi = H_L(\tilde{x}, \tilde{u})G \leftrightarrow Z_{AB}\Phi = I$. We make use of Lemma 4 to recast the locality constraints (2.4) into local affine constraints. Hence, we rewrite problem (2.3) as

\[
\begin{align*}
\min_{\Phi, (G^i)^N_{i=1}} & \quad f(\Phi x_0) \\
\text{s.t.} & \quad x_0 = x(t), \quad \Phi x_0 \in X, \quad \Phi u x_0 \in U, \\
& \quad [\Phi^i]_{i\in (d)} = H_L([\tilde{x}]_{i\in (d)}, [\tilde{u}]_{i\in (d+1)})G^i, \\
& \quad G^i \text{ satisfies (5.10) } \forall i = 1, \ldots, N.
\end{align*}
\]

By introducing duplicate decision variables $\Phi$ and $G$, and rewriting the achievability and localization constraints in terms of the variable $G$ by means of equation (5.10), the problem now enjoys a partially separable structure. In what follows, we make such structure explicit and take advantage of it to distribute the problem across different subsystems via ADMM.

**A distributed subproblem solution via ADMM**

To rewrite (5.11) and take advantage of the separability features in Assumption 1, we introduce the concept of row-wise separability and column-wise separability:
**Definition 12.** Given the partition \( \{r_1, ..., r_k\} \), a functional/set is row-wise separable if:

- for a functional, \( g(\Phi) = \sum_{i=1}^{k} g_i(\Phi(r_i,:)) \) for some functionals \( g_i \) for \( i = 1, ..., k \).

- for a set, \( \Phi \in \mathcal{P} \) if and only if \( \Phi(r_i,:) \in \mathcal{P}_i \) \( \forall i \) for some sets \( \mathcal{P}_i \) for \( i = 1, ..., k \).

An analogous definition exists for column-wise separable functionals and sets, where the partition \( \{c_1, ..., c_k\} \) entails the columns of \( \Phi \), i.e., \( \Phi(:,c_i) \).

By Assumption 1 the objective function and the safety/saturation constraints in equation (5.11) are row-separable in terms of \( \Phi \). At the same time, the achievability and locality constraints (5.9), (5.10) are column-separable in terms of \( G \). Hence, the data-driven MPC subroutine becomes:

\[
\begin{align*}
\minimize_{\Phi, \Psi, \{G^i\}^N} & \quad \sum_{i=1}^{N} f^i([\Phi]_i[x_0]_{\text{in}(d)}) \\
\text{s.t.} & \quad x_0 = x(t), \ G^i \text{ satisfies (5.10),} \\
& \quad [\Phi_x]_i[x_0]_{\text{in}(d)} \in \mathcal{X}^i, \ [\Phi_u]_i[x_0]_{\text{in}(d)} \in \mathcal{U}^i, \\
& \quad [\Psi^u]_{\text{in}(d)} = H_L([\hat{x}]_{\text{in}(d)}, [\hat{u}]_{\text{in}(d+1)})G^i \\
& \quad \forall i = 1, ..., N, \\
& \quad \Phi = \Psi.
\end{align*}
\]

Notice that the objective function and the constraints decompose across the \( d \)-localized neighborhoods of each subsystem \( i \). Given this structure, we can make use of ADMM to decompose this problem into row-wise local subproblems in terms of \( [\Phi]_i \) and column-wise local subproblems in terms of \( G^i \) and \( \Psi^i \), both of which can also be parallelized across the subsystems. The ADMM subroutine iteratively updates the variables as
where we define
\[ g^*(\Phi, \Psi, \Lambda) := [\Phi]_* - [\Psi]_* + [\Lambda]_* \]
with * denoting a subsystem or collection of subsystems, and
\[ [H_L(\tilde{x}, \tilde{u})]_{\text{in}(d)} := H_L([\tilde{x}]_{\text{in}(d)}, [\tilde{u}]_{\text{in}(d+1)}). \]

We note that to solve this subroutine, and in particular optimization (5.13b), each subsystem only needs to collect trajectory of states and control actions of subsystems that are at most \(d + 2\) hops away. This subroutine thus constitutes a distributed and localized solution. We also emphasize that the trajectory length only needs to scale with the \(d\)-localized system size instead of the global system size. The full algorithm is given in Algorithm 5.

**Theoretical guarantees**

It is worth noting that this reformulation is equivalent to the closed-loop DLMPC also introduced in Chapter 2, with the achievability constraint \(Z_{AB} \Phi = I\) replaced by the data-driven parametrization in terms of \(G\) and the Hankel matrix \(H_L\). For this reason, guarantees derived for the DLMPC formulation (3.1) directly apply to problem (5.11) when the constraint sets \(X\) and \(U\) are polytopes.

**Convergence**

Algorithm 5 relies on ADMM to separate both row, and column-wise computations, in terms of \(\Phi\) and \(G\), respectively. Each of these is then distributed into the subsystems in the network, and a communication protocol is established to ensure the ADMM steps are properly followed. Hence, one can guarantee the convergence
Algorithm 5 Subsystem’s $i$ implementation of D$^3$LMPC

**Input:** tolerance parameters $\epsilon_p, \epsilon_d > 0$, Hankel matrices $[H_L(\tilde{x}, \tilde{u})]_{in_{i(d+1)}}$ constructed from arbitrarily generated PE trajectories $\tilde{x}_{in_{i(d+1)}}$, $\tilde{u}_{in_{i(d+1)}}$.

1: Measure local state $[x_0]_i$, $k \leftarrow 0$.
2: Share measurement $[x_0]_i$ with $out_i(d)$ and receive $[x_0]_j$ from $j \in in_i(d)$.
3: Solve optimization problem (5.13a).
4: Share $[\Phi]_{i}^{[k+1]}$ with $out_i(d)$. Receive the corresponding $[\Phi]_j^{[k+1]}$ from $in_i(d)$ and construct $[\Phi]_{in_i(d)}^{[k+1]}$.
5: Perform update (5.13b).
6: Share $[\Psi]_{in_i(d)}^{[k+1]}$ with $out_i(d)$. Receive the corresponding $[\Psi]_j^{[k+1]}$ from $j \in in_i(d)$ and construct $[\Psi]_{in_i(d)}^{[k+1]}$.
7: Perform update (5.13c).
8: If $\|[\Psi]_{i}^{[k+1]} - [\Phi]_i^{[k+1]}\|_F \leq \epsilon_p$ and $\|[\Phi]_i^{[k+1]} - [\Phi]_i^{[k]}\|_F \leq \epsilon_d$:
   - Apply computed control action: $[u_0]_i = H_L([\tilde{u}]_{in_i(d)})G^i[x_0]_{in_i(d)}$, and return to step 1.
   - Else:
     - Set $k \leftarrow +1$ and return to step 3.

of the data-driven version of DLMPC in the same way that convergence of model-based DLMPC is shown: by leveraging the convergence result of ADMM in [19]. For additional details see Lemma 6.

**Recursive feasibility**

Recursive feasibility for formulation (2.12) is guaranteed by means of a localized maximally invariant terminal set $X_F$. This set can be computed in a distributed manner and with local information only as described in Chapter 3. In particular, a closed-loop map $\Phi$ for the unconstrained localized closed-loop system has to be computed. In the model-based SLS problem with quadratic cost, a solution exists for the infinite-horizon case [71], which can be done in a distributed manner and with local information only. When no model is available, the same problem can be solved using the localized data-driven SLS approach introduced in §IV with a finite-horizon approximation, which also allows for a distributed synthesis with only local data. The length of the time horizon chosen to solve the localized data-driven SLS problem might slightly impact the conservativeness of the terminal set, but since the conservatism in the FIR approach decays exponentially with the horizon length, this harm in performance is not expected to be substantial for usual values of the horizon. Once $\Phi$ for the unconstrained localized closed-loop system has been
computed, Algorithm 2 can be used to synthesize this terminal set in a distributed
and localized manner. Therefore, a terminal set that guarantees recursive feasibility
for D^3LMPC can be computed in a distributed manner offline using only local
information and without the need for a system model.

Asymptotic stability

Similar to recursive feasibility, asymptotic stability for the D^3LMPC problem
(5.11) is directly inherited from the asymptotic stability guarantee for model-based
DLMPC. In particular, adding a terminal cost based on the terminal set previously
described is a sufficient condition to guarantee asymptotic stability of the DLMPC
problem (3.1). Moreover, such cost can be incorporated in the D^3LMPC formul-
ation in the same way as in the model-based DLMPC problem, and the structure of
the resulting problem is analogous. This terminal cost introduces coupling among
subsystems, but the coupling can be dealt with by solving step 3 of Algorithm 5 via
local consensus. Notice that since step 3 of Algorithm 5 is written in terms of Φ,
Algorithm 3 can be directly used to handle this coupling.

5.6 Simulation Experiments

We demonstrate through experiments that the D^3LMPC controller using only local
data performs as well as a model-based DLMPC controller. We also show that for
our algorithm, both runtime and the dimension of the data needed scale well with
the size of the network.

Setup

We evaluate the performance and scalability of our algorithm on a system composed
of a chain of subsystems, i.e., that \( \mathcal{E} = \{(i, i+1), (i+1, i), \ i = 1, ..., N - 1\} \). Each
subsystem \( i \) has a 2-dimensional state and takes a scalar control action \( u_i \). We
consider the same dynamics as in previous chapters where each of the subsystems
follow linearized and discretized swing dynamics

\[
\begin{bmatrix}
\theta(t + 1) \\
\omega(t + 1)
\end{bmatrix}_i = \sum_{j \in \mathcal{E}_i(1)} [A]_{ij} \begin{bmatrix}
\theta(t) \\
\omega(t)
\end{bmatrix}_j + [B]_i [u]_i + [w]_i,
\]

where \([\theta]_i, [\dot{\theta}]_i, [u]_i\) are the phase angle deviation, frequency deviation, and control
action of the controllable load of bus \( i \). The dynamic matrices are

\[
[A]_{ii} = \begin{bmatrix}
1 & \Delta t \\
-k_i/m_i & 1 - d_i/m_i \Delta t
\end{bmatrix}, \ [A]_{ij} = \begin{bmatrix}
0 & 0 \\
k_{ij}/m_i & -d_j/m_j \Delta t
\end{bmatrix}, \text{ and } [B]_{ii} = \begin{bmatrix}
0 \\
1
\end{bmatrix}^\top \text{ for all } i.
\]
The parameters $m_i, d_i, k_{ij}$ are sampled uniformly at random from the intervals $[0, 2], [0.5, 1], [1, 1.5]$, respectively, and $k_i := \sum_{j \in \text{in}(1)} k_{ij}$. Finally, the discretization time is set to be $\Delta t = 0.2$. The goal of the controller is to minimize the LQR cost with $Q = I, R = I$.

To show the optimality of our approach in Section 5.6, we consider a base system with 64 subsystems. To demonstrate the scalability of our method, we consider systems of varying sizes for our experiment in Section 5.6. Unless mentioned otherwise, for all the experiments, we consider a locality region of size $d = 2$, use a planning horizon of $T = 5$ steps and simulate the system forward for 30 steps.

**Optimal performance**

![Evolution of System Trajectory](image)

Figure 5.1: The trajectory generated by the model-based DLMPC algorithm (solid orange line) vs. the trajectory generated by $D^3$LMPC (green circles). We observe that the two coincides.

We evaluate the performance of $D^3$LMPC (Alg. 5) on the system described in Section 5.6. First, we show that the trajectory given by the $D^3$LMPC algorithm matches the trajectory generated by a model-based DLMPC solved with a centralized solver [60], [85]. Notice that the model-based DLMPC solves the optimization problem (2.12) with perfect knowledge of the system dynamics, while the $D^3$LMPC algorithm (Alg. 5) only has access to local past trajectories. Due to space constraints, we only show the state trajectory of the first subsystem (Figure 5.1). We observe that the trajectory generated by our controller matches the trajectory of the optimal controller with the same locality region size. Further, the optimal cost for both schemes is the same up to numerical precision. This confirms that the $D^3$LMPC algorithm (Alg. 5) can synthesize optimal controllers using only local trajectory data and no knowledge of the system dynamics.
Figure 5.2: Optimal cost evolution with increase of the locality region. (Green) The cost achieved by the optimal controller versus the size of the locality region for the system response. (Blue) The cost achieved by a centralized MPC controller, i.e., that it has no locality constraints. We observe that cost for the distributed controllers decreases as the size of the locality region grows and approaches the cost of the centralized controller.

Figure 5.3: The growth of necessary length of collected trajectory versus the size of the locality region of system response. The trajectory length grows with the size of the locality region.
We further highlight the relevance of locality region size on the optimality of the solution. The size of the locality region $d$ can be seen as a design parameter in Alg. 5 that allows one to tradeoff between computation complexity and performance of the controller. In Figure 5.2, we show how the optimal cost varies with the size of the locality region on the same system. As the size of the locality region grows, the optimal cost decreases. This matches the intuition that by allowing each subsystem to influence more subsystems, and as more information is made available to each subsystem, controllers of better quality can be synthesized. We note that the performance improvement by increasing the locality region size is the most significant when the locality region is small. In Figure 5.3 we simultaneously show how much the trajectory length needs to grow with the size of the locality region to satisfy the persistence of excitation condition for applying Willem’s Fundamental Lemma. We note that the growth in the necessary trajectory length not only means longer trajectory needs to be collected, but also means that the size of the optimization problem grows, thus incurring higher computation complexity for each optimization step. Hence, the choice of an optimal $d$ heavily depends on the specific application considered.

**Scalability**

First, we show that the runtime of our method scales well with the size of the global system. We consider systems composed of 9, 16, 36, 64, 81, 100, and 121 subsystems. For each system size, we randomly generate 10 different systems and report the average computation time per MPC step. The result is shown in Figure 5.4. We note that the runtime only increased $2\times$ while the size of the system has increased more than $12\times$. Further, the growth of the runtime flattens as the size of the network grows, suggesting that our method scales well on sparsely connected systems. This trend has previously been observed with ADMM schemes for MPC [61].

---

2Runtime is measured after the first iteration to compute the runtime of the MPC algorithm after warmstart. The optimization problems were solved using the Gurobi [85] optimizer on a personal desktop computer with an 8-core Intel i7 processor.
Figure 5.4: The average per-step per-subsystem runtime of the MPC algorithm. The solid line shows the average runtime over 10 randomly generated systems, and the circles represent the runtime for each of the 10 randomly generated instances for each system size.

Next, we show that the length of the trajectory that needs to be collected for the $D^3LMPC$ controller grows much more slowly than that for a centralized data-driven method that does not exploit the locality structure of the problem (equivalent to solving the SLS problem with constraints (5.3) instead of (5.10)). The result is shown in Figure 5.5. We note that our method requires less data (length of the trajectory) to be collected in general. At the same time, the larger the system, the more benefit one gets from using our method over a centralized data-driven approach.
Figure 5.5: Length of necessary trajectory length versus network size. Note that this is plotted on a semilog axis. Our distributed approach requires much shorter trajectory over a centralized data-driven approach.

5.7 Conclusion

In this chapter we define and analyze a data-driven Distributed and Localized Model Predictive Control ($D^3$LMP) scheme. This approach can synthesize optimal localized control policies using only local communication and requires no knowledge of the system model. We base our results on the data-driven SLS approach [46], and extend this framework to allow for locality constraints. We then use these results to provide an alternative data-driven synthesis for the DLMPC algorithm by exploiting the separability of the problem via ADMM. The resulting algorithm enjoys the same scalability properties as model-based DLMPC and only need trajectory data that scales with the size of the $d$-localized neighborhood. Moreover, recursive feasibility and stability guarantees that exist for model-based DLMPC directly apply to this framework.

The work presented here is, to the best of our knowledge, the first fully distributed and localized data-driven MPC approach that achieves globally optimal performance with local information collection and communication among subsystems. This, when extended to the noisy settings, offers a promising avenue forward towards localized and scalable learning and control with guarantees.
Abstract

In this paper, we explore opportunities to accelerate the computation of MPC. Our contribution is two-fold. First, we provide an explicit solution for each of the subproblems resulting from the DLMPC scheme. We show that given the separability of the problem, the explicit solution is only divided into three regions per state and input instances, making the point location problem very efficient. Moreover, given the locality constraints, the subproblems are of much smaller dimension than the full problem, which significantly reduces the computational overhead of explicit solutions. Our method shows a large improvement in runtime per MPC iteration as compared with the results of computing the optimization with a solver online, and scales arbitrarily with the size of the network. Second, since the explicit solution does not require an optimization solver, we can parallelize the DLMPC routine in GPU. We exploit the locality constraints embedded in the DLMPC formulation to reduce the hardware-intrinsic communication overheads. Our parallel implementation achieves up to 50 times faster runtime than its CPU counterparts under various parameters. Furthermore, we find that the locality-aware GPU parallelization could halve the optimization runtime comparing to the naive acceleration. Overall, our results demonstrate the performance gains brought by software-hardware co-design with the information exchange structure in mind.

The content in this chapter has been published in [58] and [86].
6.1 Introduction

Model Predictive Control (MPC) has been shown to provide solutions for many industrial applications, but its applicability was long limited to slow processes, since solving an optimal control problem online imposes a large computational burden. In recent years, multiple solutions have been proposed to accelerate MPC runtimes [87]. One popular approach relies on providing computational enhancements to the optimization solving algorithms, either by exploiting the sparsity in the matrices or by finding initial points for the optimization [88]–[90]. In this realm, several works propose an explicit MPC strategy, where most of the computational burden is moved offline so the computational overhead of the online algorithms is greatly reduced [91]. The other direction is to take advantage of state-of-the-art hardware such as multi-core processors (CPUs), many-core processors (GPUs) or field programmable arrays (FPGA) to perform computations in parallel [92]–[97]. In some instances these two approaches are combined, so efficient optimization algorithms are solved using multiple threads via hardware-specific implementations.

Prior work

On the algorithmic and computational side, explicit MPC has proven to be a very powerful technique. In explicit MPC approaches, the online computation reduces to providing the evaluation of a piecewise function by relying on the principles of multiparametric programming [48]–[50]. Despite its profound success, two important limitations restrict the applicability of MPC to large networks. On the one hand, explicit MPC has a limitation that is inherited from the computational complexity of multiparametric programming: finding a (piecewise) closed-form solution to an optimization problem becomes intractable for even modestly sized problems. On the other, even in the cases where the offline computation can be carried out, the solution is typically too complex to be evaluated efficiently online, in terms of both memory and runtime evaluation. These problems in applying MPC to large networks relate to the fact that, in the worst case, complexity increases exponentially with the number of constraints [98]. Efforts have been made to circumvent these issues. First, the complexity of the offline computation has been addressed by simplifying the MPC setup, using for example minimum-time formulations [99] or model reduction [100], among others. Secondly, efforts have also been made to tackle the online limitations, i.e., to facilitate efficient solutions to the point-location problem [101]–[103]. Once again, however, these methods are limited to systems of modest sizes and induce suboptimality in systems of large dimensions. Recent work
has involved first formulating the network control problem as a distributed MPC problem, and then applying explicit MPC to the subproblems [4], [104]. Although these approaches work well for the intended application, they rely on heuristics and do not generalize well. Hence, the problem of how to make explicit MPC scalable, optimal, and applicable to large network settings remains an open question. This is especially relevant in distributed settings, where each subcontroller is typically repeatedly solving an optimization problem at every time step.

On the hardware side, although recently proposed methods provide promising avenues, most of their efforts are centered around achieving efficient computations by appropriately exploiting algorithmic features, and rely on hardware to simply parallelize mathematical operations. Hence, the hardware implementation of the algorithms is completely decoupled from the original system formulation, and therefore any hardware-intrinsic overhead can only be handled by using efficient programming practices. Yet, some branches of MPC directly encoding parallelization features in their formulation have received very little attention in this field. For instance, the merits of distributed MPC have been overlooked in parallel settings [87], despite the fact that distributed MPC formulations are very well-suited for parallelization. Moreover, our DLMPC framework allows to incorporate information exchange constraints among different subsystems. This feature is very relevant for hardware implementations since these information exchange constraints resemble the hardware-intrinsic communication limitations and overheads encountered in MPC parallelization. Despite the great promise of these MPC frameworks to deal with parallelization and hardware-intrinsic overheads in a principled manner through the problem formulation, its full potential has not been realized in the literature.

Contributions

In this chapter, we propose an explicit MPC solution that is applicable to large networks, and show how this enables a GPU parallelization of the DLMPC algorithm. We first provide an explicit solutions to the optimization problem for each subcontroller to solve. We show that the explicit solution requires just 3 partitions of the solution space per system state/input instance, thus making the point-location problem trivial when solving for each of the instances sequentially. Furthermore, we use this solution where algorithmic iterations result in basic arithmetic operations to provide a principled parallel implementation and overhead analysis. We exploit the potential for parallelization of the DLMPC scheme in a GPU, where the GPU is not used to
parallelize arithmetic computations but rather each computing thread is tasked with computing the operations corresponding to a subsystem in the network. Moreover, we show that the limitations in communication among the GPU computing threads resemble the communication scheme in control systems for large-networks, and we take advantage of the local communication constraints that are already included in the DLMPC algorithm to explicitly deal with these hardware-intrinsic communication overheads in a principled manner. We demonstrate through simulations the effectiveness of our method.

6.2 Problem Formulation

Given the dynamics (2.1) with topology \( G(A,B) \) as discussed in Chapter 2, consider the following MPC subroutine at time \( \tau \):

\[
\begin{align*}
\min_{x_t,u_t,\gamma_t} & \quad \sum_{t=0}^{T} x_t^T Q_t x_t + u_t^T R_t u_t \\
\text{s.t.} & \quad x_0 = x(\tau), \ x_{t+1} = A x_t + B u_t, \\
& \quad x_t^{\text{min}} \leq x_t \leq x_t^{\text{max}}, \ u_t^{\text{min}} \leq u_t \leq u_t^{\text{max}}, \\
& \quad [u_t]_i = \gamma_t^i([x_{0:t}]_j, [u_{0:t-1}]_j, [A]_{j,k}, [B]_{j,k}), \\
& \quad t = 0, ..., T, \ j, k \in \text{in}_i(d), \ i = 1, ..., N,
\end{align*}
\]

where the matrices \( Q_t \) and \( R_t \), and the upper and lower bounds \( x_t^{\text{min}}, u_t^{\text{min}}, x_t^{\text{max}}, u_t^{\text{max}} \) are chosen by design to not introduce coupling among subsystems for every \( t \).

We recall Assumption 1, which adapted to the specific setting of problem (6.1) results in:

**Assumption 2.** The cost function and constraints in formulation (6.1) are structured such that \( x_t^T Q_t x_t = \sum_{i=1}^{N} [x_t]_i [Q_i]_i [x_t]_i \) and \( u_t^T R_t u_t = \sum_{i=1}^{N} [u_t]_i [R_i]_i [u_t]_i \); and \( [x_t^{\text{min}}]_i \leq [x_t]_i \leq [x_t^{\text{max}}]_i \), and \( [u_t^{\text{min}}]_i \leq [u_t]_i \leq [u_t^{\text{max}}]_i \) for all \( i = 1, \ldots, N \), and all \( t = 1, \ldots, T \).

Problem (6.1) can be solved via Algorithm 1 for feasible locality constraints as defined by the locality parameter \( d \). However, the need for an optimization solver in step (3) degrades computational performance. Since all other steps in Algorithm 1 are solved in closed-form, an explicit analytical solution for step (3) is desirable to enhance computational performance and enable to solve problem (6.1) with simple operations only. Moreover, although Algorithm 1 is amenable to distribution,
additional considerations are needed for a parallel implementation in real hardware. Particularly, memory handling in GPU is often an important bottleneck for performance. In this chapter, we explore these issues and provide an accelerated solution for problem (6.1), both algorithmically as well as for parallel hardware implementation.

6.3 An Explicit Solution for DLMPC

In this section, we derive an explicit solution for DLMPC. First, we use the results from Chapter 2 to reformulate problem (6.1) via the SLS parametrization. Next, we leverage the resulting optimization problem to provide an explicit analytic solution.

System Level Synthesis reformulation

By virtue of Chapter 2, the MPC subproblem (6.1) can equivalently be reformulated as:

\[
\min_{\Phi[0]} \| [C \ 0] \Phi[0] x_0 \|_F^2 \quad \text{s.t.} \quad x_0 = x(\tau), \ Z_{AB} \Phi[0] = I, \nonumber
\]

\[
\begin{bmatrix}
\hat{X}_i \\
\hat{U}_i
\end{bmatrix} \leq \Phi[0] x_0 \leq \begin{bmatrix}
\hat{X}_i \\
\hat{U}_i
\end{bmatrix}, \quad \Phi[0] \in \mathcal{L}_d, \tag{6.2}
\]

where the matrices \(C\) and \(D\) are constructed by arranging \(Q_i^{1/2}\) and \(R_i^{1/2}\) for all \(t = 1, \ldots, T\), respectively, in a block diagonal form. We are leveraging the result in [105], by which the cost function in problem (6.2) encodes for the \(H_2\)-norm of the system responses. For the remainder of the chapter, we will once again overload notation and write \(\Phi\) in place of \(\Phi[0]\), given that no driving noise is present, only the first block columns of the system responses need to be computed.

As shown in Chapter 2, problem (6.2) can be separated by virtue of Assumption 2, and distributed through ADMM [52]. The resulting distributed subroutine to be solved by each subcontroller \(i\) in the case of problem (6.1) becomes:

\[
[\Phi]_i^{k+1} = \begin{cases}
\arg \min_{\Phi[i_r]} & \| [\hat{C}]_i [\Phi]_{i_r} [x_0]_{i_r} \|_F^2 + \frac{\rho}{2} \| [\Phi]_{i_r} - [\Psi]_{i_r} + [\Lambda]_{i_r} \|_F^2 \\
\text{s.t.} & \begin{bmatrix}
\hat{X}_{i_r} \\
\hat{U}_{i_r}
\end{bmatrix} \leq [\Phi]_{i_r} [x_0]_{i_r} \leq \begin{bmatrix}
\hat{X}_{i_r} \\
\hat{U}_{i_r}
\end{bmatrix}, \quad [x_0]_{i_r} = [x(\tau)]_{i_r}
\end{cases} \tag{6.3a}
\]

\[
[\Psi]_{i_r}^{k+1} = ([\Phi]_{i_r}^{k+1} + [\Lambda]_{i_r}^{k+1}) + [Z_{AB}]_{i_c}^T [I]_{i_c} - [Z_{AB}]_{i_c} ([\Phi]_{i_r}^{k+1} + [\Lambda]_{i_r}^{k+1}), \tag{6.3b}
\]

\[
[\Lambda]_{i_r}^{k+1} = [\Lambda]_{i_r}^{k} + [\Phi]_{i_r}^{k+1} - [\Psi]_{i_r}^{k+1}, \tag{6.3c}
\]
where we define $[\hat{C}]_i := [[C], [D]]_i$, and the partitions $[\Phi]_{i, r}$ and $[\Phi]_{i, c}$ are chosen according to $L_d$ for the rows and the columns of $\Phi$, respectively.

Notice that subroutine (6.3) can be solved via Algorithm 1, where the subproblems solved by each subcontroller $i$ are of dimension $d \ll N$. However, the step from subproblem (6.3) (step 3 in Algorithm 1) requires solving an optimization problem online, which is the bottleneck in terms of computational overhead. In the next subsection, we illustrate how we can provide an explicit analytical solution for subproblem (6.3).

**Explicit solution**

We start by introducing the following algebraic result:

**Lemma 16.** Let $\Phi$ and $a$ be row vectors, $x_0$ column vector of compatible dimension, and $b_1, b_2$ scalars. Then, the optimal solution to

$$ \min_{\Phi} |\Phi x_0| + \frac{\rho}{2} \|\Phi - a\|_2^2 $$

s.t.

$$ b_2 \leq \Phi x_0 \leq b_1, $$

is

$$ \Phi^* = \left(\rho a - \lambda x_0^\top\right) M, $$

(6.5)

where

$$ \lambda = \begin{cases} 
\frac{\rho a M x_0 - b_1}{x_0 M x_0} & \text{if } \rho a M x_0 - b_1 > 0 \\
\frac{\rho a M x_0 - b_2}{x_0 M x_0} & \text{if } \rho a M x_0 - b_2 < 0 \\
0 & \text{otherwise}
\end{cases} \quad \text{and } M := \left(2 x_0 x_0^\top + \rho I\right)^{-1}. $$

**Proof.** Apply the KKT conditions to optimization (6.4). In particular, the stationarity condition is:

$$ \nabla_{\Phi} \left( |\Phi^* x_0| + \frac{\rho}{2} \|\Phi^* - a\|_2^2 \right) + \lambda_1 \nabla_{\Phi} \left( \Phi^* x_0 - b_1 \right) + \lambda_2 \nabla_{\Phi} \left( -\Phi^* x_0 + b_2 \right) = 0, $$

where $\lambda_1$ and $\lambda_2$ represent two scalar Lagrange multipliers whose values are unknown. This leads to the following result for the optimal $\Phi$ as a function of the unknown $\lambda_1$ and $\lambda_2$:

$$ \Phi^* = \left(\rho a - (\lambda_1 - \lambda_2) x_0^\top\right) \left(2 x_0 x_0^\top + \rho I\right)^{-1}. $$

(6.6)

Notice that by Slater’s condition (Chapter 5 in [68]) strong duality holds for problem (6.4) unless $b_1 = b_2$, in which case a closed form can be found directly with a
proximity operator (we omit this degenerated case in the following discussion). Hence, we can make use of the dual problem to find the optimal solution. The dual problem can be written as:

\[
\max_{\lambda_1, \lambda_2 \geq 0} \left| \Phi^* x_0 \right| + \frac{\rho}{2} \left\| \Phi^* - a \right\|_2^2 - \lambda_1 (b_1 - \Phi^* x_0) - \lambda_2 (-b_2 + \Phi^* x_0).
\]

After substituting \( \Phi^* \) into the dual problem above, the cost function becomes a quadratic function of \( \lambda := [\lambda_1 \ \lambda_2]^T \). In particular, after some algebraic manipulations one can conclude that the dual problem is a quadratic program equivalent to:

\[
\max_{\lambda \geq 0} \lambda^T c_2 \lambda + c_1 \lambda, \quad (6.7)
\]

where \( c_2 = \frac{1}{2} x_0^T M x_0 \begin{bmatrix} -1 & 1 \\ 1 & -1 \end{bmatrix} \) and \( c_1 = [\rho a M x_0 - b_1 - \rho a M x_0 + b_2] \).

In order to compute the value of \( \lambda \), we exploit complementary slackness:

\[
\lambda_1 (\Phi x_0 - b_1) = 0, \quad \text{and} \quad \lambda_2 (-\Phi x_0 + b_2) = 0.
\]

This condition makes evident that \( \lambda_1 \) and \( \lambda_2 \) cannot be both nonzero, since by assumption \( b_1 < b_2 \). Hence, let us assume without loss of generality that \( \lambda_2 = 0 \).

The solution to problem (6.7) for \( \lambda_1 \) is as follows:

\[
\lambda_1 = \begin{cases} \frac{\rho a M x_0 - b_1}{x_0^T M x_0} & \text{if } \lambda_1 > 0, \\ 0 & \text{otherwise}. \end{cases}
\]

The form for \( \lambda_1 = 0 \) follows a similar structure. Notice that the matrix \( M \) is by definition positive definite. Hence, \( x_0^T M x_0 > 0 \) for all \( x_0 \neq 0 \) and the sign of \( \lambda_1 \) is purely determined by the sign of \( a M x_0 - b_1 \). This allows us to define the closed form solution for \( \lambda \), and therefore for \( \Phi \), in a piecewise manner depending on the region. The criteria are specified in Table 6.1.

Recall that from optimization (6.4), the problem is only feasible if \( b_1 < b_2 \), hence the regions defined in Table 6.1 are disjoint and well-defined. Leveraging the entries of Table 6.1 and equation (6.6), one can find the explicit solution (6.5). \( \square \)

**Remark 9.** Given the structure of the matrix \( 2x_0 x_0^T + \rho I \), \( M \) can be computed in a very efficient manner using the Sherman–Morrison formula.

We now apply Lemma 16 to subproblem (6.3a). Given the separability properties of the Frobenius norm and the constraints, this optimization problem can further be
Table 6.1: Partition of the space of $x_0$ into the different regions that lead to different solutions for $\lambda$.

<table>
<thead>
<tr>
<th>Region in which $x_0$ lies</th>
<th>Corresponding solution for $\lambda$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho a M x_0 - b_1 &gt; 0$</td>
<td>$\lambda_1 = \frac{\rho a M x_0 - b_1}{x_0^M}$, $\lambda_2 = 0$</td>
</tr>
<tr>
<td>$-\rho a M x_0 + b_2 &gt; 0$</td>
<td>$\lambda_1 = 0$, $\lambda_2 = \frac{-\rho a M x_0 + b_2}{x_0^M}$</td>
</tr>
<tr>
<td>$\rho a M x_0 - b_1 &lt; 0$,</td>
<td>$\lambda_1 = 0$, $\lambda_2 = 0$</td>
</tr>
<tr>
<td>$-\rho a M x_0 + b_2 &lt; 0$</td>
<td></td>
</tr>
</tbody>
</table>

separated into single rows of $[\Phi]_{i_r}$ and $[\Psi]^k_{i_r} - [\Lambda]^k_{i_r}$. Notice that this is true for the first term of the objective function as well, since $[\hat{C}]_i$ is a diagonal matrix by Assumption 2, so its components can be treated as factors multiplying each of the rows accordingly.

It is important to note that by definition of $[\Phi]_{i_r}$, $[x]_i = [\Phi]_{i_r} [x_0]_{i_r}$. Hence, each row of $[\Phi]_{i_r}$ multiplied with $[x_0]_{i_r}$ precisely corresponds to a given component of the a state or input instance, i.e., $[x_t]_i$ or $[u_t]_i$. We can now consider one of the single-row subproblems resulting from this separation and rename its variables, where $\Phi$ represents the given row of $[\Phi]_{i_r}$, $a$ represents the corresponding row of $[\Psi]^k_{i_r} - [\Lambda]^k_{i_r}$ and $x_0$, $b_1$ and $b_2$ correspond to the elements of $[x_0]_{s_t}$, $[x^t_{min}]_i/[u^t_{min}]_i$ and $[x^t_{max}]_i/[u^t_{max}]_i$, respectively. Without loss of generality we set each nonzero component of $[\hat{C}]_i$ to be equal to 1. By noting that for the inner product $\Phi x_0$, it holds that $\|\Phi x_0\|^2_F = |\Phi x_0|$, and for any vector, the Frobenius norm is equivalent to the 2-norm, i.e., $\|\Phi - a\|^2_F = \|\Phi - a\|^2_2$, we can directly apply Lemma 16 to each of the single-row subproblems in which the problem (6.3) can be separated. Hence, by Lemma 16, an explicit solution exists for optimization (6.3a). Thus, step 3 in Algorithm 1 can be solved explicitly for problem (6.1). Notice that all other computation steps in Algorithm 1 have closed-form solutions.

**Computational complexity:** In terms of complexity reduction, the solution presented in 16 consists of a point location problem followed by a matrix multiplication. The complexity of solving for each row of $[\Phi]_{i_r}$ results in $O(d^2)$, since the point location problem involves only 3 regions and the size of the matrices is $O(d^2)$. Given that each subsystem performs this operation sequentially for each of the rows in $[\Phi]_{i_r}$, the complexity of subproblem (6.3a) is also $O(d^2T)$. This is in contrast with the general solution in Chapter 2, where step 3 consists of solving an optimal problem with $O(d^2T)$ optimization variables and $O(dT)$ constraints. The significant overhead reduction given by the explicit solution (6.5) is due to the simplicity of the point location problem since the space of the solution is partitioned into 3
regions per state/input instances independently of the size of the global system $N$, the size of the locality region $d$ and the total number of constraints. Hence, the complexity is only dominated by the matrix multiplication needed to compute the explicit solution $\Phi^*$.

**Differences with standard Explicit MPC:** Contrary to conventional explicit MPC (where regions are computed offline and the online problem reduces to a point location problem), our approach is to solve step 3 in Algorithm 1 explicitly. This ensures that all the steps in the algorithm are solved in closed form or via an explicit solution, hence we refer to our approach as explicit MPC. Another difference between standard explicit MPC and our formulation is that, in our case, the regions are not defined by polytopes of $x_0$ [48]. In our case, $M$ depends on $x_0$, thus, at each MPC iteration, new regions are computed as an explicit function of $x_0$, and for the subsequent ADMM iterations (within each MPC iteration) the parameter of the optimization problem is the corresponding row of $[\Psi]_i^k - [\Lambda]_i^k$, denoted as $a$ in (6.5). The regions are indeed affine with respect to this parameter. Note that $x_0$ remains fixed within each MPC iteration. This idea is illustrated in Figure 6.1, where we illustrate the different regions involved in the computation of a given row of $[\Phi]_i$ for two MPC iterations. In order to not overload notation, in this example we denote a single row of matrices $[\Phi]_i$ and $[\Psi]_i^k - [\Lambda]_i^k$ with the same notation as the whole matrices themselves, i.e., $[\Phi]_i$ and $[\Psi]_i^k - [\Lambda]_i^k$ denote a row of the homonymous matrices.

![Figure 6.1: Illustration of the regions and parameter location over two MPC iterations, and the necessary ADMM iterations until convergence in each of the MPC iterations. For simplicity in the representation, we consider the parameters in two dimensions.](image-url)
6.4 A GPU Parallelization for DLMPC

In this section, we provide a GPU implementation for the explicit solution to DLMPC. We first discuss several important considerations of GPU hardware, and then provide strategy to incrementally enhance the implementation of DLMPC. We finish by discussing how locality constraints offer a unique advantage in GPU implementation.

**GPU parallelization overview**

GPU differs from CPU in computation and memory, which have a profound impact on programming and implementations. We elaborate on those differences below.

**Computing threads:** a thread is the smallest independent sequence of instructions in a computing process. CPU is able to handle complex tasks using a limited number of threads in the order of $O(10)$. In contrast, GPU has the capacity of running thousands to millions of threads in parallel, but each is capable of simpler operations. A GPU computing process is referred as *kernel*.

**Sharing memory:** comparing to single-thread tasks in CPU, memory access is much more involved under a multi-thread scenario like GPU. When more than one thread access a sharing memory location, a race condition can occur when they both attempt to modify the content, and their access order determines the outcome. As a result, the consistency and correctness of the results are not guaranteed without special treatments. To avoid a race condition, we should either explicitly enforce some order among the threads or avoid concurrent access to the same memory locations. The former option is not preferred as it undermines the benefits of parallelism. On the other hand, memory sharing restriction curbs inter-thread information exchange. As a result, an algorithm needs to avoid information exchange among its parallel components to achieve high performance on GPU.

Given the characteristics, although GPU has great potential to boost algorithms’ performance through parallelization, a GPU-parallelized algorithm is subject to two kinds of communication overheads: (i) *CPU-GPU* and (ii) *thread-to-thread*. CPU-GPU communication incurs an overhead on copying large volume of data between the memory systems of CPU and GPU, and thread-to-thread communication imposes an overhead on handling coupled memory accesses among parallel threads.
GPU memory offers a limited resource to mitigate these overheads. In GPU we distinguish three types of memories:¹

- **Private memory.** It is accessible to each of the individual single threads, access is fast but capacity is limited and information stored here cannot be shared with other threads.

- **Local memory.** It is accessible to a *local* group of threads, and they can coordinate to write and read from these shared memory locations.

- **Global memory.** It is accessible to all threads, but they do not coordinate of reading and writing, so it cannot be used to share information among threads. It is slower than the other two.

Local memory offers a great potential to overcome coordination issues among threads, and the fact that communication is only local resembles the communication scheme in control systems for large-networks. Although a single thread cannot belong to two different groups (as opposed to a subsystem in a network structure, where groups—incoming and outgoing sets—overlap) the parallelization capabilities of GPU can be exploited to duplicate parts of the same subsystem and run them simultaneously. We will show that the DLMPC algorithm is especially well-suited to deal with them by virtue of its localized nature as it allows to take advantage of the GPU parallelization capabilities while respecting the communication constraints. Furthermore, we note how an explicit formulation to DLMPC is essential for such parallelization, since each GPU thread is limited to very simple operations.

**GPU parallelization strategy of DLMPC**

In this subsection, we provide the implementation of the DLMPC algorithm in a computer system equipped with both a CPU and a GPU. First, we take advantage of the parallelization potential of the algorithm and perform a *naive parallelization* of the ADMM steps in GPU. We then provide enhancements to reduce overheads, such as reducing setup complexity by using *longest-vector length*, and reducing CPU-GPU communication by setting *combined kernels*. Lastly, we present how the locality constraints allow to effectively use *local memory* to deal with the thread-to-thread coupling.

¹We use OpenCL terminology. Although conceptually equivalent, terminology is slightly different from the one used in CUDA.
Throughout this subsection, we rely on graphical aids that capture the important features of the DLMPC computations such as Fig. 6.2 and Algorithms 6 and 7 to ease the exposition.

![Diagram of DLMPC algorithm]

Figure 6.2: The DLMPC algorithm consists of different computation steps. A pre-computation step is carried out to compute necessary matrices that stay constant throughout all MPC iterations. Once this is completed, MPC iterations run sequentially (one per time-step) for a given number $T_{\text{sim}}$ of time steps. Within a MPC iteration, a precomputation step precedes the ADMM algorithm. Once converged, we compute the next control input and the state according to the dynamics. Each iteration of ADMM is composed by the steps detailed in Algorithm 7.

**Algorithm 6** Sketch of DLMPC implementation in GPU

1: Precompute necessities of closed-form solutions.
2: Initialize $x(0)$.
3: for $t = 0$ to simulation horizon ($T_{\text{sim}}$) do
4: Precompute the explicit solution with Table 6.1 using $x_0 := x(t)$.
5: Perform ADMM per Alg. 7.
6: Compute $u(t)$ from $\Phi$ and obtain $x(t + 1)$.
7: end for
Algorithm 7 Sketch of ADMM computations for subsystem $i$

1: $\text{Conv} \leftarrow \text{false}.$
2: while $\text{Conv}$ is $\text{false}$ do
3:   $\Phi$-comp: Compute rows of $\Phi$ via the explicit solution in Lemma 16.
4:   Share $\Phi$ with its $d$-hop local neighbors.
5:   $\Psi$-comp: Compute columns of $\Psi$ with step 5 in Alg. 1.
6:   Share $\Psi$ with its $d$-hop local neighbors.
7:   $\Lambda$-comp: $\Lambda \leftarrow \Lambda + \Phi - \Psi$.
8:   Share $\Lambda f$ with its $d$-hop local neighbors.
9:   $\text{Conv}$: Check the convergence criterion and save the result in conv.
10: end while

Naive Parallelization

We start with a naive parallelization of DLMPC algorithm by parallelizing ADMM steps in 7. For each ADMM step, we assign each of the subproblems below as a single thread in GPU:

- For $\Phi$-comp, each thread computes one row of $\Phi$.
- For $\Psi$-comp, each thread computes one column of $\Psi$.
- For $\Lambda$-comp, each thread computes one element of $\Lambda$.
- For $\text{Conv}$, each thread evaluates the convergence criterion against one column.

Notice that each thread in GPU is tasked with performing all necessary arithmetic operations leading to the assigned row/column/element. In this implementation we are not parallelizing the arithmetic computations in GPU, but rather treating each GPU thread as a subsystem of the distributed MPC framework. The reason for this choice will become apparent in the next subsection, and the additional computational overhead is small since computations are of small dimension because of the locality constraints.

According to the ADMM algorithm, abundant information sharing is required after each computation in order to perform the next computation. Due to the limitations of GPU communication among threads, in this naive parallelization we perform the information sharing in the form of memory accesses in CPU. Therefore, after each parallelized computation we return to CPU to exchange results and set up the next one. We illustrate this implementation in 6.3, where we represent the computing threads with an arrow so one can distinguish the steps that are computed in CPU.
(single thread) and the ones that are computed in GPU (multi-thread). Notice that an additional setup step required to launch the GPU kernels is also represented.

This naive parallelization of the DLMPC algorithm suffers from several overheads. First, the threads have different runtime due to the various lengths of the rows and columns they compute. Such various lengths result in significant setup overhead before computation. Second, there are several CPU-GPU switches per ADMM iteration to exchange information across different threads for rows and columns. This incurs CPU-GPU communication overhead. Those overheads imply that a naive parallelization of a distributed and localized MPC scheme such as DLMPC is not necessarily efficient, and additional considerations are needed to fully exploit the GPU potential. In what follows, we analyze these overheads and provide effective solutions based on hardware-specific considerations and the presence of locality constraints. We build upon these solutions until an optimal GPU implementation of the ADMM steps is presented.

![Figure 6.3: Naive parallelization implementation. Boxed components represent the same computation steps as in 6.2. An additional Setup step has been introduced at the beginning of the implementation for GPU setup. Computing threads are denoted with blue wavy arrows: A single arrow represents a single-thread computation, and multiple arrows within a computation step represent a multi-thread computation. The length of the different arrows in multi-thread processes represents runtime for each of the threads.](image)

**Longest-vector length**

Threads have different runtime in 6.3 since they process different sizes of input vectors. Feeding each thread a different-sized input vector imposes a setup overhead— we need to compute, store, and pass as parameters of the threads the sizes of each
input vector. Such an overhead was justifiable in a single thread CPU version like [59] as we want to avoid unnecessary computations. In particular, only non-zero elements are needed when computing on a single thread, and filtering out non-zero elements pays off as fewer inputs imply faster computation under sequential processing. The situation changes in GPU parallelization. Since the computation time of parallelized threads is determined by the slowest one, and the kernel does not return until all threads have finished the computations, it is no longer beneficial to trim off zero elements unless they are processed by the slowest thread.

Accordingly, we can save the efforts of attaining exact different-sized input vectors for parallelization. Instead, we only need to ensure the input vector is long enough to cover the non-zero elements and find the minimum upper bound on the length, which is the maximum number of non-zero elements in the rows and columns of $\Phi$ and $\Psi$, respectively, or the longest-vector length for short. We denote by $D_{\text{row}}$ and $D_{\text{col}}$ the longest-vector lengths of $\Phi$ and $\Psi$, respectively, and establish below that by virtue of the locality constraints, $D_{\text{row}}, D_{\text{col}} \ll N$ and the number of elements that a thread solves for is much smaller than the size of the network.

**Lemma 17.** Let $s$ be the maximum number of states or control inputs per subsystem in the network, and $l$ the maximum degree of nodes in $\mathcal{G}_{(A,B)}$. Suppose $\mathcal{G}_{(A,B)}$ is subject to $d$-locality constraints and the MPC time horizon is $T$, then $D_{\text{row}}$ and $D_{\text{col}}$ are bounded by

$$D_{\text{row}} \leq \frac{s(l^{d+1} - 1)}{l - 1}, \quad D_{\text{col}} \leq \frac{(2T - 1)s(l^{d+1} - 1)}{l - 1}.$$ 

**Proof.** Each row in $\Phi$ represents a state/input in a subsystem, and hence $D_{\text{row}}$ is the number of states that it can receive information from. We can establish a bound on $D_{\text{row}}$ by bounding the number of nodes within $d$-hops. By definition, we know that there are at most $l^k$ nodes that are $k$-hops away from a node, so within $d$-hops, there are at most

$$1 + l + l^2 + \cdots + l^d = \frac{l^{d+1} - 1}{l - 1}$$

nodes, each has at most $s$ states, which shows the bound.

On the other hand, $D_{\text{col}}$ is the number of states and inputs, among all horizon $T$, a state can impact. Similarly, by $d$-locality constraints, we can use the bound on $D_{\text{row}}$ as an estimate of the states/inputs a state would impact at each time. Since there are, in total, $T$ states and $T - 1$ inputs in $\Psi$ per column, we can bound $D_{\text{col}}$ by $(2T - 1)$ times of the above bound on $D_{\text{row}}$, which yields the desired result. $\square$
Given a sparse system, the maximum degree $l$ is expected to be small, as is the maximum number of subsystem states/inputs $s$. Given the assumption $d \ll N$, the above lemma suggests $D_{\text{row}}, D_{\text{col}} \ll N$

Figure 6.4: Since the computation time of parallelized threads is dominated by the slowest one, we could omit computing the exact input vector size for each thread and feed all threads with same-sized (the longest-sized) input vectors, which results in roughly the same runtime for all the threads. This simplifies both the setup and per-thread computation and hence reduces the overhead.

**Combined kernels**

We then tackle the CPU-GPU communication overhead. In the naive parallelization, CPU-GPU communication are necessary to properly exchange information in between computations. The reason is that each computation occurs according to a different distribution of the elements of $\Phi, \Psi, \Lambda$, i.e., row-wise, column-wise, and element-wise. Although this particular distribution of elements might be the most efficient for each of the computations isolated, the additional GPU-CPU overhead steaming from the information sharing in between computations makes this option is suboptimal.

To reduce the CPU-GPU communication overhead, we proposed the use of combined kernels. In particular, the last three computation steps in the ADMM iteration can be combined in the same kernel by parallelizing $\Lambda\text{-comp}$ in a column-wise fashion (as opposed to element-wise). By distributing the computations in this manner, each of the threads has sufficient information to sequentially perform $\Psi\text{-comp}, \Lambda\text{-comp}$, and $\text{Conv}$ without the need for communication among threads. This reduces the CPU-GPU communication overhead since only one exchange between CPU and GPU is necessary for each ADMM iteration (for the transformation from row-wise to column-wise). However, the treatment herein slightly degrades the parallelization
benefits of $\Lambda$-comp, since by having only a thread per column, each thread now has to loop over the elements in its column sequentially. This additional overhead is very modest because due to the locality constraints, the number of relevant elements per thread is $D_{\text{col}}$, as opposed to a CPU-GPU memory-copying operation, where the variables handled are of order $N$.

![ADMM diagram](image)

Figure 6.5: To reduce CPU-GPU communication overhead, we remove the single-thread computation in between computations (circled in yellow) by combining the computations into per-column threads. This enhances the parallelization by combining kernels. Such a combination does not apply to the information exchange between $\Phi$-comp and $\Psi$-comp as we shift from per-row to per-column computation.

**Local memory and column patch**

The information exchange between $\Phi$-comp and $\Psi$-comp involves the transformation from row-wise to column-wise representation and hence is not easily combined into one kernel. The key difficulty is that the row-wise results should be passed down to per-column threads, which results in thread-to-thread communication/synchronization issues. We could realize synchronized thread-to-thread communications through local memory. However, local memory is shallow—it would not fit all the threads in—and it is exclusive—one thread can only belong to one group. These properties make the bipartite information exchange pattern difficult to enforce: The row-wise result might be required by multiple per-column threads, while each thread may need multiple row-wise results. As a result, to leverage local memory to save CPU-GPU communication overhead, we need to group the threads smartly.

Our approach is to group each per-column thread in $\Psi$-comp with row-wise computation threads in $\Phi$-comp, referred to as *column patch*. That is, for the $i^{\text{th}}$ column of $\Psi$, we launch a column patch to solve for the $j^{\text{th}}$ row where $j \in \{ j : \Phi(j, i) \neq 0 \}$. 
Once this is done, the row-wise results are saved in local memory in GPU, and one of those threads can proceed with the column-wise computations of $\Psi$ and $\Lambda$ as described in the previous subsection without returning to CPU.

Thanks to the locality constraints, each column patch only has $D_{\text{col}}$ \textbf{Φ-comp} threads to include and fit their results in the shallow local memory. On the other hand, since each row has several non-zero elements, we could potentially have multiple threads in different column patches that compute the same row-wise result. But it is fine as GPU has plenty of threads to launch, and using multiple threads to compute the same result in parallel does not incur additional runtime overhead. Therefore, we ensure synchronization without the need for information sharing across threads - since we can repeat relevant computations in different local groups - or computing units - since local synchronization is all is needed. This was only possible by exploiting the GPU architecture together with the locality constraints directly encoded in the DLMPC formulation.

We highlight the roles of the locality constraints in our enhancement techniques. Locality constraints can facilitate desirable trade-offs between computational resources and information exchange across threads: Longest-vector length incurs additional precomputation steps, and combined kernels sacrifice parallelization potential of \textbf{A-comp}. Those trade-offs are justified by the small dimensions derived from the locality constraints $D_{\text{row}}, D_{\text{col}} \ll N$. Meanwhile, for the local memory and column patch technique, locality constraints allow us to decouple the row-wise threads without harming the runtime (in essence, locality allow us to pay in the spatial space to decouple the row-wise threads without temporal performance degradation).
6.5 Simulation Experiments

Through simulations, we study two aspects of the GPU-parallelized DLMPC. First, we compare the scalability of our implementation with other methods. We then analyze the overhead of the implementations for future enhancements.

Setup

We implement our GPU-parallelized DLMPC in Python and OpenCL. We compare the scalability of the four proposed GPU implementations from the previous section against two CPU variations—a Python replica of the single-threaded DLMPC version in [59] and an optimization-based approach under the SLSpy framework [106] with CVXPY [107] as the solver. The results are measured on a desktop with AMD Ryzen 7 3700X processor (16 logical cores), 32 GB DDR4 memory, and AMD Radeon RX 550/550X GPU. For each evaluated scenario, we simulate 100 different initial conditions and present the average and the standard deviation of the measurements.

The synthetic dynamics is chosen are a chain-like network with two-state nodes as the subsystems. Each subsystem $i$ evolves according to

$$\begin{bmatrix} x(t+1) \end{bmatrix}_i = \begin{bmatrix} [A]_{ii} & [A]_{ij} & \vdots & [A]_{ii} \end{bmatrix} \begin{bmatrix} x(t) \end{bmatrix}_i + \sum_{j \in \text{in}_i(d)} [A]_{ij} \begin{bmatrix} x(t) \end{bmatrix}_j + [B]_{ii} \begin{bmatrix} u(t) \end{bmatrix}_i,$$

where $\text{in}_i(d)$ contain the $d$-hop neighbors of node $i$ and

$$[A]_{ii} = \begin{bmatrix} 1 & 0.1 \\ -0.3 & 0.7 \end{bmatrix}, \quad [A]_{ij} = \begin{bmatrix} 0 & 0 \\ 0.1 & 0.1 \end{bmatrix}, \quad [B]_{ii} = I.$$
The state is subject to upper and lower bounds:

\[-0.2 \leq [x(t)]_{i,1} \leq 1.2 \quad \text{for } t = 1, \ldots, T,\]

where \([x]_{i,1}\) is the first state in the two-state subsystem \(i\).

We perform the MPC with \(T_{\text{sim}} = 20\) subroutine iterations with the cost function

\[
\begin{align*}
    f(x, u) &= \sum_{i=1}^{N} \sum_{t=1}^{T-1} \left( \|[x(t)]_i\|_2^2 + \|[u(t)]_i\|_2^2 + \|[x(T)]_i\|_2^2 \right).
\end{align*}
\]

Note that the number of states and inputs in this plant is \(3N\), since each of the \(N\) subsystems has 2 states and 1 input.

**Scalability**

To evaluate the scalability of the methods, we run the simulations with varying system size \(N\), MPC time horizon \(T\), and locality region size \(d\). We measure the average runtime per MPC iteration, i.e., the total runtime divided by the number of MPC subroutine iterations \(T_{\text{sim}}\), and summarize the results in 6.7. We remark that the runtime is measured for the whole simulation rather than merely the ADMM portion of the algorithm.

In 6.7, the GPU implementations scale much better with the network size \(N\) than the CPU implementations. Moreover, the runtime differences grow from an order of magnitude to several orders of magnitude as \(N\) increases. This is as expected since GPU implementations can parallelize the subsystem computations through multi-threads whereas the CPU implementations cannot. Remarkably, the ADMM implementation in CPU is consistently worse than when solved via CVXPY, which emphasizes the need for a parallel implementation such as the one presented in this paper to fully take advantage of the DLMPC algorithm. Among the GPU methods, local memory has superior performance (50\(\times\) faster than ADMM in CPU for \(N = 25\) and 35\(\times\) for \(N = 100\)), followed by combined kernels and longest-vector length (15\(\times\) faster than ADMM in CPU for \(N = 25\) and 25\(\times\) for \(N = 100\)). Naive parallelization is 3\(\times\) slower than local memory for small \(N\). In fact, a smaller \(N\) leads to a bigger performance difference among GPU implementations, which indicates that the CPU overhead of the implementations outweighs the improvements made by GPU when the network scales.
Figure 6.7: Comparison of the runtimes obtained by different computing strategies for different parameter regimes. The lines are the mean values and the shaded areas show the values within one standard deviation. We observe that GPU computation strategies scale much better with the size of the network than CPU implementations. This trend also holds for ADMM CPU implementation over all time horizons and locality region sizes, while GPU implementations only outperform CVXPY on small locality regions and CVXPY seems to scale well over all simulated time horizons.

For time horizon $T$ and locality region size $d$, the runtime scales accordingly for all the ADMM implementations. This can be seen from a simple analysis of the optimization variables: Since larger $T$ and $d$ introduce more non-zero elements in the matrix $\Phi$, the corresponding decomposed row and column vectors become
Figure 6.8: Runtime breakdown for the different computing phases: precompilation, precomputation, optimization and dynamics computation for two different network sizes \( N = 10 \) and \( N = 100 \). Colors for the different phases are the same as in 6.3. For CPU implementations, the optimization phase is the bottleneck, while the bottleneck shifts to the precomputation for the GPU implementations.

longer and the runtime increases. However, this trend does not apply to the SLSpy-based CPU implementation solved by CVXPY, where the runtime stays pretty much the same or even decreases when \( T \) and \( d \) increases. Nevertheless, the GPU implementations still outperform CVXPY by up to one order of magnitude for \( d \leq 10 \) and all simulated \( T \). In other words, the advantage of GPU parallelization is significant when the locality region is small. Hence, in light of the results, the ADMM implementation of DLMPC is best for large network consisting of subsystems with relatively small local neighborhood.
Overhead analysis
To better understand how different methods scale in runtime with the network size, we break down the runtime into four DLMPC phases as in 6.3, which are:

**Setup** refers to all the computational steps necessary to setup the GPU computations. It refers to the compilation of the kernels themselves, but also to all the extra computations necessary to implement the different GPU schemes, such as the computation of $D_{row}$ and $D_{col}$, etc.

**Precomputation** refers to computing the necessary matrices and vectors that multiply the decision variables $\Phi$, $\Psi$, $\Lambda$. We note here that this phase appears twice in the implementation: before starting any of the MPC computations, and before starting each of the MPC subroutines.

**Optimization** refers to the computational steps necessary to solve the optimization problem (6.3a). In this case, it refers to the steps taken by ADMM or CVXPY to find a value for $\Phi$.

**Dynamics computation** refers to the computation of the next state using the control input given by MPC.

We measure the runtime breakdown for network size $N = 10$ and $N = 100$ and present the results in 6.8. From 6.8, we can observe that the setup and dynamics computation phases are relatively fast, and the runtime is dominated by the optimization phase when $N = 10$ and the precomputation phase when $N = 100$. As we adopt more sophisticated techniques described in this chapter to GPU implementations, the optimization phase speeds up significantly. However, the precomputation phase does not benefit from the techniques and it becomes the bottleneck when the network size scales. Since an increase in $d$ or $T$ mostly burdens the setup and precomputation phases, the results also explain why the GPU implementations scale poorer when $d$ or $T$ is large.

Another important takeaway from 6.8 is that for CPU implementations, the optimization phase is the bottleneck, while the bottleneck shifts to the precomputation for the GPU implementations. This justifies our approaches in this paper to accelerate the CPU optimization phase by GPU parallelization. Meanwhile, the results also suggest that to further speed up the computation, future research should focus on faster precomputation techniques.
6.6 Conclusion and Future work

We introduced an explicit solution to the MPC problem that can be applied to large networked systems. Inspired by [48], our explicit solution partitions the space into three regions per state/input instantiation, and with the assumptions that no coupling between states is allowed, each subsystem can solve for each state (input) instantiation sequentially or in parallel, which results in a fast computation runtime per subsystem. Since each subsystem runs its own optimization problem in parallel, this results in large runtime improvements. Computational experiments show that the runtime of each MPC iteration per subsystem in the network scales with $O(1)$ complexity as the size of the network increases.

We used these results develop effective GPU parallelized DLMPC for large-scale distributed system control. Our results show that although a naive GPU implementation does improve the performance by $15 − 25\times$, we can still get up to $50\times$ performance improvement by taking into account the hardware-intrinsic limitations. We overcome these limitations by taking advantage of the local communication constraints in the formulation, and developing longest-vector length, combined kernels and local memory implementations. With extensive experiments, we demonstrate that the DLMPC algorithm is suitable for GPU parallelization, and that its full potential is only realized when the local communication constraints are taken into account in the GPU implementation. We demonstrate the scalability of the method for large network sizes, and noticed that most of the computational overhead in the GPU computations was due to the precomputations being performed in CPU.

As discussed in the overhead analysis, precomputation becomes the new overhead after our GPU parallelizations. Therefore, a future direction would be to effectively parallelize the precomputation for higher performance. In addition, there are some other parts of DLMPC that we can parallelize further, such as a better initial point for ADMM to converge faster as well as a better parallelized dynamics computation. Another future direction is to include more than one ADMM iteration into one kernel, to avoid CPU-GPU data exchanges. One might also be interested in extending the parallelization in this work to a fully distributed setting where the processing units scatter over a network. As the distributed setting introduces new challenges such as robustness to communication dropouts, synchronization, and delay, it would be interesting to see how locality constraints could improve robustness or performance.
Chapter 7

CONCLUSION

7.1 Challenge Addressed

Distributed control of large-scale systems presents significant challenges when relying on a centralized controller. The computational demands of Model Predictive Control (MPC) often make it impractical to implement a centralized approach. However, adapting centralized MPC ideas to the distributed setting is a complex task. Contemporary large-scale distributed systems like the Internet of Things benefit from widespread sensing and communication capabilities but face local resource constraints in power consumption, memory, and computational power. To transform these systems from passive data collectors to active distributed control systems, it is essential to develop algorithmic approaches that exploit the inherent advantages while considering the network’s underlying resource limitations.

There have been substantial efforts in the literature towards a distributed MPC approach. However, addressing the challenges of distributed MPC requires more than simply extending centralized approaches. With this thesis, we aim at establishing a framework that leverages the inherent network and communication structure, enabling scalable algorithms that are independent of the global system’s size. Our goal is to achieve this in a computationally efficient and non-conservative manner, making DMPC applicable in real-world scenarios. To achieve this, additional considerations are necessary to provide efficient and non-conservative theoretical guarantees, while also thoroughly understanding the impact of local communication constraints on performance. Furthermore, we believe that adopting a data-driven approach to DMPC is crucial as it eliminates the need for costly system identification algorithms. As we have shown, for such systems, collecting local trajectory data from a subset of neighboring systems is a more feasible alternative to developing intricate system models required by model-based control algorithms. At present, this thesis is—to the best of our knowledge—the first comprehensive framework for DMPC that incorporates the underlying system structure and offers efficient, scalable, data-driven, and non-conservative solutions with theoretical guarantees.
7.2 Main Contributions
The main contribution of this thesis is a novel optimal and robust control framework based on MPC that is able to achieve stringent requirements with highly-scalable communications and computing. We show how these results extend naturally to the data-driven case where no models are available and control is based on past observations only. We also provide novel hardware implementations that exploit GPU technology to further accelerate computations. In order to achieve this, we take advantage of the sparsity of the underlying systems by means of introducing a new type of constraints in the formulation: locality constraints restrict each subsystem in the network to only communicate and influence a small neighborhood of subsystems as opposed to the entire network. This gives rise to a new set of algorithms, theoretical results and architectures to optimally control distributed cyber-physical systems for safety-critical applications. In what follows we detail our main contributions.

Distributed and localized synthesis and implementation of closed-loop model predictive controllers (MPC)
We present a novel MPC algorithm designed for large-scale linear systems, offering both synthesis and implementation capabilities in a distributed and localized manner, without relying on strong assumptions. Our algorithm, called Distributed and Localized Model Predictive Control (DLMPC), enables the computation and implementation of control actions by exchanging only local state and model information between subsystems. Notably, the resulting distributed algorithms demonstrate robustness against various types of additive disturbances, and their computational scalability is independent of the network size for the first time. This significant advancement makes our approach scalable for systems of arbitrary sizes.

Minimally conservative guarantees for asymptotic stability and recursive feasibility
Previous works have faced challenges when introducing guarantees into their algorithms due to the distributed nature of the problem. These guarantees often led to excessive conservatism, compromising the solutions provided, or added computational burden while still introducing some level of conservatism. In this thesis, we address these issues by presenting theoretical results and algorithms that compute theoretical guarantees for stability and feasibility of MPC. Importantly, these computations can be performed offline, prior to implementing the DLMPC algorithm, which ensures they do not contribute to the computational burden. Moreover, we do
so while introducing minimal conservatism. Notably, due to the constraints imposed by locality, these computations can now be performed in a distributed and localized manner for the first time, resulting in highly scalable computations.

**Globally optimal guarantees as compared with global MPC**

We conduct a thorough analysis comparing the optimal performance of DLMP with a MPC scheme that permits global communication. Our findings indicate that when the system’s underlying topology is sparse, as is commonly observed in large-scale networks, the inclusion of local communication constraints does not lead to suboptimal solutions. These results emphasize the benefits of introducing locality constraints. Despite not affecting global optimality in many scenarios, these constraints offer a more scalable and efficient solution compared to the global counterpart.

**Data-driven extension**

We extend these results to the purely data-driven scenario in the noiseless case, eliminating the need for a system model. Remarkably, we demonstrate that all the previous guarantees still hold, and the requirement for a model is entirely replaced by past-trajectory data. Additionally, thanks to the locality constraints, the resulting algorithm maintains a small sample complexity that remains independent of the overall network size. This contribution is particularly valuable for real-world systems, as they often possess large dimensions and extreme complexity, making it infeasible to have an accurate model of the system. The data-driven version of DLMPC brings the benefits of optimal control with guarantees within reach for these systems, which are often missing in machine learning approaches.

**Efficient hardware implementation**

Lastly, we develop an efficient GPU implementation of DLMPC by capitalizing on the favorable structure of the DLMPC problem that aligns well with the capabilities of GPU computations. This contribution highlights that the advantages of locality constraints extend beyond distributed settings, proving valuable even in centralized scenarios that demand parallelizable and efficient computations. The findings of this work demonstrate an additional benefit of locality constraints, enabling the creation of layered and efficient control architectures. By leveraging the power of GPUs, we unlock new possibilities for enhancing the performance and scalability of DLMPC, further highlighting the utility of locality constraints for control applications.
In summary, this thesis introduces a comprehensive framework for online distributed control algorithms under constraints. The key contribution is the development of DLMPC, an online distributed control algorithm that achieves robustness, scalability, efficiency, and data-driven computations while maintaining theoretical guarantees and supporting parallel hardware implementations. The framework emphasizes the significance of considering locality constraints and opens up new possibilities for the development of layered control systems empowered by these constraints. The theoretical contributions of this work address several longstanding challenges in the field of distributed control, providing solutions to complex theoretical problems. Furthermore, the extension to a data-driven approach enables the application of these results to real-world distributed systems that lack a precise system model. Additionally, the hardware implementation aspect offers the potential to leverage the proposed approach even in centralized settings, significantly accelerating computations. By combining these different frontiers, effective and scalable control architectures can be created for complex and large-scale real-world systems. This thesis showcases the achievement of such goals by harnessing the intrinsic and widespread sparsity observed in technology and biological large-scale distributed systems.

7.3 Future Research Directions

Besides the immediate research directions outlined at the end of each chapter, in what follows we propose longer-term research directions that will expand the work of this thesis.

Communication exchanges

Most algorithms in the DLMPC framework rely on multiple exchanges of information between the subsystems. For this reason, a better analysis of how communication loss affects the closed-loop performance of the algorithm is an interesting question. Although a formal analysis is in order, the work done in [62] suggests that it would be possible to slightly modify the proposed ADMM-based scheme to make it robust to unreliable communication links.

Furthermore, extending these results to information exchange topologies with sparsity and delays is an interesting research direction. While the SLS framework handles delays in the implementation structure of a distributed controller, incorporating such constraints into a distributed synthesis problem poses challenges. Developing algorithms that consider delays in information exchange while preserving performance
and theoretical guarantees is a promising avenue for future research. Addressing these challenges would enhance the applicability of distributed control algorithms in real-world scenarios, contributing to the creation of robust control architectures for large-scale systems.

**Robust data-driven formulation**

This thesis explores two types of noise distributions within the model-based approach. However, there is an open question regarding the exploration of these results in the data-driven case and their implications for theoretical guarantees. Furthermore, it would be valuable to investigate the efficient sample complexity required to effectively solve the problem in this context. Along these lines, an interesting research direction would be to explore different cost formulations and objective functions that can mitigate the conservatism of the formulation. Such investigations have the potential to enhance the overall performance by providing more efficient and scalable solutions, enhancing the applicability of DLMPC to a larger range of settings where only past trajectories are available and robustness to disturbances is needed.

**Layered MPC architectures**

MPC, despite its online nature, is known to be slower compared to offline controllers. However, its unique ability to handle constraints in real-time allows for less conservative control by more effectively handling worst-case scenarios. To effectively control complex large-scale systems, it has become evident that layering control strategies holds promise (see the work in [108] for details). However, the question of how to layer and interface different controllers remains open.

While DLMPC stands out for providing optimal and scalable algorithms with guarantees, its role within a layered architecture and the extent of control it should handle in conjunction with other layers are not yet clear. Furthermore, the optimal architecture and functions of these controllers in a layered setup are still uncertain. Further exploration of these ideas is crucial to develop effective, optimal, efficient, and scalable controllers for large-scale distributed systems.
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