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#### Abstract

This thesis is about numerical methods for scientific computing and scientific machine learning, with a focus on solving partial differential equations (PDEs) and inverse problems (IPs). The design of numerical algorithms usually encompasses a spectrum that ranges from specialization to generality. Classical approaches based on finite element methods (FEMs) and contemporary scientific machine learning approaches based on neural networks (NNs) can be viewed as lying at relatively opposite ends of this spectrum. In this thesis, we address mathematical challenges associated with both ends of the spectrum through advancing rigorous multiscale and statistical numerical methods.

In the first part of the thesis, we study multiscale methods for solving challenging PDEs with rough coefficients and high frequency, where standard FEMs often fail. The key is to construct specialized basis functions to incorporate the microscale structures of the equation. We present the following two contributions in Chapters II and III:


1. We introduce the exponentially convergent multiscale finite element method (ExpMsFEM) for solving general elliptic and Helmholtz's equations, which achieves nearly exponentially convergent accuracy regarding the number of basis functions. Notably, ExpMsFEM applies to Helmholtz's equations. Compared to pre-existing approaches, ExpMsFEM does not rely on any partition of unity functions and can lead to more localized basis functions with better "orthogonality" properties.
2. We analyze a multiscale method that reveals mathematical connections between numerical coarse-graining of elliptic PDEs and scattered data approximation. We introduce a new concept of subsampled lengthscale into the coarse variables, and highlight a novel tradeoff between efficiency and accuracy induced by the choice of this lengthscale.

The second part of the thesis explores the interplay between numerical approximation and statistical inference for algorithm design, with a primary focus on automation of algorithms, as advocated in the scientific machine learning paradigm. More specifically, we investigate using Gaussian processes (GPs) and kernel methods to build a simple yet flexible and more interpretable (than NNs) computational
pipeline to automate solving general PDEs/IPs. In Chapters IV, V, and VI, we make the following three contributions regarding methodology, efficiency, and adaptivity:

1. We introduce GPs and kernel methods to solve general nonlinear PDEs and IPs. By assigning a GP prior to the unknown functions and observing PDE information at certain collocation points, we perform Bayes inference to learn the solution. The method combines the theoretical rigor of traditional numerical algorithms with the flexible design of machine learning solvers, generalizing radial basis function-based approaches.
2. In GP and kernel-based methodology, the presence of dense kernel matrices can limit scalability. In the case of PDE problems, these matrices may also involve partial derivatives of the kernel. Fast algorithms for such matrices are less developed compared to the derivative-free counterparts. We present a sparse Cholesky factorization algorithm based on the near-sparsity of the Cholesky factor under a multiscale reordering of Diracs and derivative measurements. The algorithm is motivated by a probabilistic interpretation of factorization. We rigorously analyze the exponentially convergent accuracy of the algorithm. This enables us to compute approximate inverse Cholesky factors of kernel matrices with a state-of-the-art near-linear complexity in space and time.
3. We analyze the use of hierarchical learning for enhancing the expressivity and adaptivity of GPs and kernel methods. We investigate two paradigms for learning hierarchical parameters: one from a probabilistic perspective, using the empirical Bayes approach, and the other from an approximationtheoretic view, using the kernel flow algorithm. We prove the consistency of these paradigms in the large data limit and identify their implicit bias in parameter learning for a Matérn-like model. Our results also highlight the better robustness of approximation-theoretic-based approaches compared to Bayesian approaches in model misspecification.

Finally, in Chapter VII, we discuss other related and prospective works concerning fast randomized numerical linear algebra for Gaussian processes/kernel methods in high dimensional scientific problems and gradient flow based sampling algorithms for uncertainty quantification, thus enriching rigorous and efficient numerical methods that are based on ideas in probability and statistics.
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## Chapter 1

## INTRODUCTION

This thesis is about designing numerical algorithms for scientific computing and scientific machine learning, with a particular emphasis on solving partial differential equations (PDEs) and inverse problems (IPs).

A shared challenge in these fields is the numerical approximation of infinitedimensional objects using finite-dimensional information. In scientific computing, we compute functions that are solutions of continuous PDEs using a finite number of arithmetic operations. In scientific machine learning, we learn and infer a continuous function given a finite amount of data. These challenges are typically addressed through building suitable finite dimensional approximation space of the function, such as by finite element methods (FEMs) in traditional scientific computing and neural networks (NNs) in contemporary machine learning.

When designing numerical approximations, there is a fundamental concern about whether the primary focus should be on generality or specialization. Such a focus can result in algorithms with different properties, which, in turn, can lead to diverse paths for developing the algorithms further. FEMs and NNs can be seen as lying at relatively opposite ends of the generality-versus-specialty spectrum. There are challenges associated with both ends. For instance, FEMs may not be specialized enough for problems with rough coefficients and high frequency, as they can perform arbitrarily poorly $[17,19]$. NNs, on the other hand, may sometimes be too general for low-dimensional PDEs and IPs that we often encounter, as the existing training tricks are enormous [150, 282, 284, 64, 299] and relevant theories are elusive.

In this thesis, we investigate both ends of the spectrum between generality and specialization, making progress in developing numerical algorithms with enhanced accuracy, efficiency, and robustness. To that end, we study multiscale and statistical numerical methods, addressing their associated mathematical challenges. Specifically, we advance exponentially convergent multiscale algorithms for solving challenging PDEs with rough coefficients or high frequency, while developing general yet rigorous and interpretable Gaussian processes and kernel methods for automatic learning of solutions of nonlinear PDEs and IPs. This chapter will discuss multiscale methods in Section 1.1 and statistical numerical methods in Section 1.2.

### 1.1 Multiscale Numerical Methods

Mathematically, solving PDEs is a function approximation problem. All numerical methods aim to find a finite-dimensional approximation of the solution. Multiscale methods are designed to take advantage of the microscale structure of the equation to construct the approximation space. Such consideration is beneficial because the equation's structure plays a critical role in determining the coarse and fine-scale behaviors of the solution, which, in turn, impacts the accuracy of the approximation. In fact, without taking these structures into account, standard numerical methods such as FEMs struggle to address many challenging problems in rough media [17] and high-frequency wave propagation [19].

Approximating a function involves finding a coarse scale representation of the function, which can be approached from either a primal or dual perspective. The former focuses on coarse function spaces, while the latter concerns coarse measurements or variables that belong to the dual space of the function space. The two perspectives lead to different paths of incorporating the microscale information ${ }^{1}$.

This thesis contributes to progress in both perspectives. For the former, we aim at coarse spaces that achieve exponentially convergent approximation accuracy even when the solution is rough. Methods with such convergence rates have been pioneered in the work of optimal basis [15] for elliptic equations using local spectral basis and partition of unity functions in an overlapped domain decomposition; see also some recent developments in $[253,35,41,16,243,178,179]$. We generalize the analysis to high-frequency Helmholtz's equations and provide an alternative multiscale framework based on non-overlapped domain decompositions that lead to more localized basis functions. In the latter perspective, exemplified by methods such as Local Orthogonal Decomposition (LOD) [181] and Gamblets [203], the selected coarse variables resemble the sampled data in scattered data approximation and machine learning. Building on this connection, we contribute to a line of analysis that characterizes the accuracy-efficiency tradeoff exhibited by a new concept of subsampled lengthscale, which we introduce into these coarse variables.

In Sections 1.1.1 and 1.1.2, we provide the necessary background on the prototypical equations and how solving PDEs can be viewed as a function approximation problem through Galerkin's methods. In Sections 1.1.3 and 1.1.4, we discuss, at a high level,

[^0]the context and our contributions to the primal and dual perspectives. Section 1.1.5 provides a summary of these discussions.

### 1.1.1 Prototypical Equations

To provide clear explanations of multiscale methods, we consider a model problem in a bounded domain $\Omega \subset \mathbb{R}^{d}$ with a Lipschitz boundary. The equation is

$$
\begin{equation*}
-\nabla \cdot(A \nabla u)+V u=f \tag{1.1.1}
\end{equation*}
$$

We ignore boundary conditions for simplicity. Here, $A, V$ are functions in $L^{\infty}(\Omega)$; they can be rough, leading to oscillations in $\nabla u$ and resulting in a difficult-to-solve solution $u$. We do not assume any scale separation or periodicity in $A, V$.

We assume $f \in L^{2}(\Omega), 0<A_{\min } \leq A(x) \leq A_{\max }<\infty$. When $V=0$, the equation reduces to a standard elliptic equation. On the other hand, if $V u=-k^{2} u$, the boundary conditions are suitably chosen, and $u$ is a complex-valued, we obtain the Helmholtz equation with wavenumber $k$.

### 1.1.2 Solving PDEs as Function Approximation

One common approach for solving (1.1.1) is to use Galerkin's method, which involves selecting a finite-dimensional space $S$ of basis functions and combining it with the weak form of the equation [32]. The high-level theory of Galerkin's method implies that once functions in $S$ can approximate the solution well, such that

$$
\begin{equation*}
\eta(S):=\sup _{f \in L^{2}(\Omega)} \inf _{v \in S} \frac{\|u-v\|_{\mathcal{H}(\Omega)}}{\|f\|_{L^{2}(\Omega)}} \quad \text { is small }, \tag{1.1.2}
\end{equation*}
$$

where $u, f$ satisfies (1.1.1) and $\|\cdot\|_{\mathcal{H}(\Omega)}$ is the energy norm:

$$
\begin{equation*}
\|w\|_{\mathcal{H}(\Omega)}^{2}:=(A \nabla w, \nabla w)_{\Omega}+(|V| w, w)_{\Omega}, \tag{1.1.3}
\end{equation*}
$$

then the Galerkin solution will have quasi-optimality, meaning that its error will be of the same order as the optimal approximation accuracy $\inf _{v \in S}\|u-v\|_{\mathcal{H}(\Omega)}$, which is small thanks to (1.1.2).

The failure of many FEMs in elliptic equations with rough coefficients [17] and highfrequency Helmholtz's equations [19] is due to a large $\eta(S)$ caused either by the roughness of the solution or the indefiniteness of the equation. Multiscale methods aim to find better $S$ that can capture the coarse scale behavior of the solution by incorporating the structure of the equation.

### 1.1.3 Primal Perspective: Constructing Coarse Spaces

Multiscale methods classified into the primal perspective focus on directly building the coarse approximation space for $u$. Since localized basis functions are more favorable for the sake of computation, these approaches often involve dividing the domain $\Omega$ into smaller subdomains and constructing local approximation spaces that accurately capture the solution behavior within each subdomain. These local spaces are then coupled to form a global approximation space $S$. Many multiscale methods, including the Generalized Finite Element Method (GFEM) [18], the Multiscale Finite Element Method (MsFEM) [129, 130, 73], and the Generalized Multiscale Finite Element Methods (GMsFEM) [74], can be interpreted in this way. Initially studied in periodic media with a scale separation, these methods were later generalized to handle the case of rough coefficients; see [128, 52, 160, 89] and also the approach based on harmonic coordinates [209]. Most existing results concern approximation accuracy of order comparable to the size of the subdomains; the convergence rate is at most algebraic.

We discuss related results on achieving more remarkable exponential convergence in Section 1.1.3.1 and then present the key of our contribution in Section 1.1.3.2. More details are in Chapter II.

### 1.1.3.1 On Exponential Convergence of Accuracy

Conceptually, the most desirable approximation for a function may be the one that leads to exponentially convergent accuracy. This is possible when the function is smooth, and we use polynomial basis functions for approximations, thanks to the Taylor expansion. However, smoothness may not be necessary for such fast convergence. Babuška and Lipton showed in [15] that nearly exponential convergence can be achieved for $A$-harmonic functions, even when $A \in L^{\infty}(\Omega)$.

Exponential convergence for approximating $A$-harmonic functions Consider two concentric cubes $\omega \subset \omega^{*}$ with side lengths $H<H^{*}$, and the space of $A$-harmonic functions in $\omega^{*}$ (and similarly for $\omega$ ) defined by

$$
\begin{equation*}
U\left(\omega^{*}\right):=\left\{v \in H^{1}\left(\omega^{*}\right):-\nabla \cdot(A \nabla v)=0, \text { in } \omega^{*}\right\} / \mathbb{R} . \tag{1.1.4}
\end{equation*}
$$

We introduce the notation $\|\cdot\|_{H_{A}^{1}\left(\omega^{*}\right)}=\left\|A^{1 / 2} \nabla \cdot\right\|_{L^{2}\left(\omega^{*}\right)}$. Then, via an iterative argument of Caccioppoli's inequality [15, 179], one can show that the singular values $\sigma_{m}(R)$ of the restriction operator

$$
R:\left(U\left(\omega^{*}\right),\|\cdot\|_{H_{A}^{1}\left(\omega^{*}\right)}\right) \rightarrow\left(U(\omega),\|\cdot\|_{H_{A}^{1}(\omega)}\right)
$$

decays exponentially fast:

$$
\begin{equation*}
\sigma_{m}(R) \leq C \exp \left(-b m^{\frac{1}{d+1}}\right) \tag{1.1.5}
\end{equation*}
$$

for some $C, b$ independent of $H$ and $m$. Equivalently, it implies that we can find $m$ functions $v_{k} \in U(\omega), 1 \leq k \leq m$ (which are left singular vectors of $R$ ), such that

$$
\begin{equation*}
\left\|u-\sum_{i=1}^{m} c_{i} v_{i}\right\|_{H_{A}^{1}(\omega)} \leq C \exp \left(-b m^{\frac{1}{d+1}}\right)\|u\|_{H_{A}^{1}\left(\omega^{*}\right)} \tag{1.1.6}
\end{equation*}
$$

for any $u \in H_{A}^{1}\left(\omega^{*}\right)$. We can interpret the above result as

## The restriction of A-harmonic functions is of low approximation complexity.

Remark 1.1.1. The above interpretation is fairly general. The choice of $\omega, \omega^{*}$ to be cubes is for simplicity of analysis only. The decay will still hold when the two cubes are not concentric but share some boundary face if one further assumes functions in $U\left(\omega^{*}\right)$ satisfy some corresponding homogeneous boundary condition in that face.
In the initial work [15], the bound is $\sigma_{m}(R) \leq C_{\epsilon} \exp \left(-m^{\frac{1}{d+1}-\epsilon}\right)$ for any positive $\epsilon$, where $C_{\epsilon}$ depends on $\epsilon$. Later, the work [179] removes such $\epsilon$ to get (1.1.5).

Multiscale methods based on the partition of unity functions Building on the above fact, the works [15, 16, 179] develop exponentially convergent multiscale methods for solving elliptic equations with rough coefficients. The method uses the low complexity of $A$-harmonic functions locally and applies partition of unity functions [184] to connect local and global scales. More precisely, for the equation (1.1.1) with $V=0$, one can write the solution in the form

$$
\begin{equation*}
u=\sum_{i} \eta_{i} u=\sum_{i} \eta_{i} u_{\omega_{i}}^{\mathrm{h}}+\sum_{i} \eta_{i} u_{\omega_{i}}^{\mathrm{b}}, \tag{1.1.7}
\end{equation*}
$$

where $\left\{\eta_{i}\right\}_{i}$ are partition of unity functions subordinate to an overlapped domain decomposition $\left\{\omega_{i}\right\}_{i}$ and $u_{\omega_{i}}^{\mathrm{h}}, u_{\omega_{i}}^{\mathrm{b}}$ are obtained by the harmonic-bubble splitting in the local domain $\omega_{i}$ :

$$
\begin{align*}
& \left\{\begin{aligned}
-\nabla \cdot\left(A \nabla u_{\omega_{i}}^{\mathrm{h}}\right)=0, & \text { in } \omega_{i} \\
u_{\omega_{i}}^{\mathrm{h}}=u, & \text { on } \partial \omega_{i},
\end{aligned}\right.  \tag{1.1.8}\\
& \left\{\begin{aligned}
-\nabla \cdot\left(A \nabla u_{\omega_{i}}^{\mathrm{b}}\right)=f, & \text { in } \omega_{i} \\
u_{\omega_{i}}^{\mathrm{b}}=0, & \text { on } \partial \omega_{i} .
\end{aligned}\right.
\end{align*}
$$

The part $u_{\omega_{i}}^{\mathrm{b}}$ is locally solvable since we know both the right-hand side and the boundary condition. The part $u_{\omega_{i}}^{\mathrm{h}}$ is $A$-harmonic so $\eta_{i} u_{\omega_{i}}^{\mathrm{h}}$ can be seen as a restriction
of $A$-harmonic functions. Thus, similar arguments using Caccioppoli's inequality imply that $\eta_{i} u_{\omega_{i}}^{\mathrm{h}}$ can be approximated by local basis functions with a nearly exponential convergence rate. Pre-computing these basis functions by solving related local spectral problems once, one can combine them with Galerkin's method to obtain an exponentially convergent solver for $\sum_{i} \eta_{i} u_{\omega_{i}}^{\mathrm{h}}$. Adding back the term $\sum_{i} \eta_{i} u_{\omega_{i}}^{\mathrm{b}}$ leads to exponential convergence of accuracy for solving $u$.

### 1.1.3.2 Our Contributions: Helmholtz's Equations and Non-overlapped Domain Decomposition

We extend results in Section 1.1.3.1 to solve Helmholtz's equations and develop our alternative multiscale framework based on non-overlapped domain decomposition, which can lead to more localized subdomains and basis functions with better "orthogonality" properties. We describe our idea briefly here, and details are presented in Chapter II, based on our works [46, 48, 47].

Extension to Helmholtz's equations The crucial step of the exponential convergence result in Section 1.1.3.1 is the low complexity of the restriction of $A$-harmonic functions, proved by an iterative argument of Caccioppoli's inequality. However, Caccioppoli's inequality holds for more general second-order elliptic equations, which allows us to generalize the result beyond $A$-harmonic functions.

Consider the prototypical equation (1.1.1) with $V u=-k^{2} u$, which represents the Helmholtz equation. Locally, on a mesh of size $H=O(1 / k)$, the operator

$$
u \rightarrow-\nabla \cdot(A \nabla u)-k^{2} u
$$

becomes positive definite. To see this, using the scaling transformation $x \rightarrow x / H$, the operator transforms to $u \rightarrow \frac{1}{H^{2}}\left(-\nabla \cdot(A \nabla u)-H^{2} k^{2} u\right)$ in a domain of size $O(1)$. Once $k H=O(1)$, the strong ellipticity of $-\nabla \cdot(A \nabla \cdot)$ dominates due to Poincaré's inequality, and thus the overall operator is elliptic and positive definite. This fact has been explored by Peterseim to obtain a provable multiscale method for Helmholtz's equations under the framework of Local Orthogonal Decomposition (LOD) [214].

We will use the above observation to design exponentially convergent multiscale methods for Helmholtz's equations. We define

$$
U\left(\omega^{*}\right):=\left\{v \in H^{1}\left(\omega^{*}\right):-\nabla \cdot(A \nabla v)-k^{2} v=0, \text { in } \omega^{*}\right\} / \mathbb{R} .
$$

Consider two concentric cubes $\omega \subset \omega^{*}$ with side lengths $H<H^{*}=O(1 / H)$, which is the same set-up as in Section 1.1.3.1. Using an iterative argument of Caccioppoli's
inequality and the fact that the local equation is elliptic and positive definite, we can show that, for the operator

$$
R:\left(U\left(\omega^{*}\right),\|\cdot\|_{\mathcal{H}\left(\omega^{*}\right)}\right) \rightarrow\left(U(\omega),\|\cdot\|_{\mathcal{H}(\omega)}\right),
$$

where the definitions of $\|\cdot\|_{\mathcal{H}(\omega)},\|\cdot\|_{\mathcal{H}\left(\omega^{*}\right)}$ follow from (1.1.3), its singular values decay exponentially fast similar to that in Section 1.1.3.1; see our work [48] and a contemporary work [177] with more refined analysis. This fact allows us to extend the exponentially convergent methodology to general Helmholtz's equations [48, 177], under the mesh constraint $H=O(1 / k)$ for the local subdomains.

Remark 1.1.2. It is worth noting that, for the Helmholtz equation, even in the case of a smooth $A$, the mesh size in a standard FEM needs to satisfy conditions like $H=O\left(1 / k^{2}\right)$ to obtain accurate solutions due to the indefiniteness of the Helmholtz operator. This phenomenon is known as pollution effects [19]. Thus the condition $H=O(1 / k)$ in the multiscale method is sufficient to overcome the pollution effect.

Multiscale methods based on non-overlapped domain decomposition In Section 1.1.3, the multiscale method relies on formula (1.1.7) to localize the approximation problem, using partition of unity functions. While this method is general and leads to conformal basis functions, it adds a tuning parameter for choosing the partition of unity functions. It can result in large subdomain sizes due to the overlapping. Since we need to compute local spectral problems and solve local equations frequently, it is desirable to have smaller subdomains.

We propose an alternative framework that utilizes non-overlapped domain decomposition to couple local and global scales. Instead of partition of unity functions, we use indicator functions in non-overlapped subdomains $\left\{T_{i}\right\}_{i}$; we represent the solution $u$ as

$$
\begin{equation*}
u=\sum_{i} \mathbb{1}_{T_{i}} u=\sum_{i} \mathbb{1}_{T_{i}} u_{T_{i}}^{\mathrm{h}}+\sum_{i} \mathbb{1}_{T_{i}} u_{T_{i}}^{\mathrm{b}}, \tag{1.1.9}
\end{equation*}
$$

where $u_{T_{i}}^{\mathrm{h}}, u_{T_{i}}^{\mathrm{b}}$ satisfy (1.1.8) with $\omega_{i}$ replaced by $T_{i}$ and the PDE part replaced by $-\nabla \cdot(A \nabla v)-k^{2} v$. The component $\sum_{i} \mathbb{1}_{T_{i}} u_{T_{i}}^{\mathrm{h}}$ is fully determined by its value on interface edges since it satisfies the homogeneous PDE in each $T_{i}$. We rely on carefully constructed basis functions on the interfaces to communicate the local and global approximation. The geometric structure on the interface adds design complexity and analysis efforts, but the resulting basis functions are more localized. Moreover, the lack of overlapping provides better orthogonality for sub-components
in (1.1.9); this orthogonality is useful when assembling the stiffness and mass matrices in Galerkin's method.

In summary, our work studies fundamentally multiscale methods based on nonoverlapped domain decomposition. We demonstrate for the first time its potential to achieve exponential convergence without any partition of unity functions. We present the details of the method in Chapter II.

Remark 1.1.3. The decomposition in (1.1.9) dates back to the MsFEM [129, 128] and approximate component mode synthesis [123, 122], without provable exponential convergence. We achieve exponential convergence for solving elliptic and Helmholtz's equations with rough coefficients and term our approach the Exponentially Convergent Multiscale Finite Element Method (ExpMsFEM) [46, 48, 47].

### 1.1.4 Dual Perspective: Selecting Coarse Variables

Multiscale methods classified into the dual perspective feature a primary focus on coarse scale variables, in contrast to the primal perspective whose focus is on coarse scale spaces. Examples of methods that may be interpreted via the dual perspective include the Variational Multiscale Method (VMS) [133], the Heterogeneous Multiscale Method (HMM) [1], and in the case of rough coefficients, Local Orthogonal Decomposition (LOD) [181, 121, 148, 117, 180] and Gamblets related approaches [208, 210, 201, 203, 131, 204, 45].

We will illustrate a very successful multiscale approach that underlies LOD and Gamblets. Consider the elliptic equation (1.1.1), where $V=0, u \in H_{0}^{1}(\Omega)$ and $f \in L^{2}(\Omega)$ in $\Omega=[0,1]^{d}$. We denote $\mathcal{L}=-\nabla \cdot(A \nabla \cdot)$. Suppose we want to obtain the following coarse variables: $\left[u, \phi_{i}\right]$, where $i \in I$, and $\phi_{i}$ is some measurement function in $H^{-1}(\Omega)$. Here $I$ is an index set, and $[\cdot, \cdot]$ denotes the standard $L^{2}$ inner product.

Remark 1.1.4. As an example, we can take $\left[u, \phi_{i}\right], i \in I$ to be local cell averages of $u$. Intuitively, these quantities can represent the coarse-scale behavior of the solution and are thus suitable as coarse variables.

Given the PDE information $\mathcal{L} u=f$, an ideal approach to obtain these coarse variables is to multiply the equation with a set of basis functions $\left\{\psi_{i}\right\}_{i \in I}$ that satisfy

$$
\begin{equation*}
\operatorname{span}\left\{\psi_{i}\right\}_{i \in I}=\operatorname{span}\left\{\mathcal{L}^{-1} \phi_{i}\right\}_{i \in I} . \tag{1.1.10}
\end{equation*}
$$

In this case, after integration by parts, we obtain the information of $\left[u, \phi_{i}\right], i \in I$.

Remark 1.1.5. A particularly useful representation of $\psi_{i}$ that satisfies (1.1.10) can be obtained by the following optimization problem:

$$
\begin{align*}
\psi_{i}=\operatorname{argmin}_{\psi \in H_{0}^{1}(\Omega)} & \int_{\Omega} A|\nabla \psi|^{2}  \tag{1.1.11}\\
\text { subject to } & {\left[\psi, \phi_{j}\right]=\delta_{i, j} \text { for } j \in I . }
\end{align*}
$$

A Bayesian interpretation of the formula is presented in [203, 204], which shows that

$$
\psi_{i}=\mathbb{E}\left[\xi \mid\left[\xi, \phi_{j}\right]=\delta_{i, j} \text { for } j \in I\right]
$$

where $\xi$ is a Gaussian process with mean 0 and covariance operator $\mathcal{L}^{-1}$.

We can think of span $\left\{\psi_{i}\right\}_{i \in I}$ as the test space in Galerkin's method since we multiply the equation by them. One must still select a trial space $S$ to solve the problem. At this stage, the problem is similar to scattered data approximation, where one also needs to find an approximation space $S$ to interpolate the scattered data $\left[u, \phi_{i}\right], i \in I$.

In solving PDEs, it is common to choose the same trial and test space $S=$ $\operatorname{span}\left\{\psi_{i}\right\}_{i \in I}$. Under this setting, if we specifically select $\phi_{i}$ to be piecewise linear tent functions, we can recover the LOD method proposed in [181]. On the other hand, setting $\phi_{i}$ to be piecewise constant functions leads to the Gamblets method in [203]. They can handle rough coefficients provably.

The basis functions $\psi_{i}$ described in (1.1.11) may have global support, which requires further localization for practical computations. The localization is first achieved in [181] then generalized in [203] by showing that $\psi_{i}$ exhibits exponential decay in physical space. This allows one to replace the space $H_{0}^{1}(\Omega)$ in (1.1.11) by $H_{0}^{1}\left(\omega_{i}\right)$ with a local domain $\omega_{i}$, resulting in a localized approximation for $\psi_{i}$.

### 1.1.4.1 Our Contribution: Subsampled Lengthscale in the Coarse Variables

We contribute to a new line of analysis [44, 45], summarized in Chapter III, for the multiscale approach illustrated in Section 1.1.4. Our analysis reveals an overlooked accuracy-efficiency tradeoff in this methodology, providing insights for the selection of coarse variables in multiscale PDEs, as well as data collection in scattered data approximation and machine learning.

Our idea is to choose $\phi_{i}$ as subsampled measurement functions. To illustrate we decompose the domain $\Omega=[0,1]^{d}$ uniformly into cubes with side length $H$. Let $I$ be the index set of these cubes with cardinality $|I|=1 / H^{d}$. For each $i \in I$, the
measurement function $\phi_{i}^{h, H}$ is set to be the indicator function of a cube $\omega_{i}^{h, H}$ with side length $0<h \leq H$, centered in the corresponding cube $\omega_{i}^{H}$ with side length $H$; see Figure 1.1 for a 2D example ${ }^{2}$. We refer to $H$ as the coarse lengthscale and $h$ as the subsampled lengthscale. When $h=H, \phi_{i}^{h, H}$ is the same as the measurement function in Gamblets [203], while $h=0$ leads to Diracs-type measurement. Subsampled measurement functions interpolate between the two.


Figure 1.1: Illustration of Subsampled Measurements: $H=1 / 4, h=1 / 10$

The subsampled measurement function is a natural concept in scattered data approximation and machine learning, leading to cell-average-type data. Understanding the effect of $h$ is helpful in guiding the data collection procedure. In the context of solving PDEs, we have the freedom to choose the coarse variables. It is interesting to understand how the value of $h$ influences the accuracy and efficiency of the multiscale method, which can provide a guiding principle for numerical coarse-graining in general multiscale problems.

Intuitively, decreasing $h$ may reduce the information content but can potentially make (1.1.11) decay faster as the information is more localized, resulting in better localization and faster computation of $\psi_{i}$. Our analysis characterizes the dependence of accuracy and exponential decay rate on the parameter $h$. We demonstrate that a non-monotonic behavior exists in the dependence of the exponential decay rate on $h$. Our theory and numerical experiments show that, given any localization radius, there exists a "sweet spot" of $h$ that achieves the best accuracy, both in scattered data approximation and in solving multiscale PDEs. Thus, the results provide hints on

[^1]choosing the measurement functions to maximize performance. We also study the limit case of $h \rightarrow 0$ and connect it to the degeneracy issue in graph Laplacian-based methods. The detailed study is presented in Chapter III.

### 1.1.5 Summary

Section 1.1 provides an overview of the topics in multiscale numerical methods covered in this thesis. Multiscale methods have been a successful and active field in applied and computational mathematics. This thesis contributes to understanding exponentially convergent methods for Helmholtz's equations based on non-overlapped domain decomposition without partition of unity functions. Additionally, this thesis contributes to understanding the influence of subsampled lengthscale on accuracy and efficiency in multiscale methods and scattered data approximation.

As discussed, multiscale methods are specialized approaches designed to tackle very challenging problems, and they are powerful in their targeted problem class. However, they often require a case-by-case study for different equations, and most theoretical work is limited to solving linear PDEs. In practice, there is also a desire for general solvers with an automatic flavor that can be used to test a wide range of problems in PDE models and data science. This leads to our discussion about scientific machine learning and statistical numerical methods in the next section.

### 1.2 Statistical Numerical Methods

In recent years, there has been a growing trend toward automating the solution of computational problems through machine learning methods, particularly those based on neural networks (NNs). The success of NNs in applications such as computer vision, natural language processing, and game-playing has inspired researchers to explore the potential of machine learning in scientific computing.

One popular research direction is the automation of solving PDEs and inverse problems (IPs). Researchers have developed various physics-informed machine learning methods by viewing PDEs as sampled data at collocation points and integrating them into NNs-based statistical machine learning pipelines, for instance, the Physics Informed Neural Networks (PINNs) [222]. These methods are automatic and easy to implement, thanks to the well-developed auto-differentiation platforms such as PyTorch and JAX. We also note there is another line of research focusing on using NNs to approximate the input-to-solution map, leading to operator learning [163, 29, 196, 172].

While the NN-based approach has demonstrated empirical success in solving PDEs and inverse problems, it may need more rigor, efficiency, and accuracy. Indeed, the theoretical study of NNs is limited to specific cases [249, 174, 67], and their training often requires significant tuning and takes longer than traditional solvers [106]. Consequently, significant research efforts have been devoted to stabilizing and accelerating the training process to enhance efficiency and accuracy [150, 282, 284, 64, 299].

The second part of this thesis aims to investigate a more interpretable (machine learning) approach to automate the solution of general PDEs and IPs based on Gaussian processes. The design of the methodology is in line with the idea of statistical numerical methods: using statistical inference for numerical computation.

### 1.2.1 Statistical Inference for Numerical Computation

While using NNs to solve PDEs as a statistical machine learning problem has gained popularity mainly in the last few years, it is important to note that applying statistical inference to computational problems is not a new concept. As surveyed in the review paper [205]:

Although numerical approximation and statistical inference are traditionally seen as entirely separate subjects, they are intimately connected through the common purpose of making estimations with partial information. This shared purpose is currently stimulating a growing interest in statistical inference/machine-learning approaches to solving PDEs [201, 223], in the use of randomized algorithms in linear algebra [113], and in the merging of numerical errors with modeling errors in uncertainty quantification [120]. While this interest might be perceived as a recent phenomenon, interplays between numerical approximation and statistical inference are not new. Indeed, they can be traced back to Poincaré's course in probability theory (1896) and to the pioneering investigations of Sul'din [263], Palasti and Renyi [212], Sard [237], Kimeldorf and Wahba [142] (on the correspondence between Bayesian estimation and spline smoothing/interpolation), and Larkin [157] (on the correspondence between Gaussian process regression and numerical approximation). Although their study initially "attracted little attention among numerical analysts" [157], it was revived in information-based complexity (IBC) [268], Bayesian numerical analysis [69], and more
recently in probabilistic numerics [120].

In accordance with the principles of statistical inference for numerical approximations, in this thesis we adopt Gaussian process regression and Bayes inference to solve nonlinear PDEs and IPs. We address the associated mathematical questions regarding consistency, efficiency, adaptivity, and more in a general and rigorous way.

Remark 1.2.1. The reason to use GPs is that they are generally easier to interpret and optimize than NNs. In the meanwhile, GPs emerge in the infinite-width limit [194, 158] (and neural tangent kernel limit [134]) of NNs, so they also closely connect to NN-based approaches. Theoretically, GP-based methods share deep connections with kernel methods, which are linked to radial basis function-based approaches in numerical analysis, making them amenable to rigorous analysis. See also Remark 1.2.5.

We outline our contributions in Sections 1.2.2-1.2.5, covering methodology, efficiency, adaptivity, and others (including high dimensional data science applications and posterior sampling). Notably, all our contributions use probability and statistics in specific ways. One may think they result in a probabilistic pipeline for computations in scientific machine learning, from function representation to numerical solvers and uncertainty quantification. We summarize the discussions in Section 1.2.6.

### 1.2.2 Methodology: Solving Nonlinear PDEs and IPs with GPs

In Chapter IV, we introduce GPs to solve nonlinear PDEs and IPs, based on our work [43]. As noted in Section 1.2.1, this concept is not new, and pre-existing works have mainly focused on linear PDEs. Our goal is to establish a more comprehensive framework covering nonlinear problems and address the new mathematical questions that have arisen.

Our approach involves assigning a GP prior distribution to the solution and computing the Maximum A Posterior (MAP) estimator conditioned on both the PDE at collocation points and data observations (if there are any). To illustrate, consider
the following nonlinear elliptic $\mathrm{PDE}^{3}$ :

$$
\left\{\begin{align*}
-\Delta u+\tau(u)=f & \text { in } \Omega,  \tag{1.2.1}\\
u=g & \text { on } \partial \Omega,
\end{align*}\right.
$$

where $\tau$ is a nonlinear scalar function and $\Omega$ is a bounded open domain in $\mathbb{R}^{d}$ with a Lipschitz boundary. We assume the equation has a strong solution in the classical sense.

We sample $M_{\Omega}$ collocation points in the interior and $M_{\partial \Omega}$ on the boundary such that

$$
\mathbf{x}_{\Omega}=\left\{\mathbf{x}_{1}, \ldots, \mathbf{x}_{M_{\Omega}}\right\} \subset \Omega \quad \text { and } \quad \mathbf{x}_{\partial \Omega}=\left\{\mathbf{x}_{M_{\Omega}+1}, \ldots, \mathbf{x}_{M}\right\} \subset \partial \Omega
$$

where $M=M_{\Omega}+M_{\partial \Omega}$. Then, by assigning a GP prior to the unknown function $u$ with mean 0 and covariance kernel function $K: \bar{\Omega} \times \bar{\Omega} \rightarrow \mathbb{R}$, the method aims to compute the MAP estimator of the GP given the sampled PDE data, which leads to the following optimization problem:

$$
\begin{cases}\underset{u \in \mathcal{U}}{\operatorname{minimize}}\|u\|  \tag{1.2.2}\\ \text { s.t. } & -\Delta u\left(\mathbf{x}_{m}\right)+\tau\left(u\left(\mathbf{x}_{m}\right)\right)=f\left(\mathbf{x}_{m}\right), \\ & u\left(\mathbf{x}_{m}\right)=g\left(\mathbf{x}_{m}\right), \\ \text { for } m=1, \ldots, M_{\Omega}, \\ & \text { for } m=M_{\Omega}+1, \ldots, M .\end{cases}
$$

Here, $\|\cdot\|$ is the Reproducing Kernel Hilbert Space (RKHS) norm corresponding to the kernel/covariance function $K$, and $\mathcal{U}$ is the corresponding RKHS.

Remark 1.2.2. For ease of understanding, one can conceptually think:

- The RKHS norm $\|u\|^{2}=\left[u, \mathcal{K}^{-1} u\right]$ where $\mathcal{K}$ is the integral operator associated with $k$ such that $(\mathcal{K} v)(\mathbf{x})=\int K(\mathbf{x}, \mathbf{y}) v(\mathbf{y}) \mathrm{d} \mathbf{y}$, and $[\cdot, \cdot]$ is the $L^{2}$ inner product;
- The "density" of the GP is proportional to $\exp \left(-\frac{1}{2}\|u\|^{2}\right)$.

Maximizing the density is equivalent to minimizing the norm, which justifies the "MAP" interpretation of the optimization problem.

[^2]We can separate the linear differential operators and the nonlinear relationship in the PDE by rewriting the optimization problem into a nested one:

Here, $\mathbf{z}^{(1)} \in \mathbb{R}^{M}, \mathbf{z}^{(2)} \in \mathbb{R}^{M_{\Omega}}$ are slack variables. We write $\mathbf{z} \in \mathbb{R}^{N}$ with $N=M+M_{\Omega}$ as a concatenation of $\mathbf{z}^{(1)}$ and $\mathbf{z}^{(2)}$.

The constraint in the inner minimization problem is linear. By the linear theory of Gaussian process regression, we know the optimal solution attains an explicit formula:

$$
\begin{equation*}
u(\mathbf{x})=K(\mathbf{x}, \boldsymbol{\phi}) K(\boldsymbol{\phi}, \boldsymbol{\phi})^{-1} \mathbf{z} \tag{1.2.3}
\end{equation*}
$$

Remark 1.2.3. We will elaborate more on the notations $K(\mathbf{x}, \boldsymbol{\phi})$ and $K(\boldsymbol{\phi}, \boldsymbol{\phi})$ in Chapter IV; for this specific example, we can write down $K(\mathbf{x}, \boldsymbol{\phi})$ and $K(\boldsymbol{\phi}, \boldsymbol{\phi})$ explicitly:

$$
\begin{align*}
K(\mathbf{x}, \boldsymbol{\phi}) & =\left(K\left(\mathbf{x}, \mathbf{x}_{\Omega}\right), K\left(\mathbf{x}, \mathbf{x}_{\partial \Omega}\right), \Delta_{\mathbf{y}} K\left(\mathbf{x}, \mathbf{x}_{\Omega}\right)\right) \in \mathbb{R}^{1 \times N}, \\
K(\boldsymbol{\phi}, \boldsymbol{\phi}) & =\left(\begin{array}{ccc}
K\left(\mathbf{x}_{\Omega}, \mathbf{x}_{\Omega}\right) & K\left(\mathbf{x}_{\Omega}, \mathbf{x}_{\partial \Omega}\right) & \Delta_{\mathbf{y}} K\left(\mathbf{x}_{\Omega}, \mathbf{x}_{\Omega}\right) \\
K\left(\mathbf{x}_{\partial \Omega}, \mathbf{x}_{\Omega}\right) & K\left(\mathbf{x}_{\partial \Omega}, \mathbf{x}_{\partial \Omega}\right) & \Delta_{\mathbf{y}} K\left(\mathbf{x}_{\partial \Omega}, \mathbf{x}_{\Omega}\right) \\
\Delta_{\mathbf{x}} K\left(\mathbf{x}_{\Omega}, \mathbf{x}_{\Omega}\right) & \Delta_{\mathbf{x}} K\left(\mathbf{x}_{\Omega}, \mathbf{x}_{\partial \Omega}\right) & \Delta_{\mathbf{x}} \Delta_{\mathbf{y}} K\left(\mathbf{x}_{\Omega}, \mathbf{x}_{\Omega}\right)
\end{array}\right) \in \mathbb{R}^{N \times N} . \tag{1.2.4}
\end{align*}
$$

Here, $\Delta_{\mathbf{x}}, \Delta_{\mathbf{y}}$ are the Laplacian operator for the first and second arguments of $k$, respectively. We adopt the convention that if the variable inside a function is a set, it means that this function is applied to every element in this set; the output will be $a$ vector or a matrix, e.g., $K\left(\mathbf{x}_{\Omega}, \mathbf{x}_{\Omega}\right) \in \mathbb{R}^{M_{\Omega} \times M_{\Omega}}$.

It remains to solve the outer optimization problem, which is finite dimensional:

$$
\left\{\begin{array}{ll}
\underset{\mathbf{z} \in \mathbb{R}^{N}}{\operatorname{minimize}} \mathbf{z}^{T} K(\boldsymbol{\phi}, \boldsymbol{\phi})^{-1} \mathbf{z}  \tag{1.2.5}\\
\text { s.t. } & -z_{m}^{(2)}+\tau\left(z_{m}^{(1)}\right)=f\left(\mathbf{x}_{m}\right), \\
& \text { for } m=1, \ldots, M_{\Omega}, \\
& z_{m}^{(1)}=g\left(\mathbf{x}_{m}\right),
\end{array} \quad \text { for } m=M_{\Omega}+1, \ldots, M .\right.
$$

Remark 1.2.4. From (1.2.3), (1.2.4), and (1.2.5), we can understand the methodology as a generalization of radial basis functions based meshless methods [239]. Specifically, it is the same as the symmetric collocation method for solving linear PDEs, e.g., when $\tau=0$.

More generally, for any PDEs, our methodology leads to the optimization problem

$$
\begin{cases}\min _{u \in \mathcal{U}} & \|u\|  \tag{1.2.6}\\ \text { s.t. } & \text { PDE constraints at }\left\{\mathbf{x}_{1}, \ldots, \mathbf{x}_{M}\right\} \in \bar{\Omega}\end{cases}
$$

and the equivalent finite dimensional problem

$$
\begin{cases}\min _{\mathbf{z} \in \mathbb{R}^{N}} & \mathbf{z}^{T} K(\boldsymbol{\phi}, \boldsymbol{\phi})^{-1} \mathbf{z}  \tag{1.2.7}\\ \text { s.t. } & F(\mathbf{z})=\mathbf{y}\end{cases}
$$

where $\phi$ is the concatenation of measurements of $u$ induced by the PDE at the sampled points; we will explain them in detail in Chapter IV. The function $F$ encodes the PDE, and the vector $\mathbf{y}$ encodes the right hand side and boundary data.

Theoretically, we prove that the methodology converges in the large data limit if the exact solution lives in the RKHS of the covariance kernel of the GP. Convergence rates can be further obtained if the stability of the PDE is assumed [23]. Numerically, we solve the above quadratic programming problem with nonlinear constraints via sequential quadratic programming. This is equivalent to a Gauss-Newton-type algorithm in the case of (1.2.5). In Chapter IV, we present numerical results, showing that $2-10$ iterations suffice to converge for a wide array of problems such as nonlinear elliptic PDEs, Burgers' equation, a regularized Eikonal equation, and the Darcy flow inverse problem.

Remark 1.2.5. From formulas (1.2.6) and (1.2.7), we see the methodology is quite general and has a similar flavor to NN-based machine learning solvers: the selection of kernels resemble that of NNs, and the solution is obtained by solving an optimization problem for any PDEs and IPs. However, the GP/kernel method is simpler, more interpretable, and amenable to analysis. In Section 1.2.3, we show another advantage of GP-based methods for low-dimensional PDEs: we can use fast solvers for dense kernel matrices to accelerate the optimization process. Additionally, we point out that the GP methodology provides a natural pipeline for uncertainty quantification due to its probabilistic interpretation.

On the other hand, the function representation provided by the GP methodology is essentially linear, as the function space is the linear span of kernel functions. This is a disadvantage, as NNs are known to be successful partly because of their high expressivity. In Section 1.2.4, we discuss ways of using hierarchical learning to make GPs more adaptive and expressive.

### 1.2.3 Efficiency: Sparse Cholesky Factorization for GP-PDEs

The complexity bottleneck of GP-based methods lies in computing with dense kernel matrices. In the case of PDE problems, these matrices may also involve partial derivatives of the kernels (e.g., (1.2.4)), and fast algorithms for such matrices are less developed $[81,211,66]$ compared to the derivative-free counterparts.

In Chapter V, we present a sparse Cholesky factorization algorithm for such kernel matrices, based on our work [50]. The algorithm relies on the near-sparsity of the Cholesky factor under a multiscale ordering of the pointwise and derivative-type entries of the matrices. In fact, it is known as a common practice that reordering the columns of a positive definite matrix may lead to better sparsity in its Cholesky factor. Recently in [241, 240], the authors provide a rigorous analysis of such phenomenon for a kernel matrix with derivative-free entries when the kernel is the Green function of some differential operators. Based on the analysis, they propose a sparse Cholesky factorization algorithm to factorize the inverse of the kernel matrix in near-linear time. The contribution of our work is to generalize the analysis and algorithms to kernel matrices with derivative entries, providing a rigorous algorithmic framework for scaling up computations in GPs for PDEs.

Central to the methodology is the interplay between linear algebra, Gaussian process conditioning, screening effects, and numerical homogenization. More precisely, consider a kernel matrix $\Theta \in \mathbb{R}^{N \times N}$, and a Gaussian random variable $Y \sim \mathcal{N}(0, \Theta)$. Suppose $\Theta^{-1}=U^{\star} U^{\star^{T}}$ where $U^{\star}$ is the upper Cholesky factor, then we have the following relation:

$$
\begin{equation*}
\frac{U_{i j}^{\star}}{U_{j j}^{\star}}=(-1)^{i \neq j} \frac{\operatorname{Cov}\left[Y_{i}, Y_{j} \mid Y_{1: j-1 \backslash\{i\}}\right]}{\operatorname{Var}\left[Y_{i} \mid Y_{1: j-1 \backslash\{i\}}\right]}, \quad i \leq j . \tag{1.2.8}
\end{equation*}
$$

Here we used the MATLAB notation such that $Y_{1: j-1 \backslash\{i\}}$ corresponds to $\left\{Y_{q}: 1 \leq\right.$ $q \leq j-1, q \neq i\}$.

The formula (1.2.8) links the values of $U^{\star}$ to the conditional covariance of a Gaussian variable. Note that in the GP picture, this Gaussian variable is a subsampling of a continuous GP. In spatial statistics, it is empirically well-known that conditioning a GP on coarse-scale measurements results in very small covariance values between finer-scale measurements. This phenomenon, known as screening effects, has been discussed in works such as [259, 256]. The implication is that conditioning on coarse scales screens out fine-scale interactions. Thus, based on this observation, one expects $U^{\star}$ to become approximately sparse if we reorder the columns of the
kernel matrix so that coarse scale measurements come before finer ones. This is the rationale behind the works of sparse Cholesky factorization [241, 240] when the kernel matrix does not contain derivatives of the kernel.

Our work's key contribution is figuring out how to order the derivative entries in the matrix to achieve similar sparsity. To that end, we point out a remarkable relation that connects the conditional covariance to conditional expectations:

$$
\left|\frac{U_{i j}^{\star}}{U_{j j}^{\star}}\right|=\left|\frac{\operatorname{Cov}\left[Y_{i}, Y_{j} \mid Y_{1: j-1 \backslash i}\right]}{\operatorname{Var}\left[Y_{i} \mid Y_{1: j-1 \backslash i}\right]}\right|=\left|\mathbb{E}\left[Y_{j} \mid Y_{i}=1, Y_{1: j-1 \backslash i}=0\right]\right| .
$$

The last term in the above identity connects to the Bayes interpretation of basis functions (Gamblets) in multiscale methods; see Remark 1.1.5. This allows us to use analytic results in multiscale methods ${ }^{4}$ to show the exponential decay of $\left|U_{i j}^{\star} / U_{j j}^{\star}\right|$. The analysis suggests that we need to treat derivative entries as finer scales compared to pointwise entries in the kernel matrix. Under such ordering, we rigorously identify the sparsity pattern and quantify the exponentially convergent accuracy of the corresponding Vecchia approximation [278, 140] of the GP, which provides a sparse approximation of Cholesky factors of $\Theta^{-1}$. This enables us to compute $\epsilon$-approximate inverse Cholesky factors of the kernel matrices with a state-of-the-art complexity $O\left(N \log ^{d}(N / \epsilon)\right)$ in space and $O\left(N \log ^{2 d}(N / \epsilon)\right)$ in time, for $d$-dimensional PDE problems.

With the sparse factors, gradient-based optimization methods become scalable. Furthermore, we can use the often more efficient Gauss-Newton method for solving the optimization problem. In such case, we can apply the conjugate gradient algorithm with the sparse factor of a reduced kernel matrix as a preconditioner to solve the linear system. Our numerical experiments in Chapter V illustrate the algorithm's near-linear space/time complexity for a broad class of nonlinear PDEs such as the nonlinear elliptic, Burgers, and Monge-Ampère equations.

### 1.2.4 Adaptivity: Hierarchical Learning and Consistency Analysis

Compared to NNs, the function representation provided by the GP methodology is essentially linear since the function space is the linear span of kernel functions. To improve the expressivity and adaptivity of GP-based methods, hierarchical learning can be applied. In fact, a crucial aspect of the success of Gaussian processes, in

[^3]a wide range of applications to complex and real-world problems, is hierarchical modeling and learning of hyperparameters. We contribute to some analysis of hierarchical learning in Chapter VI, based on our work [51].

To illustrate, consider a model problem of learning a function $u^{\dagger}: D \subset \mathbb{R}^{d} \rightarrow \mathbb{R}$ from pointwise observed data: $u\left(\mathbf{x}_{i}\right)=y_{i}, 1 \leq i \leq N$. Given a family of positive definite covariance/kernel functions $K_{\theta}: D \times D \rightarrow \mathbb{R}$ where $\theta \in \Theta$ is a hyperparameter, Gaussian process regression approximates $u^{\dagger}$ with the conditional expectation

$$
\begin{equation*}
u(\cdot, \theta, \mathcal{X}):=\mathbb{E}\left[\xi(\cdot, \theta) \mid \xi(\mathcal{X}, \theta)=u^{\dagger}(\mathcal{X})\right]=K_{\theta}(\cdot, \mathcal{X})\left[K_{\theta}(\mathcal{X}, \mathcal{X})\right]^{-1} u^{\dagger}(\mathcal{X}) \tag{1.2.9}
\end{equation*}
$$

where $\xi(\cdot, \theta) \sim \mathcal{G} \mathcal{P}\left(0, K_{\theta}\right)$ is a centered Gaussian process with covariance function $K_{\theta}$. We have used the following compressed notation:

$$
\mathcal{X}:=\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{N}\right)^{\top} \quad \text { and } \quad u^{\dagger}(\mathcal{X}):=\left(u^{\dagger}\left(\mathbf{x}_{1}\right), \ldots, u^{\dagger}\left(\mathbf{x}_{N}\right)\right)^{\top} .
$$

Moreover, $K_{\theta}(\mathcal{X}, \mathcal{X})$ denotes the $N \times N$ dimensional Gram matrix with $(i, j)^{\text {th }}$ entry $K_{\theta}\left(\mathbf{x}_{i}, \mathbf{x}_{j}\right)$, and $K_{\theta}(\cdot, \mathcal{X})$ is a function mapping $D$ to $\mathbb{R}^{N}$ with $i^{\text {th }}$ component $K_{\theta}\left(\cdot, \mathbf{x}_{i}\right)$ : $D \mapsto \mathbb{R}$. Note that the notation used here is slightly different from that in previous sections, as it pertains to a different setting.

Hierarchical learning the GP/kernel aims to select a good $\theta$. In general, we have two paradigms for learning the kernels: the Bayes approach intrinsic to GPs and the approximation-theoretic approach centered around Monte Carlo (e.g., crossvalidation) and numerical approximations (e.g., Kernel Flow [206]).

Bayes approach The empirical Bayes (EB) approach addresses the question by assuming that $\theta$ is sampled from a prior distribution and $\xi$ is then sampled from the conditional distribution of $\xi \mid \theta$; then, it finds the posterior distribution of the pair $(\xi, \theta)$ conditioned on $\xi(\mathcal{X})=u^{\dagger}(\mathcal{X})$, and selects the parameter $\theta$ that maximizes the marginal probability of $\theta$ under this posterior. If we work with uninformative priors, we get the following objective function:

$$
\begin{equation*}
\mathrm{L}^{\mathrm{EB}}\left(\theta, \mathcal{X}, u^{\dagger}\right)=u^{\dagger}(\mathcal{X})^{\top}\left[K_{\theta}(\mathcal{X}, \mathcal{X})\right]^{-1} u^{\dagger}(\mathcal{X})+\log \operatorname{det} K_{\theta}(\mathcal{X}, \mathcal{X}) \tag{1.2.10}
\end{equation*}
$$

This is also twice the negative marginal $\log$ likelihood of $\theta$ given the data $u^{\dagger}(\mathcal{X})$. Then, EB will choose $\theta$ by minimizing this objective function, namely

$$
\begin{equation*}
\theta^{\mathrm{EB}}\left(\mathcal{X}, u^{\dagger}\right):=\underset{\theta \in \Theta}{\arg \min } \mathrm{L}^{\mathrm{EB}}\left(\theta, \mathcal{X}, u^{\dagger}\right) \tag{1.2.11}
\end{equation*}
$$

Approximation theoretic approach On the other hand, considerations from approximation theory offer a different approach without proposing statistical models. This methodology involves finding an ideal $\theta$ that minimizes $\mathrm{d}\left(u^{\dagger}, u(\cdot, \theta, \mathcal{X})\right)$, where d is a cost function. Although $u^{\dagger}$ is not available in practice, ideas from crossvalidation can split $\mathcal{X}$ into training and validation data and use the approximation error in the validation data to estimate the exact error. Inspired by this idea, one could optimize the following objective function:

$$
\begin{equation*}
\mathrm{d}(u(\cdot, \theta, \mathcal{X}), u(\cdot, \theta, \pi \mathcal{X})) \tag{1.2.12}
\end{equation*}
$$

Here, $\pi \mathcal{X}$ represents a subset of $\mathcal{X}$ obtained by subsampling a proportion, such as one-half, of $\mathcal{X}$. We will focus on a particular choice of $d$ originating from the Kernel Flow (KF) approach [206]. To describe it, we denote by $\left(\mathcal{H}_{\theta},\|\cdot\|_{K_{\theta}}\right)$ the associated RKHS for the kernel $K_{\theta}$; note that $\left\|K_{\theta}(\cdot, x)\right\|_{K_{\theta}}^{2}=K_{\theta}(x, x)$. The objective function in KF is chosen as

$$
\begin{equation*}
\mathrm{L}^{\mathrm{KF}}\left(\theta, \mathcal{X}, \pi \mathcal{X}, u^{\dagger}\right):=\frac{\|u(\cdot, \theta, \mathcal{X})-u(\cdot, \theta, \pi \mathcal{X})\|_{K_{\theta}}^{2}}{\|u(\cdot, \theta, \mathcal{X})\|_{K_{\theta}}^{2}} \tag{1.2.13}
\end{equation*}
$$

This measures the discrepancy in the RKHS norm between the Gaussian Process Regression solution using the whole data $\mathcal{X}$ and using a subset of the data $\pi \mathcal{X}$, normalized by the RKHS norm of the former. It is natural to expect a good $\theta$ will make the discrepancy small so the KF estimator is defined as

$$
\begin{equation*}
\theta^{\mathrm{KF}}\left(\mathcal{X}, \pi \mathcal{X}, u^{\dagger}\right):=\underset{\theta \in \Theta}{\arg \min } \mathrm{L}^{\mathrm{KF}}\left(\theta, \mathcal{X}, \pi \mathcal{X}, u^{\dagger}\right) \tag{1.2.14}
\end{equation*}
$$

Consistency analysis and robustness In Chapter VI, we provide the first rigorous analysis for Kernel Flow (and new analysis results for Empirical Bayes), characterizing the large data consistency (i.e., what is $\lim _{N \rightarrow \infty} \theta^{\mathrm{EB}}, \theta^{\mathrm{KF}}$ ) and implicit bias (i.e., how these limits reflect the structure of the problem) in learning a Matérn-like Gaussian process. These results are of interest to statistical learning theory and spatial statistics. In addition, our study illustrates that the Bayes approach is more accurate for well-specified models and approximation-theoretic approaches are more favorable regarding robustness to model misspecification.

### 1.2.5 Additional Topics: Randomized Numerics and Posterior Sampling

This thesis also covers some other related and prospective topics pertaining to numerical methods based on probability and statistics. Specifically, we study randomized numerical linear algebra to scale up kernel computations in high dimensional
applications and use probability flows to sample posterior distributions in Bayes inference.

### 1.2.5.1 High Dimensional Problems through Randomized Numerics

The sparse Cholesky factorization algorithm discussed in Section 1.2.3 achieves near-linear complexity and is highly efficient and scalable. However, it is primarily suited for low-dimensional problems where dense neighboring data can screen out far-field interactions, leading to near-sparsity in the Cholesky factors. This sparsity structure enables a full-scale approximation of the dense matrix.

For high-dimensional scientific applications, such as in chemistry, where the data could not sufficiently fill the space, such a sparse Cholesky factorization algorithm may not be performative. Indeed, in high-dimensional problems, it is more reasonable to aim for a low-rank approximation of the kernel matrix. To derive an accurate low-rank approximation, we usually need to find low-complexity structures in the data. For this purpose, randomized numerical linear algebra [183] provides a promising and widely recognized tool.

In the first part of Chapter VII, we briefly describe our work on a randomized algorithm, Randomly Pivoted Cholesky (RPCholesky), which provides a provable and efficient low-rank approximation for dense kernel matrices. RPCholesky can be understood as an adaptive Cholesky factorization or Nyström approximation of the kernel matrix with specific pivoting rules. More precisely, the column Nyström approximation approximates $\boldsymbol{K} \in \mathbb{R}^{N \times N}$ via

$$
\hat{\boldsymbol{K}}_{\mathrm{S}}=\boldsymbol{K}(:, \mathrm{S}) \boldsymbol{K}(\mathrm{S}, \mathrm{~S})^{\dagger} \boldsymbol{K}(\mathrm{S},:),
$$

where $S=\left\{s_{1}, \ldots, s_{k}\right\} \subset\{1, \ldots, N\}$ is a carefully chosen set of columns. In this expression, $\boldsymbol{K}(:, \mathrm{S})$ is the submatrix with the selected columns, $\boldsymbol{K}(\mathrm{S},:$ ) is the submatrix with the selected rows, and $\boldsymbol{A}(\mathrm{S}, \mathrm{S})^{\dagger}$ is the Moore-Penrose pseudoinverse of the submatrix with the selected rows and columns.

RPCholesky selects the columns progressively in a probabilistic way: having selected an index set $S_{m}$, the next index $s_{m+1}$ is sampled according to the probability

$$
\mathbb{P}\left\{s_{m+1}=i\right\}=\boldsymbol{R}_{i i}^{(m)} / \operatorname{tr} \boldsymbol{R}^{(m)},
$$

where $\boldsymbol{R}^{(m)}=\boldsymbol{K}-\hat{\boldsymbol{K}}_{\mathrm{S}_{m}}$ is the Schur complement at the $m$-step.
Compared to the greedy selection $s_{m+1}=\operatorname{argmax}_{i} \boldsymbol{R}_{i i}^{(m)}$ that has been widely used in experimental design based on posterior variances of Gaussian processes [94]
and numerical linear algebra (known as complete pivoting [124]), RPCholesky strikes a better balance between exploring small diagonal entries and exploiting large ones. This balance of exploration-exploitation is crucial for a robust and accurate approximation of the kernel matrix. We support our intuition through in-depth theoretical and numerical studies [42], which shows RPCholesky matches or improves alternative algorithms in the literature, such as uniform sampling [291] and ridge leverage score sampling [3, 36, 192, 232].

This study highlights the efficacy of randomness in scaling up kernel methods, showcasing their powerful potential in high-dimensional scientific computing.

### 1.2.5.2 Posterior Sampling through Gradient Flows

Although we adopted the principle of statistical numerical methods to solve PDEs and inverse problems in Section 1.2.2, we only focused on the MAP estimator and did not explore the posterior distributions. As a result, we did not fully harness the potential of a Bayesian perspective.

In Bayesian inference, generating samples from the posterior distributions is often of interest, which can be helpful for uncertainty quantification. The sampling of posterior distributions has primarily been addressed by MCMC. However, while MCMC is guaranteed to converge to the true posterior in the limit, it is typically very slow for large-scale problems.

Recently, gradient flows in the density space based on optimal-transport-type metrics have been influential in generating interacting particle dynamics for sampling distributions [271]. These methods converge to the true posterior in the asymptotic limit and may be faster than pre-existing MCMC. Meanwhile, many MCMC methods in the continuous-time limit can be formulated as gradient flows in the density space; an example is the Langevin dynamics. The optimization perspective of gradient flows also leads to more amenable analysis. These motivate us to study gradient flows as a systematic methodology for sampling.

In the second part of Chapter VII, we briefly describe our work [49], which makes progress in understanding several questions regarding the canonical choice of gradient flows for sampling from the perspective of invariance.

We need to choose an energy functional and metric to describe any gradient flow. Formally, let $\mathcal{P}$ be the probability space in $\mathbb{R}^{d}, \mathcal{E}$ be an energy functional on $\mathcal{P}$ that maps to $\mathbb{R}$, and $g_{\rho}$ be a Riemannian metric on $\mathcal{P}$ at $\rho$, where $T_{\rho} \mathcal{P}$ is the tangent
space consisting of measures with zero means. The metric can also be expressed as $g_{\rho}\left(\sigma_{1}, \sigma_{2}\right)=\left\langle\sigma_{1}, M(\rho) \sigma_{2}\right\rangle_{L^{2}}$, where $M(\rho)$ is an operator that acts on $T_{\rho} \mathcal{P}$. The gradient flow equation is given by:

$$
\frac{\partial \rho_{t}}{\partial t}=-\nabla_{g} \mathcal{E}\left(\rho_{t}\right)=-\left.M\left(\rho_{t}\right)^{-1} \frac{\delta \mathcal{E}}{\delta \rho}\right|_{\rho=\rho_{t}},
$$

where $\nabla_{g}$ is the Riemannian gradient operator and $\frac{\delta \mathcal{E}}{\delta \rho}$ is the first variation of $\mathcal{E}$. We can think $M(\rho)^{-1}$ as a preconditioner for the "Euclidean gradient" $\frac{\delta \mathcal{E}}{\delta \rho}$. Numerical simulation of the flow can lead to sampling algorithms. Some examples of gradient flows and their corresponding numerical scheme include

- Wasserstein gradient flow [135, 200] and Langevin's dynamics;
- Stein variational gradient flow [168] and Stein variational gradient descent [169];
- Wasserstein-Fisher-Rao gradient flow [175] and birth-death dynamics;
- Kalman-Wasserstein gradient flow [95] and interacting Langevin's dynamics.

These gradient flows are based on choosing $\mathcal{E}$ as the Kullback-Leibler (KL) divergence

$$
\mathcal{E}(\rho)=\mathrm{KL}\left[\rho \| \rho_{\text {post }}\right]=\int \rho \log \left(\frac{\rho}{\rho_{\text {post }}}\right)
$$

with different metric $g_{\rho}$. See also [271] for a recent review on gradient flow for sampling.

Our work identifies canonical choices of $\mathcal{E}$ and $g_{\rho}$ that result in favorable flow properties, contributing to the fundamental understanding of gradient flow for sampling. Specifically, we have achieved the following:

- We prove that, out of all $f$-divergences, the KL divergence is the only one that, up to scaling, has a first variation invariant to the normalization constant of the posterior distribution $\rho_{\text {post }}$. This property is highly desirable because it means the flow can be implemented without knowledge of the normalization constant. Our result demonstrates that this property is uniquely possessed by the KL divergence, validating its widespread use.
- We focus on the Fisher-Rao metric, which has been shown to be the only metric, up to scaling, that is invariant under any diffeomorphism of the state
space [40, 11, 24]. Along with other concurrent research [176], our work establishes the unconditional and uniformly exponential convergence of the Fisher-Rao gradient flow. This property is remarkable, as the convergence behavior of other gradient flows, such as the Wasserstein gradient flow, depends crucially on $\rho_{\text {post }}$, particularly its log-Sobolev constant. As a result, the Fisher-Rao gradient flow is ideal for sampling arbitrary posterior distributions, as it offers excellent convergence properties irrespective of the specific posterior distribution.

However, simulating the Fisher-Rao gradient flows requires extra effort. Particle methods based on birth-death dynamics have been employed in previous studies [175, 176], but their effectiveness depends on the quality of the density estimator for particle distributions. As a result, these methods may deteriorate when applied to high-dimensional problems, necessitating the use of many particles.

We investigate parametric approximations of the Fisher-Rao gradient flows. Specifically, we demonstrate the equivalence between the Gaussian projection of the flow and natural gradient methods in variational inference. Additionally, we explore the use of Kalman methodology to obtain a derivative-free approximation of the FisherRao gradient flow, recovering a recently proposed Kalman-type sampler [132] that has demonstrated success in large-scale Bayes inverse problems. We will continue to work towards enhancing these approximations to create efficient and robust samplers for posterior distributions in Bayes inference.

### 1.2.6 Summary

In Section 1.2, we overview statistical numerical methods for PDEs and inverse problems covered in this thesis. By modeling solutions as Gaussian processes (GPs) and performing Bayes inference based on the PDE and observational data, one gets a rigorous and automatic solver with scientific machine learning flavors. Our works lay out the theoretical underpinning of the methodology, design efficient algorithms to scale up the computation with dense kernel matrices, analyze the use of hierarchical learning for enhanced adaptivity, and contribute to gradient flows based sampling algorithms for uncertainty quantification. By combining these components, we have developed a probabilistic pipeline for solving PDEs and inverse problems with Gaussian processes, which is particularly effective for problems in low-dimensional physical space and can also apply to high-dimensional problems very flexibly.

The GP-based method is a versatile approach that can be applied to general PDEs
and inverse problems at an algorithmic level. This complements the multiscale methods presented in Section 1.1, which are specialized to tackle difficult PDEs with rough coefficients. We note that, without a more targeted design of kernel functions, the GP-based method may not be able to handle such challenging PDEs with rough coefficients effectively.

For high-dimensional scientific computing problems, randomness can help identify potential low-dimensional structures. In kernel computations, this involves constructing an efficient and accurate low-rank approximation of dense kernel matrices. We show that using the randomly pivoted Cholesky algorithm achieves a favorable balance between exploration and exploitation in high-dimensional space.

Overall, the second part of this thesis demonstrates the efficacy of using probabilistic and statistical approaches to address scientific computing problems in an automated, efficient, and robust manner.

## EXPONENTIALLY CONVERGENT MULTISCALE FINITE ELEMENT METHOD

In this chapter, we present the exponentially convergent multiscale methods (ExpMsFEM) that we have proposed in a series of works [46, 48, 47]. Specifically, our discussion centers on solving general high-frequency Helmholtz equations, and is based on the work [48] (to appear in SIAM Multiscale Modeling \& Simulation).

### 2.1 Introduction

We focus on solving the Helmholtz equation in heterogeneous media and high frequency regimes. We consider the model problem in a bounded polygonal domain $\Omega \subset \mathbb{R}^{d}$ with a Lipschitz boundary $\Gamma$. For generality, the boundary can contain three disjoint parts $\Gamma=\Gamma_{D} \cup \Gamma_{N} \cup \Gamma_{R}$ where $\Gamma_{D}, \Gamma_{N}$ and $\Gamma_{R}$ correspond to the Dirichlet, Neumann and Robin type conditions, respectively. Given positive constants $A_{\min }$, $A_{\max }, \beta_{\min }, \beta_{\max }, V_{\min }, V_{\max }$ and functions $A, \beta, V: \Omega \rightarrow \mathbb{R}$ that satisfy $A_{\min } \leq$ $A(x) \leq A_{\max }, \beta_{\min } \leq \beta(x) \leq \beta_{\max }$ and $V_{\min } \leq V(x) \leq V_{\max }$, the Helmholtz equation with homogeneous boundary conditions ${ }^{1}$ is formulated as follows:

$$
\left\{\begin{align*}
-\nabla \cdot(A \nabla u)-k^{2} V^{2} u & =f, \text { in } \Omega  \tag{2.1.1}\\
u & =0, \text { on } \Gamma_{D} \\
A \nabla u \cdot v & =T_{k} u, \text { on } \Gamma_{N} \cup \Gamma_{R}
\end{align*}\right.
$$

Here, $v$ is the outer normal to the boundary. The boundary operator satisfies $T_{k} u=0$ for $x \in \Gamma_{N}$ and $T_{k} u=i k \beta u$ for $x \in \Gamma_{R}$, where $i$ denotes the imaginary number. The wavenumber $k$ is real and positive, and functions $u$ and $f$ are complexvalued. Our aim is to design a multiscale method for solving (2.1.1) that achieves a nearly exponential rate of convergence with respect to the computational degrees of freedom. This is a challenging problem due to combined difficulties of heterogeneity and high frequency. We review the related literature of this research field in Section 2.1.1 and discuss our methodology as well as its motivations and related work in Section 2.1.2.

[^4]
### 2.1.1 Literature for Solving Helmholtz Equations

The Helmholtz equation has been widely used in studying wave propagation in complex media. Numerical simulation of this equation still remains a challenging task, especially in the regime where the wavenumber $k$ is large. The main numerical difficulty lies in the highly oscillatory pattern of the solution. Furthermore, the operator in the equation is indefinite, which leads to severe instability issues for standard numerical solvers such as the finite element method (FEM). Indeed, a well-known pre-asymptotic effect called the pollution effect [19] can occur-that is, in order to get a reasonably accurate solution, the mesh size $H$ in the FEM needs to be much smaller than $1 / k$. For example, for a standard P1-FEM approach, the mesh size needs to satisfy $H=O\left(1 / k^{2}\right)$ for quasi-optimality of the solution [13, 19]. This constraint on $H$ is much stronger than the typical condition in the approximation theory for representing an oscillatory function with frequency $k$, where $H=O(1 / k)$, i.e., a fixed number of grid points per wavelength, would suffice for an accurate approximate solution.

In the literature, there have been many attempts to overcome or alleviate the difficulty associated with the pollution effect, so that a mesh size of $H=O(1 / k)$ can be used. We highlight two classes of methods, namely the $h p$-FEM and multiscale methods, which can theoretically deal with the pollution effect under their respective model assumptions. The $h p$-FEM is proposed in [185, 186], which is a FEM using local high order polynomials. It is shown that by choosing the degrees of local polynomials $p=O(\log k)$, the pollution effect can be suppressed in principle for the Helmholtz equation with constant $A, V$ and $\beta$. Nevertheless, to the best of our knowledge, there have been no theoretical results for this methodology when these coefficients become rough. There have been some recent developments for $h p$-FEM methods when piecewise regularity of the coefficients is assumed [26, 154]. In general, it is well-known that polynomials might behave arbitrarily badly even for elliptic equations with rough coefficients [17].

Multiscale methods, on the other hand, have long been developed to address the difficulty associated with rough coefficients in elliptic equations. In particular, we mention the LOD and Gamblets related approaches [181, 121, 210, 203, 204, 44, 45], variants of the multiscale finite element method (MsFEM) [129, 74, 128, 52, 89, 46] and generalized finite element methods based on partition of unity methods (PUM) [15, 253, $35,41,16,243,178,179]$, which are most related to our work. Recently, the LOD method has been generalized to the case of Helmholtz equations with high
wavenumber and heterogeneous media $[214,93,34,215]$. They show that with a coarse mesh of size $O(H)$ and localized multiscale basis functions of support size $O(H \log (1 / H) \log k)$, the pollution effect can be overcome once the stability constant of the solution operator of the Helmholtz equation is of at most polynomial growth. An error of at most $O(H)$ is established. Very recently, there is also a super-localized version of LOD-type method for the Helmholtz equations, proposed in [86], where the support of basis functions is further reduced to $O\left(H \log ^{(d-1) / d}(k / H)\right)$.

From the perspective of MsFEM methodology, the authors in [91] introduce WMsFEM to address the pollution effect successfully. Their basis functions are all of local support size $O(H)$. On the theoretical side, they require $O(k)$ number of basis functions in each element in order to achieve $O(H)$ accuracy. In contrast, our method, which can be viewed as a generalization of MsFEM, only requires $O\left(\log ^{d+1} k\right)$ number of basis function of support size $O(H)$ in each element to handle the pollution effect and to achieve $O(H)$ accuracy. More importantly, our method yields an overall exponential rate of convergence regarding the number of basis functions, thanks to a systematic decomposition and treatment of coarse and fine scale parts of the solution.

In the literature, multiscale methods with exponential convergence for elliptic equations with rough media first appeared in [15], which is based on local optimal basis approximation combined with the partition of unity method (PUM). There has been a number of recent papers that are actively working on improving the methodology [ $253,35,41,16,243,178,179$ ], aiming for more refined continuous and discrete analysis, randomized computation, efficient implementation, and generalization beyond elliptic equations. Our initial work [46] on exponentially convergent multiscale methods for elliptic equations draws many motivations from these results, especially the Caccioppoli-type inequality that is essential for proving the exponential convergence. Different from the PUM based approach, our method is based on non-overlapped domain decomposition. More comparisons will be discussed in Subsection 2.1.2. In a concurrent work [177], the authors also proposed an exponentially convergent method for the Helmholtz equations using the PUM-based optimal local approximation methodology.

In addition to those methods mentioned above, there have also been several algorithms based on the MsFEM methodology [198, 90] or the HMM methodology [199] with particular empirical success for solving the Helmholtz equation. It is also worth noting that, in conjunction with designing a good discretization scheme
as above, one could also consider fast solvers for the discrete linear system. See, for example, the method of sweeping preconditioners [77, 78, 218], where a preconditioning matrix is constructed to compute approximations of the Schur complements successively. Very recently, the LOD approach has also been combined with the hierarchical approach of Gamblets [116] to get a multiresolution solver for the discrete system.

### 2.1.2 Main Contributions and Motivations

We propose a multiscale framework for solving the Helmholtz equation in rough media and high frequency regimes, specifically in dimension $d=2$ where the mesh geometry of the non-overlapped domain decomposition is simplest to describe. Our idea is based on a multiscale method in our previous work [46] for solving elliptic equations with rough coefficients in an exponentially convergent manner. We aim to extend this framework to the more challenging Helmholtz equation where the operator is non-Hermitian and indefinite. It is perhaps surprising that the techniques in multiscale methods for elliptic equations can be systematically adapted to the Helmholtz equation. Indeed, it has been proved in [79] that the Green function of the Helmholtz equations requires a polynomial in $k$ number of degrees of freedom to approximate, where they consider basis functions independent of the right hand side. Here, our results demonstrate that one can actually compress the solution operator exponentially efficiently by adding a number of local basis functions that depend on the local information of the right hand side. This shows that one can still achieve significant compression of the high frequency Helmholtz solution operator with rough coefficients by developing a data-driven compression operator adapted to the right hand side.

We outline our main contributions:

1. In studying the solution behavior of the Helmholtz equation (2.1.1), we introduce a coarse-fine scale decomposition of its solution space. This decomposition is adapted to the coarse mesh structure; a mesh size of $O(1 / k)$ suffices to make this coarse-fine scale decomposition well defined. Moreover, the decomposition is adapted to the coefficients $A, V, \beta$ and the wavenumber $k$.
2. Analytically, we show the fine scale part is of $O(H)$ in the energy norm, and it can be computed efficiently by solving the Helmholtz equations locally. Meanwhile, we prove that the space of the coarse scale part is of low complexity, such that there exist local multiscale basis functions that can approximate
this part in a nearly exponentially convergent manner. These serve as the cornerstone of our multiscale numerical method.
3. Numerically, we propose a multiscale framework that solves the two parts separately. The nearly exponential rate of convergence in the energy norm and $L^{2}$ norm is theoretically proved.
4. Experimentally, we conduct a number of numerical tests and observe consistently that our multiscale methods give a nearly exponential rate of convergence, even for problems with high-contrast media. Based on these numerical studies, several recommendations for efficient implementations of our methods are provided, especially on how to design the offline and online computation to handle multiple right hand sides efficiently.

To the best of our knowledge, this multiscale framework is the first one that can be proved rigorously to achieve a nearly exponential rate of convergence in solving (2.1.1) with rough $A, \beta, V$ and large $k$, especially for $d=2$. It generalizes our previous work on exponential convergence for solving rough elliptic equations [46], which is motivated by the PUM approach using optimal local approximation spaces for elliptic equations [15].

Different from the PUM that uses an overlapped domain decomposition, our method relies on non-overlapped domain decomposition and an edge coupling approach to combine local basis functions as in MsFEM. Our coarse-fine scale decomposition of the solution space is built on this non-overlapped edge coupling. For elliptic equations, this decomposition is the same as the orthogonal decomposition in previous work of MsFEM [128, 46] and approximate component mode synthesis [123, 122]. Under this line of methodology, we contribute a principled framework for obtaining nearly exponentially convergent basis functions for multiscale Helmholtz equations.

There are many differences between the multiscale methods based on PUM and edge coupling. Basically, the support of basis functions in PUMs is usually larger than that of MsFEMs since non-overlapped domain decomposition leads to smaller decomposed domains than its overlapped counterpart. There is no need to introduce additional freedom of partition of unity functions as well. On the other hand, in 2D, the number of local edges could be twice as many as the number of local domains, leading to more work in constructing the basis functions. Moreover, there will be an increasing design complexity for the non-overlapped edge coupling approach
for higher-dimensional problems since the boundaries of high dimensional local domains become more complicated. This is why we dedicate specifically to 2D Helmholtz equations for detailed analysis and numerical experiments.

We are not going to dive very deeply about the fundamental comparison between overlapped and non-overlapped decomposition in multiscale methods. Our aim is to demonstrate that one could achieve a nearly exponential convergence rate theoretically using the non-overlapped edge coupling framework in a principled way and show that this method is very competitive numerically. A number of technical difficulties, such as the appropriate approximation space for the edge functions and the spectral analysis of the local restriction operator, are carefully addressed to lay out this framework. We believe this work could help future researchers understand and analyze multiscale methods that are built on different local decomposition and global coupling approaches.

Lastly, we remark that in principle, our multiscale algorithm can be applied to general Helmholtz equations numerically, while most of our theoretical results rely on analytical properties of the solution to equation (2.1.1), related to the wellposedness, stability and $C^{\alpha}$ estimates. Therefore, typical conditions (usually very mild) of these analytical properties will be assumed here, in order to get a rigorous theory. We will mention several references to these results. Some numerical examples in which these assumptions are violated will be also presented to illustrate the effectiveness of our algorithm in a general context.

### 2.1.3 Organization

The rest of this chapter is organized as follows. In Section 2.2, we review preliminary results for the Helmholtz equation, including the well-posedness, stability, adjoint problems, and Hölder $C^{\alpha}$ estimates. Section 2.3 is devoted to analyzing the solution space based on a coarse-fine scale decomposition. Moreover, the computational properties of the coarse and fine parts are rigorously studied in detail. Building upon these properties, in Section 2.4 we develop the multiscale computational framework and prove the nearly exponential rate of convergence for our multiscale methods. The detailed numerical algorithms are discussed and implemented in Section 2.5 for several Helmholtz equations. To improve the readability, some technical proofs of theorems and propositions will be deferred to Section 2.6. Some concluding remarks are made in Section 2.7.

### 2.2 Preliminaries on Helmholtz's Equation

Our multiscale algorithm relies on an in-depth understanding of the solution space of (2.1.1). To achieve this, we first present several analytic results for (2.1.1), which will serve as preliminaries for our subsequent discussions. We cover the weak formulation, the well-posedness of the equation, the stability estimates of the solution, and Hölder estimates.

### 2.2.1 Notations

We use $H^{1}(\Omega)$ to denote the standard complex Sobolev space in $\Omega$, containing $L^{2}$ functions with $L^{2}$ first order derivatives. We write $(u, v)_{D}:=\int_{D} u \bar{v}$ for any domain $D$. We use $C$ as a generic constant, and its value can change from place to place; we will state explicitly the parameters that this constant may or may not depend on.

### 2.2.2 Analytic Results

For the model problem (2.1.1), we consider the complex Sobolev space $\mathcal{H}(\Omega):=$ $\left\{u \in H^{1}(\Omega):\left.u\right|_{\Gamma_{D}}=0\right\}$ in which functions have zero trace on the Dirichlet boundary. This space is equipped with the norm $\|\cdot\|_{\mathcal{H}(\Omega)}$ such that

$$
\|u\|_{\mathcal{H}(\Omega)}:=\int_{\Omega} A|\nabla u|^{2}+k^{2} V^{2}|u|^{2} .
$$

The dual space of $\mathcal{H}(\Omega)$ is denoted by $\mathcal{H}^{-1}(\Omega)$ equipped with the norm $\|\cdot\|_{\mathcal{H}^{-1}(\Omega)}$; by definition one has

$$
\|f\|_{\mathcal{H}^{-1}(\Omega)}:=\sup _{v \in \mathcal{H}(\Omega)} \frac{\left|(f, v)_{\Omega}\right|}{\|v\|_{\mathcal{H}(\Omega)}} .
$$

Now, we present several analytic results pertaining to the Helmholtz equation (2.1.1).
Weak formulation. The weak formulation of (2.1.1) is given by

$$
\begin{equation*}
a(u, v):=(A \nabla u, \nabla v)_{\Omega}-k^{2}\left(V^{2} u, v\right)_{\Omega}-\left(T_{k} u, v\right)_{\Gamma_{N} \cup \Gamma_{R}}=(f, v)_{\Omega}, \quad \forall v \in \mathcal{H}(\Omega) . \tag{2.2.1}
\end{equation*}
$$

Continuity estimate. By the Cauchy-Schwarz and trace inequalities (see Lemma 3.1 of [185]), the sesquilinear form $a(\cdot, \cdot)$ is bounded on $\mathcal{H}(\Omega)$ with a constant $C_{c}$ independent of $k$, i.e., for any $u, v \in \mathcal{H}(\Omega)$, one has the continuity estimate:

$$
\begin{equation*}
|a(u, v)| \leq C_{c}\|u\|_{\mathcal{H}(\Omega)}\|v\|_{\mathcal{H}(\Omega)} . \tag{2.2.2}
\end{equation*}
$$

Well-posedness and stability. If $\Gamma_{R}$ has positive $d-1$ dimensional measure, then under some mild conditions (see Assumption 2.3 and Theorem 2.4 in [103]), problem
(2.2.1) admits a unique solution given the right hand side $f \in L^{2}(\Omega)$. We will assume these conditions. Let the solution operator be $N_{k}$, so that $u=N_{k} f$. Under the same conditions, this operator is stable (Theorem 2.4 in [103]) in the sense that

$$
\begin{equation*}
C_{\text {stab }}(k):=\sup _{f \in L^{2}(\Omega) \backslash\{0\}} \frac{\left\|N_{k} f\right\|_{\mathcal{H}(\Omega)}}{\|f\|_{L^{2}(\Omega)}}<\infty . \tag{2.2.3}
\end{equation*}
$$

To avoid getting into detailed discussions of these assumptions and for simplicity of presentation, we will base most of our arguments on assuming (2.2.3) holds.

The stability constant $C_{\text {stab }}(k)$ will depend on $k$ in general, and obtaining an explicit characterization of this dependence has been a hard task; see [27, 34, 104, 190, 238]. A prevalent and reasonable assumption on the constant is that of polynomial growth, namely $C_{\text {stab }}(k) \leq C\left(1+k^{\gamma}\right)$ for some constants $\gamma$ and $C$; see for example [153]. We are not going into detailed discussions on this assumption here, while we mention that the final error estimate of our numerical solution will depend on $C_{\text {stab }}(k)$ explicitly; thus, those estimates on $C_{\text {stab }}(k)$ in the literature can be readily applied to our context.

In addition, stability for $f \in L^{2}(\Omega)$ can yield well-posedness and stability for $f \in \mathcal{H}^{-1}(\Omega)$. According to Lemma 2.1 in [214] and also [82], one has

$$
\begin{equation*}
\sup _{f \in \mathcal{H}^{-1}(\Omega) \backslash\{0\}} \frac{\left\|N_{k} f\right\|_{\mathcal{H}(\Omega)}}{\|f\|_{\mathcal{H}^{-1}(\Omega)}} \leq k C_{\text {stab }}(k) . \tag{2.2.4}
\end{equation*}
$$

Adjoint problems. Due to the presence of the Robin boundary condition, $a(\cdot, \cdot)$ is not Hermitian. Its adjoint sesquilinear form is defined as $a^{*}(u, v)=\overline{a(v, u)}$. The adjoint problem for (2.2.1) is given by $a^{*}(u, v)=(f, v)_{\Omega}$ for any $v \in \mathcal{H}(\Omega)$. It also corresponds to the following PDE:

$$
\left\{\begin{aligned}
-\nabla \cdot(A \nabla u)-k^{2} V^{2} u & =f, \text { on } \Omega \\
u & =0, \text { in } \Gamma_{D} \\
A \nabla u \cdot v & =T_{k}^{*} u, \text { on } \Gamma_{N} \cup \Gamma_{R}
\end{aligned}\right.
$$

where $T_{k}^{*} u:=\overline{T_{k} u}=-T_{k} u$. The adjoint solution operator is denoted by $N_{k}^{*}$. One can readily check that $N_{k}^{*} \bar{f}=\overline{N_{k} f}$. Therefore, the adjoint problem admits the same stability constant as the original problem; namely it holds

$$
C_{\text {stab }}(k)=\sup _{f \in L^{2}(\Omega) \backslash\{0\}} \frac{\left\|N_{k}^{\star} f\right\|_{\mathcal{H}(\Omega)}}{\|f\|_{L^{2}(\Omega)}}<\infty .
$$

The adjoint problem will play a valuable role when we analyze the convergence property of our multiscale methods for the Helmholtz equation.
$C^{\alpha}$ Hölder regularity. We will need the $C^{\alpha}$ estimates of the solution in order to demonstrate the theoretical properties of our multiscale methods.

Proposition 2.2.1. Suppose $d \leq 3$ and (2.2.3) holds. If $f \in L^{2}(\Omega)$, then the solution $u \in C^{\alpha}(\Omega)$ for some $\alpha \in(0,1)$.

We defer the proof of this proposition to Subsection 2.6.1.
Remark 2.2.2. The global regularity estimate may depend on the wavenumber $k$. Nevertheless, we only use it to show qualitatively that our solution is continuous, so that the nodal interpolation in Subsection 2.3.4.2 is mathematically rigorous. Later, when we derive error estimates of our methods, we will only use the local version of the regularity estimate, where the constant is independent of the wavenumber; see Lemma 2.6.2.

We have presented several critical analytic results for the Helmholtz equation. Based on these results, we are now ready to study the solution space of (2.1.1) in the next section. The key is a coarse-fine scale decomposition of the solution space, which will play an essential role in designing our multiscale algorithms.

### 2.3 Coarse-Fine Scale Decomposition

In this section, we develop a coarse-fine scale operator-adapted decomposition of the solution space. This decomposition is adaptive to the mesh structure, and a mesh of size $H=O(1 / k)$ suffices to make this coarse-fine scale decomposition well defined. We discuss the setting of the mesh structure in Subsection 2.3.1, followed by introducing the coarse-fine scale decomposition in Subsection 2.3.2. In Subsection 2.3.3 we show the fine scale part is local and small up to $O(H)$ in the $\mathcal{H}(\Omega)$ norm. In Subsection 2.3 .4 we show the coarse-scale component can be approximated via local edge basis functions in a nearly exponentially convergent manner.

### 2.3.1 Mesh Structure

We begin by discussing related concepts of the mesh structure. The focus here is on $d=2$. In the mesh structure, we discuss two dimensional elements in Subsection 2.3.1.1, one dimensional edges and zero dimensional nodes, and their neighborship in Subsection 2.3.1.2. See also Figure 2.1 for illustrations.

### 2.3.1.1 Elements

We consider a shape regular and uniform partition of the domain $\Omega$ into finite elements, such as triangles and quadrilaterals. The collection of elements is denoted by $\mathcal{T}_{H}=\left\{T_{1}, T_{2}, \ldots, T_{r}\right\}$. For simplicity, we assume that each connected component of the domain is at least partitioned into two elements.

The mesh size is $H$, i.e., $\max _{T \in \mathcal{T}_{H}} \operatorname{diam}(T)=H$. The uniformity of the mesh implies $\min _{T \in \mathcal{T}_{H}} \operatorname{diam}(T) \geq c_{0} H$ for some $0<c_{0} \leq 1$ that is independent of $H$ and $T$. The shape regularity property implies there is a constant $c_{1}>0$ independent of $H$ and $T$, such that $\max _{T \in \mathcal{T}_{H}} \operatorname{diam}(T)^{d} /|T| \leq c_{1}$, where $|T|$ is the volume of $T$.

In this mesh, by using a scaling argument, the following Poincaré inequality will hold uniformly for $T \in \mathcal{T}_{H}$. This inequality will be used frequently later.

Proposition 2.3.1 (The Poincaré inequality). For any $T \in \mathcal{T}_{H}$ and a function $v \in$ $H^{1}(T)$ that vanishes on one of the edges of $T$, it holds that

$$
\begin{equation*}
\|v\|_{L^{2}(T)} \leq C_{P} H\|\nabla v\|_{L^{2}(T)} \tag{2.3.1}
\end{equation*}
$$

where $C_{P}$ depends on $c_{0}, c_{1}$ and $d$.

### 2.3.1.2 Nodes, Edges, and Their Neighbors

Let $\mathcal{N}_{H}=\left\{x_{1}, x_{2}, \ldots, x_{p}\right\}$ be the collection of interior nodes, and $\mathcal{E}_{H}=\left\{e_{1}, e_{2}, \ldots, e_{q}\right\}$ be the collection of edges except those fully on the boundary of $\Omega$. An edge $e \in \mathcal{E}_{H}$ is defined such that there exists two different elements $T_{i}, T_{j}$ with $e=\bar{T}_{i} \cap \bar{T}_{j}$ that has co-dimension 1 in $\mathbb{R}^{d}$. We will use $E_{H}=\bigcup_{e \in \mathcal{E}_{H}} e \subset \Omega$ to denote the edges as a whole set.

We use the symbol $\sim$ to describe the neighbourship between nodes, edges, and elements. More precisely, if we consider a node $x \in \mathcal{N}_{H}$, an edge $e \in \mathcal{E}_{H}$, and an element $T \in \mathcal{T}_{H}$, then, (1) $x \sim e$ denotes $x \in e$; (2) $e \sim T$ denotes $e \subset \bar{T}$; (3) $x \sim T$ denotes $x \in \bar{T}$. The relationship $\sim$ is symmetric.

We use $\mathrm{N}(\cdot, \cdot)$ to describe the union of neighbors as a set. For example, $\mathrm{N}\left(x, \mathcal{E}_{H}\right)=$ $\bigcup\left\{e \in \mathcal{E}_{H}: e \sim x\right\} \subset E_{H}, \mathrm{~N}\left(x, \mathcal{T}_{H}\right)=\bigcup\left\{T \in \mathcal{T}_{H}: T \sim x\right\} \subset \Omega$, and $\mathrm{N}\left(e, \mathcal{T}_{H}\right)=$ $\bigcup\left\{T \in \mathcal{T}_{H}: T \sim e\right\} \subset \Omega$.

### 2.3.2 Decomposition of Solution Space

With the mesh structure defined, we now discuss the coarse-fine scale decomposition of the solution space. We first discuss decomposition in the local element $T$ in


Figure 2.1: Geometry of the mesh

Subsection 2.3.2.1 and then the global decomposition in Subsection 2.3.2.2.

### 2.3.2.1 Local decomposition

A crucial requirement for the decomposition to be well defined is that the mesh size is order $O(1 / k)$; see Assumption 2.3.2. As we will see later, this bound on $H$ ensures that local Helmholtz problems in each element have properties that are similar to those of elliptic problems; thus, techniques in elliptic equations can then be applied.

Assumption 2.3.2. The mesh size satisfies $H \leq A_{\min }^{1 / 2} /\left(\sqrt{2} C_{P} V_{\max } k\right)$, where $C_{P}$ is the constant in Proposition 2.3.1.

Given Assumption 2.3.2, we decompose ${ }^{2} u$ into two parts $u=u_{T}^{\mathrm{h}}+u_{T}^{\mathrm{b}}$ in each element $T \in \mathcal{T}_{H}$. The two components satisfy:

$$
\begin{align*}
& \left\{\begin{aligned}
&-\nabla \cdot\left(A \nabla u_{T}^{\mathrm{h}}\right)-k^{2} V^{2} u_{T}^{\mathrm{h}}=0, \text { in } T \\
& u_{T}^{\mathrm{h}}=u, \text { on } \partial T \backslash\left(\Gamma_{N} \cup \Gamma_{R}\right) \\
& A \nabla u_{T}^{\mathrm{h}} \cdot v=T_{k} u_{T}^{\mathrm{h}}, \text { on } \partial T \cap\left(\Gamma_{N} \cup \Gamma_{R}\right), \\
&\left\{\begin{aligned}
-\nabla \cdot\left(A \nabla u_{T}^{\mathrm{b}}\right)-k^{2} V^{2} u_{T}^{\mathrm{b}} & =f, \text { in } T \\
u_{T}^{\mathrm{b}} & =0, \text { on } \partial T \backslash\left(\Gamma_{N} \cup \Gamma_{R}\right) \\
A \nabla u_{T}^{\mathrm{b}} \cdot v & =T_{k} u_{T}^{\mathrm{b}}, \text { on } \partial T \cap\left(\Gamma_{N} \cup \Gamma_{R}\right) .
\end{aligned}\right.
\end{aligned} \begin{array}{rl}
\end{array}\right.  \tag{2.3.2}\\
&
\end{align*}
$$

In short, the part $u_{T}^{\mathrm{h}}$ incorporates the boundary value of $u$, while $u_{T}^{\mathrm{b}}$ contains information of the right hand side. Both equations in (2.3.2) should be understood

[^5]in the standard weak sense using the following local sesquilinear form $a_{T}(\cdot, \cdot)$ in $T$ :
\[

$$
\begin{equation*}
a_{T}(v, w):=(A \nabla v, \nabla w)_{T}-k^{2}\left(V^{2} v, w\right)_{T}-\left(T_{k} v, w\right)_{\partial T \cap\left(\Gamma_{N} \cup \Gamma_{R}\right)} \text { for } v, w \in \mathcal{H}(T) \tag{2.3.3}
\end{equation*}
$$

\]

where $\mathcal{H}(T):=\left.\mathcal{H}(\Omega)\right|_{T}$, the restriction of $\mathcal{H}(\Omega)$ in the domain $T$. The wellposedness of the two problems is due to the following proposition:

Proposition 2.3.3. Under Assumption 2.3.2, for $v \in \mathcal{H}(T)$ that vanishes on one of the edges of $T$, the corresponding sesquilinear form is coercive such that

$$
\operatorname{Re} a_{T}(v, v) \geq \frac{1}{2}\left\|A^{1 / 2} \nabla v\right\|_{L^{2}(T)}^{2}
$$

Proof. Using the Poincaré inequality (2.3.1) and Assumption 2.3.2, we get

$$
\begin{align*}
\operatorname{Re} a_{T}(v, v) & =\left\|A^{1 / 2} \nabla v\right\|_{L^{2}(T)}^{2}-\|k V v\|_{L^{2}(T)}^{2} \\
& \geq\left(1-C_{P}^{2} H^{2} k^{2} V_{\max }^{2} A_{\min }^{-1}\right)\left\|A^{1 / 2} \nabla v\right\|_{L^{2}(T)}^{2} \geq \frac{1}{2}\left\|A^{1 / 2} \nabla v\right\|_{L^{2}(T)}^{2} \tag{2.3.4}
\end{align*}
$$

Since both equations in (2.3.2) contain Dirichlet's boundary condition on at least one of the edges of $T$, the coercivity implied by Proposition 2.3 .3 suffices for the well-posedness. Consequently, the solutions $u_{T}^{\mathrm{h}}$ and $u_{T}^{\mathrm{b}}$ are well-defined.

Remark 2.3.4. An important property is that $u_{T}^{\mathrm{h}}$ is "left-orthogonal" to $u_{T}^{\mathrm{b}}$ in $T$ with respect to the local sesquilinear form $a_{T}(\cdot, \cdot)$ in $T$, in the sense of $a_{T}\left(u_{T}^{\mathrm{h}}, u_{T}^{\mathrm{b}}\right)=0$, according to the weak form of the equation. Note that we might not have $a_{T}\left(u_{T}^{\mathrm{b}}, u_{T}^{\mathrm{h}}\right)=$ 0 for $T$ near the boundary (i.e., $\left.\partial T \cap\left(\Gamma_{N} \cup \Gamma_{R}\right) \neq \emptyset\right)$ due to the fact that $a_{T}(\cdot, \cdot)$ is not Hermitian here.

### 2.3.2.2 Global decomposition

In this subsection, we define a global decomposition $u=u^{\mathrm{b}}+u^{\mathrm{h}}$, such that for each $T$, it holds that $u^{\mathrm{h}}(x)=u_{T}^{\mathrm{h}}(x)$ and $u^{\mathrm{b}}(x)=u_{T}^{\mathrm{b}}(x)$ when $x \in T$. Both $u^{\mathrm{h}}$ and $u^{\mathrm{b}}$ are well-defined and belong to $\mathcal{H}(\Omega)$ due to the continuity across edges. Here, the component $u_{T}^{\mathrm{h}}$ (resp. $u^{\mathrm{h}}$ ) is called the local (resp. global) Helmholtz-harmonic part and $u_{T}^{\mathrm{b}}$ (resp. $u^{\mathrm{b}}$ ) is the local (resp. global) bubble part, of the solution $u$.

We further introduce the function space for the Helmholtz-harmonic part

$$
\begin{gather*}
V^{\mathrm{h}}:=\left\{v \in \mathcal{H}(\Omega):-\nabla \cdot(A \nabla v)-k^{2} V^{2} v=0 \text { in each } T \in \mathcal{T}_{H},\right. \\
\left.A \nabla v \cdot v=T_{k} v, \text { on } \Gamma_{N} \cup \Gamma_{R}\right\}, \tag{2.3.5}
\end{gather*}
$$

so that $u^{\mathrm{h}} \in V^{\mathrm{h}}$, and the space for the bubble part

$$
\begin{equation*}
V^{\mathrm{b}}:=\left\{v \in \mathcal{H}(\Omega): v=0 \text { on } E_{H}\right\}, \tag{2.3.6}
\end{equation*}
$$

such that $u^{\mathrm{b}} \in V^{\mathrm{b}}$. In this way, the solution space of (2.1.1) can be decomposed to $V^{\mathrm{h}}+V^{\mathrm{b}}$. Furthermore, for any $v \in V^{\mathrm{h}}$ and $w \in V^{\mathrm{b}}$, it holds that $a(v, w)=0$ by summing up local sesquilinear forms $a_{T}(\cdot, \cdot)$ and using Remark 2.3.4.

We will treat $V^{\mathrm{b}}$ as the fine scale or microscopic space, and refer to $V^{\mathrm{h}}$ as the coarse scale or macroscopic space. The idea of our multiscale framework is to compute the two parts separately by exploring their own structures.

In the next two subsections, we will study the computational properties of $u^{\mathrm{h}} \in V^{\mathrm{h}}$ and $u^{\mathrm{b}} \in V^{\mathrm{b}}$, respectively. These properties serve as the cornerstone of designing our multiscale algorithm.

### 2.3.3 Local and Small Bubble Part

In this subsection, we analyze the bubble part $u^{\mathrm{b}}$. This part depends locally on $f$ in each $T$. Thus, it can be computed efficiently in a parallel manner. Moreover, it is small and can be ignored if the target accuracy is $O(H)$; see Proposition 2.3.5.

Proposition 2.3.5. Under Assumption 2.3.2, it holds that

$$
\begin{equation*}
\left\|u^{\mathrm{b}}\right\|_{\mathcal{H}(\Omega)} \leq \frac{3 C_{P}}{A_{\min }^{1 / 2}} H\|f\|_{L^{2}(\Omega)} \tag{2.3.7}
\end{equation*}
$$

Proof. By definition, inside each patch $T$, it holds that $a_{T}\left(u^{\mathrm{b}}, u^{\mathrm{b}}\right)=\left(f, u^{\mathrm{b}}\right)_{T}$. The coercivity estimate in (2.3.4) implies the inequality $\left\|k V u^{\mathrm{b}}\right\|_{L^{2}(T)}^{2} \leq \frac{1}{2}\left\|A^{1 / 2} \nabla u^{\mathrm{b}}\right\|_{L^{2}(T)}^{2}$. Using the estimate, we get

$$
\begin{aligned}
\operatorname{Re} a_{T}\left(u^{\mathrm{b}}, u^{\mathrm{b}}\right) & =\left\|A^{1 / 2} \nabla u^{\mathrm{b}}\right\|_{L^{2}(T)}^{2}-\left\|k V u^{\mathrm{b}}\right\|_{L^{2}(T)}^{2} \\
& \geq \frac{1}{3}\left(\left\|A^{1 / 2} \nabla u^{\mathrm{b}}\right\|_{L^{2}(T)}^{2}+\left\|k V u^{\mathrm{b}}\right\|_{L^{2}(T)}^{2}\right)=\frac{1}{3}\left\|u^{\mathrm{b}}\right\|_{\mathcal{H}(T)}^{2} .
\end{aligned}
$$

Combining the above estimate with the Cauchy-Schwarz inequality, we arrive at

$$
\left\|u^{\mathrm{b}}\right\|_{\mathcal{H}(T)}^{2} \leq 3 \operatorname{Re} a_{T}\left(u^{\mathrm{b}}, u^{\mathrm{b}}\right)=3\left(f, u^{\mathrm{b}}\right)_{T} \leq 3\|f\|_{L^{2}(T)}\left\|u^{\mathrm{b}}\right\|_{L^{2}(T)}
$$

Meanwhile, by the Poincaré inequality (2.3.1), we get

$$
\left\|u^{\mathrm{b}}\right\|_{L^{2}(T)} \leq C_{P} H\left\|\nabla u^{\mathrm{b}}\right\|_{L^{2}(T)} \leq \frac{C_{P} H}{A_{\min }^{1 / 2}}\left\|u^{\mathrm{b}}\right\|_{\mathcal{H}(T)}
$$

Combining all the above inequalities gives $\left\|u^{\mathrm{b}}\right\|_{\mathcal{H}(T)} \leq 3\left(C_{P} H / A_{\min }^{1 / 2}\right)\|f\|_{L^{2}(T)}$ for each element $T$. Summing them up for all elements $T$ yields the desired conclusion.

### 2.3.4 Low Complexity of the Helmholtz-Harmonic Part

Now, we turn to the study of the Helmholtz-harmonic part $u^{h}$. The goal is to show that $u^{\mathrm{h}}$ can be approximated via local basis functions in an exponentially efficient manner. To achieve this, our approximation framework ${ }^{3}$ contains three steps: (1) reducing the approximation of $u^{\mathrm{h}}$ to that of edge functions in Subsection 2.3.4.1, (2) localizing the approximation to every single edge in Subsection 2.3.4.2, and (3) realizing local approximation via oversampling and SVD in Subsection 2.3.4.3. Combining all these three steps, we establish the low complexity in approximation of $u^{\mathrm{h}}$ in Subsection 2.3.4.4.

### 2.3.4.1 Approximation via Edge Functions

We start with the first step of approximating $u^{\mathrm{h}}$. By definition, $u^{\mathrm{h}}$ belongs to $V^{\mathrm{h}}$. A key observation is that any function in $V^{\mathrm{h}}$ is determined entirely by its value on the edge set $E_{H}$. Thus, define

$$
\tilde{V}^{\mathrm{h}}:=\left\{\tilde{\psi}: E_{H} \rightarrow \mathbb{R}, \text { there exists a function } \psi \in V^{\mathrm{h}}, \text { such that } \tilde{\psi}=\left.\psi\right|_{E_{H}}\right\}
$$

then under Assumption 2.3.2, there is a one to one correspondence $\tilde{\psi} \in \tilde{V}^{\mathrm{h}} \leftrightarrow \psi \in$ $V^{\mathrm{h}}$. More precisely, in each $T$, it holds that

$$
\left\{\begin{align*}
-\nabla \cdot(A \nabla \psi)-k^{2} V^{2} \psi & =0, \quad \text { in } T  \tag{2.3.8}\\
\psi & =\tilde{\psi}, \quad \text { on } \partial T \backslash\left(\Gamma_{N} \cup \Gamma_{R}\right) \\
A \nabla \psi \cdot v & =T_{k} \psi,
\end{align*}\right) \text { on } \partial T \cap\left(\Gamma_{N} \cup \Gamma_{R}\right) . ~ \$
$$

Indeed, we have $\tilde{V}^{\mathrm{h}}=H^{1 / 2}\left(E_{H}\right)$ by the trace theory since the local equation is elliptic. Using the above identification, approximating $u^{\mathrm{h}}$ corresponds to approximating $\tilde{u}^{\mathrm{h}}$, which is a function defined on edges and of lower complexity. We need to pay attention to the norm we use when approximating $\tilde{u}^{\mathrm{h}}$ so that we can use the error bound of the approximation to control the error of $u^{\mathrm{h}}$ in the energy norm. This will be the focus of the next section.

Remark 2.3.6. In the remaining part of this chapter, we will frequently use the correspondence between $V^{\mathrm{h}}$ and $\tilde{V}^{\mathrm{h}}$. Conventionally, when we write a tilde on the top of a function in $V^{\mathrm{h}}$, it refers to its corresponding part in $\tilde{V}^{\mathrm{h}}$.

[^6]
### 2.3.4.2 Localization of Approximation

We discuss how to approximate the edge function $\tilde{u}^{h}$, whose domain is $E_{H}$, which is nonlocal. Since it is often preferable to have localized basis functions for approximation and numerical algorithms, our second step is to localize the task of approximating $\tilde{u}^{\mathrm{h}}$ to every single edge.

To achieve localization, we study the geometry of the edge set $E_{H}$ first. Observing that different edges only communicate with each other along their shared nodes, we can use nodal interpolation to localize the approximation. More precisely, we proceed with the following steps:

1. Interpolation: for each node $x_{i} \in \mathcal{N}_{H}$, choose $\tilde{\psi}_{i}$ to be the piecewise linear tent function on $E_{H}$, satisfying $\tilde{\psi}_{i}\left(x_{j}\right)=\delta_{i j}$ for each $x_{j} \in \mathcal{N}_{H}$. This defines an interpolation operator for $v \in V^{\mathrm{h}} \cap C(\bar{\Omega})$ :

$$
I_{H} v:=\sum_{x_{i} \in \mathcal{N}_{H}} v\left(x_{i}\right) \psi_{i}(x) .
$$

Note that $\psi_{i}(x)$ is the same as the basis function constructed via the multiscale finite element method (MsFEM [129]). The interpolation residual $v-I_{H} v$ vanishes on each $x_{i} \in \mathcal{N}_{H} . \operatorname{Set}^{4} v=\tilde{u}^{\mathrm{h}}$ and let $I_{H} \tilde{u}^{\mathrm{h}}$ be one part of the approximation for $\tilde{u}^{\mathrm{h}}$. Then, it remains to approximate the residue $\tilde{u}^{\mathrm{h}}-I_{H} \tilde{u}^{\mathrm{h}}$.
2. Localization: we wish to explore the fact that $\tilde{u}^{\mathrm{h}}-I_{H} \tilde{u}^{\mathrm{h}}$ vanishes on nodes to localize the subsequent approximation task. To achieve so, define $R_{e} \tilde{u}^{\mathrm{h}}=$ $P_{e}\left(\tilde{u}^{\mathrm{h}}-I_{H} \tilde{u}^{\mathrm{h}}\right):=\left.\left(\tilde{u}^{\mathrm{h}}-I_{H} \tilde{u}^{\mathrm{h}}\right)\right|_{e}$. The goal is to find some basis functions on each $e$ to approximate $R_{e} \tilde{u}^{\mathrm{h}}$. To make this problem precise, we need to specify the function space of $R_{e} \tilde{u}^{\mathrm{h}}$, and the norm for approximation.

It turns out that the natural function space $R_{e} \tilde{u}^{\mathrm{h}}$ is the Lions-Magenes space; see the following Proposition 2.3.7.

Proposition 2.3.7. Let $d=2$. Suppose $f \in L^{2}(\Omega)$ and (2.2.3) holds. For each $e \in \mathcal{E}_{H}$, it holds that $R_{e} \tilde{u}^{h} \in H_{00}^{1 / 2}(e)$, the Lions-Magenes space which contains functions $v \in H^{1 / 2}(e)$ such that

$$
\frac{v(x)}{\operatorname{dist}(x, \partial e)} \in L^{2}(e) .
$$

Here $\operatorname{dist}(x, \partial e)$ is the Euclidean distance from $x$ to the boundary of $e$.

[^7]It might seem unclear at this stage why we should consider such a complicated function space. In fact, this is related to the zero extension of functions. According to Chapter 33 of [266], $H_{00}^{1 / 2}(e)$ can also be characterized as the space of functions in $H^{1 / 2}(e)$, such that their zero extensions to $E_{H}$ is still in $H^{1 / 2}\left(E_{H}\right)$. This is the key and in fact the only property that we will use for $H_{00}^{1 / 2}(e)$. The zero extension allows us to connect local approximation and global approximation. In the following we will not distinguish $\tilde{\psi} \in H_{00}^{1 / 2}(e)$ and its zero extension to $E_{H}$ that belongs to $H^{1 / 2}\left(E_{H}\right)$. For any function in $H_{00}^{1 / 2}(e)$, we define a norm to measure approximation accuracy. Definition 2.3.8. Let $d=2$. The $\mathcal{H}^{1 / 2}(e)$ norm of a function $\tilde{\psi} \in H_{00}^{1 / 2}(e)$ is defined as:

$$
\begin{equation*}
\|\tilde{\psi}\|_{\mathcal{H}^{1 / 2}(e)}^{2}:=\int_{\Omega} A|\nabla \psi|^{2}+k^{2}|V \psi|^{2}, \tag{2.3.9}
\end{equation*}
$$

where we have used the one to one correspondence $\tilde{\psi} \in \tilde{V}^{h} \leftrightarrow \psi \in V^{h}$. Here we identify $\tilde{\psi}$ as the zero extension of its value on the edge e to $E_{H}$.

The $\mathcal{H}^{1 / 2}(e)$ norm in Definition 2.3.8 is the natural one to consider here since eventually, we aim for approximation accuracy in the energy norm.

The following theorem is the cornerstone for the above localization strategy. It states that a local accuracy guarantee can be seamlessly coupled to form a global accuracy guarantee.

Theorem 2.3.9 (Global error estimate). Let $d=2$. Suppose for each edge $e$, there exists an edge function $\tilde{v}_{e} \in H_{00}^{1 / 2}(e)$ that satisfies

$$
\begin{equation*}
\left\|R_{e} \tilde{u}^{\mathrm{h}}-\tilde{v}_{e}\right\|_{\mathcal{H}^{1 / 2}(e)} \leq \epsilon_{e} . \tag{2.3.10}
\end{equation*}
$$

Let $v_{e} \in V^{\mathrm{h}}$ be the corresponding part of $\tilde{v}_{e} \in \tilde{V}^{\mathrm{h}}$. Then, it holds that

$$
\begin{equation*}
\left\|u^{\mathrm{h}}-I_{H} u^{\mathrm{h}}-\sum_{e \in \mathcal{E}_{H}} v_{e}\right\|_{\mathcal{H}(\Omega)}^{2} \leq C_{\mathrm{mesh}} \sum_{e \in \mathcal{E}_{H}} \epsilon_{e}^{2} \tag{2.3.11}
\end{equation*}
$$

where $C_{\mathrm{mesh}}$ is a constant depending on the number of edges for the elements only, e.g., for quadrilateral mesh $C_{\text {mesh }}=4$.

Given this theorem, to approximate $u^{\mathrm{h}}$ it suffices to find local edge basis functions that satisfy (2.3.10) for some desired $\epsilon_{e}$. This is a localized task for each $e$.

The proofs for Propositions 2.3.7 and Theorem 2.3.9 are similar to that in the setting of elliptic equations [46]. However, for completeness, we will also present them here in Subsections 2.6.2 and 2.6.3.

### 2.3.4.3 Local Approximation via Oversampling

The last step of approximation is to find local edge basis functions for each $e$ so that (2.3.10) is satisfied. In this subsection, we discuss how to achieve this via oversampling and SVD, which can yield exponentially decaying $\epsilon_{e}$. The general idea is to explore the fact that for a coarse scale function, its behavior on $e$ can be controlled very well by that in an oversampling domain due to the compactness property of the restriction operator.

More precisely, for a given edge $e$, consider an oversampling domain $\omega_{e}$ associated with the edge. In general, any domain containing $e$ in the interior can serve as a candidate. Here, for simplicity of presentation and as an illustrative example, we set

$$
\begin{equation*}
\omega_{e}=\overline{\bigcup\left\{T \in \mathcal{T}_{H}: \bar{T} \cap e \neq \emptyset\right\}} \tag{2.3.12}
\end{equation*}
$$

For interior edges and edges connected to the boundary, an illustration of this choice (2.3.12) for a quadrilateral mesh is given in Figure 2.2.

interior edge

edge connected to boundary

Figure 2.2: Illustration of oversampling domains. On the right, we use an edge connected to the upper boundary as an illustrating example.

The key idea is to treat the residue $R_{e} \tilde{u}^{\mathrm{h}}$ as a restriction of a coarse scale function in $\omega_{e}$ and explore the compactness property of such restriction operators. By an abuse of notation via the correspondence of $V^{\mathrm{h}}$ and $\tilde{V}^{\mathrm{h}}$, for any $\mathcal{H}(\Omega)$ in $V$, we identify $R_{e} v$ as $R_{e} \tilde{v}^{\mathrm{h}}$. As a first step, we write

$$
\begin{equation*}
R_{e} \tilde{u}^{\mathrm{h}}=R_{e} u=R_{e} u_{\omega_{e}}^{\mathrm{h}}+R_{e} u_{\omega_{e}}^{\mathrm{b}}, \tag{2.3.13}
\end{equation*}
$$

where we decompose $u$ in $\omega_{e}$ into its coarse and fine scale components, via (2.3.2) with $T$ replaced by $\omega_{e}$, and we shall use $u_{\omega_{e}}^{\mathrm{h}}$ and $u_{\omega_{e}}^{\mathrm{b}}$ to denote the corresponding local Helmholtz-harmonic and bubble part respectively. Then, to approximate $R_{e} \tilde{u}^{\mathrm{h}}$, we could approximate the two terms in (2.3.13) separately. We will show that the first term can be approximated in an exponentially efficient manner due to a compactness property, and the second term can be computed locally and is very small.

Remark 2.3.10. One may ask whether the decomposition (2.3.13) in the oversampling domain is still well-defined. Indeed, similar to (2.3.1), we have a uniform Poincaré inequality for every $\omega_{e}$ : for any edge e and $H^{1}\left(\omega_{e}\right)$ function $v$ vanishing on any one of the edge boundaries of $\omega_{e}$, it holds that

$$
\begin{equation*}
\|v\|_{L^{2}\left(\omega_{e}\right)} \leq C_{P}^{\prime} H\|\nabla v\|_{L^{2}\left(\omega_{e}\right)}, \tag{2.3.14}
\end{equation*}
$$

where $C_{P}^{\prime}$ is a constant that only depends on $c_{0}, c_{1}, d$ and our choice of oversampling domain. For the particular choice (2.3.12), $C_{P}^{\prime}$ is a constant multiple of $C_{P}$; without loss of generality we assume $C_{P}^{\prime} \geq C_{P}$. Based on this observation, we will choose a small H so that Assumption 2.3.11 holds, which guarantees that local Helmholtz operators in the oversampling domain behave in a manner similar to that of elliptic case; this is similar to Proposition 2.3.3.

Assumption 2.3.11. The mesh size satisfies $H \leq A_{\min }^{1 / 2} /\left(\sqrt{2} C_{P}^{\prime} V_{\max } k\right)$, where $C_{P}^{\prime}$ is the constant in (2.3.14).

Note that Assumption 2.3.11 implies Assumption 2.3.2. Now, we discuss in detail how to deal with the two terms in (2.3.13).

1. For the first term, we consider the following function space in $\omega_{e}$ :

$$
\begin{align*}
& U\left(\omega_{e}\right):=\left\{v \in \mathcal{H}\left(\omega_{e}\right):-\nabla \cdot(A \nabla v)-k^{2} V^{2} v=0, \text { in } \omega_{e}\right.  \tag{2.3.15}\\
&\left.A \nabla v \cdot v=T_{k} v, \text { on }\left(\Gamma_{N} \cup \Gamma_{R}\right) \cap \partial \omega_{e}\right\} .
\end{align*}
$$

Functions in this space are fully determined by their trace on $\partial \omega_{e} \backslash\left(\Gamma_{N} \cup \Gamma_{R}\right)$. By definition, $u_{\omega_{e}}^{\mathrm{h}}$ belongs to $U\left(\omega_{e}\right)$. Under Assumption 2.3.11, $\left(U\left(\omega_{e}\right), \| \cdot\right.$ $\left.\|_{\mathcal{H}\left(\omega_{e}\right)}\right)$ is a Hilbert space, since the Helmholtz operator in $\omega_{e}$ is elliptic. Then, by abuse of notation, consider the operator

$$
R_{e}:\left(U\left(\omega_{e}\right),\|\cdot\|_{\mathcal{H}\left(\omega_{e}\right)}\right) \rightarrow\left(H_{00}^{1 / 2}(e),\|\cdot\|_{\mathcal{H}^{1 / 2}(e)}\right),
$$

such that $R_{e} v=P_{e}\left(v-I_{H} v\right)$ for $v \in U\left(\omega_{e}\right)$. A critical property is that the singular values of $R_{e}$ decay nearly exponentially fast; see Theorem 2.3.12. Its proof is deferred to Subsection 2.6.4.

Theorem 2.3.12. Let $d=2$. Under Assumption 2.3.11, the operator $R_{e}$ is compact for each $e \in \mathcal{E}_{H}$. Denote the pairs of its left singular vectors and singular values by $\left\{\tilde{v}_{m, e}, \lambda_{m, e}\right\}_{m \in \mathbb{N}}$, where $\tilde{v}_{m, e} \in H_{00}^{1 / 2}(e)$ and the sequence $\left\{\lambda_{m, e}\right\}_{m \in \mathbb{N}}$ is in a descending order. Then, for any $\epsilon>0$, it holds that

$$
\begin{equation*}
\lambda_{m, e} \leq C_{\epsilon} \exp \left(-m^{\left(\frac{1}{d+1}-\epsilon\right)}\right), \tag{2.3.16}
\end{equation*}
$$

where $C_{\epsilon}$ is a constant that is independent of $k, H$ and may depend on $\epsilon, d$ and the mesh parameters $c_{0}, c_{1}$.

Remark 2.3.13. As we can see from the proof, we actually show that (2.3.16) still holds by setting $C_{\epsilon}$ to be 1 and requiring for $m>N_{\epsilon}$ with $N_{\epsilon}$ depending on $k$ and $H$. But we can also make the above inequality hold for all $m$ by introducing the constant $C_{\epsilon}$.

We discuss the implication of this theorem. By definition of singular values, if we set $W_{m, e}=\operatorname{span}\left\{\tilde{v}_{j, e}\right\}_{j=1}^{m-1}$, then Theorem 2.3.12 implies that

$$
\begin{equation*}
\min _{\tilde{v}_{e} \in W_{m, e}}\left\|R_{e} v-\tilde{v}_{e}\right\|_{\mathcal{H}^{1 / 2}(e)} \leq C_{\epsilon} \exp \left(-m^{\left(\frac{1}{d+1}-\epsilon\right)}\right)\|v\|_{\mathcal{H}\left(\omega_{e}\right)} . \tag{2.3.17}
\end{equation*}
$$

Applying this result to $v=u_{\omega_{e}}^{\mathrm{h}} \in U\left(\omega_{e}\right)$ leads to

$$
\begin{equation*}
\min _{\tilde{v}_{e} \in W_{m, e}}\left\|R_{e} u_{\omega_{e}}^{\mathrm{h}}-\tilde{v}_{e}\right\|_{\mathcal{H}^{1 / 2}(e)} \leq C_{\epsilon} \exp \left(-m^{\left(\frac{1}{d+1}-\epsilon\right)}\right)\left\|u_{\omega_{e}}^{\mathrm{h}}\right\|_{\mathcal{H}\left(\omega_{e}\right)} . \tag{2.3.18}
\end{equation*}
$$

Thus, there is a nearly exponential efficiency in approximating the first term $R_{e} u_{\omega_{e}}^{n}$.
2. For the second term in (2.3.13), the oversampling bubble part $u_{\omega_{e}}^{\mathrm{b}}$ can be efficiently computed by solving local Helmholtz problems. Moreover, under Assumption 2.3.11 this term is small in the $\mathcal{H}(\Omega)$ norm as shown in the following proposition.

Proposition 2.3.14. Under Assumption 2.3.11, for each $e \in \mathcal{E}_{H}$ the following estimate holds for the oversampling bubble part:

$$
\left\|R_{e} u_{\omega_{e}}^{\mathrm{b}}\right\|_{\mathcal{H}^{1 / 2}(e)} \leq C H\|f\|_{L^{2}\left(\omega_{e}\right)}
$$

where $C$ is a constant independent of $k$ and $H$.
The proof is deferred to Subsection 2.6.5.
We further define a special Helmholtz-harmonic function $u^{\mathrm{s}} \in V^{\mathrm{h}}$, such that that its restriction on each edge $e \in E_{H}$ equals $R_{e} u_{\omega_{e}}^{\mathrm{b}}$. Namely this special Helmholtz-harmonic function accounts for the second term in (2.3.13) for each edge. By the previous proposition, we immediately have the estimate

$$
\left\|u^{\mathrm{s}}\right\|_{\mathcal{H}(\Omega)} \leq C H\|f\|_{L^{2}(\Omega)}
$$

where $C$ is a constant independent of $k$ and $H$. Along with Proposition 2.3.5, we conclude that there is a constant $C_{s}$ independent of $k$ and $H$ such that

$$
\begin{equation*}
\left\|u^{\mathrm{s}}\right\|_{\mathcal{H}(\Omega)}+\left\|u^{\mathrm{b}}\right\|_{\mathcal{H}(\Omega)} \leq C_{s} H\|f\|_{L^{2}(\Omega)} \tag{2.3.19}
\end{equation*}
$$

Now consider the following space of basis functions:

$$
\tilde{V}_{H, m, e}^{(1)}:=W_{m, e}
$$

In practice, this space can be computed locally by an SVD of $R_{e}$. Due to (2.3.13) and (2.3.18), we have the following error estimate on each $e$ :

$$
\begin{equation*}
\min _{\tilde{v}_{e} \in \tilde{V}_{H, m, e}^{(1)}}\left\|R_{e} u^{\mathrm{h}}-u^{\mathrm{s}}-\tilde{v}_{e}\right\|_{\mathcal{H}^{1 / 2}(e)} \leq C_{\epsilon} \exp \left(-m^{\left(\frac{1}{d+1}-\epsilon\right)}\right)\left\|u_{\omega_{e}}^{\mathrm{h}}\right\|_{\mathcal{H}\left(\omega_{e}\right)} . \tag{2.3.20}
\end{equation*}
$$

Remark 2.3.15. The operator $R_{e}$ involves nodal interpolation, which is in general not stable for $H^{1}$ functions if the dimension is greater than 1 . However, in Theorem 2.3.12, we take the domain of the operator to be $U\left(\omega_{e}\right)$, which contains Helmholtzharmonic functions that are Hölder continuous, due to the standard $C^{\alpha}$ estimates for elliptic equations. More specifically, Lemma 2.6.2 implies the stability of $R_{e}$ in this space.

Remark 2.3.16. If we follow the proof of Lemma 3.13 in [179], it is be possible to remove the small parameter $\epsilon$ in Theorem 2.3.12 to get a better asymptotic bound $O\left(\exp \left(-m^{\frac{1}{d+1}}\right)\right.$.

### 2.3.4.4 Low Complexity in Approximation

Finally, define the collection of edge basis functions

$$
\tilde{V}_{H, m}^{(1)}=\operatorname{span}\left\{\bigcup_{e} \tilde{V}_{H, m, e}^{(1)}\right\},
$$

and denote by $\tilde{V}_{H}^{(0)}$ the span of the nodal interpolation basis used earlier, i.e. $\tilde{V}_{H}^{(0)}$ := $\operatorname{span}\left\{\tilde{\psi}_{i}\right\}$. Define the overall edge approximation $\tilde{V}_{H, m}=\operatorname{span}\left\{\tilde{V}_{H}^{(0)} \cup \tilde{V}_{H, m}^{(1)}\right\}$. Let $V_{H, m} \subset V^{\mathrm{h}}$ be the corresponding part of $\tilde{V}_{H, m} \subset \tilde{V}^{\mathrm{h}}$, via (2.3.8). Then, using (2.3.20) and Theorem 2.3.9, we get a nearly exponentially decaying error estimate for approximating $u^{\mathrm{h}}$; see Theorem 2.3.17.

Theorem 2.3.17. Let $d=2$. Under Assumption 2.3.11 and (2.2.3), it holds that

$$
\min _{v \in V_{H, m}}\left\|u^{\mathrm{h}}-u^{\mathrm{s}}-v\right\|_{\mathcal{H}(\Omega)} \leq C_{d}\left(C_{\text {stab }}(k)+H\right) \exp \left(-m^{\left(\frac{1}{d+1}-\epsilon\right)}\right)\|f\|_{L^{2}(\Omega)},
$$

where $C_{d}$ is a generic constant independent of $k, m, H$.

Proof. By Theorem 2.3.12 and the global error estimate in Theorem 2.3.9, we get

$$
\begin{equation*}
\min _{v \in V_{H, m}}\left\|u^{\mathrm{h}}-u^{\mathrm{s}}-v\right\|_{\mathcal{H}(\Omega)}^{2} \leq C_{\mathrm{mesh}} C_{\epsilon}^{2} \exp \left(-2 m^{\left(\frac{1}{d+1}-\epsilon\right)}\right) \sum_{e \in \mathcal{E}_{H}}\left\|u_{\omega_{e}}^{\mathrm{h}}\right\|_{\mathcal{H}\left(\omega_{e}\right)}^{2} . \tag{2.3.21}
\end{equation*}
$$

Due to Assumption 2.3.11, we have the elliptic estimate for the oversampling bubble part:

$$
\begin{equation*}
\left\|u_{\omega_{e}}^{\mathrm{b}}\right\|_{\mathcal{H}\left(\omega_{e}\right)} \leq \frac{3 C_{P}^{\prime}}{A_{\min }^{1 / 2}} H\|f\|_{L^{2}\left(\omega_{e}\right)} \tag{2.3.22}
\end{equation*}
$$

This is similar to Proposition 2.3.5, which is a consequence of Assumption 2.3.2. Then, using $u_{\omega_{e}}^{\mathrm{h}}=u-u_{\omega_{e}}^{\mathrm{b}}$, it follows that

$$
\begin{equation*}
\left\|u_{\omega_{e}}^{\mathrm{h}}\right\|_{\mathcal{H}\left(\omega_{e}\right)}^{2} \leq 2\left(\|u\|_{\mathcal{H}\left(\omega_{e}\right)}^{2}+\left\|u_{\omega_{e}}^{\mathrm{b}}\right\|_{\mathcal{H}\left(\omega_{e}\right)}^{2}\right) \leq \frac{18 C_{P}^{\prime 2}}{A_{\min }} H^{2}\|f\|_{L^{2}\left(\omega_{e}\right)}^{2}+2\|u\|_{\mathcal{H}\left(\omega_{e}\right)}^{2} \tag{2.3.23}
\end{equation*}
$$

Note that by our choice of oversampling domains, every element $T$ can only be covered by $\left\{\omega_{e}\right\}_{e \in \mathcal{E}_{H}}$ at most $C_{1}$ times for a fixed $C_{1}$. Therefore it holds that

$$
\begin{equation*}
\sum_{e \in \mathcal{E}_{H}}\|f\|_{L^{2}\left(\omega_{e}\right)}^{2} \leq C_{1}\|f\|_{L^{2}(\Omega)}^{2} \tag{2.3.24}
\end{equation*}
$$

as well as

$$
\begin{equation*}
\sum_{e \in \mathcal{E}_{H}}\|u\|_{\mathcal{H}\left(\omega_{e}\right)}^{2} \leq C_{1}\|u\|_{\mathcal{H}(\Omega)}^{2} \leq C_{1} C_{\mathrm{stab}}^{2}(k)\|f\|_{L^{2}(\Omega)}^{2} \tag{2.3.25}
\end{equation*}
$$

where the last inequality is due to the a priori estimate (2.2.3). Combining (2.3.21), (2.3.23), (2.3.24), and (2.3.25) completes the proof.

Clearly, Theorem 2.3.17 implies the low complexity property of the part $u^{\mathrm{h}}-u^{\mathrm{s}}$. Each edge contains at most $m$ basis functions, so the space $V_{H, m}$ is of dimension $O\left(m / H^{d}\right)$, while the approximation accuracy is of order $\exp \left(-m^{\left(\frac{1}{d+1}-\epsilon\right)}\right)$. We will use the space $V_{H, m}$ in our multiscale framework for approximating $u^{\mathrm{h}}-u^{\mathrm{s}}$.

Remark 2.3.18. $V_{H, m}$ does not depend on the right hand side $f$ or the solution $u$. Therefore, we can use the same $V_{H, m}$ for different right-hand sides.

### 2.4 The Multiscale Methods

In this section, we discuss the multiscale methods for solving (2.1.1), based on the coarse-fine scale decomposition established in the last section.

By the nature of a multiscale algorithm, we will handle the "coarse part" $u^{\mathrm{h}}-u^{\mathrm{s}}$ and the "fine part" $u^{\mathrm{b}}+u^{\mathrm{s}}$ separately. Conceptually, the locality and small magnitude
of $u^{\mathrm{b}}+u^{\mathrm{s}}$ imply that it can be computed efficiently or ignored without affecting the accuracy much, and the low complexity of $u^{\mathrm{h}}-u^{\mathrm{s}}$ indicates that we can use a Galerkin method with a small number of basis functions to approximate it accurately.

In Subsection 2.4.1, we outline our general multiscale computational framework. Depending on how the trial and test spaces in the Galerkin method are selected, we get two categories of algorithms, namely the Ritz-Galerkin approach and PetrovGalerkin approach that we will make precise in Subsections 2.4.2 and 2.4.3, respectively.

### 2.4.1 The Multiscale Framework

The bubble part $u^{\mathrm{b}}$ and the special function $u^{\mathrm{s}}$ are first computed locally. Given these parts, we form an effective equation for $u^{\mathrm{h}}-u^{\mathrm{s}}$ as

$$
\begin{equation*}
a\left(u^{\mathrm{h}}-u^{\mathrm{s}}, v\right)=(f, v)_{\Omega}-a\left(u^{\mathrm{b}}+u^{\mathrm{s}}, v\right), \tag{2.4.1}
\end{equation*}
$$

for any $v \in \mathcal{H}(\Omega)$.
Remark 2.4.1. The right hand side in (2.4.1) can be seen as a bounded linear functional on $v \in \mathcal{H}(\Omega)$. By the estimate in (2.2.4), this equation for $u^{\mathrm{h}}-u^{\mathrm{s}}$ (given fixed $u^{\mathrm{b}}+u^{\mathrm{s}}$ ) is well-posed.

Numerically, we solve the equation (2.4.1) for $u^{\mathrm{h}}-u^{\mathrm{s}}$ using a Galerkin method. That is, we choose a trial space $S$ and a test space $S_{\text {test }}$ to find a numerical solution $u_{S} \in S$ that satisfies

$$
\begin{equation*}
a\left(u_{S}, v\right)=(f, v)_{\Omega}-a\left(u^{\mathrm{b}}+u^{\mathrm{s}}, v\right), \tag{2.4.2}
\end{equation*}
$$

for any $v \in S_{\text {test }}$. If $S_{\text {test }}=S$, then it is called a Ritz-Galerkin method, otherwise it is a Petrov-Galerkin method. Here since the equation is formulated in the complex domain, we specifically refer to the choice $S_{\text {test }}=\bar{S}$ as the Petrov-Galerkin method.

In Subsection 2.4.2, we formulate our Ritz-Galerkin method and present theories for the well-posedness of the discrete problem, as well as the error estimate in both the energy norm and the $L^{2}$ norm. In Subsection 2.4.3, we discuss the Petrov-Galerkin method, which is more straightforward and appears more convenient in practical computation.

### 2.4.2 The Ritz-Galerkin Method

First, we establish a general strategy for analyzing the Ritz-Galerkin method in solving (2.4.1). We start with a definition of the approximation accuracy of $S$.

Definition 2.4.2. For $S \subset V^{\mathrm{h}}$, the approximation accuracy of $S$ is defined as

$$
\begin{equation*}
\eta(S):=\sup _{f \in L^{2}(\Omega) \backslash\{0\}} \inf _{v \in S} \frac{\|u-v\|_{\mathcal{H}(\Omega)}}{\|f\|_{L^{2}(\Omega)}}, \tag{2.4.3}
\end{equation*}
$$

where $u$ and $f$ are related via the Helmholtz equation in (2.1.1).

For the Ritz-Galerkin method, it turns out that $\eta(S)$ is critical in analyzing the solution errors of $u_{S}$.

Theorem 2.4.3. Suppose (2.2.3) holds and $k \eta(S) \leq 1 /\left(4 C_{c} V_{\max }\right)$ as well as $\bar{S}=S$. Then, the following statements hold for the Ritz-Galerkin method:

1. The Galerkin solution $u_{S}$ is a quasi-optimal approximation in the sense that

$$
\begin{aligned}
\left\|u^{\mathrm{h}}-u^{\mathrm{s}}-u_{S}\right\|_{\mathcal{H}(\Omega)} \leq 2 C_{c} \inf _{v \in S}\left\|u^{\mathrm{h}}-u^{\mathrm{s}}-v\right\|_{\mathcal{H}(\Omega)} \\
\left\|u^{\mathrm{h}}-u^{\mathrm{s}}-u_{S}\right\|_{L^{2}(\Omega)} \leq C_{c} \eta(S)\left\|u^{\mathrm{h}}-u^{\mathrm{s}}-u_{S}\right\|_{\mathcal{H}(\Omega)}
\end{aligned}
$$

2. If we further assume $H k \leq 1 /\left(8 C_{s} C_{c} V_{\max }\right)$, for constant $C_{s}$ defined in (2.3.19), the discrete problem satisfies the discrete inf-sup stability condition:

$$
\inf _{v \in S} \sup _{v^{\prime} \in S \backslash\{0\}} \frac{\left|a\left(v, v^{\prime}\right)\right|}{\|v\|_{\mathcal{H}(\Omega)}\left\|v^{\prime}\right\|_{\mathcal{H}(\Omega)}} \geq \frac{1}{4+3 C_{c}^{-1}+8 k V_{\max } C_{\text {stab }}(k)} .
$$

The proof of this theorem is deferred to Subsection 2.6.6. It is inspired by the standard Gårding-type inequality for a posteriori estimate; see for example [185]. However, our proofs are slightly different since only the part $u^{\mathrm{h}}-u^{\mathrm{s}}$ is approximated via the basis functions.

The above theorem implies that once $\eta(S)$ is small, the discrete problem is wellposed, and the Galerkin solution approximates the exact solution accurately.

Given Theorem 2.4.3, we can choose $S=V_{H, m}+\overline{V_{H, m}}$ where $V_{H, m}$ is defined in Theorem 2.3.17 independent of the right hand side. For the quantity $\eta(S)$, we have the following estimate using its subspace $V_{H, m}$ :

$$
\begin{equation*}
\eta(S) \leq \eta\left(V_{H, m}\right) \leq \max \left(C_{d}, C_{s}\right)\left(\left(C_{\text {stab }}(k)+H\right) \exp \left(-m^{\left(\frac{1}{d+1}-\epsilon\right)}\right)+H\right) \tag{2.4.4}
\end{equation*}
$$

Here we have used (2.3.19) for the small parts $u^{\mathrm{b}}$ and $u^{\mathrm{s}}$ of size $O(H)$, and Theorem 2.3.17 for the approximation error for $u^{\mathrm{h}}-u^{\mathrm{s}}$. Invoking Theorems 2.4.3 and 2.3.17, we get the following error analysis for the Galerkin solution:

Theorem 2.4.4. Let $d=2$. Suppose Assumption 2.3.11 and (2.2.3) hold, and

$$
\max \left(C_{d}, C_{s}\right) k\left(\left(C_{\mathrm{stab}}(k)+H\right) \exp \left(-m^{\left(\frac{1}{d+1}-\epsilon\right)}\right)+H\right) \leq 1 /\left(4 C_{c} V_{\max }\right),
$$

where $C_{s}, C_{d}$ are generic constants defined in (2.3.19) and Theorem 2.3.17 respectively. Then using $S=V_{H, m}+\overline{V_{H, m}}$ in the Ritz-Galerkin method leads to a solution $u_{S}$ that satisfies:

$$
\begin{equation*}
\left\|u^{\mathrm{h}}-u^{\mathrm{s}}-u_{S}\right\|_{\mathcal{H}(\Omega)} \leq 2 C_{c} C_{d}\left(C_{\text {stab }}(k)+H\right) \exp \left(-m^{\left(\frac{1}{d+1}-\epsilon\right)}\right)\|f\|_{L^{2}(\Omega)} . \tag{2.4.5}
\end{equation*}
$$

For the $\epsilon$ that satisfies $\frac{1}{d+1}-\epsilon=\frac{1}{d+2}$, we can take $m \sim O\left(\log ^{d+2}\left(k C_{\text {stab }}(k)\right)\right.$. Then the condition in Theorem 2.4.4 holds, provided that the mesh size $H$ satisfies the following Assumption 2.4.5:

Assumption 2.4.5. The mesh size satisfies $H \leq 1 /\left(8 \max \left(C_{d}, C_{s}\right) C_{c} V_{\max } k\right)$.

Furthermore, if $C_{\text {stab }}(k) \leq C\left(1+k^{\gamma}\right)$ for some constants $\gamma$ and $C$, then the condition $m \sim O\left(\log ^{d+2}\left(k C_{\text {stab }}(k)\right)\right.$ reduces to $m \sim \log ^{d+2}(k)$. This implies that once $m$ is moderately large, i.e., logarithmic in $k$, the nearly exponential convergence of the Galerkin solution shown in Theorem 2.4.4 will become effective. As in Remark 2.3.16, we can improve the index $d+2$ to $d+1$.

We provide several additional remarks of the Ritz-Galerkin method below.
Remark 2.4.6. In the Ritz-Galerkin method, the trial and test spaces are $S=$ $V_{H, m}+\overline{V_{H, m}}$. One can intuitively understand that $V_{H, m}$ is needed to represent the desired solution, and $\overline{V_{H, m}}$ is used for the approximation of the adjoint problem, which is required in the numerical analysis of the Helmholtz equation. There can be a lot of overlap between $V_{H, m}$ and $\overline{V_{H, m}}$ : on each interior edge, since the singular vectors of $R_{e}$ are real, these edge basis functions are real-valued. Thus, $V_{H, m}$ and $\overline{V_{H, m}}$ can only differ on the edges connected to the boundary, where the presence of the Robin boundary condition makes the operator non-Hermitian.

Remark 2.4.7. Combining (2.4.5) with the local computation of the fine parts will yield the overall error estimate for $u$, which is nearly exponentially convergent.

### 2.4.3 The Petrov-Galerkin Method

In this subsection, we introduce the Petrov-Galerkin method. We choose $S=V_{H, m}$ and $S_{\text {test }}=\overline{V_{H, m}}$. We give the following remarks on this method.

Remark 2.4.8. The trial and test spaces in the Petrov-Galerkin method often have smaller dimensions than their Ritz-Galerkin counterpart, since we do not put the complex conjugate $\overline{V_{H, m}}$ in $S$. This can save computational efforts.

Remark 2.4.9. Our current theory does not address the stability of the discrete system and the $\mathcal{H}(\Omega)$ error estimate for the Petrov-Galerkin method. This is left for our future work. We note that our numerical experiments in the next section imply that these properties also hold for the Petrov-Galerkin method.

### 2.5 Numerical Experiments

In this section, we will outline and discuss our numerical algorithms in detail based on the established theoretical analysis. Several Helmholtz equations are solved using our algorithm, which confirm our theoretical results. We also consider some examples in which our theoretical assumptions are not satisfied. Even for these examples, our methods still give a nearly exponential rate of convergence. This provides further evidence for the robustness of our methods.

### 2.5.1 Set-up

We consider the domain $\Omega=[0,1] \times[0,1]$ and discretize it by a uniform two-level quadrilateral mesh; see a fraction of this mesh in Figure 2.3, where we also show an edge $e$ and its oversampling domain $\omega_{e}$ in solid lines. The coarse and fine mesh


Figure 2.3: Two level mesh: a fraction
sizes are denoted by $H$ and $h$, respectively.
For a given Helmholtz equation, we compute the reference solution $u_{\text {ref }}$ using the classical FEM on the fine mesh; with a sufficiently small $h$, it is reasonable to treat $u_{\text {ref }}$ as the ground truth $u$. We remark that via a posteriori estimates, we can check that the fine mesh indeed resolve the corresponding problems; thus the associated fine mesh solutions could serve as good reference solutions, for all of our numerical
examples. To be precise, we check that the relative error between the solutions using fine mesh of size $h$ and $h / 2$ are small, such that it is of order $10^{-2}$ in energy norm and $10^{-4}$ in $L^{2}$ norm.

The accuracy of a numerical solution $u_{\text {sol }}$ is computed by comparing it with the reference solution $u_{\text {ref }}$ on the fine mesh. The accuracy will be measured both in the $L^{2}$ norm and energy norm:

$$
\begin{align*}
e_{L^{2}} & =\frac{\left\|u_{\mathrm{ref}}-u_{\mathrm{sol}}\right\|_{L^{2}(\Omega)}}{\left\|u_{\mathrm{ref}}\right\|_{L^{2}(\Omega)}}, \\
e_{\mathcal{H}} & =\frac{\left\|u_{\mathrm{ref}}-u_{\mathrm{sol}}\right\|_{\mathcal{H}(\Omega)}}{\left\|u_{\mathrm{ref}}\right\|_{\mathcal{H}(\Omega)}} . \tag{2.5.1}
\end{align*}
$$

### 2.5.2 Multiscale Algorithms

We outline our numerical algorithms for obtaining $u_{\text {sol }}$. There are offline and online stages, depending on whether the steps involve the information of the right hand side.

### 2.5.2.1 Offline Stage

For each edge $e \in \mathcal{E}_{H}$ and its associated oversampling domain $\omega_{e}$, the key step in the offline stage is to construct the discretized version of the operator

$$
R_{e}:\left(U\left(\omega_{e}\right),\|\cdot\|_{\mathcal{H}\left(\omega_{e}\right)}\right) \rightarrow\left(H_{00}^{1 / 2}(e),\|\cdot\|_{\mathcal{H}^{1 / 2}(e)}\right)
$$

which is defined by $R_{e} v=\left.\left(v-I_{H} v\right)\right|_{e}$. Here $U\left(\omega_{e}\right)$ is defined in (2.3.15), $\|\cdot\|_{\mathcal{H}\left(\omega_{e}\right)}$ is the energy norm in $\omega_{e}$, while $H_{00}^{1 / 2}(e)$ is the Lions-Magenes space, and $\|\cdot\|_{\mathcal{H}^{1 / 2}(e)}$ is defined in (2.3.9).

We note that functions in $U\left(\omega_{e}\right)$ are fully determined by their traces on $\partial \omega_{e} \backslash\left(\Gamma_{N} \cup\right.$ $\Gamma_{R}$ ). Thus, we can take the discretized matrix version of $R_{e}$ as a linear mapping from Dirichlet's data on $\partial \omega_{e} \backslash\left(\Gamma_{N} \cup \Gamma_{R}\right)$ to the image of $R_{e}$, which contains functions on the edge $e$. The discretization of the $\|\cdot\|_{\mathcal{H}\left(\omega_{e}\right)}$ and $\|\cdot\|_{\mathcal{H}^{1 / 2}(e)}$ norms leads to positive definite matrices on the discretized domains $\partial \omega_{e} \backslash\left(\Gamma_{N} \cup \Gamma_{R}\right)$ and $e$. To obtain these positive definite matrices, we construct the Helmholtz-harmonic extension operators both on $e$ and $\partial \omega_{e} \backslash\left(\Gamma_{N} \cup \Gamma_{R}\right)$, which maps boundary data to the Hemholtz-harmonic function in the domain. Based on this operator, we can calculate the energy norms of the extended Hemholtz-harmonic function. This leads to the required norms as well as the positive definite matrices defining these norms ${ }^{5}$.

[^8]With the discretized matrices constructed, the next step is to compute the top $m$ left singular vectors of $R_{e}$ for some selected $m \in \mathbb{N}$. This SVD problem turns out to be a generalized eigenvalue problem for these discrete matrices. For each $e$, denote the singular vectors by $\tilde{v}_{1, e}, \ldots, \tilde{v}_{m, e} \in H_{00}^{1 / 2}(e)$. Their Helmholtz-harmonic extensions to the domain are denoted by $v_{1, e}, \ldots, v_{m, e} \in \mathcal{H}(\Omega)$, obtained via the correspondence (2.3.8). The basis function space formed by the collection of all $v_{j, e}, 1 \leq j \leq m$ and $e \in \mathcal{E}_{H}$, together with the interpolation part $\left\{\psi_{i}\right\}_{x_{i} \in \mathcal{N}_{H}}$, are denoted by $V_{H, m}$ and will constitute the Galerkin basis as defined in Subsection 2.3.4.4. Note that here $\left\{\psi_{i}\right\}_{x_{i} \in \mathcal{N}_{H}}$ are the same as the basis functions in the MsFEM.

We are now in a position to construct our Galerkin basis and the associated stiffness matrix. The construction depends on how to choose the trial and test spaces in the Galerkin method. We will outline two possible choices below:

- Ritz-Galerkin: $S=V_{H, m}+\overline{V_{H, m}}$ and $S_{\text {test }}=S$.
- Petrov-Galerkin: $S=V_{H, m}$ and $S_{\text {test }}=\overline{V_{H, m}}$.


### 2.5.2.2 Online Stage

In the online stage, we solve the coarse and fine scales separately. Firstly we solve for $u^{\mathrm{b}}$ and $u^{\mathrm{s}}$, and then we use the effective equation (2.4.1) to solve for $u^{\mathrm{h}}-u^{\mathrm{s}}$.

For the bubble part $u^{\mathrm{b}}$, we solve the local Hemholtz problem in each element $T \in \mathcal{T}_{H}$, which leads to $u_{T}^{\mathrm{b}}$ defined in (2.3.2). Gluing them together leads to $u^{\mathrm{b}}$.

For $u^{\mathrm{s}}$, on each $e \in \mathcal{E}_{H}$ and $\omega_{e}$, we construct the oversampling bubble part $u_{\omega_{e}}^{\mathrm{b}}$ via solving a local Helmholtz equation. Then, we get an edge function $R_{e} u_{\omega_{e}}^{\mathrm{b}}$ for each edge. We solve locally the Helmholtz-harmonic extension of these edge functions and add them together to obtain $u^{\mathrm{s}}$.

Now we can form the right-hand side vector in our effective equation (2.4.1), and use the offline-assembled stiffness matrix to obtain the Galerkin solution for the part $u^{\mathrm{h}}-u^{\mathrm{s}}$.

This construction yields a practical numerical algorithm that efficiently handles multiple right-hand sides.

We note that all the above algorithms consider a uniform number of basis functions, namely $m$, for each edge $e \in \mathcal{E}_{H}$. It is also possible to make this number vary with edges, so it is thus fully adaptive to the problem's local properties such as the
approach in [128]. Consequently, this will lead to an adaptive algorithm where the truncated singular values serve as local error indicators. We do not pursue this in detail here and will leave this to our future work.

In the following, we will test our algorithms for different model problems. Our general set-up is to fix a reasonable coarse scale $H$ and then study how the errors behave as $m$ changes, for the two choices outlined above.

Remark 2.5.1. Our numerical experience implies that in the Ritz-Galerkin method, one does not need to add the conjugate space $\overline{V_{H, m}}$ into $S$ while still obtaining an exponential rate of convergence.

### 2.5.3 A High Wavenumber Example: Planar Wave

We start with an example of planar wave where the coefficients are constant and the wavenumber is high. More precisely, we set $A=V=\beta=1$ and $f=0$. The wavenumber $k=2^{7}$. We take the exact solution to be

$$
u\left(x_{1}, x_{2}\right)=\exp \left(-i k\left(0.6 x_{1}+0.8 x_{2}\right)\right) .
$$

Using this solution, we are able to specify the Robin boundary condition on $\partial \Omega$. Note that this is an inhomogeneous boundary condition, so it is beyond our previous discussion. In this case, the inhomogeneous data are incorporated to the equation of the bubble part $u^{\mathrm{b}}$, while the treatment for the Helmholtz-harmonic part remains the same as that in the homogeneous case. To be specific, now our decomposition on each element $T$ is $u=u_{T}^{\mathrm{h}}+u_{T}^{\mathrm{b}}+u_{T}^{\mathrm{p}}$ where $u_{T}^{\mathrm{p}}$ stands for a particular solution. The part $u_{T}^{\mathrm{b}}+u_{T}^{\mathrm{p}}$ satisfies

$$
\begin{aligned}
-\nabla \cdot\left(A \nabla\left(u_{T}^{\mathrm{b}}+u_{T}^{\mathrm{p}}\right)\right)-k^{2} V^{2}\left(u_{T}^{\mathrm{b}}+u_{T}^{\mathrm{p}}\right) & =f, \text { in } T \\
u_{T}^{\mathrm{b}}+u_{T}^{\mathrm{p}} & =0, \text { on } \partial T \backslash\left(\Gamma_{N} \cup \Gamma_{R}\right) \\
A \nabla\left(u_{T}^{\mathrm{b}}+u_{T}^{\mathrm{p}}\right) \cdot v & =T_{k}\left(u_{T}^{\mathrm{b}}+u_{T}^{\mathrm{p}}\right)+g, \text { on } \partial T \cap\left(\Gamma_{N} \cup \Gamma_{R}\right) .
\end{aligned}
$$

We will use $u^{\mathrm{b}}+u^{\mathrm{p}}$ to replace $u^{\mathrm{b}}$ on the right-hand side of the effective equation for Galerkin solution (2.4.1). Similarly, when we compute the special Helmholtzharmonic function $u^{\mathrm{s}}$ to account for the oversampling bubble part, its restriction on each edge equals $R_{e}\left(u_{\omega_{e}}^{\mathrm{b}}+u_{\omega_{e}}^{\mathrm{p}}\right)$ instead of $R_{e} u_{\omega_{e}}^{\mathrm{b}}$. In this way we can take care of the boundary data via local particular problems and still obtain the desired accuracy. The error analysis in such case remains the same once we replace $u_{T}^{\mathrm{b}}$ in the homogeneous data case by $u_{T}^{\mathrm{b}}+u_{T}^{\mathrm{p}}$; in the bound we will also have the norm of $g$.

We set the fine mesh $h=2^{-10}$, coarse mesh $H=2^{-5}$. We vary the number of edge basis functions in each $e \in \mathcal{E}_{H}$, choosing $m=1,2, \ldots, 7$ and implementing the two algorithms outlined in Subsection 2.5.2.2. The results are shown in Figure 2.4. We


Figure 2.4: Numerical results for the high wavenumber example. Left: $e_{\mathcal{H}}$ versus $m$; right: $e_{L^{2}}$ versus $m$.
observe that the online basis approaches achieve nearly exponential decaying errors with respect to $m$. The difference between the Ritz-Galerkin and Petrov-Galerkin approaches is almost negligible. We can see that a few basis per edge suffice for very high accuracy.

Furthermore, we make some comparison between our edge coupling approach (the Ritz-Galerkin version) and the PUM approach reported in [177]. We adopt the same setting there with $k=100, H=1 / 20, h=1 / 1000$ and vary the number of edge basis functions in each $e \in \mathcal{E}_{H}$, choosing $m=2,3, \ldots, 7$. We present the results in Figure 2.5 . We see that both errors decay very fast, and in particular, the error in


Figure 2.5: Numerical results for the high wavenumber example with $k=100$, $H=1 / 20, h=1 / 1000$.
our method for $m=7$ is smaller than the error in [177] with oversampling ratio $H_{*} / H=2$ and 35 local basis per patch. With the same wavenumber and number
of coarse patches, our method uses a slightly larger oversampling domain, while reducing the number of multiscale basis by a factor of around $35 /(2 \times 7)=2.5$. Here, we have used the fact that the number of edges is twice as many as domains in 2D. Nevertheless, the support of basis functions in our approach and PUM approach could be different by a factor of 2, and the size of the overlapped domain decomposition in the PUM approach could also influence the result, leading to additional complexities for comparison. More detailed numerical study of the two approaches could be of future interest.

### 2.5.4 A High Contrast Example: Mie resonances

In this example, we consider an $A(x)$ with high contrast channels. More precisely, define the domain

$$
\begin{equation*}
\Omega_{\varepsilon}=(0.25,0.75)^{2} \cap \bigcup_{j \in \mathbb{Z}^{2}} \varepsilon\left(j+(0.25,0.75)^{2}\right) \tag{2.5.2}
\end{equation*}
$$

and the coefficient is defined as

$$
A(x)=\left\{\begin{aligned}
1, & x \notin \Omega_{\varepsilon} \\
\varepsilon^{2}, & x \in \Omega_{\varepsilon} .
\end{aligned}\right.
$$

Here, $\varepsilon$ is a parameter controlling the contrast. We choose $\varepsilon=2^{-4}$ and visualize $\log _{10} A(x)$ in the left plot of Figure 2.6.


Figure 2.6: Left: the contour of $\log _{10} A$ for the high contrast example; right: the contour of $A$ for the rough media example.

We take $\beta=1, V=1, k=9$. For such a choice of $k$, the model exhibits an unusual behavior induced by Mie resonances in the small inclusions; see [199, 215]. An accurate numerical solution for this model would be hard to compute and it serves
as a proper benchmark for our method. The right hand side is

$$
f\left(x_{1}, x_{2}\right)=\left\{\begin{array}{c}
10000 \exp \left(-\frac{1}{1-400 \times \operatorname{dist}(x, z)^{2}}\right), \operatorname{dist}(x, z)^{2}<\frac{1}{400} \\
0, \text { otherwise }
\end{array}\right.
$$

where $z=(0.125,0.5)$ and $\operatorname{dist}(x, z)^{2}=\left(x_{1}-0.125\right)^{2}+\left(x_{2}-0.5\right)^{2}$. We impose the homogeneous Robin boundary condition on $\partial \Omega$. We take the fine mesh $h=2^{-9}$ and the coarse mesh $H=2^{-5}$. As before we take $m=1,2, \ldots, 7$ and the numerical results are shown in Figure 2.7. A nearly exponential rate of convergence is observed consistently, and in this particular example, the Ritz method slightly outperforms the Petrov method.



Figure 2.7: Numerical results for the high contrast example. Left: $e_{\mathcal{H}}$ versus $m$; right: $e_{L^{2}}$ versus $m$.

### 2.5.5 An Numerical Example with Mixed Boundary and Rough Field

In the last example, we consider a mixed boundary problem. We impose the homogeneous Dirichlet boundary condition on $\left(x_{1}, 0\right), x_{1} \in[0,1]$, the homogeneous Neumann boundary condition on $\left(x_{1}, 1\right), x_{1} \in[0,1]$, and the homogeneous Robin boundary condition on the other two parts of $\partial \Omega$. We choose $A(x)$ to be a realization of some random field; more precisely,

$$
\begin{equation*}
A(x)=|\xi(x)|+0.5, \tag{2.5.3}
\end{equation*}
$$

where the field $\xi(x)$ satisfies

$$
\xi(x)=a_{11} \xi_{i, j}+a_{21} \xi_{i+1, j}+a_{12} \xi_{i, j+1}+a_{22} \xi_{i+1, j+1}, \text { if } x \in\left[\frac{i}{2^{7}}, \frac{i+1}{2^{7}}\right) \times\left[\frac{j}{2^{7}}, \frac{j+1}{2^{7}}\right) .
$$

Here, $\left\{\xi_{i, j}, 0 \leq i, j \leq 2^{7}\right\}$ are i.i.d. unit Gaussian random variables. In addition, $a_{11}=\left(i+1-2^{7} x_{1}\right)\left(j+1-2^{7} x_{2}\right), a_{21}=\left(2^{7} x_{1}-i\right)\left(j+1-2^{7} x_{2}\right), a_{12}=(i+1-$
$\left.2^{7} x_{1}\right)\left(2^{7} x_{2}-j\right), a_{22}=\left(2^{7} x_{1}-i\right)\left(2^{7} x_{2}-j\right)$ are interpolating coefficients to make $\xi(x)$ piecewise linear. A sample from this field is displayed in the right plot of Figure 2.6.

Moreover, we also take $V(x)$ and $\beta(x)$ as independent samples drawn from this random field. We choose the wavenumber $k=2^{5}$, the right hand side $f\left(x_{1}, x_{2}\right)=$ $x_{1}^{4}-x_{2}^{3}+1$, the fine mesh $h=2^{-10}$ and the coarse mesh $H=2^{-5}$. Again we take $m=1,2, \ldots, 7$ and present the numerical results in Figure 2.8. A nearly exponential


Figure 2.8: Numerical results for the mixed boundary and rough field example. Left: $e_{\mathcal{H}}$ versus $m$; right: $e_{L^{2}}$ versus $m$.
rate of convergence is still observed for this challenging example. The differences between the Ritz-Galerkin method and Petrov-Galerkin method is very mild.

It is worth noting that this example is constructed artificially, mixing different kinds of boundary conditions and rough coefficients, without taking into account the analytical properties of this combination. Thus, the numerical results for this example demonstrate the effectiveness of our multiscale methods in a more general setting. Moreover, our right hand side $f$ is global, so most oversampling bubble parts would be non-zero.

### 2.5.6 Summary

We summarize what we have observed in these numerical examples. Both algorithms lead to a nearly exponential rate of convergence with respect to $m$, and we are able to use the offline-computed Galerkin basis to solve for multiple right-hand sides.

Moreover, it is observed that the difference between the Ritz-Galerkin and the PetrovGalerkin approaches is very mild in most cases, but sometimes Ritz-Galerkin method
can have better performances. Therefore, we recommend using the Ritz-Galerkin approach in practice.

### 2.6 Proofs

This section presents the theoretical proofs. Some proofs are similar to those in the elliptic case. We will refer these proofs to the corresponding proofs in the elliptic case [46], while we will make relevant remarks on possible changes and modifications.

### 2.6.1 Proof of Proposition 2.2.1

In this subsection, we provide the proof of the qualitative version of $C^{\alpha}$ estimate. It is a direct application of related results for elliptic equations.

Proof. We note that the Helmholtz PDE (2.1.1) is equivalent to

$$
\left\{\begin{array}{l}
-\nabla \cdot(A \nabla u)=f+k^{2} V^{2} u, \text { in } \Omega  \tag{2.6.1}\\
u=0, \text { on } \Gamma_{D} \\
A \nabla u \cdot v=T_{k} u, \text { on } \Gamma_{N} \cup \Gamma_{R}
\end{array}\right.
$$

Since $f \in L^{2}(\Omega)$, we know by the a priori estimate of the Helmholtz equation that $u \in H^{1}(\Omega)$. Therefore we can regard (2.6.1) as an elliptic PDE with $k^{2} V^{2} u$ known as a part of the right hand side. This PDE has its right hand side in $L^{2}(\Omega)$ and has $u$ as its solution. We can invoke the result in Remark 6.5 of [105], which concludes that $u$ lies in some Hölder space $C^{\alpha}(\Omega)$ such that

$$
\|u\|_{C^{\alpha}(\Omega)} \leq C\left(\|f\|_{L^{2}(\Omega)}+k^{2}\|u\|_{L^{2}(\Omega)}\right)
$$

for some Hölder exponent $\alpha \in(0,1)$ and $C$.

### 2.6.2 Proof of Proposition 2.3.7

The proof relies on the fact that any function $v$ on $e$ belonging to $H^{1 / 2}(e) \cap C^{\alpha}(e)$ and vanishing at $\partial e$ will be in the space $H_{00}^{1 / 2}(e)$; see Proposition 2.1 in [46] for detailed arguments of this fact. Then, $R_{e} \tilde{u}^{\mathrm{h}} \in H^{1 / 2}(e) \cap C^{\alpha}(e)$ and vanishes at $\partial e$, so it belongs to $H_{00}^{1 / 2}(e)$.

### 2.6.3 Proof of Theorem 2.3.9

We decompose the energy norm into the contribution from each element $T \in \mathcal{T}_{H}$ :

$$
\left\|u^{\mathrm{h}}-I_{H} u^{\mathrm{h}}-\sum_{e \in \mathcal{E}_{H}} v_{e}\right\|_{\mathcal{H}(\Omega)}^{2}=\sum_{T \in \mathcal{T}_{H}}\left\|u^{\mathrm{h}}-I_{H} u^{\mathrm{h}}-\sum_{e \sim T} v_{e}\right\|_{\mathcal{H}(T)}^{2}
$$

where we have used the fact that $v_{e}=0$ in $T$ if $e$ and $T$ are not neighbors.
Let us fix an element $T$. For each $e \sim T$, the trace of the function $u^{\mathrm{h}}-I_{H} u^{\mathrm{h}}-\sum_{e \in T} v_{e}$ on $e$ is $\tilde{u}^{\mathrm{h}}-I_{H} \tilde{u}^{\mathrm{h}}-\tilde{v}_{e} \in H_{00}^{1 / 2}(e)$. We can extend this trace to $\partial T \backslash e$ by 0 to get an $H^{1 / 2}(\partial T)$ boundary data. Then, this boundary data can be used to define a Helmholtz-harmonic function in $T$, via the correspondence (2.3.8). Using the triangle inequality and the Cauchy-Schwarz inequality, we get

$$
\left\|u^{\mathrm{h}}-I_{H} u^{\mathrm{h}}-\sum_{e \sim T} v_{e}\right\|_{\mathcal{H}(T)}^{2} \leq C_{\text {mesh }} \sum_{e \sim T}\left\|P_{e}\left(\tilde{u}^{\mathrm{h}}-I_{H} \tilde{u}^{\mathrm{h}}\right)-\tilde{v}_{e}\right\|_{\mathcal{H}_{T}^{1 / 2}(e)}^{2}
$$

where the $\mathcal{H}_{T}^{1 / 2}(e)$ norm of a function $\tilde{\psi} \in H_{00}^{1 / 2}(e)$ is defined as

$$
\begin{equation*}
\|\tilde{\psi}\|_{\mathcal{H}_{T}^{1 / 2}(e)}^{2}:=\int_{T} A|\nabla \psi|^{2}+k^{2}|V \psi|^{2} \tag{2.6.2}
\end{equation*}
$$

The constant $C_{\text {mesh }}$ depends on the mesh type only; for example $C_{\text {mesh }}=4$ for the quadrilateral mesh and $C_{\text {mesh }}=3$ for the triangular mesh. Then, we sum the above inequality over all $T \in \mathcal{T}_{H}$, which yields

$$
\begin{align*}
\left\|u^{\mathrm{h}}-I_{H} u^{\mathrm{h}}-\sum_{e \in \mathcal{E}_{H}} v_{e}\right\|_{\mathcal{H}(\Omega)}^{2} & \leq C_{\operatorname{mesh}} \sum_{T \in \mathcal{T}_{H}} \sum_{e \sim T}\left\|P_{e}\left(\tilde{u}^{\mathrm{h}}-I_{H} \tilde{u}^{\mathrm{h}}\right)-\tilde{v}_{e}\right\|_{\mathcal{H}_{T}^{1 / 2}(e)}^{2} \\
& =C_{\operatorname{mesh}} \sum_{e \in \mathcal{E}_{H}}\left\|P_{e}\left(\tilde{u}^{\mathrm{h}}-I_{H} \tilde{u}^{\mathrm{h}}\right)-\tilde{v}_{e}\right\|_{\mathcal{H}^{1 / 2}(e)}^{2}  \tag{2.6.3}\\
& \leq C_{\operatorname{mesh}} \sum_{e \in \mathcal{E}_{H}} \epsilon_{e}^{2} .
\end{align*}
$$

The proof is completed.

### 2.6.4 Proof of Theorem 2.3.12

This is the key theorem underlying the exponential convergence for approximating $u^{\mathrm{h}}$. To prove it, we need to analyze the spectrum of the operator $R_{e}$ for each edge $e$. The treatments for interior edges and edges connected to the boundary are slightly different, due to the different boundary conditions involved. We will explain the proof for interior edges in detail and comment on the changes needed to be made for edges connected to the boundary.

Since this theorem is stated for all edges, we start by discussing some geometric relations that hold uniformly for all interior edges.

### 2.6.4.1 Geometric Relation: Interior Edges

Suppose $e$ is an interior edge, so that $e$ lies strictly in the interior domain of $\omega_{e}$; see Figure 2.2. We describe some geometric relation ${ }^{6}$ between $e$ and $\omega_{e}$ that will be needed in our analysis. Figure 2.9 illustrates our ideas for a uniform quadrilateral mesh. For each interior edge $e$, there exists two concentric rectangles $\omega \subset \omega^{*}$ with center being the midpoint $m_{e}$ of $e$, such that $e \subset \omega \subset \omega^{*} \subset \omega_{e}$; the center $m_{e}$ is the center of gravity of $\omega$ and $\omega^{*}$. We require $\omega^{*} \cap \partial \Omega=\emptyset$. Moreover, one side of $\omega$ and $\omega^{*}$ should be parallel to $e$. We introduce three parameters $l_{1}, l_{2}, l_{3}$ to specify and describe the geometry:

edge connected to boundary
Figure 2.9: Geometric relation $e \subset \omega \subset \omega^{*} \subset \omega_{e}$

1. With respect to the center $m_{e}$, the two rectangles $\omega$ and $\omega^{*}$ are scaling equivalent, such that there exists $l_{1}>1, \omega^{*}-m_{e}=l_{1} \cdot\left(\omega-m_{e}\right)$. Here we use the notation that $t \cdot X:=\{t x: x \in X\}$ for a set $X$ and a scalar $t$. For our choice of $\omega_{e}$, the parameter $l_{1}$ can be selected to only depend on $c_{0}$ and $c_{1}$ in Subsection 2.3.1.1.
2. The ratio of $\omega$ 's larger side length over the smaller side length is bounded by a uniform constant $l_{2}>1$ that depends on $c_{0}$ and $c_{1}$ only.
3. There is a constant $l_{3}>1$ depending on $c_{0}$ and $c_{1}$ only such that $l_{3} \cdot e \subset \omega$.

We note that $l_{1}, l_{2}, l_{3}$ are universal constants for all interior edges. All three parameters depend on $c_{0}, c_{1}$ only. We introduce these parameters in order to get a uniform treatment for every interior edge. Indeed, several constants in our estimates depend on $l_{1}, l_{2}, l_{3}$, but not on $k$ and $H$, uniformly for all interior edges.
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### 2.6.4.2 Main Idea of the Proof

In the following, we explain the main ideas of our proof. Recall the target is to show the left singular values of $R_{e}$ decays nearly exponentially fast. Similar to the rationale behind (2.3.17), it suffices to show there exists an $m-1$ dimensional space $W_{m, e} \subset H_{00}^{1 / 2}(e)$ such that

$$
\begin{equation*}
\min _{\tilde{v}_{e} \in W_{m, e}}\left\|R_{e} v-\tilde{v}_{e}\right\|_{\mathcal{H}^{1 / 2}(e)} \leq C_{\epsilon} \exp \left(-m^{\left(\frac{1}{d+1}-\epsilon\right)}\right)\|v\|_{\mathcal{H}\left(\omega_{e}\right)} \tag{2.6.4}
\end{equation*}
$$

for any $v \in U\left(\omega_{e}\right)$. We also use $U\left(\omega^{\prime}\right)$ to denote the function space in $\omega^{\prime}$ defined via (2.3.15) with $\omega_{e}$ replaced by any $\omega^{\prime}$. Our proof contains two main steps, summarized in the following two lemmas.

Lemma 2.6.1. For $d>0$ and any $v \in U\left(\omega^{*}\right)$, there exists an $m-1$ dimensional space $\Phi_{m, e} \subset U(\omega)$ such that

$$
\begin{equation*}
\min _{\chi \in \Phi_{m, e}}\|v-\chi\|_{\mathcal{H}(\omega)} \leq C_{\epsilon} \exp \left(-m^{\left(\frac{1}{d+1}-\epsilon\right)}\right)\|v\|_{\mathcal{H}\left(\omega^{*}\right)} \tag{2.6.5}
\end{equation*}
$$

for some $C_{\epsilon}$ independent of $k$ and $H$.
Lemma 2.6.2. For $d=2$ and any $v \in H^{1}(\omega)$ and $\nabla \cdot(A \nabla v) \in L^{2}(\omega)$, it holds that

$$
\begin{equation*}
\left\|R_{e} v\right\|_{\mathcal{H}^{1 / 2}(e)} \leq C\left(\|v\|_{\mathcal{H}(\omega)}+H\left\|\nabla \cdot(A \nabla v)+k^{2} V^{2} v\right\|_{L^{2}(\omega)}\right), \tag{2.6.6}
\end{equation*}
$$

for some $C$ independent of $k$ and $H$.
Remark 2.6.3. Here in Lemma 2.6.1 and 2.6.2, the constants are independent of $k$ because in the local domain the operator behaves similarly to an elliptic operator. Moreover, for edges connected to the boundary that we will discuss in Subsection 2.6.4.7, the boundary condition is of order 1 after rescaling due to the assumption on our mesh size $H k \lesssim 1$. Thus, eventually no $k$-dependence will be involved for our estimates in the local domain. This is different from the global $C^{\alpha}$ regularity estimate in the proof of Proposition 2.2.1. See Subsection 2.6.4.6 for details, where we only use $C^{\alpha}$ estimate of an elliptic equation.

We will defer the proofs of the two lemmas to Subsections 2.6.4.3 and 2.6.4.6, and describe how to prove Theorem 2.3.12 using them here.

Proof of Theorem 2.3.12. From the above discussion, it remains to show (2.6.4). For $v \in \mathcal{H}\left(\omega_{e}\right)$, we have $v \in \mathcal{H}\left(\omega^{*}\right)$ and $\|v\|_{\mathcal{H}\left(\omega^{*}\right)} \leq\|v\|_{\mathcal{H}\left(\omega_{e}\right)}$. By Lemma 2.6.1, we get

$$
\min _{\chi \in \Phi_{m, e}}\|v-\chi\|_{\mathcal{H}(\omega)} \leq C_{\epsilon} \exp \left(-m^{\left(\frac{1}{d+1}-\epsilon\right)}\right)\|v\|_{\mathcal{H}\left(\omega_{e}\right)} .
$$

Now since $v-\chi$ satisfies the condition in Lemma 2.6.2 and $v$ and $\chi$ both vanish under the operator $v \rightarrow \nabla \cdot(A \nabla v)+k^{2} V^{2} v$, we obtain

$$
\min _{\chi \in \Phi_{m, e}}\left\|R_{e} v-R_{e} \chi\right\|_{\mathcal{H}^{1 / 2}(e)} \leq C C_{\epsilon} \exp \left(-m^{\left(\frac{1}{d+1}-\epsilon\right)}\right)\|v\|_{\mathcal{H}\left(\omega_{e}\right)}
$$

Thus, taking $W_{m, e}=R_{e} \Phi_{m, e}$ completes the proof.

### 2.6.4.3 Proof of Lemma 2.6.1

The proof of this lemma is inspired by Theorem 3.3 in [15], which states a similar result but for elliptic equations only. We generalize it here for the Helmholtz equation.

First, by our geometric construction, $\omega^{*}-m_{e}=l_{1} \cdot\left(\omega-m_{e}\right)$. We denote a sequence of domains $\omega=\omega_{0} \subset \omega_{1} \subset \cdots \subset \omega_{N-1} \subset \omega_{N}=\omega^{*}$ such that they are concentric and that $\omega_{j}-m_{e}=(1+t)\left(\omega_{j-1}-m_{e}\right)$ for $j=1,2, \cdots, N$. Here $t=l_{1}^{1 / N}-1$. Then, there are two important lemmas, whose proofs are presented in Subsections 2.6.4.4 and 2.6.4.5.

Lemma 2.6.4. For each $0 \leq j \leq N$ and any $n \in \mathbb{N}$, there is an $n$-dimensional space $W_{n}\left(\omega_{j}\right) \subset U\left(\omega_{j}\right)$, such that for all $v \in U\left(\omega_{j}\right)$, it holds that

$$
\begin{equation*}
\inf _{w \in W_{n}\left(\omega_{j}\right)}\|v-w\|_{L^{2}\left(\omega_{j}\right)} \leq C H n^{-1 / d}\|v\|_{\mathcal{H}\left(\omega_{j}\right)} \tag{2.6.7}
\end{equation*}
$$

where $C$ is a generic constant independent of $k, H, t$, and $n$.
Lemma 2.6.5. For each $1 \leq j \leq N$ and every $v \in U\left(\omega_{j}\right)$, it holds that

$$
\begin{equation*}
\|v\|_{\mathcal{H}\left(\omega_{j-1}\right)} \leq C /(t H)\|v\|_{L^{2}\left(\omega_{j}\right)} \tag{2.6.8}
\end{equation*}
$$

where $C$ is a generic constant independent of $k, H$, and $t$.

With the two lemmas, we are ready to prove Lemma 2.6.1.

Proof of Lemma 2.6.1. Choose $n=\lfloor m / N\rfloor$. The proof relies on an iteration argument. We start from $j=N$. By (2.6.7) and (2.6.8), we get an $n$ dimensional space $W_{n}\left(\omega_{N}\right) \subset U\left(\omega_{N}\right)$ and a function $w_{N} \in W_{n}\left(\omega_{N}\right)$ such that

$$
\left\|v-w_{N}\right\|_{\mathcal{H}\left(\omega_{N-1}\right)} \leq C /(t H)\left\|v-w_{N}\right\|_{L^{2}\left(\omega_{N}\right)} \leq C t^{-1} n^{-1 / d}\|v\|_{\mathcal{H}\left(\omega_{N}\right)}
$$

where we have used the fact that the infimum in (2.6.7) is attained since it is a finite dimensional optimization problem. Here by abuse of notation the value of the
constant $C$ varies in different places. It is a generic constant independent of $k, H, t$, and $n$.

Now, we iterate the above process. The function $v-w_{N} \in U\left(\omega_{N-1}\right)$, so again by (2.6.7) and (2.6.8), we get an $n$ dimensional space $W_{n}\left(\omega_{N-1}\right) \subset U\left(\omega_{N-1}\right)$ and a function $w_{N-1} \in W_{n}\left(\omega_{N-1}\right)$ such that

$$
\left\|v-w_{N}-w_{N-1}\right\|_{\mathcal{H}\left(\omega_{N-2}\right)} \leq C t^{-1} n^{-1 / d}\left\|v-w_{N}\right\|_{\mathcal{H}\left(\omega_{N-1}\right)} \leq\left(C t^{-1} n^{-1 / d}\right)^{2}\|v\|_{\mathcal{H}\left(\omega_{N}\right)}
$$

Repeating the above procedure, we get

$$
\left\|v-\sum_{j=1}^{N} w_{j}\right\|_{\mathcal{H}(\omega)} \leq\left(C t^{-1} n^{-1 / d}\right)^{N}\|v\|_{\mathcal{H}\left(\omega^{*}\right)}
$$

where each $w_{j} \in U\left(\omega_{j}\right) \subset U\left(\omega_{0}\right)=U(\omega)$. Therefore, there exists an $n N \leq m$ dimensional space $\Phi_{m, e} \subset U(\omega)$ such that

$$
\inf _{w \in \Phi_{m, e}}\|v-w\|_{\mathcal{H}(\omega)} \leq\left(C t^{-1} n^{-1 / d}\right)^{N}\|v\|_{\mathcal{H}\left(\omega^{*}\right)}
$$

For a paramter $q$ to be determined later, choose $N=\left\lfloor m^{\frac{q}{q+1}}\right\rfloor$, then we obtain

$$
\begin{equation*}
\left(C t^{-1} n^{-1 / d}\right)^{N} \leq\left(C t^{-1}\left(\frac{m}{N}\right)^{-1 / d}\right)^{N}=\exp \left(N\left(\frac{1}{d} \log \left(\frac{N}{m}\right)+\log C-\log t\right)\right) \tag{2.6.9}
\end{equation*}
$$

Using $N \leq m^{\frac{q}{q+1}}$ and $t=l_{1}^{1 / N}-1=\exp \left(\frac{1}{N} \log l_{1}\right)-1 \geq \frac{1}{N} \log l_{1} \geq m^{-\frac{q}{q+1}} \log l_{1}$, we can bound the right hand side of (2.6.9) as

$$
\begin{align*}
\left(C t^{-1} n^{-1 / d}\right)^{N} & \leq \exp \left(-m^{\frac{q}{q+1}}\left(\left(\frac{1}{d}-q\right) \frac{1}{q+1} \log m-\log C+\log \log l_{1}\right)\right)  \tag{2.6.10}\\
& \leq C_{q} \exp \left(-m^{\frac{q}{q+1}}\right)
\end{align*}
$$

for some constant $C_{q}$ that depends on $q, d, C, l_{1}$, if $q<1 / d$. Here in the last inequality, we used the fact that when $q<1 / d$, there exists an $M_{q}$ such that if $m \geq M_{q}$ then

$$
\left(\frac{1}{d}-q\right) \frac{1}{q+1} \log m-\log C+\log \log l_{1} \geq 1,
$$

and thus $\left(C t^{-1} n^{-1 / d}\right)^{N} \leq \exp \left(-m^{\frac{q}{q+1}}\right)$ for $m \geq M_{q}$. By choosing
$C_{q}=\max _{1 \leq m<M_{q}} \exp \left(-m^{\frac{q}{q+1}}\left(\left(\frac{1}{d}-q\right) \frac{1}{q+1} \log m-\log C+\log \log l_{1}\right)\right) \exp \left(m^{\frac{q}{q+1}}\right)+1$
we can prove that (2.6.10) is valid.

Now, we choose $q<1 / d$ and denote $\frac{q}{q+1}=\frac{1}{d+1}-\epsilon$ for some $\epsilon>0$. There is a one-to-one correspondence between $q$ and small positive $\epsilon$, so we can also write the error estimate in (2.6.10) in terms of $\epsilon$ as

$$
\left(C t^{-1} n^{-1 / d}\right)^{N} \leq C_{\epsilon} \exp \left(-m^{\frac{1}{d+1}-\epsilon}\right) .
$$

This completes the proof.

### 2.6.4.4 Proof of Lemma 2.6.4

First, using the spectrum of the Laplacian operator with Neumann's boundary condition, there exists an $n$ dimensional space $S_{n} \subset H^{1}\left(\omega_{j}\right)$ such that for any $v \in H^{1}\left(\omega_{j}\right)$,

$$
\begin{equation*}
\inf _{w \in S_{n}}\|v-w\|_{L^{2}\left(\omega_{j}\right)} \leq C H n^{-1 / d}\|v\|_{H^{1}\left(\omega_{j}\right)} \leq C H n^{-1 / d}\|v\|_{\mathcal{H}\left(\omega_{j}\right)} \tag{2.6.11}
\end{equation*}
$$

where $C$ is a generic constant independent of $k, H, t$ and $n$. Equivalently, this implies the identity embedding operator $Q:\left(\mathcal{H}\left(\omega_{j}\right),\|\cdot\|_{\mathcal{H}\left(\omega_{j}\right)}\right) \rightarrow\left(L^{2}\left(\omega_{j}\right),\|\cdot\|_{L^{2}\left(\omega_{j}\right)}\right)$ such that $Q v=v$ is compact and the its $n$-th largest left singular value $\mu_{n} \leq C \mathrm{Hn}^{-1 / d}$.

Now, since $U\left(\omega_{j}\right)$ is a closed subspace of $\left(\mathcal{H}\left(\omega_{j}\right),\|\cdot\|_{\mathcal{H}\left(\omega_{j}\right)}\right)$, we can view $Q$ as an operator from $\left(U\left(\omega_{j}\right),\|\cdot\|_{\mathcal{H}\left(\omega_{j}\right)}\right)$ to $\left(L^{2}\left(\omega_{j}\right),\|\cdot\|_{L^{2}\left(\omega_{j}\right)}\right)$. Denote its singular values in a non-increasing order by $\left\{\mu_{n}^{\prime}\right\}$. Using the max-min theorem for singular values, we obtain

$$
\begin{aligned}
\mu_{n}^{\prime} & =\max _{S_{n} \subset U\left(\omega_{j}\right), \mathrm{dim}\left(S_{n}\right)=n} \min _{v \in S_{n},\|v\|_{\mathcal{H}\left(\omega_{j}\right)}=1}\|Q v\|_{L^{2}\left(\omega_{j}\right)} \\
& \leq \max _{S_{n} \subset \mathcal{H}\left(\omega_{j}\right), \operatorname{dim}\left(S_{n}\right)=n} \min _{v \in S_{n},\|v\|_{\mathcal{H}\left(\omega_{j}\right)}=1}\|Q v\|_{L^{2}\left(\omega_{j}\right)}=\mu_{n} .
\end{aligned}
$$

Thus, $\mu_{n}^{\prime} \leq \mathrm{CHn}^{-1 / d}$. Therefore, there is an $n$-dimensional space $W_{n}\left(\omega_{j}\right) \subset U\left(\omega_{j}\right)$, such that for all $v \in U\left(\omega_{j}\right)$, it holds that

$$
\inf _{w \in S_{n}}\|v-w\|_{L^{2}\left(\omega_{j}\right)} \leq C H n^{-1 / d}\|v\|_{H^{1}\left(\omega_{j}\right)} \leq C H n^{-1 / d}\|v\|_{\mathcal{H}\left(\omega_{j}\right)}
$$

The proof is completed.

### 2.6.4.5 Proof of Lemma 2.6.5

We introduce a cutoff function $\eta \in C^{1}\left(\omega_{j}\right)$ such that $0 \leq \eta \leq 1$, and $\eta=1$ in $\omega_{j-1}$, as well as $|\nabla \eta(x)| \leq C /(t H)$ for some constant $C$ independent of $k, H$, and $t$.

For any $v \in U\left(\omega_{j}\right)$, we use the test function $\eta^{2} v$ and the weak form to get

$$
\begin{equation*}
\left(A \nabla v, \nabla\left(\eta^{2} v\right)\right)_{\omega_{j}}-k^{2}\left(V v, V \eta^{2} v\right)_{\omega_{j}}=0 \tag{2.6.12}
\end{equation*}
$$

where we have used the definition of $U\left(\omega_{j}\right)$ (see the beginning of Subsection 2.6.4.2), and the property of our construction that $\partial \omega_{j} \cap\left(\Gamma_{N} \cup \Gamma_{R}\right)=\emptyset$.
Using the relation $\left\|A^{1 / 2} \eta \nabla v\right\|_{L^{2}\left(\omega_{j}\right)}^{2}=\left(A \nabla v, \eta^{2} \nabla v\right)_{\omega_{j}}$ and the above formula, we obtain

$$
\begin{align*}
\left\|A^{1 / 2} \eta \nabla v\right\|_{L^{2}\left(\omega_{j}\right)}^{2} & =-2\left(A^{1 / 2} \eta \nabla v, A^{1 / 2} v \nabla \eta\right)_{\omega_{j}}+k^{2}\left(V v, V \eta^{2} v\right)_{\omega_{j}} \\
& \leq \frac{1}{2}\left\|A^{1 / 2} \eta \nabla v\right\|_{L^{2}\left(\omega_{j}\right)}^{2}+2\left\|A^{1 / 2} v \nabla \eta\right\|_{L^{2}\left(\omega_{j}\right)}^{2}+k^{2} V_{\max }^{2}\|v\|_{L^{2}\left(\omega_{j}\right)}^{2} \tag{2.6.13}
\end{align*}
$$

which leads to $\left\|A^{1 / 2} \eta \nabla v\right\|_{L^{2}\left(\omega_{j}\right)}^{2} \leq 4\left\|A^{1 / 2} v \nabla \eta\right\|_{L^{2}\left(\omega_{j}\right)}^{2}+2 k^{2} V_{\max }^{2}\|v\|_{L^{2}\left(\omega_{j}\right)}^{2}$. Therefore, using the fact that $\eta=1$ in $\omega_{j-1}$, we have

$$
\begin{align*}
\|v\|_{\mathcal{H}\left(\omega_{j-1}\right)}^{2} & \leq\left\|A^{1 / 2} \eta \nabla v\right\|_{L^{2}\left(\omega_{j}\right)}^{2}+k^{2} V_{\max }^{2}\|v\|_{L^{2}\left(\omega_{j}\right)}^{2} \\
& \leq 4\left\|A^{1 / 2} v \nabla \eta\right\|_{L^{2}\left(\omega_{j}\right)}^{2}+3 k^{2} V_{\max }^{2}\|v\|_{L^{2}\left(\omega_{j}\right)}^{2} \\
& \leq\left(\frac{4 C^{2}}{(t H)^{2}}+3 k^{2} V_{\max }^{2}\right)\|v\|_{L^{2}\left(\omega_{j}\right)}^{2}  \tag{2.6.14}\\
& \leq \frac{C^{\prime 2}}{(t H)^{2}}\|v\|_{L^{2}\left(\omega_{j}\right)}^{2}
\end{align*}
$$

for some $C^{\prime}$ independent of $k, H$ and $t$, where we have used Assumption 2.3.2 such that $k V_{\max } H \leq C^{\prime \prime}$ for $C^{\prime \prime}=A_{\min }^{1 / 2} /\left(\sqrt{2} C_{P}\right)$. This completes the proof.

### 2.6.4.6 Proof of Lemma 2.6.2

We use Lemma 3.10 of [46], which implies that

$$
\begin{equation*}
\left\|R_{e} v\right\|_{\mathcal{H}^{1 / 2}(e)} \leq C\left(\left\|A^{1 / 2} \nabla v\right\|_{L^{2}(\omega)}+H\|\nabla \cdot(A \nabla v)\|_{L^{2}(\omega)}\right) \tag{2.6.15}
\end{equation*}
$$

for some $C$ independent of $k, H$. Indeed, Lemma 3.10 of [46] implies that $C$ can depend on the $C^{\alpha}$ estimate constant of $v$ in $\omega$. The discussion in Remark 2.6.3 implies that this constant is independent of $k$.

By a triangular inequality, we have

$$
\begin{aligned}
H\|\nabla \cdot(A \nabla v)\|_{L^{2}(\omega)} & \leq H\left\|k^{2} V^{2} v\right\|_{L^{2}(\omega)}+H\left\|\nabla \cdot(A \nabla v)+k^{2} V^{2} v\right\|_{L^{2}(\omega)} \\
& \leq C^{\prime}\|k V v\|_{L^{2}(\omega)}+H\left\|\nabla \cdot(A \nabla v)+k^{2} V^{2} v\right\|_{L^{2}(\omega)}
\end{aligned}
$$

where we have used Assumption 2.3.2 such that $k V_{\max } H \leq C^{\prime}$ for $C^{\prime}=A_{\min }^{1 / 2} /\left(\sqrt{2} C_{P}\right)$. Now, using the definition of the $\mathcal{H}(\omega)$ norm, we have

$$
\left\|A^{1 / 2} \nabla v\right\|_{L^{2}(\omega)}+C^{\prime}\|k V v\|_{L^{2}(\omega)} \leq C^{\prime \prime}\|v\|_{\mathcal{H}(\omega)}
$$

for some generic constant $C^{\prime \prime}$ that does not depend on anything else. Combining the above inequalities concludes the proof.

### 2.6.4.7 For Edges Connected to the Boundary

The above proofs are for interior edges. For edges connected to the boundary, we need a different geometric relation, as depicted in the right of Figure 2.9. The quantitative characterization of this geometric relation is the same as that in Subsection 3.3.2 of [46], which introduces three other parameters $l_{4}, l_{5}, l_{6}$ to describe the geometry associated with edges, similar to $l_{1}, l_{2}, l_{3}$ for interior edges.

The main idea of the proof for this case is the same as that for the interior edges. We need to prove Lemmas 2.6.1 and 2.6.2 for edges connected to the boundary. The proof of Lemma 2.6 .2 remains nearly the same. A technical part is that the constant in the inequality depends on the local $C^{\alpha}$ estimate. According to the discussion in Remark 2.6.3, the local $C^{\alpha}$ constant is independent of $k$ for edges connected to the boundary. To prove Lemma 2.6.1, we again use the same strategy in Subsection 2.6.4.3, by establishing Lemmas 2.6.4 and 2.6.5 and then using an iteration argument. The iteration argument and the proof for Lemma 2.6.4 remain unchanged. For Lemma 2.6.5, the only slight change is (2.6.12), which becomes

$$
\begin{equation*}
\left(A \nabla v, \nabla\left(\eta^{2} v\right)\right)_{\omega_{j}}-k^{2}\left(V v, V \eta^{2} v\right)_{\omega_{j}}=\left(T_{k} v, \eta^{2} v\right)_{\partial \omega_{j} \cap\left(\Gamma_{N} \cup \Gamma_{R}\right)} \tag{2.6.16}
\end{equation*}
$$

due to the boundary conditions involved. However, since $\operatorname{Re}\left(T_{k} v, \eta^{2} v\right)_{\partial \omega_{j} \cap\left(\Gamma_{N} \cup \Gamma_{R}\right)} \leq$ 0 , the conclusion of Lemma 2.6.5 still holds.

Therefore, the result also holds for edges connected to the boundary.
Remark 2.6.6. We have assumed that $\Omega$ is a polygonal domain, so the shape of the local domains around the boundary is well-behaved. In particular, a uniform Poincaré inequality will hold for these domains (in general, the constant in the Poincaré inequality depends on the shape of the domain). This guarantees that we can obtain a uniform constant in Theorem 2.3.12 for both interior edges and edges connected to the boundary.

### 2.6.5 Proof of Proposition 2.3.14

First we have the bound on the oversampling bubble part in (2.3.22):

$$
\begin{equation*}
\left\|u_{\omega_{e}}^{\mathrm{b}}\right\|_{\mathcal{H}\left(\omega_{e}\right)} \leq \frac{3 C_{P}^{\prime}}{A_{\min }^{1 / 2}} H\|f\|_{L^{2}\left(\omega_{e}\right)} \tag{2.6.17}
\end{equation*}
$$

Applying Lemma 2.6.2 and the definition of $u_{\omega_{e}}^{\mathrm{b}}$ leads to

$$
\begin{align*}
\left\|R_{e} u_{\omega_{e}}^{\mathrm{b}}\right\|_{\mathcal{H}^{1 / 2}(e)} & \leq C\left(\left\|u_{\omega_{e}}^{\mathrm{b}}\right\|_{\mathcal{H}(\omega)}+H\left\|\nabla \cdot\left(A \nabla u_{\omega_{e}}^{\mathrm{b}}\right)+k^{2} V^{2} u_{\omega_{e}}^{\mathrm{b}}\right\|_{L^{2}(\omega)}\right)  \tag{2.6.18}\\
& \leq C^{\prime} H\|f\|_{L^{2}\left(\omega_{e}\right)},
\end{align*}
$$

where $C^{\prime}$ is a constant independent of $k$ and $H$.

### 2.6.6 Proof of Theorem 2.4.3

Proof. Define $e_{S}=u^{\mathrm{h}}-u^{\mathrm{s}}-u_{S} \in V^{\mathrm{h}}$. Take $\psi=N_{k}^{\star}\left(e_{S}\right)$. It holds that

$$
\left\|e_{S}\right\|_{L^{2}(\Omega)}^{2}=a\left(e_{S}, \psi\right)=a\left(e_{S}, \psi-v\right)
$$

for any $v \in S$, due to the property of the Galerkin solution. Thus, using the boundedness of $a(\cdot, \cdot)$, we obtain that

$$
\begin{equation*}
\left\|e_{S}\right\|_{L^{2}(\Omega)}^{2} \leq C_{c}\left\|e_{S}\right\|_{\mathcal{H}(\Omega)}\|\psi-v\|_{\mathcal{H}(\Omega)}=C_{c}\left\|e_{S}\right\|_{\mathcal{H}(\Omega)}\|\bar{\psi}-\bar{v}\|_{\mathcal{H}(\Omega)} \tag{2.6.19}
\end{equation*}
$$

As $\bar{\psi}=N_{k} \overline{e_{S}}$ according to the definition of the adjoint problem in Subsection 2.2.2, we can take infimum of $v$ over $S$, using the fact that $S=\bar{S}$, the definition (2.4.3), the inequality (2.6.19), to get

$$
\left\|e_{S}\right\|_{L^{2}(\Omega)}^{2} \leq C_{c}\left\|e_{S}\right\|_{\mathcal{H}(\Omega)} \cdot \eta(S)\left\|\overline{e_{S}}\right\|_{L^{2}(\Omega)}
$$

which leads to the desired $L^{2}(\Omega)$ error estimate: $\left\|e_{S}\right\|_{L^{2}(\Omega)} \leq C_{c} \eta(S)\left\|e_{S}\right\|_{\mathcal{H}(\Omega)}$.
For the $\mathcal{H}(\Omega)$ error, the property of Galerkin's solution implies that for any $v \in S$, we have

$$
\begin{align*}
\left\|e_{S}\right\|_{\mathcal{H}(\Omega)}^{2} & =\operatorname{Re} a\left(e_{S}, e_{S}\right)+\left\{\left\|e_{S}\right\|_{\mathcal{H}(\Omega)}^{2}-\operatorname{Re} a\left(e_{S}, e_{S}\right)\right\} \\
& =\operatorname{Re} a\left(e_{S}, u^{\mathrm{h}}-u^{\mathrm{s}}-v\right)+2\left\|k V(x) e_{S}\right\|_{L^{2}(\Omega)}^{2}+\operatorname{Re}\left(T_{k} e_{S}, e_{S}\right)_{\Gamma_{N} \cup \Gamma_{R}} \\
& \leq C_{c}\left\|e_{S}\right\|_{\mathcal{H}(\Omega)}\left\|u^{\mathrm{h}}-u^{\mathrm{s}}-v\right\|_{\mathcal{H}(\Omega)}+2\left(k V_{\max } C_{c} \eta(S)\right)^{2}\left\|e_{S}\right\|_{\mathcal{H}(\Omega)}^{2} \tag{2.6.20}
\end{align*}
$$

where we have used the fact that $\operatorname{Re}\left(T_{k} e_{S}, e_{S}\right)_{\Gamma_{N} \cup \Gamma_{R}} \leq 0$ and the $L^{2}(\Omega)$ error estimate that we established earlier.

By the assumption $k \eta^{\mathrm{h}}(S) \leq 1 /\left(2 C_{c} V_{\max }\right)$, the last term in (2.6.20) is bounded by $\frac{1}{2}\left\|e_{S}\right\|_{\mathcal{H}(\Omega)}^{2}$. Thus due to the arbitrariness of $v$, we arrive at

$$
\left\|e_{S}\right\|_{\mathcal{H}(\Omega)} \leq 2 C_{c} \inf _{v \in S}\left\|u^{\mathrm{h}}-v\right\|_{\mathcal{H}(\Omega)}
$$

This completes the proof for the first part. Next, we move to the proof for the discrete inf-sup stability. For any $v \in S$, set $z=2 N_{k}^{\star}\left(k^{2} V^{2} v\right) \in \mathcal{H}(\Omega)$ so that $a(v, z)=2 k^{2}\left(V^{2} v, v\right)_{\Omega}$. Plugging $v$ and $v+z$ into the sesquilinear form yields

$$
\begin{aligned}
a(v, v+z) & =a(v, v)+a(v, z) \\
& =(A \nabla v, \nabla v)_{\Omega}-k^{2}\left(V^{2} v, v\right)_{\Omega}-\left(T_{k} v, v\right)_{\Gamma_{N} \cup \Gamma_{R}}+2 k^{2}\left(V^{2} v, v\right)_{\Omega} \\
& =\|v\|_{\mathcal{H}(\Omega)}^{2}-\left(T_{k} v, v\right)_{\Gamma_{N} \cup \Gamma_{R}} .
\end{aligned}
$$

By the definition of $T_{k}, \operatorname{Re}\left(T_{k} v, v\right)_{\Gamma_{N} \cup \Gamma_{R}} \leq 0$, so it holds that

$$
\operatorname{Re} a(v, v+z) \geq\|v\|_{\mathcal{H}(\Omega)}^{2}
$$

Now, by the definition of the adjoint problem, we have $\bar{z}=2 N_{k}\left(k^{2} V^{2} \bar{v}\right)$. Let $z_{S} \in S$ achieve the best approximation in (2.4.3) for $f=2 k^{2} V^{2} \bar{v}$, so that

$$
\begin{equation*}
\left\|\bar{z}^{\mathrm{h}}-\bar{z}^{\mathrm{s}}-z_{S}\right\|_{\mathcal{H}(\Omega)} \leq \eta(S)\left\|2 k^{2} V^{2} \bar{v}\right\|_{L^{2}(\Omega)} \leq 2 k V_{\max } \eta(S)\|v\|_{\mathcal{H}(\Omega)} . \tag{2.6.21}
\end{equation*}
$$

We can choose $v^{\prime}=v+\overline{z_{S}} \in S$ to compute
$\operatorname{Re} a\left(v, v+\overline{z_{S}}\right)=\operatorname{Re} a(v, v+z)-\operatorname{Re} a\left(v, z-\overline{z_{S}}\right) \geq\|v\|_{\mathcal{H}(\Omega)}^{2}-C_{c}\|v\|_{\mathcal{H}(\Omega)}\left\|\bar{z}-z_{S}\right\|_{\mathcal{H}(\Omega)}$.
We use the bound in (2.6.21) and the triangle inequality to get

$$
\left|a\left(v, v+\overline{z_{S}}\right)\right| \geq\|v\|_{\mathcal{H}(\Omega)}^{2}\left(1-2 C_{c} k V_{\max } \eta(S)\right)-C_{c}\|v\|_{\mathcal{H}(\Omega)}\left(\left\|z^{\mathrm{s}}\right\|_{\mathcal{H}(\Omega)}+\left\|z^{\mathrm{b}}\right\|_{\mathcal{H}(\Omega)}\right) .
$$

Meanwhile, by a triangle inequality, we get

$$
\left\|v+\overline{z_{S}}\right\|_{\mathcal{H}(\Omega)} \leq\|v\|_{\mathcal{H}(\Omega)}+\left\|z^{\mathrm{h}}-z^{\mathrm{s}}-\overline{z_{S}}\right\|_{\mathcal{H}(\Omega)}+\|z\|_{\mathcal{H}(\Omega)}+\left\|z^{\mathrm{s}}\right\|_{\mathcal{H}(\Omega)}+\left\|z^{\mathrm{b}}\right\|_{\mathcal{H}(\Omega)} .
$$

Finally we are left to estimate the energy norm of $z$ and its fine scale parts. By the stability estimate in (2.2.3), we have

$$
\|z\|_{\mathcal{H}(\Omega)} \leq C_{\text {stab }}(k)\left\|2 k^{2} V^{2} v\right\|_{L^{2}(\Omega)} \leq 2 C_{\text {stab }}(k) k V_{\max }\|v\|_{\mathcal{H}(\Omega)},
$$

and by the bound on the fine part as given by (2.3.19), it holds that

$$
\left\|z^{\mathrm{s}}\right\|_{\mathcal{H}(\Omega)}+\left\|z^{\mathrm{b}}\right\|_{\mathcal{H}(\Omega)} \leq C_{s} H\left\|2 k^{2} V^{2} \bar{v}\right\|_{L^{2}(\Omega)} \leq 2 C_{s} H k V_{\max }\|v\|_{\mathcal{H}(\Omega)}
$$

Therefore, we obtain

$$
\begin{aligned}
\sup _{v^{\prime} \in S \backslash\{0\}} & \frac{\left|a\left(v, v^{\prime}\right)\right|}{\|v\|_{\mathcal{H}(\Omega)}\left\|v^{\prime}\right\|_{\mathcal{H}(\Omega)}} \geq \frac{\left|a\left(v, v+\overline{z_{S}}\right)\right|}{\|v\|_{\mathcal{H}(\Omega)}\left\|v+\overline{z_{S}}\right\|_{\mathcal{H}(\Omega)}} \\
& \geq \frac{\left(1-2 \eta(S) C_{c} k V_{\max }-2 C_{c} C_{s} H k V_{\max }\right)\|v\|_{\mathcal{H}(\Omega)}^{2}}{\left(1+2 \eta(S) k V_{\max }+2 C_{\text {stab }}(k) k V_{\max }+2 C_{s} H k V_{\max }\right)\|v\|_{\mathcal{H}(\Omega)}^{2}}
\end{aligned}
$$

Using the assumptions that $\eta(S) k V_{\max } \leq 1 /\left(4 C_{c}\right)$ and $C_{s} H k V_{\max } \leq 1 /\left(8 C_{c}\right)$, we obtain the desired estimate.

### 2.7 Conclusions

We have developed a multiscale framework for solving the Helmholtz equation in heterogeneous media and high frequency regimes. The coarse-fine scale decomposition of the solution space is motivated by the MsFEM. In our algorithm, the coarse scale Helmholtz-harmonic part and the fine scale bubble part are computed separately. Their own structures are carefully explored, such as the low complexity of the coarse part and the locality of the fine part. A nearly exponential rate of convergence is proved rigorously and is confirmed numerically for a wide range of the Helmholtz equations with rough coefficients, high contrast, and mixed boundary conditions.

Perhaps surprisingly, our framework implies that designing an accurate multiscale method for the Helmholtz equation is not much more different from that for the elliptic equation. Many techniques in the elliptic case can be successfully adapted once the mesh size satisfies $H=O(1 / k)$, a condition that does not suffer from the pollution effect. This work also demonstrates the broad applicability of our exponentially convergent multiscale framework proposed originally in [46].

Most discussions in this chapter are concerned with dimension $d=2$. In our future work, we will generalize the methodology to dimension $d=3$, where we can use nodal, edge, and face basis to approximate the local solution in the non-overlapped domain decomposition.

It is also of future interest to extend this methodology systematically to other equations such as the Schrodinger equation, where the problem is time-dependent and the potential function could introduce indefiniteness into the system. On the other hand, developing a better theoretical understanding of the behavior of the multiscale framework with respect to high contrast in the media is also an exciting direction for further exploration.

## Chapter 3

## ANALYSIS OF SUBSAMPLED LENGTHSCALES IN MULTISCALE METHODS

There is an intimate connection between numerical coarse-graining of multiscale PDEs and scattered data approximation of heterogeneous functions: the coarse variables selected for deriving an upscaled equation (in the former) correspond to the sampled information used for approximation (in the latter). As such, both problems can be thought of as recovering a target function based on some coarse data that are either artificially chosen by an upscaling algorithm or determined by some physical measurement process. In this chapter, we study, under such a setup and for a specific elliptic problem, how the lengthscale of the coarse data, which we refer to as the subsampled lengthscale, influences the accuracy of recovery, given limited computational budgets. Our analysis and experiments identify that reducing the subsampling lengthscale may improve the accuracy, implying a guiding criterion for coarse-graining or data acquisition in this computationally constrained scenario, especially leading to direct insights for the implementation of the Gamblets method in the numerical homogenization literature. Moreover, reducing the lengthscale to zero may lead to a blow-up of approximation error if the target function does not have enough regularity, suggesting the need for a stronger prior assumption on the target function to be approximated. We introduce a singular weight function to deal with it, both theoretically and numerically. This work sheds light on the interplay of the lengthscale of coarse data, the computational costs, the regularity of the target function, and the accuracy of approximations and numerical simulations.

The exposition of this chapter is based on our work [44], published in SIAM Multiscale Modeling \& Simulation, 20(1):188-219, 2022.

### 3.1 Introduction

We are interested in studying a common approach for solving the following two categories of problems.

### 3.1.1 Problem 1: Numerical Upscaling

The aim of this problem is to identify the coarse scale solution of a multiscale PDE via solving an upscaled equation for coarse variables. As a prototypical
example, in $\Omega=[0,1]^{d}$, consider the elliptic equation for $u \in H_{0}^{1}(\Omega), f \in L^{2}(\Omega)$ and $\mathcal{L}=-\nabla \cdot(a \nabla \cdot)$ :

$$
\left\{\begin{align*}
\mathcal{L} u=f, & & \text { in } \Omega  \tag{3.1.1}\\
u=0, & & \text { on } \partial \Omega
\end{align*}\right.
$$

where the rough coefficient $a(x)$ satisfies $0<a_{\min } \leq a(x) \leq a_{\max }<\infty$ for $x \in \Omega$. Suppose we select the upscaled data of the solution: $\left[u, \phi_{i}\right], i \in I$ where $\phi_{i}$ is some measurement function that is often localized in space, $I$ is an index set and $[\cdot, \cdot]$ denotes the standard $L^{2}$ inner product. Then, the task is to derive an effective model for these upscaled variables and use them to approximate the solution of the PDE.

### 3.1.2 Problem 2: Scattered Data Approximation

This problem aims to recover a function $u$ (assume it has an underlying PDE model as (3.1.1)) based on sampled data $\left[u, \phi_{i}\right], i \in I$. Here we intentionally use the same notation for the sampled data as that of the upscaled data in Problem 1 to make an explicit connection. We will also often call $\left[u, \phi_{i}\right], i \in I$ the coarse data in both problems.

### 3.1.3 A Common Approach

Problem 1 is a standard task in multiscale PDEs computations, while Problem 2 has more of its backgrounds from data scientific investigations. Despite their distinguished origins, there is an approach that solves and connects the two; studying of this method is the focus of the present chapter.

To motivate the method, we start from Problem 1: a natural and ideal approach for getting the coarse data is to multiply the equation with the set of basis functions:

$$
\operatorname{span}\left\{\psi_{i}\right\}_{i \in I}=\operatorname{span}\left\{\mathcal{L}^{-1} \phi_{i}\right\}_{i \in I},
$$

so that $\left[\psi_{i}, f\right], i \in I$, after an integration by part, matches the target $\left[u, \phi_{i}\right], i \in I$.
Phrased in the language of Galerkin's method, $\left\{\psi_{i}\right\}_{i \in I}$ will constitute the test space; furthermore, one needs to select a trial space $V$ (with the same dimension) in order to get the ultimate numerical approximation of $u$. As such, this viewpoint has interpreted Problem 1 as a special case of Problem 2, of recovering $u$, from $\left[u, \phi_{i}\right], i \in I$, via choosing a space $V$. Often and conveniently, the trial space $V=\operatorname{span}\left\{\psi_{i}\right\}_{i \in I}$ is chosen to be the same as the test space. Under such a choice and after selecting a suitable representative basis $\left\{\psi_{i}\right\}_{i \in I}$ of the linear space $V$ so
that $\left[\psi_{i}, \phi_{j}\right]=\delta_{i j}$, we can write the final solution in a concise form:

$$
\begin{equation*}
u^{\text {ideal }}:=\sum_{i \in I}\left[u, \phi_{i}\right] \psi_{i} . \tag{3.1.2}
\end{equation*}
$$

It is the ideal solution (here, "ideal" means that we have not accounted for the computational cost yet) in this setting, both to numerical upscaling and scattered data approximation. In practice, the basis function $\psi_{i}$ can have global support, and we need a localization step for efficient computation.

As a special case in numerical upscaling, if we choose $\phi_{i}$ to be piecewise linear tent functions, then we get the ideal LOD method [181]; if $\phi_{i}$ is set to be piecewise constant functions, then we obtain the Gamblet method in [203]. In their contexts, localization of $\left\{\psi_{i}\right\}_{i \in I}$ is achieved via an exponential decay property, and a provable accuracy guarantee has been established by controlling the coarse-graining error of using $u^{\text {ideal }}$ to approximate $u$ and the localization error of computing $\left\{\psi_{i}\right\}_{i \in I}$, respectively.

### 3.1.4 Our Goals

The purposes of this chapter are twofold.

- On the numerical upscaling side, we contribute a further discussion to this family of upscaling methods, concentrating on the fundamental role of a subsampled lengthscale (defined in the next subsection) in choosing $\left\{\phi_{i}\right\}_{i \in I}$, with its highly non-trivial consequence on the localization of $\left\{\psi_{i}\right\}_{i \in I}$ and the solution accuracy of $u$. We will get a novel trade-off between approximation and localization regarding the subsampled scale.
- On the function approximation side, the above recovery method takes advantage of the underlying physical model (3.1.1), combining the merits of data and physics. In addition to contributing a detailed analysis of accuracy and comparisons to numerical upscaling, we will pay close attention to the regime where the subsampled lengthscale is small and approaches zero, in which we provide some numerical evidence that exemplifies, and extends our earlier work on function approximation via subsampled data [44].

Our detailed contributions are outlined in Subsection 3.1.7.


Figure 3.1: Illustration of Subsampled Data: $H=1 / 4, h=1 / 10$

### 3.1.5 Subsampled Lengthscales

We begin by introducing the concept of subsampled data. For a demonstration of ideas, we work on the domain $\Omega=[0,1]^{d}$, and it is decomposed uniformly into cubes with side length $H$; this becomes our coarse grid. Let $I$ be the index set of these cubes such that its cardinality $|I|=1 / H^{d}$. The measurement function $\phi_{i}^{h, H}$ (we use superscripts now for notational convenience) for each $i \in I$ is set to be the ( $L^{1}$ normalized) indicator function of a cube with side length $0<h \leq H$, centered in the corresponding cube with side length $H$; see Figure 3.1 for a two dimensional example ${ }^{1}$. For each $i \in I$, these two cubes are denoted by $\omega_{i}^{H}$ and $\omega_{i}^{h, H}$ respectively; we assume they are closed sets, i.e., their boundaries are included. We will call $H$ the coarse lengthscale, and $h$ is the subsampled lengthscale.

The consideration of this subsampled lengthscale is natural both from the perspectives of function approximation and numerical upscaling. In the former scenario, the measurement data of a field function in physics is often the macroscopic averaged quantity, taking a similar form as $\left[u, \phi_{i}^{h, H}\right]$ for some $h \leq H$. In the latter problem, we have the freedom to choose the upscaled information of the multiscale PDEs, so taking a free parameter $h$ in the approach enables us to analyze the algorithm's behavior more thoroughly. Later on, we will see that the parameter $h$ has a non-trivial influence on the subsequent localization and accuracy of the approximation.

[^10]Note that the choice of $\omega_{i}^{H}$ and $\omega_{i}^{h, H}$ being cubes here is for convenience of analysis only; results in this chapter will generalize easily to regular domains with other shapes.

### 3.1.6 Basis Functions and Localization

Before outlining our main contributions (which are in the next subsection), we make precise here the definition of the basis functions and their localization. Per the discussion in Subsection 3.1 and especially the formula (3.1.2), the basis function $\psi_{i}^{h, H}$ (we add the superscripts for notational clarity) is the solution of the following variational problem:

$$
\begin{align*}
\psi_{i}^{h, H}=\operatorname{argmin}_{\psi \in H_{0}^{1}(\Omega)} & \|\psi\|_{H_{a}^{1}(\Omega)}^{2}  \tag{3.1.3}\\
\text { subject to } & {\left[\psi, \phi_{j}^{h, H}\right]=\delta_{i, j} \text { for } j \in I, }
\end{align*}
$$

where, we have used the notation $\|\psi\|_{H_{a}^{1}(\Omega)}^{2}:=\int_{\Omega} a|\nabla \psi|^{2}$. This formulation is a consequence of the two properties that are mentioned in Subsection 3.1:

$$
\text { (I) } \operatorname{span}\left\{\psi_{i}^{h, H}\right\}_{i \in I}=\operatorname{span}\left\{\mathcal{L}^{-1} \phi_{i}^{h, H}\right\}_{i \in I} \quad \text { and } \quad \text { (II) }\left[\psi_{i}^{h, H}, \phi_{j}^{h, H}\right]=\delta_{i j} \text {. }
$$

For ease of computation, in practice we will solve a localized version of (3.1.3) instead:

$$
\begin{align*}
\psi_{i}^{h, H, l}=\operatorname{argmin}_{\psi \in H_{0}^{1}\left(\mathbb{N}^{l}\left(\omega_{i}^{H}\right)\right)} & \|\psi\|_{H_{a}^{1}\left(\mathbf{N}^{l}\left(\omega_{i}^{H}\right)\right)}^{2}  \tag{3.1.4}\\
\text { subject to } & {\left[\psi, \phi_{j}^{h, H}\right]=\delta_{i, j} \text { for } j \in I, }
\end{align*}
$$

where $l \in \mathbb{N}$ is called the oversampled layer. We have $\mathrm{N}^{0}\left(\omega_{i}^{H}\right)=\omega_{i}^{H}$, and recursively:

$$
\begin{equation*}
\mathrm{N}^{l}\left(\omega_{i}^{H}\right):=\bigcup\left\{\omega_{j}^{H}, j \in I: \omega_{j}^{H} \cap \mathrm{~N}^{l-1}\left(\omega_{i}^{H}\right) \neq \emptyset\right\} \tag{3.1.5}
\end{equation*}
$$

Then, the level- $l$ localized solution for Problem 2 is

$$
\begin{equation*}
u^{\mathrm{loc}, l}:=\sum_{i \in I}\left[u, \phi_{i}^{h, H}\right] \psi_{i}^{h, H, l} \tag{3.1.6}
\end{equation*}
$$

By abuse of notation, we will equate $u^{\text {loc, } \infty}=u^{\text {ideal }}$. The energy error and $L^{2}$ error of this localized solution are written as

$$
\begin{align*}
& e_{1}^{h, H, l}(a, u)=\left\|u-u^{\mathrm{loc}, l}\right\|_{H_{a}^{1}(\Omega)}  \tag{3.1.7}\\
& e_{0}^{h, H, l}(a, u)=\left\|u-u^{\mathrm{loc}, l}\right\|_{L^{2}(\Omega)}
\end{align*}
$$

For Problem 1, we also get a solution $\tilde{u}^{\text {loc, } l}$ by using the localized basis functions $\left\{\psi_{i}^{h, H, l}\right\}_{i \in I}$ and the Galerkin method. This solution is different from $u^{\text {loc }, l}$ in general,
unless $l=\infty$, i.e., in the ideal case. The corresponding energy error and $L^{2}$ error of $\tilde{u}^{\text {loc }, l}$ are denoted by $\tilde{e}_{1}^{h, H, l}(a, u)$ and $\tilde{e}_{0}^{h, H, l}(a, u)$.
We call $u^{\text {loc, } l}$ the recovery solution of Problem 2, and $\tilde{u}^{\text {loc }, l}$ the Galerkin solution of Problem 1. The computation costs of the two solutions are different-the former only requires solving the basis functions, while the latter also needs to solve an upscaled equation. Their errors in the solution are called the recovery error and Galerkin error, respectively.

Under the above setup, our precise goal in this chapter is to understand how the recovery error and Galerkin error depend on the following three factors:

1. The coarse scale $H$ and subsampled lengthscale $h$;
2. The oversampled layer $l$ (corresponded to the computational budget);
3. The regularity of function $u$ (in function approximation, it is given as prior information; in multiscale PDEs, it is influenced by the right-hand side $f$ ).

Note that the regularity of a function is also intimately connected to the dimension parameter $d$.

### 3.1.7 Our Contributions

In the first part of this work, we consider the finite regime of the subsampled lengthscale, i.e., $h$ is a strictly positive number.

- We provide numerical experiments and theoretical analysis of these recovery and Galerkin errors. We show that for a fixed $h / H$, if $l=O(\log (1 / H))$, then both energy errors are of $O(H)$ and both $L^{2}$ errors are of $O\left(H^{2}\right)$.
- Further, we decompose the error into two parts: the approximation error of the ideal solution and the localization error. We demonstrate that there is a competition between the two. Roughly, reducing $h$ worsens the former, while improving the latter, for a fixed $H$ and $l$. This leads to a novel trade-off that was not investigated before-choosing an appropriate $h$ can benefit the final accuracy.
- Moreover, there appears a fundamental difference between $e_{0}^{h, H, l}(a, u)$ and the other three errors, when $d \geq 2$. For a fixed $l$ and $h / H$, the former remains
bounded as $H \rightarrow 0$, while the other three blow up. We characterize this phenomenon both theoretically and numerically.

In the second part of this work, we consider the small limit regime of $h$. When $d \geq 2$, the error estimates in the first part blow up as $h \rightarrow 0$. To remedy this issue in the context of scattered data approximation, we propose to use a singular weight function in the algorithm. The weight function puts more importance on the subsampled data and avoids the degeneracy, given the target function has improved regularity property around these data. Numerical experiments and theoretical analysis are presented to offer a quantitative explanation of this phenomenon.

### 3.1.8 Related Works

We review the related works below.

### 3.1.8.1 Numerical Upscaling

There have been vast literature on numerical upscaling of multiscale PDEs. For our context, i.e., elliptic PDEs with rough coefficients, rigorous theoretical results include Generalized Finite Element Methods (GFEM) [14, 15], Harmonic Coordinates [209], Local Orthogonal Decomposition (LOD) [181, 121, 148, 80, 117, 180], Gamblets related approaches [208, 210, 201, 203, 131, 204], and generalizations of Multiscale Finite Element Methods (MsFEM) [128, 52, 160, 89, 46, 48], etc. Among them, the ones most related to this chapter are LOD and Gamblets; the connection has been explained in Subsection 3.1.3. Indeed, in Gamblets [203, 204], the author has formulated the framework in the perspective of optimal recovery, bridging numerical upscaling to game-theoretical approaches and Gaussian process regressions for function recovery. This formulation connects our Problem 1 and Problem 2 in Subsection 3.1.

A main component in LOD and Gamblets is the localization problem - the ideal multiscale basis functions need to be localized for efficient computation. In this chapter, our localization strategy, as outlined in Subsection 3.1.6, follows from the one in [181, 203]. The main difference is that our measurement function $\phi_{i}^{h, H}$ contains a subsampled lengthscale parameter, which makes the analysis more delicate. Moreover, in addition to showing a trade-off between approximation errors and localization errors regarding the oversampling parameter $l$, our setup allows us to discover another trade-off regarding the subsampled lengthscale $h$ : a good choice of $h$ can improve the algorithm in [181, 203]. We also remark that the work [161]
has considered a similar algorithm for convection-dominated diffusion equations, where $h$ is fixed to be the small scale grid size, but the analysis there did not reveal the trade-off here.

### 3.1.8.2 Function Approximation

Function approximation via scattered data is a classical problem in numerical analysis (interpolation), statistics (non-parametric regression), and machine learning (supervised learning). For the type of scattered data, the most frequently considered one is the pointwise data [288]. The subsampled data introduce an additional small scale parameter $h$, and are generalizations to pointwise data. Our earlier work [44] performed some analysis on this aspect, and provides some theoretical foundation for this work. The multiscale basis functions constructed for the subsampled data allow us to capture the heterogeneous behaviors of the target function.

The method in Subsection 3.1.3 connects to the graph Laplacian approach in semisupervised learning. In the machine learning literature, the degeneracy issue of graph Laplacians has long been studied, and various approaches have been proposed to remedy this issue. Among them, the one that is most related to our work is the weighted graph Laplacian method [248, 38], which puts more weights around the labeled data to avoid degeneracy. The second part of this work presents some analysis for this type of idea in the context of numerical analysis.

### 3.1.9 Organization

The rest of this chapter is organized as follows. In Section 3.2 we discuss the regime that $0<h \leq H$. We present numerical experiments and theoretical analysis of these Galerkin errors in numerical upscaling, and recovery errors in function approximation. In Section 3.3, we consider the regime $h \rightarrow 0$, a case that degeneracy may occur. We use a singular weight function to deal with this issue both numerically and theoretically. Section 3.4 contains all the proofs. We summarize, discuss, and conclude this chapter in Section 3.5.

### 3.2 Finite Regime of Subsampled Lengthscales

In this section, we study the finite regime of $h$, i.e., $0<h \leq H$. We start with the ideal solution $u^{\text {ideal }}$, or equivalently $u^{\text {loc, }, \infty}$, and then move to the localized solution $u^{\mathrm{loc}, l}$ and $\tilde{u}^{\text {loc, } l}$ for finite $l$. Experiments are presented first, followed with theoretical analysis. Special attention is paid to the dependence of accuracy on the coarse scale $H$, subsampled lengthscale $h$ and when in the localized case, the oversampling
parameter $l$.

### 3.2.1 Experiments: Ideal Solution

In this subsection, we perform a numerical study of the effect of $h$ in $e_{1}^{h, H, \infty}(a, u)$ and $e_{0}^{h, H, \infty}(a, u)$, for $d=1$ and 2 respectively.

In this ideal case, the recovery solution and Galerkin solution are the same, and in our computation, we directly solve a PDE to get these solutions. Theoretical analysis of these numerical results is given in Subsection 3.2.2.

### 3.2.1.1 One Dimensional Example

We consider the domain $\Omega=[0,1]$. The rough coefficient $a(x)$ is a sample drawn from the random field

$$
\begin{equation*}
\xi=1+0.5 \times \sin \left(\sum_{k=1}^{100} \eta_{k} \cos (k x)+\zeta_{k} \sin (k x)\right) \tag{3.2.1}
\end{equation*}
$$

where $\eta_{k}, \zeta_{k}, 1 \leq k \leq 100$ are i.i.d. random variables uniformly distributed in [-0.5, 0.5]; see the upper left of Figure 3.2 for a single realization. The right-hand side $f$ is drawn from the Gaussian process $\mathcal{N}\left(0,(-\Delta)^{-0.5-\delta}\right)$ for $\delta=10^{-2}$; this guarantees $f \in H^{t}(\Omega)$ for any $t<\delta$ but not $t \geq \delta$; see the upper right of Figure 3.2 for a single realization of this process. Note that this set-up of $f$ ensures that it is roughly an element in $L^{2}(\Omega)$ and has no apparent higher regularity. This is important because we do not want $f$ to be too regular to influence the results, as our focus is on $f \in L^{2}(\Omega)$.

In the lower part of Figure 3.2, we output the energy errors and $L^{2}$ errors of the ideal solution, $e_{1}^{h, H, \infty}(a, u)$ and $e_{0}^{h, H, \infty}(a, u)$, for $H=2^{-2}, 2^{-3}, \ldots, 2^{-7}$ and the subsampled ratio $h / H=1,1 / 2,1 / 4,1 / 8$. The grid size we use to discretize the operator is set to be $2^{-11}$. These two figures lead to the following observations:

- For the ideal solution, the energy error decays linearly with respect to the coarse scale $H$, while the $L^{2}$ error decays quadratically.
- Decreasing $h$ leads to a decrease of accuracy.

In the next subsection, we move to a two dimensional example to further confirm these observations.


Figure 3.2: 1D example, ideal solution. Upper left: $a(x)$; upper right: $f(x)$; lower left: energy error; lower right: $L^{2}$ error.

### 3.2.1.2 Two Dimensional Example

We consider $\Omega=[0,1]^{2}$. The coefficient $a(x)$ is chosen as

$$
\begin{align*}
& a(x)=\frac{1}{6}\left(\frac{1.1+\sin \left(2 \pi x_{1} / \epsilon_{1}\right)}{1.1+\sin \left(2 \pi x_{2} / \epsilon_{1}\right)}+\frac{1.1+\sin \left(2 \pi x_{2} / \epsilon_{2}\right)}{1.1+\cos \left(2 \pi x_{1} / \epsilon_{2}\right)}+\frac{1.1+\cos \left(2 \pi x_{1} / \epsilon_{3}\right)}{1.1+\sin \left(2 \pi x_{2} / \epsilon_{3}\right)}\right. \\
&\left.+\frac{1.1+\sin \left(2 \pi x_{2} / \epsilon_{4}\right)}{1.1+\cos \left(2 \pi x_{1} / \epsilon_{4}\right)}+\frac{1.1+\cos \left(2 \pi x_{1} / \epsilon_{5}\right)}{1.1+\sin \left(2 \pi x_{2} / \epsilon_{5}\right)}+\sin \left(4 x_{1}^{2} x_{2}^{2}\right)+1\right), \tag{3.2.2}
\end{align*}
$$

where $\epsilon_{1}=1 / 5, \epsilon_{2}=1 / 13, \epsilon_{3}=1 / 17, \epsilon_{4}=1 / 31, \epsilon_{5}=1 / 65$. For the right-hand side, we sample two independent one-dimensional process in the last subsection, denoted by $f_{1}\left(x_{1}\right)$ and $f_{2}\left(x_{2}\right)$, and we set $f(x)=f_{1}\left(x_{1}\right) f_{2}\left(x_{2}\right)$. This guarantees $f \in H^{t}(\Omega)$ for any $t<\delta$ but not $t \geq \delta$ in two dimensions.

In the upper part of Figure 3.3, we output $a(x)$ and a single realization of $f(x)$. The lower part depicts $e_{1}^{h, H, \infty}(a, u)$ and $e_{0}^{h, H, \infty}(a, u)$, for $H=2^{-2}, 2^{-3}, \ldots, 2^{-6}$ and the subsampled ratio $h / H=1,3 / 4,1 / 2,1 / 4$. The grid size we use to discretize the operator is set to be $2^{-8}$. These two figures yield the same conclusions as those in the one dimensional case.


Figure 3.3: 2D example, ideal solution. Upper left: $a(x)$; upper right: $f(x)$; lower left: energy error; lower right: $L^{2}$ error.

### 3.2.2 Analysis: Ideal Solution

In this subsection, we move to the theoretical analysis of the ideal solution, to understand better of the above empirical observations.

For this purpose, we use our earlier results in function approximation via subsampled data [44]. Especially, Theorem 3.3 in [44] implies the following result:

Theorem 3.2.1. For the ideal solution, it holds that

$$
\begin{align*}
& e_{1}^{h, H, \infty}(a, u) \leq \frac{1}{\sqrt{a_{\min }}} C_{1}(d) H \rho_{2, d}\left(\frac{H}{h}\right)\|\mathcal{L} u\|_{L^{2}(\Omega)}  \tag{3.2.3}\\
& e_{0}^{h, H, \infty}(a, u) \leq \frac{1}{a_{\min }} C_{1}(d)^{2} H^{2}\left(\rho_{2, d}\left(\frac{H}{h}\right)\right)^{2}\|\mathcal{L} u\|_{L^{2}(\Omega)}, \tag{3.2.4}
\end{align*}
$$

where, $C_{1}(d)$ is a constant that depends on the dimension $d$ only, and for $p, d \geq 1$, the function $\rho_{p, d}: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$is defined as:

$$
\rho_{p, d}(t)=\left\{\begin{align*}
1, & d<p  \tag{3.2.5}\\
(\log (1+t))^{\frac{d-1}{d}}, & d=p \\
t^{\frac{d-p}{p}}, & d>p
\end{align*}\right.
$$

In Theorem 3.2.1, we get the upper bound of $e_{1}^{h, H, \infty}(a, u)$ and $e_{0}^{h, H, \infty}(a, u)$. The dependence of this upper bound on $h$ is determined by the function $\rho_{2, d}$. Note that it is a non-decreasing function, so as $h$ decreases, for a fixed $H$, the ratio $H / h$ increases, and the upper bound will also increase. One exception is when $d=1$, the upper bound remains constant when $h$ changes, and it is still finite even when $h$ approaches 0 . This phenomenon is in sharp contrast with the case $d \geq 2$, where as $h \rightarrow 0$, the upper bound blows up to infinity.

The above theoretical implications match what we have observed in the experimentsreducing $h$ leads to a decrease of accuracy, both in $d=1$ and $d=2$; moreover, the deterioration of accuracy is more severe in $d=2$ than $d=1$.

Therefore, if one is adopting the ideal solution, without considering computational costs, then we would recommend choosing $h=H$, which achieves the best of both worlds with a theoretical guarantee and practical performance.

Remark 3.2.2. Applying the above recommendation $(h=H)$ is straightforward in the context of numerical upscaling-we can choose the suitable upscaled coarse variables. Nevertheless, for scattered data approximation, the data acquisition step also matters. Our analysis suggests that for the sake of accuracy (in the case there is no burden of computational costs), it could be a good idea to make the lengthscale of the coarse data larger; this provides guidance for data collection in such a scenario.

### 3.2.3 Experiments: Localized Solution

Solving the ideal solution can be computationally expensive due to the global optimization problem (3.1.3). This is also why we stop at $H=2^{-6}$ and do not decrease $H$ further in the previous 2D experiments. For better practical algorithms, in this subsection, we move to the localized solution. We start with the numerical experiments for 1D and 2D, followed by theoretical analysis. In these experiments, we use the same functions $a(x)$ and $f(x)$ as in the ideal case.

In the localized scenario, the Galerkin solution in numerical upscaling and the recovery solution in scattered data approximation are different. Thus, we will compute them separately and compare the results. More precisely, for the Galerkin solution, we use the localized basis functions in the Galerkin framework to solve the PDE; for the recovery solution, it is simpler - once the basis functions are computed, we readily get the recovery solution by using the available subsampled data and the formula (3.1.6). For both cases, the ground truth solution $u$ is given as a solution to a PDE.

### 3.2.3.1 One Dimensional Example

We consider the 1D model in Subsection 3.2.1.1. We compute the Galerkin errors $\tilde{e}_{1}^{h, H, l}(a, u)$ and $\tilde{e}_{0}^{h, H, l}(a, u)$ and the recovery errors $e_{1}^{h, H, l}(a, u)$ and $e_{0}^{h, H, l}(a, u)$, for $H=2^{-2}, 2^{-3}, \ldots, 2^{-7}, h / H=1,1 / 2,1 / 4,1 / 8$ and $l=2,4$. The grid size we use to discretize the operator is set to be $2^{-11}$.

In Figure 3.4, the oversampling parameter $l=2$. The upper part depicts the energy and $L^{2}$ errors of the Galerkin solution, while the lower part corresponds to that of the recovery solution. From the figure, we observe the following facts:

- Due to localization, the error line of $h / H=1,1 / 2,1 / 4$ finally turns up as we make $H$ very small, deviating from what we have observed in the ideal solution. This implies the localization error matters a lot.
- Among the four choices, the case $h / H=1 / 8$ that corresponds to the smallest $h$, behaves the best for small $H$. It appears that decreasing $h$ may suppress the localization error to certain extent.
- The $L^{2}$ error of the recovery solution is more stable and accurate compared to the Galerkin solution, when $H$ is small. Especially, there is no obvious blow-up as $H$ becomes small.

Next, we increase the oversampling parameter to $l=4$, and output the same set of observables in Figure 3.5. Now, only the case $h / H=1$ leads to a turning up of the error line, while the other three cases lead to similar error lines as the ideal solution. The best choice among the four becomes $h / H=1 / 2$. Thus, as $l$ increases, the localized solution is approaching the ideal one, and choosing a larger $h$ would be good.

### 3.2.3.2 Two Dimensional Example

In this subsection, we move to a two dimensional example that corresponds to the the ideal case in Subsection 3.2.1.2. As before, we compute the Galerkin errors $\tilde{e}_{1}^{h, H, l}(a, u)$ and $\tilde{e}_{0}^{h, H, l}(a, u)$ and the recovery errors $e_{1}^{h, H, l}(a, u)$ and $e_{0}^{h, H, l}(a, u)$, for $H=2^{-2}, 2^{-3}, \ldots, 2^{-8}, h / H=1,3 / 4,1 / 2,1 / 4$ and $l=2,4$. The grid size we use to discretize the operator is set to be $2^{-10}$.

We start with $l=2$, in Figure 3.6. Our observations are as follows:


Figure 3.4: 1D example, localized solution $l=2$. Upper left: $\tilde{e}_{1}^{h, H, l}(a, u)$; upper right: $\tilde{e}_{0}^{h, H, l}(a, u)$; lower left: $e_{1}^{h, H, l}(a, u)$; lower right: $e_{0}^{h, H, l}(a, u)$.


Figure 3.5: 1D example, localized solution $l=4$. Upper left: $\tilde{e}_{1}^{h, H, l}(a, u)$; upper right: $\tilde{e}_{0}^{h, H, l}(a, u)$; lower left: $e_{1}^{h, H, l}(a, u)$; lower right: $e_{0}^{h, H, l}(a, u)$.

- All the error lines deviate from the desired $O(H)$ or $O\left(H^{2}\right)$ line to some extent, and among the four choices, the ratio $h / H=1 / 2$ performs the best when $H$ is small.
- Compared to the 1D example, the localization errors in 2D are larger, since the deviation from the desired $O(H)$ or $O\left(H^{2}\right)$ line is more apparent.
- The error line exhibits a turning up behavior even for very small $h / H=1 / 4$. That means in the 2D case, small $h$ can also lead to large overall errors. This observation indeed matches our theory for the ideal solution, as $\rho_{2, d}(H / h)$ in Theorem 3.2.1 will blow up as $h \rightarrow 0$, when $d=2$.
- When $H$ is small, the $L^{2}$ error of the recovery solution in the scattered data approximation is more accurate than the Galerkin solution in numerical upscaling. This phenomenon has also been observed in the 1D example.

Then, we increase the oversampling parameter to $l=4$. The results are output in Figure 3.7. We observe a better accuracy and more stable behavior of the error lines compared to $l=2$. Now the best among the four ratios becomes $h / H=3 / 4$. Moreover, the relative behaviors of the three cases $h / H=3 / 4,1 / 2,1 / 4$ are very similar to that in the ideal solution, indicating that when $l=4$, the localization error may be small compared to the approximation error of the ideal solution.

### 3.2.4 Analysis: Localized Solution

In this subsection, we provide some theoretical analysis for the localized solution. To begin with, we summarize the main observations in the numerical experiments that we want to understand more deeply in our theoretical study.

1. The error lines of the localized solution, $e_{1}^{h, H, l}(a, u), \tilde{e}_{1}^{h, H, l}(a, u)$ and also $\tilde{e}_{0}^{h, H, l}(a, u)$, turn up when $H$ is small, if $l$ is fixed;
2. The localization error appears to become smaller as $h$ decreases; for the overall error of the localized solution, there seems to be a competition between the approximation error of the ideal solution (which increases as $h$ decreases), and the localization error (which decreases as $h$ decreases). The strength of the competition depends on the oversampling parameter $l$;
3. The $L^{2}$ error of the recovery solution is smaller compared to that of the Galerkin solution, i.e., $\tilde{e}_{0}^{h, H, l}(a, u)$ appears to be larger than $e_{0}^{h, H, l}(a, u)$, and for the latter, it does not blow up as $H$ becomes small.


Figure 3.6: 2D example, localized solution $l=2$. Upper left: $\tilde{e}_{1}^{h, H, l}(a, u)$; upper right: $\tilde{e}_{0}^{h, H, l}(a, u)$; lower left: $e_{1}^{h, H, l}(a, u)$; lower right: $e_{0}^{h, H, l}(a, u)$.


Figure 3.7: 2D example, localized solution $l=4$. Upper left: $\tilde{e}_{1}^{h, H, l}(a, u)$; upper right: $\tilde{e}_{0}^{h, H, l}(a, u)$; lower left: $e_{1}^{h, H, l}(a, u)$; lower right: $e_{0}^{h, H, l}(a, u)$.

We will provide reasonable theoretical explanation of these observations. First, we introduce several useful notations.

### 3.2.4.1 Notations

For any function $v \in H_{0}^{1}(\Omega)$, we write

$$
\begin{equation*}
\mathrm{P}^{h, H, l} v=\sum_{i \in I}\left[v, \phi_{i}^{h, H}\right] \psi_{i}^{h, H, l} \tag{3.2.6}
\end{equation*}
$$

Moreover, we use the convention $\mathrm{P}^{h, H} v=\sum_{i \in I}\left[v, \phi_{i}^{h, H}\right] \psi_{i}^{h, H}$. These definitions lead to the relation $\mathrm{P}^{h, H, l} \psi_{i}^{h, H}=\psi_{i}^{h, H, l}$, which connects the ideal and localized basis functions.

Since we are mainly interested in how the error depends on $h, H, l$ and $u$, we use $A \lesssim B$ (resp. $A \gtrsim B$ ) to denote the condition $A \leq C B$ (resp. $A \geq C B$ ) for some constant $C$ independent of $h, H, l$ and $u$. If we have both $A \lesssim B$ and $A \gtrsim B$, then we will write $A \simeq B$. We use $\langle\cdot, \cdot\rangle_{a}$ to denote the $a$-weighted inner product in $H_{0}^{1}(\Omega)$, i.e., $\langle u, v\rangle_{a}:=\int_{\Omega} a \nabla u \cdot \nabla v$.

### 3.2.4.2 Analysis

To analyze the error of localized solutions, we first use the triangle inequality:

$$
\begin{align*}
e_{1}^{h, H, l}(a, u) & =\left\|u-\mathrm{P}^{h, H, l} u\right\|_{H_{a}^{1}(\Omega)} \\
& \leq\left\|u-\mathrm{P}^{h, H} u\right\|_{H_{a}^{1}(\Omega)}+\left\|\mathrm{P}^{h, H} u-\mathrm{P}^{h, H, l} u\right\|_{H_{a}^{1}(\Omega)}  \tag{3.2.7}\\
& \lesssim H \rho_{2, d}\left(\frac{H}{h}\right)\|\mathcal{L} u\|_{L^{2}(\Omega)}+\left\|\mathrm{P}^{h, H} u-\mathrm{P}^{h, H, l} u\right\|_{H_{a}^{1}(\Omega)}
\end{align*}
$$

where in the last inequality, we have used the estimate for the ideal solution. The second part $\left\|\mathrm{P}^{h, H} u-\mathrm{P}^{h, H, l} u\right\|_{H_{a}^{1}(\Omega)}$ is the localization error. Our main goal is to estimate this part of error. For this purpose, we have Theorem 3.2.3 below.

Theorem 3.2.3. The following results hold:

1. (Inverse estimate) For any $v \in \operatorname{span}\left\{\psi_{i}^{h, H}\right\}_{i \in I}$ and in each $\omega_{j}^{h, H}, j \in I$, we have the estimate:

$$
\|\nabla \cdot(a \nabla v)\|_{L^{2}\left(\omega_{j}^{h, H}\right)} \leq \frac{\sqrt{a_{\max }} C_{2}(d)}{h}\|v\|_{H_{a}^{1}\left(\omega_{j}^{h, H}\right)}
$$

where $C_{2}(d)$ is a constant that depends on $d$ only.
2. (Exponential decay) For each $i \in I$ and $k \in \mathbb{N}$, we have

$$
\begin{equation*}
\left\|\psi_{i}^{h, H}\right\|_{H_{a}^{1}\left(\Omega \backslash \mathrm{~N}^{k}\left(\omega_{i}^{H}\right)\right)}^{2} \leq(\beta(h, H))^{k}\left\|\psi_{i}^{h, H}\right\|_{H_{a}^{1}(\Omega)}^{2}, \tag{3.2.8}
\end{equation*}
$$

where

$$
\begin{equation*}
\beta(h, H)=\frac{C_{0}(d) \sqrt{\frac{a_{\max }}{a_{\min }}}\left(C_{1}(d) \rho_{2, d}\left(\frac{H}{h}\right)+C_{1}(d) C_{2}(d) \frac{h}{H}\right)}{C_{0}(d) \sqrt{\frac{a_{\max }}{a_{\min }}}\left(C_{1}(d) \rho_{2, d}\left(\frac{H}{h}\right)+C_{1}(d) C_{2}(d) \frac{h}{H}\right)+1} . \tag{3.2.9}
\end{equation*}
$$

Here, $C_{0}(d)$ is a universal constant dependent on $d, C_{1}(d)$ is the constant in Theorem 3.2.1 while $C_{2}(d)$ is the constant in the inverse estimate.
3. (Norm estimate) Suppose for each $i \in I, \phi_{i}^{h, H}$ is $L^{1}$ normalized in the sense that $\left\|\phi_{i}^{h, H}\right\|_{L^{1}\left(\omega_{i}^{h, H}\right)}=1$, then the following estimate holds:

$$
\begin{equation*}
\left\|\psi_{i}^{h, H}\right\|_{H_{a}^{1}(\Omega)} \lesssim \frac{1}{\rho_{2, d}\left(\frac{H}{h}\right)} H^{d / 2-1} \tag{3.2.10}
\end{equation*}
$$

4. (Localization error per basis function) For each $i \in I$, it holds that

$$
\begin{align*}
& \left\|\psi_{i}^{h, H}-\psi_{i}^{h, H, l}\right\|_{H_{a}^{1}(\Omega)} \\
\lesssim & H^{d / 2-1} \min \left\{(\beta(h, H))^{l / 2}, \frac{1}{\rho_{2, d}\left(\frac{H}{h}\right)}\right\} . \tag{3.2.11}
\end{align*}
$$

5. (Overall localization error) The following error estimate holds:

$$
\begin{align*}
& \left\|\mathrm{P}^{h, H} u-\mathrm{P}^{h, H, l} u\right\|_{H_{a}^{1}(\Omega)} \\
& \min \left\{(\beta(h, H))^{l / 2} \rho_{2, d}\left(\frac{H}{h}\right), 1\right\} \times \min \left\{\frac{l^{d / 2}}{H}, \frac{1}{H^{d / 2+1} \rho_{2, d}\left(\frac{H}{h}\right)}\right\}\|u\|_{L^{\infty}(\Omega)} \tag{3.2.12}
\end{align*}
$$

6. (Overall recovery error) Suppose $d \leq 3$. For the energy recovery error, we have

$$
\begin{align*}
e_{1}^{h, H, l}(a, u) \lesssim\left(H \rho_{2, d}\left(\frac{H}{h}\right)+\right. & \min \left\{(\beta(h, H))^{l / 2} \rho_{2, d}\left(\frac{H}{h}\right), 1\right\} \\
& \left.\times \min \left\{\frac{l^{d / 2}}{H}, \frac{1}{H^{d / 2+1} \rho_{2, d}\left(\frac{H}{h}\right)}\right\}\right)\|\mathcal{L} u\|_{L^{2}(\Omega)} \tag{3.2.13}
\end{align*}
$$

and for the $L^{2}$ recovery error, we have

$$
\begin{align*}
e_{0}^{h, H, l}(a, u) \lesssim\left(\left(H \rho_{2, d}\left(\frac{H}{h}\right)\right)^{2}+\right. & \min \left\{1, H \rho_{2, d}\left(\frac{H}{h}\right)\right\} \\
& \times \min \left\{(\beta(h, H))^{l / 2} \rho_{2, d}\left(\frac{H}{h}\right), 1\right\} \\
\times & \left.\min \left\{\frac{l^{d / 2}}{H}, \frac{1}{H^{d / 2+1} \rho_{2, d}\left(\frac{H}{h}\right)}\right\}\right)\|\mathcal{L} u\|_{L^{2}(\Omega)} . \tag{3.2.14}
\end{align*}
$$

7. (Overall Galerkin error) Suppose $d \leq 3$. The energy Galerkin error is upper bounded by the energy recovery error: $\tilde{e}_{1}^{h, H, l}(a, u) \leq e_{1}^{h, H, l}(a, u)$. For the $L^{2}$ Galerkin error, we have

$$
\begin{align*}
\tilde{e}_{0}^{h, H, l}(a, u) \lesssim\left(H \rho_{2, d}\left(\frac{H}{h}\right)+\right. & \min \left\{(\beta(h, H))^{l / 2} \rho_{2, d}\left(\frac{H}{h}\right), 1\right\} \\
& \left.\times \min \left\{\frac{l^{d / 2}}{H}, \frac{1}{H^{d / 2+1} \rho_{2, d}\left(\frac{H}{h}\right)}\right\}\right)^{2}\|\mathcal{L} u\|_{L^{2}(\Omega)} \tag{3.2.15}
\end{align*}
$$

### 3.2.4.3 Implications

Before we move to the proof part, let us first discuss the implications of this theorem. We focus on the localization error in the final estimates.

- Fix an $l$ and the ratio $H / h$. Due to (3.2.13) and (3.2.15), the localization error parts in $e_{1}^{h, H, l}(a, u), \tilde{e}_{1}^{h, H, l}(a, u)$ and $\tilde{e}_{0}^{h, H, l}(a, u)$ will blow up as $H$ goes to 0 . In contrast, due to (3.2.14), the localization error in $e_{0}^{h, H, l}(a, u)$ remains bounded in this limit. Indeed, it is bounded by

$$
\begin{aligned}
& H \rho_{2, d}\left(\frac{H}{h}\right) \times(\beta(h, H))^{l / 2} \rho_{2, d}\left(\frac{H}{h}\right) \times \frac{l^{d / 2}}{H}\|\mathcal{L} u\|_{L^{2}(\Omega)} \\
\leq & l^{d / 2}(\beta(h, H))^{l / 2}\left(\rho_{2, d}\left(\frac{H}{h}\right)\right)^{2}\|\mathcal{L} u\|_{L^{2}(\Omega)},
\end{aligned}
$$

which does not blow up as $H \rightarrow 0$. This reveals a distinguished behavior of $e_{0}^{h, H, l}(a, u)$ compared to the other three errors, which have been observed in our experiments. Our analysis explains this phenomenon.

- For $e_{1}^{h, H, l}(a, u)$, our analysis shows that there is a competition between the approximation error of the ideal solution, $H \rho_{2, d}\left(\frac{H}{h}\right)$ (we omit $\|\mathcal{L} u\|_{L^{2}(\Omega)}$ for
simplicity), and the localization error

$$
\min \left\{(\beta(h, H))^{l / 2} \rho_{2, d}\left(\frac{H}{h}\right), 1\right\} \times \min \left\{\frac{l^{d / 2}}{H}, \frac{1}{H^{d / 2+1} \rho_{2, d}\left(\frac{H}{h}\right)}\right\}
$$

Fix an $H$ and $l$. When $d \geq 2$, since $\lim _{h \rightarrow 0} \rho_{2, d}\left(\frac{H}{h}\right)=\infty$, we have that as $h \rightarrow 0$, the approximation error goes to infinity, while the localization error goes to zero. When $d=1$, both two parts of errors remain bounded as $h \rightarrow 0$, and thus the competition is less pronounced; this matches what we have observed in our 1D experiments-the effect of reducing $h$ is not as large as in our 2D example.

The existence of competition implies that in general, there should be a value of $h$ that leads to the best error for the fixed $H$ and $l$. Because the localization error decreases as $l$ increases, this optimal value would also increase for a larger $l$, as observed in our experiments.
The above phenomenon also applies to other errors, i.e., the recover $L^{2}$ error $e_{0}^{h, H, l}(a, u)$ and the Galerkin errors $\tilde{e}_{1}^{h, H, l}(a, u)$ and $\tilde{e}_{0}^{h, H, l}(a, u)$.

- If we fix $H / h$, and want to have an overall error of $O(H)$ (for energy error) or $O\left(H^{2}\right)$ (for the $L^{2}$ error), then our estimates show that

$$
l=O\left(\frac{\log H}{\log \beta(h, H)}\right)
$$

suffices for this goal. Note that $\beta(h, H)$ can be treated as a constant (less than 1) when $H / h$ is fixed, so generally $l=O(\log (1 / H))$ is enough. Moreover, our experiments demonstrate that we could do much better in practice-a constant value of $l=2$ or 4 behaves well for a wide range of $H$ and $h$.

The three points above explain the questions that we raised at the beginning of Subsection 3.2.4.

Remark 3.2.4. Though the presence of 'min' in many places of our estimates complicates the formula, they play critical roles in the above explanations, since we need to choose the correct term inside the 'min' to get the desired conclusion.

Remark 3.2.5. In Theorem 3.2.3, the basis function $\psi_{i}^{h, H}$ has an exponential decay property; see (3.2.8). The localization error should heavily depend on the decay rate, so obtaining a tight bound of this rate is important here. In our analysis, we get the rate $\beta(h, H)$, which contains a term $\rho_{2, d}(H / h)$ that increases as $h$ decreases
(when $d \geq 2$ ), and a term $h / H$ that decreases while $h$ decreases. The two mixed components may suggest a non-monotone behavior of the decay rate. Moreover, when $h \rightarrow 0$, we get $\beta(h, H) \rightarrow 1$, so the decay appears to deteriorate eventually for small $h$. On the other hand, it seems intuitive that once $h$ is small, the measurement region $\omega_{i}^{h, H}$ becomes more localized, and then the decay shall be amplified. To understand this problem better, we conduct a numerical experiment as follows. For the coefficient $a(x)$ in (3.2.2) and $H=2^{-5}$, we compute the relative localization error $\frac{\left\|\psi_{i}^{h, H}-\psi_{i}^{h, H, l}\right\|_{H_{a}^{1}(\Omega)}^{2}}{\left\|\psi_{i}^{h, H}\right\|_{H_{a}^{1}(\Omega)}^{2}}$ for $h=2^{-5}, 2^{-6}, \ldots, 2^{-10}$ and $l=0,1,2, \ldots, 5$. The index $i$ is selected so that $\omega_{i}^{H}$ is centered in the domain $\Omega$. The result is shown in Fig. 3.8.


Figure 3.8: Relative localization error per basis function

From the figure, we observe that there is indeed a non-monotone behavior with respect to $h$ in the relative localization error. Among these choices of $h$ and $l$, we only see a monotone tendency for $l=0$. For other $l$, the value $h$ that leads to the minimal relative localization error increases as $l$ increases. For the $a(x)$ and $H$ considered, we can see $h / H=1 / 2,1 / 4$ lead to small errors in general, which also explains that this choice of $h$ works quite well in our previous experiments. Overall, the above investigation suggests that our bound on the exponential decay and localization error can reasonably predict the behavior in practice. The decay is truly subtle regarding the small parameter $h$.

Remark 3.2.6. Our current result does not provide explicit clues on how to choose $h$ according to $l$ and $H$ to achieve the best accuracy. Nonetheless, our experiments have shown that usually $h / H=3 / 4$ or $1 / 2$ behaves well, across a wide range of $H=2^{-8}, 2^{-7}, \ldots, 2^{-2}$ and $l=2,4$, in the two dimensional problems. Providing more guidance on this aspect, either numerically or theoretically, is left as future work.

### 3.2.4.4 Proof Strategy

The results in Theorem 3.2.3 are presented progressively. Our proofs will start from the first and move forward one by one to the seventh. We summarize the main ideas below, together with their connections to existing results in the literature. The detailed proof is in Subsection 3.4.1.

1. The inverse estimate is obtained due to a scaling argument-that is why the subsampled scale $h$ appeared. (Subsection 3.4.1.1)
2. Based on the inverse estimate and the subsampled Poincaré inequality (see Proposition 2.5 in [44]), we can establish the exponential decay property via a Caccioppoli type of argument. The logical line of our proof here is similar to that of the original LOD method (Lemma 3.4 in [181]) and Gamblets (Theorem 3.9 in [203]), while now we need to be careful to make every estimate adaptive to the small scale parameter $h$. (Subsection 3.4.1.2)
3. For the norm estimate, we construct critical examples whose energy norm leads to a desired upper bound. The critical example here is similar to the one we used before to prove the optimality of the subsampled Poincaré inequality (see Proposition 2.6 in [44]). This type of profile has also been studied in the context of semi-supervised learning; see Theorem 2 in [193]. (Subsection 3.4.1.3)
4. The localization error per basis function is established by combining the exponential decay estimate and the norm estimate. Our results contain two parts inside the 'min' operation. The idea of proving the first part is similar to that of Lemma 3.4 in [181]. The second part is a direct application of the norm estimate. Both parts are important. The first part captures the exponential decay property, while the second part captures the behavior with respect to small $h$ - when $d \geq 2$, this estimate implies the localization error per basis function vanishes as $h$ goes to 0 . (Subsection 3.4.1.4)
5. To move from the localization error per basis function to the overall localization error, we also proceed in two directions. The first one follows the idea of proving Lemma 3.5 in [181], leading to an upper bound of $O\left(l^{d / 2} / H\right)$, which remains bounded as $h \rightarrow 0$. On the other hand, we can use simple triangle inequality, which yields an estimate of $O\left(1 /\left(H^{d / 2+1} \rho_{2, d}\left(\frac{H}{h}\right)\right)\right)$, which is worse in the power of $H$ than the first one, but can capture the limit as $h \rightarrow 0$, i.e., it vanishes as $h \rightarrow 0$. The combination of the two leads to the final estimate. (Subsection 3.4.1.5)
6. It is straightforward to go from overall localization error to the energy recovery error by a triangle inequality. For the $L^{2}$ recovery error, we can bound it through the energy error in two ways, with or without using the subsampled Poincaré inequality. This leads to a further 'min' operation in the final estimate. (Subsection 3.4.1.6)
7. The energy Galerkin error is upper bounded by the energy recover error according to the Galerkin orthogonality. The $L^{2}$ Galerkin error is obtained by the standard Aubin-Nitsche trick. (Subsection 3.4.1.7)

### 3.3 Small Limit Regime of Subsampled Lengthscales

In the last section, we have made a detailed study of the recovery error and Galerkin error with respect to $h, H$, and $l$. We observe that there is a deterioration of accuracy as $h$ becomes small, especially for $d \geq 2$-the benefit of small localization errors by a very small $h$ is overwhelmed by the curse of induced large approximation errors. Due to this reason, in our experiments, we choose the ratio $h / H$ to be not too small: we select $h / H \geq 1 / 8$ in 1D and $h / H \geq 1 / 4$ in 2D. Our theoretical analysis also collaborates with these observations, as the function $\rho_{2, d}(H / h)$ that appears in the error estimate will blow up as $h / H \rightarrow 0$ for $d \geq 2$.

Therefore, we are advised not to use a very small $h$. While this is a practical suggestion in the problem of numerical upscaling, since we have the freedom of choosing the upscaled variables and thus can avoid this pathological phenomenon, in the problem of scattered data approximation, we may not have such flexibility due to the prevalent physical constraints for data measurements. As we often encounter recovery problems in high dimensions with scattered data that possibly have a very small lengthscale, e.g., pointwise data, it is natural to ask that whether we could get an accurate recovery even in the $h \rightarrow 0$ regime. The analysis above implies that this
goal is not achievable in general for the model problem we have considered. Thus, we need to put stronger assumptions on the function $u$ to be approximated.

Since the degeneracy of accuracy for $d \geq 2$ can be partially attributed to the low regularity of the target function $u$, that is, when $d \geq 2$, functions in $H^{1}(\Omega)$ may not have a well-defined pointwise value (according to the Sobolev embedding theorem [83]), a natural idea is to assume $u$ to be more regular. There has been some work in which $u$ is assumed to be in $W^{k, 2}(\Omega)$ for some larger $k$ [302]; this assumption ensures the continuity of the function. Alternatively, one can assume $u \in W^{1, p}(\Omega)$ and increase $p-$ when $p>d$, the degeneracy issue disappears; see $[75,252,151$, 37].

The above assumptions of better regularity on $u$, either via increasing $k$ or $p$, require to modify the recovery algorithm substantially; in the former, the basis functions are obtained by replacing the $H_{a}^{1}(\Omega)$ norm in (3.1.3) by a high order norm, similar to the polyharmonic splines and their rough version [210]; in the latter, the recovery function is obtained by minimizing the $W^{1, p}(\Omega)$ norm subject to the observed data.

Here, to stick to the formulation (3.1.3) and thus the main theme of this chapter, we consider to improve the regularity via choosing a singular weight function $a(x)$. Naturally, in order to make the recovery non-degenerate regarding a vanishing $h$, we need to put more importance on the coarse data of a small lengthscale $h$. Thus, we could assume the function is "nearly flat" around the data location by using a singular $a(x)$ such that $\int_{\Omega} a|\nabla u|^{2}<\infty$ - this guarantees the information content of coarse data even for very small $h$. We will make this intuition more quantitative in this section.

### 3.3.1 Numerical Experiment

As before, we start with some numerical experiment. We choose $d=2$ and $\Omega=[0,1]^{2}$. The ground truth function $u$ is depicted in the upper-left of Figure 3.9. The coarse scale $H=2^{-2}$, and suppose for now we collect subsampled data with lengthscale $h=H / 2=2^{-3}$; the grid size $h_{g}$ is set to be $2^{-7}$. In the upper-right of Figure 3.9, we plot the ideal recovery solution by using $a(x)=1$, the subsampled data $\left[u, \phi_{i}^{h, H}\right], i \in I$ and the ideal basis functions $\left\{\psi_{i}^{h, H}\right\}_{i \in I}$. We observe that to certain extent, the recovery solution can capture the large scale property of $u$.

Then, we decrease the subsampled lengthscale - we choose $h=2^{-4} \cdot H=2^{-6}$. The recovery solution obtained by solving (3.1.3) with $a(x)=1$ is in the lower-left of Figure 3.9. The degeneracy issue becomes apparent - there are many spikes in
the recovery solution, and the locations of these spikes are the data positions. This confirms our understanding that a small $h$ leads to a degenerate recovery.

Now, we define a weight function as follows. For each local patch $\omega_{i}^{H}, i \in I$, its center is denoted by $x_{i} \in \omega_{i}^{H}$. We write $X^{H}=\bigcup_{i=1}^{I}\left\{x_{i}^{H}\right\}$ and $\mathrm{d}\left(x, X^{H}\right)$ is the Euclidean distance from $x$ to the set $X^{H}$. The weight function is defined as

$$
\begin{equation*}
W(x)=\left(\frac{H}{\mathrm{~d}\left(x, X^{H}\right)}\right) \log ^{2}\left(1+\frac{H}{\mathrm{~d}\left(x, X^{H}\right)}\right) . \tag{3.3.1}
\end{equation*}
$$

It is singular at the center of our subsampled data; see Figure 3.10. In the lower-right of Figure 3.9, we construct the recovery solution by solving (3.1.3) with $a(x)=W(x)$. To avoid numerical instability in the experiment, we use a regularized version of the singular weight as follows:

$$
\begin{equation*}
W\left(x ; h_{g}\right)=\left(\frac{H}{\max \left\{h_{g}, \mathrm{~d}\left(x, X^{H}\right)\right\}}\right) \log ^{2}\left(1+\frac{H}{\max \left\{h_{g}, \mathrm{~d}\left(x, X^{H}\right)\right\}}\right), \tag{3.3.2}
\end{equation*}
$$

where $h_{g}$ is the grid size. From the figure, we observe that the recovery solution appears much better than the one based on $a(x)=1$. It captures most of the large scale behaviors. Moreover, it is visually smoother; due to the singular weight function, the impact of the subsampled data does propagate to other points in the domain.

Remark 3.3.1. The idea of function recovery based on a weight function that puts more importance around the data regions has been used in semisupervised learning and image processing [248], through using a weighted graph Laplacian. Recently, the work [38] proposed a properly weighted Laplacian that attains a well-defined continuous limit. Our earlier work [44] also discussed a similar weighted discovery. In the next subsection, we will provide some theoretical analysis of this recovery based on results in [44], assuming $u(x)$ belongs to a weighted function space.

### 3.3.2 Analysis: Weighted Inequality

For simplicity, in dimension $d \geq 2$, we consider the following class of weight functions:

$$
\begin{equation*}
W_{\gamma, H}(x)=\left(\frac{H}{\mathrm{~d}\left(x, X^{H}\right)}\right)^{d-2+\gamma}, \tag{3.3.3}
\end{equation*}
$$

where $\gamma>0$. Indeed, the additional log term in (3.3.1) only makes the problem easier, since it makes the function blow up even faster.

We use the same notation as in Subsection 3.2.4.1. Then, we have the following theorem:


Figure 3.9: Upper left: $u(x)$; upper right: recovery solution, $h / H=1 / 2$ and $a(x)=1$; lower left: recovery solution, $h / H=1 / 2^{4}$ and $a(x)=1$; lower right: recovery solution, $h / H=1 / 2^{4}$ and $a(x)=W(x)$.


Figure 3.10: Left: figure of $W(x)$; right: contour of $W(x)$

Theorem 3.3.2. Let $d \geq 2$ and $\gamma>0$. Fix an $H$, and we choose $a(x)=W_{\gamma, H}(x)$. Then the following results hold:

1. If $\|u\|_{H_{a}^{1}(\Omega)}<\infty$, then the $L^{2}$ error of the ideal solution satisfies

$$
\begin{equation*}
e_{0}^{h, H, \infty}(a, u) \lesssim C(\gamma) H\|u\|_{H_{a}^{1}(\Omega)} . \tag{3.3.4}
\end{equation*}
$$

2. If $-\nabla \cdot(a \nabla u)=f \in L^{2}(\Omega)$, then the energy error of the ideal solution satisfies

$$
\begin{equation*}
e_{1}^{h, H, \infty}(a, u) \lesssim C(\gamma) H\|f\|_{L^{2}(\Omega)}, \tag{3.3.5}
\end{equation*}
$$

and the $L^{2}$ error satisfies

$$
\begin{equation*}
e_{0}^{h, H, \infty}(a, u) \lesssim C(\gamma) H^{2}\|f\|_{L^{2}(\Omega)} . \tag{3.3.6}
\end{equation*}
$$

Here, $C(\gamma)$ represents a positive constant that depends on $\gamma$ only, and can vary its value from place to place.

The proof is deferred to Subsection 3.4.2. We observe from the theorem that the upper bound of the accuracy is independent of the subsampled scale $h$, which implies that it is still valid in the small $h$ limit. This is in sharp contrast with the estimates in Theorem 3.2.1, where the upper bound blows up as $h \rightarrow 0$. The key here is the use of a singular weight function that puts more importance on the subsampled data.

We also use a numerical experiment to demonstrate this theorem. We choose $d=2$, $\Omega=[0,1]^{2}$ and $H=2^{-2}$. The parameter $\gamma=1$. We use the mechanism in Subsection 3.2.1.2 to generate a right-hand side $f \in L^{2}(\Omega)$, and $u$ solves

$$
-\nabla \cdot\left(W_{\gamma, H} \nabla u\right)=f .
$$

The grid size is set to be $2^{-8}$. We choose $h=2^{-3}, 2^{-4}, \ldots, 2^{-7}$. For each $h$, we collect the data $\left[u, \phi_{i}^{h, H}\right], i \in I$ and compute the ideal recovery solutions by solving (3.1.3) with $a(x)=1$ and $a(x)=W_{\gamma, H}(x)$ respectively. We output the $H_{0}^{1}(\Omega)$ and $L^{2}(\Omega)$ error of these recovery solutions in Figure 3.11. From this figure, we observe



Figure 3.11: The $H_{0}^{1}(\Omega)$ and $L^{2}(\Omega)$ errors for different $h$, using constant $a(x)$ or singular weighted $a(x)$. Left: $H_{0}^{1}(\Omega)$ error; right: $L^{2}(\Omega)$ error
that the recovery errors using $a(x)=1$ will increase as $h$ decrease, while those using $a(x)=W_{\gamma, H}(x)$ lead to a flattened curve with respect to $h$. This matches our theoretical predictions. Since in this example the dimension $d=2$, the blow-up rate predicted by Theorem 3.2.1 is only logarithmic, so even though $h$ is very small, the overall accuracy is still not too bad.

### 3.4 Proofs

This section provides all the proofs in this chapter.

### 3.4.1 Proof of Theorem 3.2.3

There are seven sub-results in this theorem. We prove them one by one.

### 3.4.1.1 Inverse Estimate

In the domain $\omega_{j}^{h, H}$, we have $\nabla \cdot(a \nabla v)=c_{i} \phi_{i}^{h, H}$ for some $c_{i} \in \mathbb{R}$. Let $v=v_{1}+v_{2}$ such that

$$
\nabla \cdot\left(a \nabla v_{1}\right)=\nabla \cdot(a \nabla v)=c_{i} \phi_{i}^{h, H} \text { in } \omega_{j}^{h, H},\left.\quad v_{1}\right|_{\partial \omega_{j}^{h, H}}=0
$$

and for the second part,

$$
\nabla \cdot\left(a \nabla v_{2}\right)=0 \text { in } \omega_{j}^{h, H},\left.\quad v_{2}\right|_{\partial \omega_{j}^{h, H}}=\left.v\right|_{\partial \omega_{j}^{h, H}}
$$

We have the orthogonality: $\int_{\omega_{j}^{h, H}} a \nabla v_{1} \cdot \nabla v_{2}=0$. Thus, it holds that

$$
\begin{equation*}
\|v\|_{H_{a}^{1}\left(\omega_{j}^{h, H}\right)} \geq\left\|v_{1}\right\|_{H_{a}^{1}\left(\omega_{j}^{h, H}\right)} \tag{3.4.1}
\end{equation*}
$$

For $v_{1}$, we use the elliptic estimate:

$$
\left\|v_{1}\right\|_{H_{a}^{1}\left(\omega_{j}^{h, H}\right)} \geq \frac{1}{\sqrt{a_{\max }}}\left\|\nabla \cdot\left(a \nabla v_{1}\right)\right\|_{H^{-1}\left(\omega_{j}^{h, H}\right)}=\frac{1}{\sqrt{a_{\max }}}\left\|c_{j} \phi_{j}^{h, H}\right\|_{H^{-1}\left(\omega_{j}^{h, H}\right)}
$$

By a scaling argument, we obtain

$$
\left\|\phi_{j}^{h, H}\right\|_{L^{2}\left(\omega_{j}^{h, H}\right)} \leq \frac{C_{2}(d)}{h}\left\|\phi_{j}^{h, H}\right\|_{H^{-1}\left(\omega_{j}^{h, H}\right)}
$$

for a constant $C_{2}(d)$ dependent on $d$. Then, it follows that

$$
\begin{equation*}
\left\|v_{1}\right\|_{H_{a}^{1}\left(\omega_{j}^{h, H}\right)} \geq \frac{h}{\sqrt{a_{\max }} C_{2}(d)}\left\|c_{j} \phi_{j}^{h, H}\right\|_{L^{2}\left(\omega_{j}^{h, H}\right)}=\frac{h}{\sqrt{a_{\max }} C_{2}(d)}\|\nabla \cdot(a \nabla v)\|_{L^{2}\left(\omega_{j}^{h, H}\right)} \tag{3.4.2}
\end{equation*}
$$

Combining (3.4.1) and (3.4.2), we arrive at the desired result:

$$
\|\nabla \cdot(a \nabla v)\|_{L^{2}\left(\omega_{j}^{h, H}\right)} \leq \frac{\sqrt{a_{\max }} C_{2}(d)}{h}\|v\|_{H_{a}^{1}\left(\omega_{j}^{h, H}\right)}
$$

### 3.4.1.2 Exponential Decay

Fix $i \in I$. For ease of notations, we will write $\psi_{i}^{h, H}$ by $\psi$, and $\mathrm{N}^{k}\left(\omega_{i}^{H}\right)$ by $S_{k}$ in this proof.

First, we choose a cut-off function $\eta$ with value 0 in $S_{k}$ and value 1 in $S_{k+1}^{c}$ such that it satisfies $\eta \geq 0$ and $\|\nabla \eta\|_{\infty} \leq C_{0}(d) / H$ for some universal constant $C_{0}(d)$ dependent on $d$. An example of $\eta$ could be

$$
\eta(x)=\frac{\operatorname{dist}\left(x, S_{k}\right)}{\operatorname{dist}\left(x, S_{k}\right)+\operatorname{dist}\left(x, S_{k+1}^{c}\right)}
$$

Then, we obtain the relation:

$$
\begin{equation*}
\|\psi\|_{H_{a}^{1}\left(\Omega \backslash S_{k+1}\right)}^{2}=\int_{\Omega \backslash S_{k+1}} \nabla \psi \cdot a \nabla \psi \leq \int_{\Omega} \eta \nabla \psi \cdot a \nabla \psi . \tag{3.4.3}
\end{equation*}
$$

Using some algebra, we have

$$
\begin{aligned}
\eta \nabla \psi \cdot a \nabla \psi & =\nabla(\eta \psi) \cdot a \nabla \psi-(\nabla \eta) \cdot a \psi \nabla \psi \\
& =\nabla \cdot(\eta \psi a \nabla \psi)-\eta \psi \nabla \cdot(a \nabla \psi)-(\nabla \eta) \cdot a \psi \nabla \psi
\end{aligned}
$$

Integrating the above formula in $\Omega$ and applying the divergence theorem yields

$$
\begin{equation*}
\int_{\Omega} \eta \nabla \psi \cdot a \nabla \psi \leq\left|\int_{\Omega}-\eta \psi \nabla \cdot(a \nabla \psi)\right|+\left|\int_{\Omega}(\nabla \eta) \cdot \psi a \nabla \psi\right| . \tag{3.4.4}
\end{equation*}
$$

For the first term in (3.4.4), we have

$$
\begin{align*}
\int_{\Omega}-\eta \psi \nabla \cdot(a \nabla \psi) & \stackrel{(a)}{=} \sum_{\omega_{j}^{H} \subset S_{k+1} \backslash S_{k}} \int_{\omega_{j}^{H}}-\eta \psi \nabla \cdot(a \nabla \psi) \\
& \stackrel{(b)}{=} \sum_{\omega_{j}^{H} \subset S_{k+1} \backslash S_{k}} \int_{\omega_{j}^{h, H}}-\eta \psi \nabla \cdot(a \nabla \psi) \\
& \stackrel{(c)}{=} \sum_{\omega_{j}^{H} \subset S_{k+1} \backslash S_{k}} \int_{\omega_{j}^{h, H}}-\left(\eta-\eta\left(x_{j}\right)\right) \psi \nabla \cdot(a \nabla \psi)  \tag{3.4.5}\\
& \stackrel{(d)}{\leq} \sum_{\omega_{j}^{H} \subset S_{k+1} \backslash S_{k}} \frac{C_{0}(d) h}{H}\|\psi\|_{L^{2}\left(\omega_{j}^{h, H}\right)}\|\nabla \cdot(a \nabla \psi)\|_{L^{2}\left(\omega_{j}^{h, H}\right)},
\end{align*}
$$

where

- in (a), we have used the fact that $\eta$ is supported in $\Omega \backslash S_{k}$; moreover, in $\Omega \backslash S_{k+1}$, $\eta=1$ and $\nabla \cdot(a \nabla \psi)=\sum_{j} c_{j} \phi_{j}^{h, H}$ for some $c_{j} \in \mathbb{R}$, and we have relied on the property $\int_{\omega_{j}^{H}} \phi_{j}^{h, H} \psi=0$ for $\omega_{j}^{H} \in \Omega \backslash S_{k+1}$;
- in (b), we have used the fact that $\phi_{j}^{h, H}$ is supported in $\omega_{j}^{h, H}$;
- in (c), we have relied on the fact $\int_{\omega_{j}^{h, H}} \phi_{j}^{h, H} \psi=0$ for $\omega_{j}^{h, H} \in \Omega \backslash S_{k}$ so we can subtract $\eta$ by the constant $\eta\left(x_{j}\right)$ for $x_{j}$ being the center of $\omega_{j}^{h, H}$;
- in (d) we have used the gradient bound on $\eta$ and the Cauchy-Schwarz inequality.

For the term $\|\nabla \cdot(a \nabla \psi)\|_{L^{2}\left(\omega_{j}^{h, H}\right)}$, we apply the inverse estimate established earlier, which leads to

$$
\begin{aligned}
\text { (3.4.5) } & \leq \frac{C_{0}(d) h}{H} \frac{\sqrt{a_{\max }} C_{2}(d)}{h} \sum_{\omega_{j}^{H} \subset S_{k+1} \backslash S_{k}}\|\psi\|_{L^{2}\left(\omega_{j}^{h, H}\right)}\|\psi\|_{H_{a}^{1}\left(\omega_{j}^{h, H}\right)} \\
& \stackrel{(e)}{\leq} \frac{C_{0}(d) h}{H} \sqrt{a_{\max }} C_{2}(d) C_{1}(d) \sum_{\omega_{j}^{H} \subset S_{k+1} \backslash S_{k}}\|\nabla \psi\|_{L^{2}\left(\omega_{j}^{h, H}\right)}\|\psi\|_{H_{a}^{1}\left(\omega_{j}^{h, H}\right)} \\
& \stackrel{(f)}{\leq} \frac{C_{0}(d) C_{1}(d) C_{2}(d) h \sqrt{a_{\max }}}{H}\|\nabla \psi\|_{L^{2}\left(S_{k+1} \backslash S_{k}\right)}\|\psi\|_{H_{a}^{1}\left(S_{k+1} \backslash S_{k}\right)} \\
& \leq \frac{C_{0}(d) C_{1}(d) C_{2}(d) h}{H} \sqrt{\frac{a_{\max }}{a_{\min }}}\|\psi\|_{H_{a}^{1}\left(S_{k+1} \cap S_{k}^{c}\right)}^{2}
\end{aligned}
$$

where in (e), we have used the Poincaré inequality, based on the fact $\int_{\omega_{j}^{h, H}} \psi \phi_{j}^{h, H}=0$. The constant in the Poincaré inequality can be chosen the same as the one in Theorem 3.2.1, i.e., $C_{1}(d)$; for details see Proposition 2.5 and Theorem 3.3 in [44]. The step $(f)$ is by the Cauchy-Schwarz inequality.

For the second term in (3.4.4), we have

$$
\begin{aligned}
\int_{\Omega}(\nabla \eta) \cdot \psi a \nabla \psi & =\int_{S_{k+1} \backslash S_{k}}(\nabla \eta) \cdot \psi a \nabla \psi \\
& =\sum_{\omega_{j}^{H} \subset S_{k+1} \backslash S_{k}} \int_{\omega_{j}^{H}}(\nabla \eta) \cdot \psi a \nabla \psi \\
& \leq \frac{C_{0}(d) \sqrt{a_{\max }}}{H} \sum_{\omega_{j}^{H} \subset S_{k+1} \backslash S_{k}}\|\psi\|_{L^{2}\left(\omega_{j}^{H}\right)}\|\psi\|_{H_{a}^{1}\left(\omega_{j}^{H}\right)} \\
& \stackrel{(g)}{\leq} \frac{C_{0}(d) \sqrt{a_{\max }}}{H} \sum_{\omega_{j}^{H} \subset S_{k+1} \backslash S_{k}} H \rho_{2, d}\left(\frac{H}{h}\right) C_{1}(d)\|\nabla \psi\|_{L^{2}\left(\omega_{j}^{H}\right)}\|\psi\|_{H_{a}^{1}\left(\omega_{j}^{H}\right)} \\
& \leq C_{0}(d) C_{1}(d) \rho_{2, d}\left(\frac{H}{h}\right) \sqrt{\frac{a_{\max }}{a_{\min }}}\|\psi\|_{H_{a}^{1}\left(S_{k+1} \backslash S_{k}\right)}^{2},
\end{aligned}
$$

where in step $(g)$, we have used the subsampled Poincaré inequality (Proposition 2.5 in [44]) and the fact $\int_{\omega_{j}^{H}} \phi_{j}^{h, H} \psi=0$.

Combining the estimates of the two terms and (3.4.3), we get

$$
\|\psi\|_{H_{a}^{1}\left(\Omega \backslash S_{k+1}\right)}^{2} \leq C_{0}(d)\left(C_{1}(d) \rho_{2, d}\left(\frac{H}{h}\right)+C_{1}(d) C_{2}(d) \frac{h}{H}\right) \sqrt{\frac{a_{\max }}{a_{\min }}}\|\psi\|_{H_{a}^{1}\left(S_{k+1} \backslash S_{k}\right)}^{2} .
$$

Writing $\|\psi\|_{H_{a}^{1}\left(S_{k+1} \backslash S_{k}\right)}^{2}=\|\psi\|_{H_{a}^{1}\left(\Omega \backslash S_{k}\right)}^{2}-\|\psi\|_{H_{a}^{1}\left(\Omega \backslash S_{k+1}\right)}^{2}$, we then arrive at

$$
\|\psi\|_{H_{a}^{1}\left(\Omega \backslash S_{k+1}\right)}^{2} \leq \beta(h, H)\|\psi\|_{H_{a}^{1}\left(\Omega \backslash S_{k}\right)}^{2} \leq \ldots \leq(\beta(h, H))^{k+1}\|\psi\|_{H_{a}^{1}(\Omega)}^{2}
$$

where

$$
\beta(h, H)=\frac{C_{0}(d) \sqrt{\frac{a_{\max }}{a_{\min }}}\left(C_{1}(d) \rho_{2, d}\left(\frac{H}{h}\right)+C_{1}(d) C_{2}(d) \frac{h}{H}\right)}{C_{0}(d) \sqrt{\frac{a_{\max }}{a_{\min }}}\left(C_{1}(d) \rho_{2, d}\left(\frac{H}{h}\right)+C_{1}(d) C_{2}(d) \frac{h}{H}\right)+1} .
$$

### 3.4.1.3 Norm Estimate

Let us recall the definition of $\psi_{i}^{h, H}$ and $\psi_{i}^{h, H, l}$ for $l=0$ :

$$
\begin{align*}
\psi_{i}^{h, H}=\operatorname{argmin}_{\psi \in H_{0}^{1}(\Omega)} & \|\psi\|_{H_{a}^{1}(\Omega)}^{2}  \tag{3.4.6}\\
\text { subject to } & {\left[\psi, \phi_{j}^{h, H}\right]=\delta_{i, j} \text { for } j \in I . } \\
\psi_{i}^{h, H, 0}=\operatorname{argmin}_{\psi \in H_{0}^{1}\left(\omega_{i}^{H}\right)} & \|\psi\|_{H_{a}^{1}\left(\omega_{i}^{H}\right)}^{2}  \tag{3.4.7}\\
\text { subject to } \quad & {\left[\psi, \phi_{i}^{h, H}\right]=1 . }
\end{align*}
$$

Clearly, $\left\|\psi_{i}^{h, H}\right\|_{H_{a}^{1}(\Omega)} \leq\left\|\psi_{i}^{h, H, 0}\right\|_{H_{a}^{1}\left(\omega_{i}^{H}\right)}$ so it suffices to estimate the latter. Without loss of generality, we can assume $\omega_{i}^{H}$ is centered at 0 , so that $\omega_{i}^{h, H}=[-h / 2, h / 2]^{d}$ and $\omega_{i}^{H}=[-H / 2, H / 2]^{d}$.

First, we choose $v \in H_{0}^{1}\left(\omega_{i}^{H}\right)$ to be a cut-off function that equals 1 in $[-H / 4, H / 4]^{d}$ and equals 0 outside $\omega_{i}^{H}$. Moreover, $v \geq 0$ and $\|\nabla v\|_{\infty} \lesssim 1 / H$. Then, we have

$$
\left[v, \phi_{i}^{h, H}\right]=\frac{1}{h^{d}} \int_{[-h / 2, h / 2]^{d}} v \simeq 1
$$

and

$$
\|v\|_{H_{a}^{1}\left(\omega_{i}^{H}\right)}^{2} \lesssim \int_{\omega_{i}^{H}}|\nabla v|^{2} \lesssim H^{d} \cdot \frac{1}{H^{2}} \lesssim H^{d-2} .
$$

Define $w=v /\left[v, \phi_{i}^{h, H}\right]$, then $w$ satisfies the constraint in (3.4.7), and $\|w\|_{H_{a}^{1}\left(\omega_{i}^{H}\right)} \lesssim$ $H^{d / 2-1}$, which leads to $\left\|\psi_{i}^{h, H, 0}\right\|_{H_{a}^{1}\left(\omega_{i}^{H}\right)} \lesssim H^{d / 2-1}$. Thus, the case $d=1$ is proved.

Second, we deal with the case $d=2$. Suppose $h \leq H / 2$, and we choose

$$
v(x)=\left\{\begin{aligned}
1-\frac{\log \left(1+\frac{4|x|}{h}\right)}{\log \left(1+\frac{H}{h}\right)}, & |x| \leq \frac{H}{4} \\
0, & |x|>\frac{H}{4} .
\end{aligned}\right.
$$

We have $v(x) \leq 1$, and for $|x| \leq h / 4, v(x) \geq 1-\frac{\log (2)}{\log (3)} \gtrsim 1$. Therefore, it holds that

$$
\left[v, \phi_{i}^{h, H}\right]=\frac{1}{h^{d}} \int_{[-h / 2, h / 2]^{d}} v \simeq 1
$$

Then, we calculate the energy norm of $v$ as follows:

$$
\begin{aligned}
\|v\|_{H_{a}^{1}\left(\omega_{i}^{H}\right)}^{2} & \lesssim \frac{1}{\log ^{2}\left(1+\frac{H}{h}\right)} \int_{B(0, H / 4)}\left(\frac{1}{h+4|x|}\right)^{2} \mathrm{~d} x \\
& \lesssim \frac{1}{\log ^{2}\left(1+\frac{H}{h}\right)} \int_{0}^{H / 4} \frac{r}{(4 r+h)^{2}} \mathrm{~d} r
\end{aligned}
$$

We write $\int_{0}^{H / 4} \frac{r}{(4 r+h)^{2}} \mathrm{~d} r=\int_{0}^{h / 2} \frac{r}{(4 r+h)^{2}} \mathrm{~d} r+\int_{h / 2}^{H / 4} \frac{r}{(4 r+h)^{2}} \mathrm{~d} r \lesssim \int_{0}^{h / 2} \frac{1}{h} \mathrm{~d} r+\int_{h / 2}^{H / 4} \frac{1}{r} \mathrm{~d} r$ $\lesssim \log \left(1+\frac{H}{h}\right)$. Thus, it follows that

$$
\|v\|_{H_{a}^{1}\left(\omega_{i}^{H}\right)} \lesssim\left(\frac{1}{\log \left(1+\frac{H}{h}\right)}\right)^{1 / 2}=\frac{1}{\rho_{2, d}\left(\frac{H}{h}\right)} .
$$

This concludes the proof for the case $h \leq H / 2$. When $h>H / 2$, we use the result in the first step $\|v\|_{H_{a}^{1}\left(\omega_{i}^{H}\right)} \lesssim H^{d / 2-1} \lesssim 1 \lesssim \frac{1}{\rho_{2, d}\left(\frac{H}{h}\right)}$. The case $d=2$ is proved.
Finally, when $d \geq 3$, we choose $v$ in a similar fashion as in the first step, such that $v=1$ in $[-h / 4, h / 4]^{d}$ and $v=1$ outside $[-h / 2, h / 2]^{d}$. Moreover, $v \geq 0$ and $\|\nabla v\|_{\infty} \lesssim 1 / h$. Following the same argument in the first step, we will arrive at

$$
\left\|\psi_{i}^{h, H, 0}\right\|_{H_{a}^{1}\left(\omega_{i}^{H}\right)} \lesssim h^{d / 2-1}=\frac{1}{\rho_{2, d}\left(\frac{H}{h}\right)} H^{d / 2-1}
$$

which completes the proof.

### 3.4.1.4 Localization Per Basis Function

We define a space

$$
V^{h, H}:=\left\{v \in H_{0}^{1}(\Omega):\left[v, \phi_{j}^{h, H}\right]=0, j \in I\right\}
$$

Then, by the optimality of $\psi_{i}^{h, H}$ and $\psi_{i}^{h, H, l}$ in their corresponding optimization problems, we have $\left\langle\psi_{i}^{h, H}, v\right\rangle_{a}=0$ for any $v \in V^{h, H}$ and $\left\langle\psi_{i}^{h, H, l}, v\right\rangle_{a}=0$ for any $v \in$ $V^{h, H} \cap H_{0}^{1}\left(\mathrm{~N}^{l}\left(\omega_{i}^{H}\right)\right)$. Thus, $\left\langle\psi_{i}^{h, H}-\psi_{i}^{h, H, l}, v\right\rangle_{a}=0$ for any $v \in V^{h, H} \cap H_{0}^{1}\left(\mathrm{~N}^{l}\left(\omega_{i}^{H}\right)\right)$. Then, we define $\chi_{i}^{h, H}=\psi_{i}^{h, H}-\psi_{i}^{h, H, 0}$ and $\chi_{i}^{h, H, l}=\psi_{i}^{h, H, l}-\psi_{i}^{h, H, 0}$. We have $\psi_{i}^{h, H}-\psi_{i}^{h, H, l}=\chi_{i}^{h, H}-\chi_{i}^{h, H, l}$ and $\chi_{i}^{h, H, l} \in V^{h, H} \cap H_{0}^{1}\left(\mathbf{N}^{l}\left(\omega_{i}^{H}\right)\right)$.

Based on the above fact and the orthogonality, we get

$$
\begin{align*}
\left\|\psi_{i}^{h, H}-\psi_{i}^{h, H, l}\right\|_{H_{a}^{1}(\Omega)}^{2} & =\left\|\chi_{i}^{h, H}-\chi_{i}^{h, H, l}\right\|_{H_{a}^{1}(\Omega)}^{2}  \tag{3.4.8}\\
& \leq\left\|\chi_{i}^{h, H}-v\right\|_{H_{a}^{1}(\Omega)}^{2}
\end{align*}
$$

for any $v \in V^{h, H} \cap H_{0}^{1}\left(\mathrm{~N}^{l}\left(\omega_{i}^{H}\right)\right)$. We take

$$
v=\eta \chi_{i}^{h, H}-\mathrm{P}^{h, H, 0}\left(\eta \chi_{i}^{h, H}\right),
$$

where $\eta$ is a cut-off function that equals 1 in $\mathrm{N}^{l-1}\left(\omega_{i}^{H}\right)$ and equals 0 outside $\mathrm{N}^{l}\left(\omega_{i}^{H}\right)$. Moreover, $\eta \geq 0$ and $\|\nabla \eta\|_{\infty} \lesssim 1 / H$. This $v$ belongs to $V^{h, H} \cap H_{0}^{1}\left(\mathrm{~N}^{l}\left(\omega_{i}^{H}\right)\right)$ because both $\eta \chi_{i}^{h, H}$ and $\mathrm{P}^{h, H, 0}\left(\eta \chi_{i}^{h, H}\right)$ belong to $H_{0}^{1}\left(\mathrm{~N}^{l}\left(\omega_{i}^{H}\right)\right)$, and by definition, $\left[\eta \chi_{i}^{h, H}-\mathrm{P}^{h, H, 0}\left(\eta \chi_{i}^{h, H}\right), \phi_{j}^{h, H}\right]=0, j \in I$. Then, it follows that

$$
\begin{align*}
\left\|\chi_{i}^{h, H}-v\right\|_{H_{a}^{1}(\Omega)}^{2} & =\left\|(1-\eta) \chi_{i}^{h, H}-\mathrm{P}^{h, H, 0}\left(\eta \chi_{i}^{h, H}\right)\right\|_{H_{a}^{1}(\Omega)}^{2}  \tag{3.4.9}\\
& =\left\|(1-\eta) \chi_{i}^{h, H}-\mathrm{P}^{h, H, 0}\left((1-\eta) \chi_{i}^{h, H}\right)\right\|_{H_{a}^{1}(\Omega)}^{2}
\end{align*}
$$

where we have used the fact $\mathrm{P}^{h, H, 0} \chi_{i}^{h, H}=0$. To move further, we need to use the following Lemma:

Lemma 3.4.1. The operator $\mathrm{P}^{h, H, 0}$ is stable under the norm $\|\cdot\|_{H_{a}^{1}(\Omega)}$. More precisely, we have for any $w \in H_{0}^{1}(\Omega)$, it holds

$$
\left\|\mathrm{P}^{h, H, 0} w\right\|_{H_{a}^{1}(\Omega)} \lesssim\|w\|_{H_{a}^{1}(\Omega)}
$$

Proof of Lemma 3.4.1. By definition, $\psi_{i}^{h, H, 0}$ is supported in $\omega_{i}^{H}$, and $\mathrm{P}^{h, H, 0} w=$ $\sum_{i \in I}\left[w, \phi_{i}^{h, H}\right] \psi_{i}^{h, H, 0}$. Thus, we have

$$
\begin{align*}
\left\|w-\mathrm{P}^{h, H, 0} w\right\|_{H_{a}^{1}(\Omega)}^{2} & =\sum_{i \in I} \int_{\omega_{i}^{H}} a\left|\nabla\left(w-\left[w, \phi_{i}^{h, H}\right] \psi_{i}^{h, H, 0}\right)\right|^{2}  \tag{3.4.10}\\
& \leq \sum_{i \in I} \int_{\omega_{i}^{H}} a|\nabla w|^{2}=\|w\|_{H_{a}^{1}(\Omega)}^{2}
\end{align*}
$$

where we have used the fact that in each $\omega_{i}^{H}$, it holds

$$
\int_{\omega_{i}^{H}} a \nabla\left(w-\left[w, \phi_{i}^{h, H}\right] \psi_{i}^{h, H, 0}\right) \cdot \nabla \psi_{i}^{h, H, 0}=0
$$

according to the definition of $\psi_{i}^{h, H, 0}$. Equation (3.4.10) implies $\mathrm{P}^{h, H, 0}$ is stable.

Using Lemma 3.4.1, we proceed as follows:

$$
\begin{align*}
(3.4 .9) & \lesssim\left\|(1-\eta) \chi_{i}^{h, H}\right\|_{H_{a}^{1}(\Omega)}^{2} \\
& =\int_{S_{l} \backslash S_{l-1}} a^{2}\left|(\nabla \eta) \chi_{i}^{h, H}\right|^{2}+\int_{S_{l} \backslash S_{l-1}} a^{2}\left|\eta \nabla \chi_{i}^{h, H}\right|+\left\|\chi_{i}^{h, H}\right\|_{H_{a}^{1}\left(\Omega \backslash S_{l}\right)}^{2} \tag{3.4.11}
\end{align*}
$$

where we have used the notation $S_{l}=\mathrm{N}^{l}\left(\omega_{i}^{H}\right)$. For the first term in (3.4.11), we have

$$
\begin{align*}
\int_{S_{l} \backslash S_{l-1}} a^{2}\left|(\nabla \eta) \chi_{i}^{h, H}\right|^{2} & =\sum_{\omega_{j}^{H} \subset S_{l} \backslash S_{l-1}} \int_{\omega_{j}^{H}} a^{2}\left|(\nabla \eta) \chi_{i}^{h, H}\right|^{2} \\
& \lesssim \sum_{\omega_{j}^{H} \subset S_{l} \backslash S_{l-1}} \frac{1}{H^{2}} \cdot H^{2}\left(\rho_{2, d}\left(\frac{H}{h}\right)\right)^{2}\left\|\chi_{i}^{h, H}\right\|_{H_{a}^{1}\left(\omega_{j}^{H}\right)}^{2}  \tag{3.4.12}\\
& =\left(\rho_{2, d}\left(\frac{H}{h}\right)\right)^{2}\left\|\chi_{i}^{h, H}\right\|_{H_{a}^{1}\left(S_{l} \backslash S_{l-1}\right)}^{2} .
\end{align*}
$$

In the above inequality, we have used the gradient bound of $\eta$, the subsampled Poincare inequality (due to the property $\left[\chi_{i}^{h, H}, \phi_{j}^{h, H}\right]=0$ ). Therefore, we obtain

$$
\begin{align*}
\text { (3.4.11) } & \lesssim\left(1+\left(\rho_{2, d}\left(\frac{H}{h}\right)\right)^{2}\right)\left\|\chi_{i}^{h, H}\right\|_{H_{a}^{1}\left(S_{l} \backslash S_{l-1}\right)}^{2}+\left\|\chi_{i}^{h, H}\right\|_{H_{a}^{1}\left(\Omega \backslash S_{l}\right)}^{2}  \tag{3.4.13}\\
& \lesssim\left(1+\left(\rho_{2, d}\left(\frac{H}{h}\right)\right)^{2}\right)\left\|\chi_{i}^{h, H}\right\|_{H_{a}^{1}\left(\Omega \backslash S_{l-1}\right)}^{2} .
\end{align*}
$$

Using the fact $\left\|\chi_{i}^{h, H}\right\|_{H_{a}^{1}\left(\Omega \backslash S_{l-1}\right)}^{2}=\left\|\psi_{i}^{h, H}\right\|_{H_{a}^{1}\left(\Omega \backslash S_{l-1}\right)}^{2}$, the exponential decay property and norm estimate of $\psi_{i}^{h, H}$, we finally obtain

$$
\left\|\psi_{i}^{h, H}-\psi_{i}^{h, H, l}\right\|_{H_{a}^{1}(\Omega)} \lesssim H^{d / 2-1}(\beta(h, H))^{l / 2}\left(1+\frac{1}{\rho_{2, d}\left(\frac{H}{h}\right)}\right) .
$$

On the other hand, we have

$$
\left\|\psi_{i}^{h, H}-\psi_{i}^{h, H, l}\right\|_{H_{a}^{1}(\Omega)} \leq\left\|\psi_{i}^{h, H}\right\|_{H_{a}^{1}(\Omega)}+\left\|\psi_{i}^{h, H, l}\right\|_{H_{a}^{1}(\Omega)} \lesssim H^{d / 2-1} \frac{1}{\rho_{2, d}\left(\frac{H}{h}\right)},
$$

due to the norm estimate established before. Thus, finally we obtain

$$
\left\|\psi_{i}^{h, H}-\psi_{i}^{h, H, l}\right\|_{H_{a}^{1}(\Omega)} \lesssim H^{d / 2-1} \cdot \min \left\{(\beta(h, H))^{l / 2}\left(1+\frac{1}{\rho_{2, d}\left(\frac{H}{h}\right)}\right), \frac{1}{\rho_{2, d}\left(\frac{H}{h}\right)}\right\}
$$

Note that $1 \leq 1+\frac{1}{\rho_{2, d}\left(\frac{H}{h}\right)} \leq 1+\frac{1}{\rho_{2, d}(1)}$, we could further simplify the the upper bound by

$$
\left\|\psi_{i}^{h, H}-\psi_{i}^{h, H, l}\right\|_{H_{a}^{1}(\Omega)} \lesssim H^{d / 2-1} \cdot \min \left\{(\beta(h, H))^{l / 2}, \frac{1}{\rho_{2, d}\left(\frac{H}{h}\right)}\right\} .
$$

### 3.4.1.5 Overall Localization Error

Let $w=\mathrm{P}^{h, H} u-\mathrm{P}^{h, H, l} u$, then

$$
\begin{equation*}
\|w\|_{H_{a}^{1}(\Omega)}^{2}=\sum_{i \in I}\left[u, \phi_{i}^{h, H}\right]\left\langle w, \psi_{i}^{h, H}-\psi_{i}^{h, H, l}\right\rangle_{a} . \tag{3.4.14}
\end{equation*}
$$

For each $i$, to deal with the term $\left\langle w, \psi_{i}^{h, H}-\psi_{i}^{h, H, l}\right\rangle_{a}$, we introduce a cut-off function $\eta$ that equals 0 in $\mathrm{N}^{l}\left(\omega_{i}^{H}\right)$ and equals 1 in $\Omega \backslash \mathrm{N}^{l+1}\left(\omega_{i}^{H}\right)$; moreover, $\eta \geq 0$ and $\|\nabla \eta\|_{\infty} \lesssim 1 / H$. We define

$$
v=\sum_{\omega_{j}^{H} \subset \Omega \backslash \mathbf{N}^{l}\left(\omega_{i}^{H}\right)}\left[\eta w, \phi_{j}^{h, H}\right] \psi_{j}^{h, H, 0} \in H_{0}^{1}\left(\Omega \backslash \mathrm{~N}^{l}\left(\omega_{i}^{H}\right)\right) .
$$

Then $\eta w-v \in V^{h, H} \cap H_{0}^{1}\left(\Omega \backslash \mathbf{N}^{l}\left(\omega_{i}^{H}\right)\right)$. Thus, we have $\left\langle\eta w-v, \psi_{i}^{h, H}-\psi_{i}^{h, H, l}\right\rangle=0$ because $\eta w-v$ has a different support with that of $\psi_{i}^{h, H, l}$, and $\left\langle\psi_{i}^{h, H}, v\right\rangle_{a}=0$ for any $v \in V^{h, H}$; see the first paragraph in Subsection 3.4.1.4, Therefore, we get

$$
\begin{align*}
& \left\langle w, \psi_{i}^{h, H}-\psi_{i}^{h, H, l}\right\rangle_{a} \\
= & \left\langle w-\eta w+v, \psi_{i}^{h, H}-\psi_{i}^{h, H, l}\right\rangle_{a}  \tag{3.4.15}\\
\leq & \left(\|(1-\eta) w\|_{H_{a}^{1}\left(\mathrm{~N}^{l}\left(\omega_{i}^{H}\right)\right)}+\|v\|_{H_{a}^{l}\left(\mathrm{~N}^{l+1}\left(\omega_{i}^{H}\right) \backslash \mathbf{N}^{l}\left(\omega_{i}^{H}\right)\right)}\right)\left\|\psi_{i}^{h, H}-\psi_{i}^{h, H, l}\right\|_{H_{a}^{1}(\Omega)},
\end{align*}
$$

where we have used the fact that $v$ is supported in $\mathrm{N}^{l+1}\left(\omega_{i}^{H}\right) \backslash \mathrm{N}^{l}\left(\omega_{i}^{H}\right)$. Then, by construction of $v$, we have $\|v\|_{H_{a}^{1}\left(\mathrm{~N}^{l+1}\left(\omega_{i}^{H}\right) \backslash \mathbf{N}^{l}\left(\omega_{i}^{H}\right)\right)} \lesssim\|\eta w\|_{H_{a}^{1}\left(\mathrm{~N}^{l+1}\left(\omega_{i}^{H}\right) \backslash \mathrm{N}^{l}\left(\omega_{i}^{H}\right)\right)}$; the proof of this property is similar to that of Lemma 3.4.1. Now, by using the fact $\left[w, \phi_{j}^{h, H}\right]=0$ and the subsampled Poincare inequality, we obtain

$$
\|(1-\eta) w\|_{H_{a}^{1}\left(\mathrm{~N}^{l}\left(\omega_{i}^{H}\right)\right)}+\|\eta w\|_{H_{a}^{1}\left(\mathrm{~N}^{l+1}\left(\omega_{i}^{H}\right) \backslash \mathrm{N}^{l}\left(\omega_{i}^{H}\right)\right)} \lesssim \rho_{2, d}\left(\frac{H}{h}\right)\|w\|_{H_{a}^{1}\left(\mathrm{~N}^{l+1}\left(\omega_{i}^{H}\right)\right)} .
$$

Therefore, $\left\langle w, \psi_{i}^{h, H}-\psi_{i}^{h, H, l}\right\rangle_{a} \lesssim \rho_{2, d}\left(\frac{H}{h}\right)\|w\|_{H_{a}^{1}\left(\mathrm{~N}^{l+1}\left(\omega_{i}^{H}\right)\right)}\left\|\psi_{i}^{h, H}-\psi_{i}^{h, H, l}\right\|_{H_{a}^{1}(\Omega)}$. Then combining this estimate with (3.4.14), we arrive at

$$
\begin{align*}
\|w\|_{H_{a}^{1}(\Omega)}^{2} & \lesssim \rho_{2, d}\left(\frac{H}{h}\right) \sum_{i \in I}\left[u, \phi_{i}^{h, H}\right]\|w\|_{H_{a}^{1}\left(\mathrm{~N}^{l+1}\left(\omega_{i}^{H}\right)\right)}\left\|\psi_{i}^{h, H}-\psi_{i}^{h, H, l}\right\|_{H_{a}^{1}(\Omega)} \\
& \lesssim \rho_{2, d}\left(\frac{H}{h}\right)\|u\|_{L^{\infty(\Omega)}} l^{d / 2}\|w\|_{H_{a}^{1}(\Omega)}\left(\sum_{i \in I}\left\|\psi_{i}^{h, H}-\psi_{i}^{h, H, l}\right\|_{H_{a}^{1}(\Omega)}^{2}\right)^{1 / 2}, \tag{3.4.16}
\end{align*}
$$

where the last step is by the Cauchy-Schwarz inequality. Combining the above estimate with the result in the last subsection (notice that the cardinality of $I$ is $1 / H^{d}$ ), we get

$$
\begin{equation*}
\|w\|_{H_{a}^{1}(\Omega)} \lesssim \min \left\{(\beta(h, H))^{l / 2} \rho_{2, d}\left(\frac{H}{h}\right), 1\right\} \cdot \frac{l^{d / 2}}{H}\|u\|_{L^{\infty}(\Omega)} . \tag{3.4.17}
\end{equation*}
$$

On the other hand, we can also bound

$$
\begin{align*}
\|w\|_{H_{a}^{1}(\Omega)} & \leq \sum_{i \in I}\left|\left[u, \phi_{i}^{h, H}\right]\right| \cdot\left\|\psi_{i}^{h, H}-\psi_{i}^{h, H, l}\right\|_{H_{a}^{1}(\Omega)} \\
& \lesssim\|u\|_{L^{\infty}(\Omega)} H^{-d} \cdot H^{d / 2-1} \cdot \min \left\{(\beta(h, H))^{l / 2}, \frac{1}{\rho_{2, d}\left(\frac{H}{h}\right)}\right\}  \tag{3.4.18}\\
& \lesssim \min \left\{(\beta(h, H))^{l / 2} \rho_{2, d}\left(\frac{H}{h}\right), 1\right\} \cdot \frac{1}{H^{d / 2+1} \rho_{2, d}\left(\frac{H}{h}\right)}\|u\|_{L^{\infty}(\Omega)} .
\end{align*}
$$

Therefore, we can write

$$
\begin{equation*}
\|w\|_{H_{a}^{1}(\Omega)} \lesssim \min \left\{(\beta(h, H))^{l / 2} \rho_{2, d}\left(\frac{H}{h}\right), 1\right\} \cdot \min \left\{\frac{l^{d / 2}}{H}, \frac{1}{H^{d / 2+1} \rho_{2, d}\left(\frac{H}{h}\right)}\right\}\|u\|_{L^{\infty}(\Omega)} \tag{3.4.19}
\end{equation*}
$$

### 3.4.1.6 Overall Recovery Error

When $d \leq 3$, we have $\|u\|_{L^{\infty}(\Omega)} \lesssim\|\mathcal{L} u\|_{L^{2}(\Omega)}$; for details see Theorems 8.22 and 8.29 in [99]. Combining the estimates in (3.2.7) and (3.2.12) leads to the estimate of the energy recovery error. For the $L^{2}$ recovery error, similar to (3.2.7), we have

$$
\begin{equation*}
e_{0}^{h, H, l}(a, u) \lesssim\left(H \rho_{2, d}\left(\frac{H}{h}\right)\right)^{2}\|\mathcal{L} u\|_{L^{2}(\Omega)}+\left\|\mathrm{P}^{h, H} u-\mathrm{P}^{h, H, l} u\right\|_{L^{2}(\Omega)} . \tag{3.4.20}
\end{equation*}
$$

The second term $\left\|\mathrm{P}^{h, H} u-\mathrm{P}^{h, H, l} u\right\|_{L^{2}(\Omega)}$ is the $L^{2}$ localization error. We can simply bound it by

$$
\begin{equation*}
\left\|\mathrm{P}^{h, H} u-\mathrm{P}^{h, H, l} u\right\|_{L^{2}(\Omega)} \leq\left\|\mathrm{P}^{h, H} u-\mathrm{P}^{h, H, l} u\right\|_{H_{a}^{1}(\Omega)} . \tag{3.4.21}
\end{equation*}
$$

On the other hand, notice that $\left[\mathrm{P}^{h, H} u-\mathrm{P}^{h, H, l} u, \phi_{i}^{h, H}\right]=0$ for any $i \in I$, we can use the subsampled Poincaré inequality so that

$$
\begin{align*}
\left\|\mathrm{P}^{h, H} u-\mathrm{P}^{h, H, l} u\right\|_{L^{2}(\Omega)}^{2} & =\sum_{i \in I} \int_{\omega_{i}^{H}}\left|\mathrm{P}^{h, H} u-\mathrm{P}^{h, H, l} u\right|^{2} \\
& \lesssim\left(H \rho_{2, d}\left(\frac{H}{h}\right)\right)^{2} \int_{\omega_{i}^{H}} a\left|\nabla\left(\mathrm{P}^{h, H} u-\mathrm{P}^{h, H, l} u\right)\right|^{2}  \tag{3.4.22}\\
& =\left(H \rho_{2, d}\left(\frac{H}{h}\right)\right)^{2}\left\|\mathrm{P}^{h, H} u-\mathrm{P}^{h, H, l} u\right\|_{H_{a}^{1}(\Omega)}^{2} .
\end{align*}
$$

Therefore, we obtain

$$
\begin{equation*}
\left\|\mathrm{P}^{h, H} u-\mathrm{P}^{h, H, l} u\right\|_{L^{2}(\Omega)} \leq \min \left\{1, H \rho_{2, d}\left(\frac{H}{h}\right)\right\}\left\|\mathrm{P}^{h, H} u-\mathrm{P}^{h, H, l} u\right\|_{H_{a}^{1}(\Omega)} . \tag{3.4.23}
\end{equation*}
$$

Using the estimate of the energy error, we arrive at the final estimate.

### 3.4.1.7 Overall Galerkin Error

The estimate for the energy Galerkin error is straightforward due to the Galerkin orthogonality. The $L^{2}$ error is estimated using the standard Aubin-Nitsche trick in finite element theory, which leads to square of the energy error. This completes the proof.

### 3.4.2 Proof of Theorem 3.3.2

We start with the first case, i.e., $\|u\|_{H_{a}^{1}(\Omega)}<\infty$. By definition,

$$
e_{0}^{h, H, \infty}(a, u)=\left\|u-\mathrm{P}^{h, H} u\right\|_{L^{2}(\Omega)} .
$$

We have the relation $\left[u-\mathrm{P}^{h, H} u, \phi_{j}^{h, H}\right]=0$ for any $j \in I$. Thus, using the weighted Poincaré inequality in [44] (Theorem 4.3 and Example 1), we can estimate the error as follows:

$$
\begin{align*}
\left\|u-\mathrm{P}^{h, H} u\right\|_{L^{2}(\Omega)}^{2} & =\sum_{i \in I}\left\|u-\mathrm{P}^{h, H} u\right\|_{L^{2}\left(\omega_{i}^{H}\right)}^{2} \\
& \lesssim C(\gamma)^{2} H^{2} \sum_{i \in I}\left\|u-\mathrm{P}^{h, H} u\right\|_{H_{a}^{1}\left(\omega_{i}^{H}\right)}^{2}  \tag{3.4.24}\\
& \lesssim C(\gamma)^{2} H^{2}\|u\|_{H_{a}^{1}(\Omega)}^{2}
\end{align*}
$$

where in the last step, we have used the fact that $\left\|u-\mathrm{P}^{h, H} u\right\|_{H_{a}^{1}(\Omega)} \leq\|u\|_{H_{a}^{1}(\Omega)}$ due to the energy orthogonality. The first case is proved.

For the second case, by energy orthogonality of the recovery, we get

$$
\begin{equation*}
e_{1}^{h, H, \infty}(a, u) \leq\|u-v\|_{H_{a}^{1}(\Omega)} \tag{3.4.25}
\end{equation*}
$$

for any $v \in \operatorname{span}\left\{\psi_{i}^{h, H}\right\}_{i \in I}$. We can write $v=\mathcal{L}^{-1}\left(\sum_{i \in I} c_{i} \phi_{i}^{h, H}\right)$ for some $c_{i}$. Then, it holds that

$$
\begin{align*}
\|u-v\|_{H_{a}^{1}(\Omega)}^{2} & =[u-v, \mathcal{L}(u-v)] \\
& =\left[u-v, f-\sum_{i \in I} c_{i} \phi_{i}^{h, H}\right]  \tag{3.4.26}\\
& =\sum_{i \in I} \int_{\omega_{i}^{H}}(u-v)\left(f-c_{i} \phi_{i}^{h, H}\right) .
\end{align*}
$$

We choose $c_{i}=\int_{\omega_{i}^{H}} f$, so that

$$
\begin{align*}
\sum_{i \in I} \int_{\omega_{i}^{H}}(u-v)\left(f-c_{i} \phi_{i}^{h, H}\right) & =\sum_{i \in I} \int_{\omega_{i}^{H}}\left(u-v-\int_{\omega_{i}^{H}}(u-v) \phi_{i}^{h, H}\right) f \\
& \lesssim C(\gamma) \sum_{i \in I} H\|u-v\|_{H_{a}^{1}\left(\omega_{i}^{H}\right)}\|f\|_{L^{2}\left(\omega_{i}^{H}\right)}  \tag{3.4.27}\\
& \leq C(\gamma) H\|u-v\|_{H_{a}^{1}(\Omega)}\|f\|_{L^{2}(\Omega)}
\end{align*}
$$

where in the second inequality, we use the Cauchy-Schwarz inequality and the weighted Poincaré inequality (Theorem 4.3 and Example 1 in [44]). Thus, finally we get $\|u-v\|_{H_{a}^{1}(\Omega)} \lesssim C(\gamma) H\|f\|_{L^{2}(\Omega)}$, which implies the desired energy error estimate. The $L^{2}$ error estimate is obtained by using the standard Aubin-Nitsche trick in the finite element theory.

### 3.5 Conclusions

We summarize, discuss, and conclude this chapter in this section.

### 3.5.1 Summary

We performed a detailed study of a specific approach that connects the problem of numerical upscaling and function approximation, in the context that the target function is a solution to some multiscale elliptic PDEs with rough coefficients. Our main focus is on a subsampled lengthscale that appears in the coarse data of both problems. We investigated, both numerically and theoretically, the effect of $h$ on the recovery errors (for function approximation) and Galerkin errors (for numerical upscaling), given no computational constraints (ideal solution) or limited computational budgets (localized solution with a finite $l$ ), and given different regularity assumptions on the target function $\left(a(x) \in L^{\infty}(\Omega)\right.$ or a singular $\left.a(x)\right)$. Our results imply that

- There is a trade-off between approximation errors (of ideal solutions) and localization errors (due to finite $l$ ) regarding the subsampled lengthscale $h$, in addition to the oversampling parameter $l$.
- Due to the finite $l$ caused by our limited computational budget, the Galerkin solution and recovery solution are different in general. The former behaves better in the energy accuracy, while the latter stands out in the $L^{2}$ accuracy.
- When the target function is "nearly flat" around the data locations, the subsampled data with a very small $h$ can still contain much coarse scale information. Thus, we would recommend to take our measurements there as a first choice.

The more quantitative descriptions of these main results are established by our numerical experiments and analytic studies based on tools such as the finite element theory, the subsampled Poincaré inequality, and weighted inequalities.

### 3.5.2 Discussions

There could be multiple future directions:

- A better understanding of the trade-off regarding $h$ and $l$ : how to choose optimal $l$ and $h$ adaptively with respect to $u$ or $f$. Our current results do not address this question fully.
- Other localization strategies: our localization in Subsection 3.1.6 follows from that in [181, 203], and there are other possibilities, for example, the one in [121] or [148], which leads to error estimates that does not blow up as $H \rightarrow 0$. It is of interest to understand how the subsampled lengthscale influences the accuracy in that context.
- Other measurement functions: as we mentioned earlier in Subsection 3.1.5, the choice of $\phi_{i}^{h, H}$ to be indicator functions in subsampled cubes is only for simplicity of analysis. Thus, results in this paper could be generalized to other types of subsampled measurement functions, for example, subsampled finite element tent functions.
- Generalization to high order models: the approach in Subsection 3.1.3 applies to a general operator $\mathcal{L}$ that can be high order elliptic operators. This also connects to our discussion in Subsection 3.3 regarding a high order model to avoid the degeneracy issues. It is of interest to study the effect of $h, l$ and also the order of the operator $\mathcal{L}$ simultaneously on the recovery and Galerkin errors.
- Coupling of two problems: we have considered a common approach that connects two class of problems. A natural question is about a hybrid model: suppose we have the domain $\Omega$ split into two smaller domains $\Omega_{1}$ and $\Omega_{2}$. In $\Omega_{1}$, we have a multiscale $\operatorname{PDE} \mathcal{L} u=f$ with known $f$, and in $\Omega_{2}$ we have some subsampled data $\left[u, \phi_{i}\right], i \in I$. How shall we take the advantages of the PDE model in $\Omega_{1}$ and the measured data in $\Omega_{2}$ to recover an accurate $u$ ? This can be a very fundamental problem in combining physics and data science.


### 3.5.3 Conclusions

Overall, we have explored the connection between numerical upscaling for multiscale PDEs and scattered data approximation for heterogeneous functions, focusing on the roles of a subsampled lengthscale $h$ and the localization parameter $l$. We
believe it sheds light on the interplay of the lengthscale of coarse data, the computational costs, the regularity of the target function, and the accuracy of approximations and numerical simulations.

## GAUSSIAN PROCESSES FOR SOLVING AND LEARNING PDES AND INVERSE PROBLEMS

In this chapter, we discuss how to use Gaussian processes to solve and learn PDEs and inverse problems. The exposition is based on our work [43] published in Journal of Computational Physics, 447:110668, 2021.

### 4.1 Introduction

Two hundred years ago, modeling a physical problem and solving the underlying differential equations would have required the expertise of Cauchy or Laplace, and it would have been done by hand through a laborious process of discovery. Sixty years ago, the resolution of the underlying differential equation would have been addressed using computers, but modeling and design of the solver would have still been done by hand. Nowadays, there is increasing interest in automating these steps by casting them as machine learning problems. The resulting methods can be divided into two main categories: (1) methods based on variants of artificial neural networks (ANNs) [101], and (2) methods based on kernels and Gaussian Processes (GPs) [290, 246]. In the context of (1) there has been recent activity toward solving nonlinear PDEs, whilst the systematic development of methods of type (2) for nonlinear PDEs has remained largely open. However, methods of type (2) hold potential for considerable advantages over methods of type (1), both in terms of theoretical analysis and numerical implementation. In this work, our goal is to develop a simple kernel/GP framework for solving nonlinear PDEs and related inverse problems (IPs); in particular the methodology we introduce has the following properties:

- the proposed collocation setting for solving nonlinear PDEs and IPs is a direct generalization of optimal recovery kernel methods for linear PDEs [201, 203, 204], and a natural generalization of radial basis function collocation methods [301, 288], and of meshless kernel methods [239];
- theoretically, the proposed method is provably convergent and amenable to rigorous numerical analysis, suggesting new research directions to generalize
the analysis of linear regression methods [288] to the proposed collocation setting for solving nonlinear PDEs;
- computationally, it inherits the complexity of state-of-the-art solvers for dense kernel matrices, suggesting new research to generalize the work of [240], which developed optimal approximate methods for linear regression, to the proposed collocation setting for solving nonlinear PDEs and IPs;
- for IPs the methodology is closely aligned with methodologies prevalent in the PDE-constrained optimization literature [125] and suggests the need for new computational and theoretical analyses generalizing the standard optimization and Bayesian approaches found in [62, 76, 136].

Since ANN methods can also be interpreted as kernel methods with kernels learned from data [134, 202, 292], our framework could also be used for theoretical analysis of such methods.

In Subsection 4.1.1 we summarize the theoretical foundations and numerical implementation of our method in the context of a simple nonlinear elliptic PDE. In Subsection 4.1.2 we give a literature review, placing the proposed methodology in the context of other research at the intersection of machine learning and PDEs. The outline of this chapter is given in Subsection 4.1.3.

### 4.1.1 Summary of the Proposed Method

For demonstration purposes, we summarize the key ideas of our method for solving a nonlinear second-order elliptic PDE. This PDE will also serve as a running example in Section 4.3 where we present an abstract framework for general nonlinear PDEs.

Let $d \geq 1$ and $\Omega$ be a bounded open domain in $\mathbb{R}^{d}$ with a Lipschitz boundary $\partial \Omega$. Consider the following nonlinear elliptic equation for $u^{\star}$ :

$$
\left\{\begin{align*}
-\Delta u^{\star}(\mathbf{x})+\tau\left(u^{\star}(\mathbf{x})\right)=f(\mathbf{x}), & \forall \mathbf{x} \in \Omega  \tag{4.1.1}\\
u^{\star}(\mathbf{x})=g(\mathbf{x}), & \forall \mathbf{x} \in \partial \Omega
\end{align*}\right.
$$

where $f: \Omega \rightarrow \mathbb{R}, g: \partial \Omega \rightarrow \mathbb{R}$ and $\tau: \mathbb{R} \rightarrow \mathbb{R}$ are given continuous functions. We assume that $f, g, \tau$ are chosen appropriately so that the PDE has a unique classical solution (for abstract theory of nonlinear elliptic PDEs see for example [220,254]). In Subsection 4.1.1.4 we will present a concrete numerical experiment where $\tau(u)=u^{3}$ and $g(\mathbf{x})=0$.

### 4.1.1.1 Optimal Recovery

Our proposed method starts with an optimal recovery problem that can also be interpreted as maximum a posterior (MAP) estimation for a GP constrained by a PDE. More precisely, consider a nondegenerate, symmetric, and positive definite kernel function $K: \bar{\Omega} \times \bar{\Omega} \rightarrow \mathbb{R}$ where $\bar{\Omega}:=\Omega \cup \partial \Omega$. Let $\mathcal{U}$ be the RKHS associated with $K$ and denote the RKHS norm by $\|\cdot\|$. Let $1 \leq M_{\Omega}<M<\infty$ and fix $M$ points in $\bar{\Omega}$ such that $\mathbf{x}_{1}, \ldots, \mathbf{x}_{M_{\Omega}} \in \Omega$ and $\mathbf{x}_{M_{\Omega}+1}, \ldots, \mathbf{x}_{M} \in \partial \Omega$. Then, our method approximates the solution $u^{\star}$ of (4.1.1) with a minimizer $u^{\dagger}$ of the following optimal recovery problem:

$$
\begin{cases}\underset{u \in \mathcal{U}}{\operatorname{minimize}}\|u\|  \tag{4.1.2}\\ \text { s.t. } & -\Delta u\left(\mathbf{x}_{m}\right)+\tau\left(u\left(\mathbf{x}_{m}\right)\right)=f\left(\mathbf{x}_{m}\right), \\ & u\left(\mathbf{x}_{m}\right)=g\left(\mathbf{x}_{m}\right), \\ \text { for } m=1, \ldots, M_{\Omega}, \\ \text { for } m=M_{\Omega}+1, \ldots, M .\end{cases}
$$

Here, we assume $K$ is chosen appropriately so that $\mathcal{U} \subset C^{2}(\Omega) \cap C(\bar{\Omega})$, which ensures the pointwise PDE constraints in (4.1.2) are well-defined.

A minimizer $u^{\dagger}$ can be interpreted as a MAP estimator of a GP $\xi \sim \mathcal{N}(0, \mathcal{K})^{1}$ (where $\mathcal{K}$ is the integral operator with kernel $K$ ) conditioned on satisfying the PDE at the collocation points $\mathbf{x}_{m}, 1 \leq m \leq M$. Such a view has been introduced for solving linear PDEs in [201, 203] and a closely related approach is studied in [55, Sec. 5.2]; the methodology introduced via (4.1.2) serves as a prototype for generalization to nonlinear PDEs. Here it is important to note that in the nonlinear case the conditioned GP is no longer Gaussian in general; thus the solution of (4.1.2) is a MAP estimator only and is not the conditional expectation, except in the case where $\tau(\cdot)$ is a linear function.

In the next subsections, we show equivalence of (4.1.2) and a finite dimensional constrained optimization problem (4.1.5). This provides existence of a minimizer to (4.1.2), as well as the basis for a numerical method to approximate the minimizer, based on solution of an unconstrained finite-dimensional optimization problem (4.1.6).

### 4.1.1.2 Finite-Dimensional Representation

The key to our numerical algorithm for solving (4.1.2) is a representer theorem that characterizes $u^{\dagger}$ via a finite-dimensional representation formula. To achieve this we

[^11]first reformulate (4.1.2) as a two level optimization problem:
\[

$$
\begin{cases}\underset{\mathbf{z}^{(1)} \in \mathbb{R}^{M}, \mathbf{z}^{(2)} \in \mathbb{R}^{M_{\Omega}}}{\operatorname{minimize}}\left\{\begin{array}{lr}
\underset{u \in \mathcal{U}}{\operatorname{minimize}}\|u\| \\
\text { s.t. } & z_{m}^{(2)}+\tau\left(z_{m}^{(1)}\right)=f\left(\mathbf{x}_{m}\right), \\
& z_{m}^{(1)}=g\left(\mathbf{x}_{m}\right),
\end{array} \quad \text { for } m=1, \ldots, M_{\Omega},\right.\end{cases}
$$
\]

Denote $\phi_{m}^{(1)}=\delta_{\mathbf{x}_{m}}$ and $\phi_{m}^{(2)}=\delta_{\mathbf{x}_{m}} \circ(-\Delta)$, where $\delta_{\mathbf{x}}$ is the Dirac delta function centered at $\mathbf{x}$. We further use the shorthand notation $\boldsymbol{\phi}^{(1)}$ and $\boldsymbol{\phi}^{(2)}$ for the $M$ and $M_{\Omega}$-dimensional vectors with entries $\phi_{m}^{(1)}$ and $\phi_{m}^{(2)}$ respectively, and $\boldsymbol{\phi}$ for the $\left(M+M_{\Omega}\right)$-dimensional vector obtained by concatenating $\boldsymbol{\phi}^{(1)}$ and $\boldsymbol{\phi}^{(2)}$. Similarly, we write $\mathbf{z}$ for the $\left(M+M_{\Omega}\right)$-dimensional vector concatenating $\mathbf{z}^{(1)}$ and $\mathbf{z}^{(2)}$.

For a fixed $\mathbf{z}$, we can solve the first level optimization problem explicitly due to the representer theorem ${ }^{2}$ (see [204, Sec. 17.8]), which leads to the conclusion that

$$
\begin{equation*}
u(\mathbf{x})=K(\mathbf{x}, \boldsymbol{\phi}) K(\boldsymbol{\phi}, \boldsymbol{\phi})^{-1} \mathbf{z} \tag{4.1.4}
\end{equation*}
$$

here $K(\cdot, \boldsymbol{\phi})$ denotes the $\left(M+M_{\Omega}\right)$-dimensional vector field with entries $\int K\left(\cdot, \mathbf{x}^{\prime}\right) \phi_{m}\left(\mathbf{x}^{\prime}\right) \mathrm{d} \mathbf{x}^{\prime}$ and $K(\boldsymbol{\phi}, \boldsymbol{\phi})$ is the $\left(M+M_{\Omega}\right) \times\left(M+M_{\Omega}\right)$-matrix with entries $\int K\left(\mathbf{x}, \mathbf{x}^{\prime}\right) \phi_{m}(\mathbf{x}) \phi_{j}\left(\mathbf{x}^{\prime}\right) \mathrm{d} \mathbf{x} \mathrm{d} \mathbf{x}^{\prime}$ with the $\phi_{m}$ denoting the entries of $\boldsymbol{\phi}$. For this solution, $\|u\|^{2}=\mathbf{z}^{T} K(\boldsymbol{\phi}, \boldsymbol{\phi})^{-1} \mathbf{z}$, so we can equivalently formulate (4.1.3) as a finite-dimensional optimization problem:

$$
\left\{\begin{array}{cl}
\underset{\mathbf{z} \in \mathbb{R}^{M+M_{\Omega}}}{\operatorname{minimize}} \mathbf{z}^{T} K(\boldsymbol{\phi}, \boldsymbol{\phi})^{-1} \mathbf{z}  \tag{4.1.5}\\
\text { s.t. } \quad z_{m}^{(2)}+\tau\left(z_{m}^{(1)}\right)=f\left(\mathbf{x}_{m}\right), & \text { for } m=1, \ldots, M_{\Omega}, \\
& z_{m}^{(1)}=g\left(\mathbf{x}_{m}\right),
\end{array} \text { for } m=M_{\Omega}+1, \ldots, M . .\right.
$$

Moreover, using the equation $z_{m}^{(2)}=f\left(\mathbf{x}_{m}\right)-\tau\left(z_{m}^{(1)}\right)$ and the boundary data, we can further eliminate $\mathbf{z}^{(2)}$ and rewrite it as an unconstrained problem:

$$
\underset{\mathbf{z}_{\Omega}^{(1)} \in \mathbb{R}^{M_{\Omega}}}{\operatorname{minimize}}\left(\mathbf{z}_{\Omega}^{(1)}, g\left(\mathbf{x}_{\partial \Omega}\right), f\left(\mathbf{x}_{\Omega}\right)-\tau\left(\mathbf{z}_{\Omega}^{(1)}\right)\right) K(\boldsymbol{\phi}, \boldsymbol{\phi})^{-1}\left(\begin{array}{c}
\mathbf{z}_{\Omega}^{(1)}  \tag{4.1.6}\\
g\left(\mathbf{x}_{\partial \Omega}\right) \\
f\left(\mathbf{x}_{\Omega}\right)-\tau\left(\mathbf{z}_{\Omega}^{(1)}\right)
\end{array}\right),
$$

where we used $\mathbf{x}_{\Omega}$ and $\mathbf{x}_{\partial \Omega}$ to denote the interior and boundary points respectively, $\mathbf{z}_{\Omega}^{(1)}$ denotes the $M_{\Omega}$-dimensional vector of the $z_{i}$ for $i=1, \ldots, M_{\Omega}$ associated to the

[^12]interior points $\mathbf{x}_{\Omega}$ while $f\left(\mathbf{x}_{\Omega}\right), g\left(\mathbf{x}_{\partial \Omega}\right)$ and $\tau\left(\mathbf{z}_{\Omega}^{(1)}\right)$ are vectors obtained by applying the corresponding functions to entries of their input vectors. For brevity we have suppressed the transpose signs in the row vector multiplying the matrix from the left in (4.1.6).

The foregoing considerations lead to the following existence result which underpins our numerical method for (4.1.1); furthermore (4.1.6) provides the basis for our numerical implementations. We summarize these facts:

Theorem 4.1.1. The variational problem (4.1.2) has a minimizer of the form $u^{\dagger}(\mathbf{x})=K(\mathbf{x}, \boldsymbol{\phi}) K(\boldsymbol{\phi}, \boldsymbol{\phi})^{-1} \mathbf{z}^{\dagger}$, where $\mathbf{z}^{\dagger}$ is a minimizer of (4.1.5). Furthermore $u^{\dagger}(\mathbf{x})$ may be found by solving the unconstrained minimization problem (4.1.6) for $\mathbf{z}_{\Omega}^{(1)}$.

Proof. Problems (4.1.2), (4.1.3) and (4.1.5) are equivalent. It is therefore sufficient to show that (4.1.5) has a minimizer. Write $\mathbf{z}^{\star}$ for the vector with entries $z_{m}^{\star(1)}=$ $u^{\star}\left(\mathbf{x}_{m}\right)$ and $z_{m}^{\star(2)}=-\Delta u^{\star}\left(\mathbf{x}_{m}\right)$. Since $u^{\star}$ solves the PDE (4.1.1), $\mathbf{z}^{\star}$ satisfies the constraints on $\mathbf{z}$ in (4.1.5). It follows that the minimization in (4.1.5) can be restricted to the set $C$ of $\mathbf{z}$ that satisfies $\mathbf{z}^{T} K(\boldsymbol{\phi}, \boldsymbol{\phi})^{-1} \mathbf{z} \leq\left(\mathbf{z}^{\star}\right)^{T} K(\boldsymbol{\phi}, \boldsymbol{\phi})^{-1} \mathbf{z}^{\star}$ and the nonlinear constraints. The set $\mathcal{C}$ is compact and non-empty: compact because $\tau$ is continuous and so the constraint set is closed as it is the pre-image of a closed set, and the intersection of a closed set with a compact set is compact; and nonempty because it contains $\mathbf{z}^{*}$. Thus the objective function $\mathbf{z}^{T} K(\boldsymbol{\phi}, \boldsymbol{\phi})^{-1} \mathbf{z}$ achieves its minimum in the set $C$. Once $\mathbf{z}_{\Omega}^{(1)}$ is found we can extend to the boundary points to obtain $\mathbf{z}^{(1)}$, and use the nonlinear relation between $\mathbf{z}^{(1)}$ and $\mathbf{z}^{(2)}$ to reconstruct $\mathbf{z}^{(2)}$. This gives $\mathbf{z}^{\dagger}$.

### 4.1.1.3 Convergence Theory

The consistency of our method is guaranteed by the convergence of $u^{\dagger}$ towards $u^{\star}$ as $M$, the total number of collocation points, goes to infinity. We first present this result in the case of the nonlinear PDE (4.1.1) and defer a more general version to Subsection 4.3.2. We also give a simple proof of convergence here as it is instructive in understanding why the method works and how the more general result can be established. Henceforth we use $|\cdot|$ to denote the standard Euclidean norm and write $\mathcal{U} \subseteq \mathcal{H}$ to denote $\mathcal{U}$ being continuously embedded in Banach space $\mathcal{H}$.

Theorem 4.1.2. Suppose that $K$ is chosen so that $\mathcal{U} \subseteq H^{s}(\Omega)$ for some $s>2+d / 2$ and that (4.1.1) has a unique classical solution $u^{\star} \in \mathcal{U}$. Write $u_{M}^{\dagger}$ for a minimizer
of (4.1.2) with $M$ distinct collocation points $\mathbf{x}_{1}, \ldots, \mathbf{x}_{M}$. Assume that, as $M \rightarrow \infty$,

$$
\sup _{\mathbf{x} \in \Omega} \min _{1 \leq m \leq M_{\Omega}}\left|\mathbf{x}-\mathbf{x}_{m}\right| \rightarrow 0 \quad \text { and } \quad \sup _{\mathbf{x} \in \partial \Omega} \min _{M_{\Omega+1} \leq m \leq M}\left|\mathbf{x}-\mathbf{x}_{m}\right| \rightarrow 0 .
$$

Then, as $M \rightarrow \infty, u_{M}^{\dagger}$ converges towards $u^{\star}$ pointwise in $\Omega$ and in $H^{t}(\Omega)$ for any $t<s$.

Proof. The proof relies on a simple compactness argument together with the Sobolev embedding theorem [2, 33]. First, as $u^{\star}$ satisfies the constraint in (4.1.2) and $u_{M}^{\dagger}$ is the minimizer, it follows that $\left\|u_{M}^{\dagger}\right\| \leq\left\|u^{\star}\right\|$ for all $M \geq 1$. This implies $\left\|u_{M}^{\dagger}\right\|_{H^{s}(\Omega)} \leq$ $C\left\|u^{\star}\right\|$ because $\mathcal{U}$ is continuously embedded into $H^{s}(\Omega)$. Let $t \in(2+d / 2, s)$ so that $H^{t}(\Omega)$ embeds continuously into $C^{2}(\Omega) \cap C(\bar{\Omega})$ [2, Thm. 4.12]. Since $H^{s}(\Omega)$ is compactly embedded into $H^{t}(\Omega)$, we deduce that there exists a subsequence $\left\{M_{p}, p \geq 1\right\} \subset \mathbb{N}$ and a limit $u_{\infty}^{\dagger} \in H^{t}(\Omega)$ such that $u_{M_{p}}^{\dagger}$ converges towards $u_{\infty}^{\dagger}$ in the $H^{t}(\Omega)$ norm, as $p \rightarrow \infty$. This also implies convergence in $C^{2}(\Omega)$ due to the continuous embedding of $H^{t}(\Omega)$ into $C^{2}(\Omega) \cap C(\bar{\Omega})$.

We now show that $u_{\infty}^{\dagger}$ satisfies the desired PDE in (4.1.1). Denote by $v=-\Delta u_{\infty}^{\dagger}+$ $\tau\left(u_{\infty}^{\dagger}\right)-f \in C(\Omega)$ and $v_{p}=-\Delta u_{M_{p}}^{\dagger}+\tau\left(u_{M_{p}}^{\dagger}\right)-f \in C(\Omega)$. For any $\mathbf{x} \in \Omega$ and $p \geq 1$, use of the triangle inequality shows that

$$
\begin{align*}
|v(\mathbf{x})| & \leq \min _{1 \leq m \leq M_{p, \Omega}}\left(\left|v(\mathbf{x})-v\left(\mathbf{x}_{m}\right)\right|+\left|v\left(\mathbf{x}_{m}\right)-v_{p}\left(\mathbf{x}_{m}\right)\right|\right)  \tag{4.1.7}\\
& \leq \min _{1 \leq m \leq M_{p, \Omega}}\left|v(\mathbf{x})-v\left(\mathbf{x}_{m}\right)\right|+\left\|v-v_{p}\right\|_{C(\Omega)},
\end{align*}
$$

where we have used the fact that $v_{p}\left(\mathbf{x}_{m}\right)=0$, and $M_{p, \Omega}$ is the number of interior points associated with the total $M_{p}$ collocation points. Since $v$ is continuous in a compact domain, it is also uniformly continuous. Thus, it holds that $\lim _{p \rightarrow \infty} \min _{1 \leq m \leq M_{p, \Omega}}\left|v(\mathbf{x})-v\left(\mathbf{x}_{m}\right)\right|=0$ since the fill-distance converges to zero by assumption. Moreover, we have that $v_{p}$ converges to $v$ in the $C(\Omega)$ norm due to the $C^{2}(\Omega)$ convergence from $u_{M_{p}}^{\dagger}$ to $u_{\infty}^{\dagger}$. Combining these facts with (4.1.7), and taking $p \rightarrow \infty$, we obtain $v(\mathbf{x})=0$, and thus $-\Delta u_{\infty}^{\dagger}(\mathbf{x})+\tau\left(u_{\infty}^{\dagger}(\mathbf{x})\right)=f(\mathbf{x})$, for $\mathbf{x} \in \Omega$. Following a similar argument, we get $u_{\infty}^{\dagger}(\mathbf{x})=g(\mathbf{x})$ for $\mathbf{x} \in \partial \Omega$. Thus, $u_{\infty}^{\dagger}$ is a classical solution to (4.1.1). By assumption, the solution is unique, so we must have $u_{\infty}^{\dagger}=u^{\star}$. As the limit $u_{\infty}^{\dagger}$ is independent of the particular subsequence, the whole sequence $u_{M}^{\dagger}$ must converge to $u^{\star}$ in $H^{t}(\Omega)$. Since $t \in(2+d / 2, s)$, we also get pointwise convergence and convergence in $H^{t}(\Omega)$ for any $t<s$.

We note that this convergence theorem requires $K$ to be adapted to the solution space of the PDE so that $u^{\star}$ belongs to $\mathcal{U}$. In our numerical experiments, we will use a

Gaussian kernel. However, if $f$ or the boundary $\partial \Omega$ are not sufficiently regular, then the embedding conditions $u^{\star} \in \mathcal{U} \subseteq H^{s}(\Omega)$ may be satisfied by using kernel as the Green's function of some power of the Laplacian, instead of a Gaussian kernel; the latter induces smoothness on $\mathcal{U}$ which may be incompatible with the regularity of $u^{\star}$ for irregular $f$ and $\partial \Omega$.


Figure 4.1: $L^{2}$ and $L^{\infty}$ error plots for numerical approximations of $u^{\star}$, the solution to (4.1.1), as a function of the number of collocation points $M$. Left: $\tau(u)=0$; both the kernel collocation method using Gaussian kernel with $\sigma=0.2$ and $M^{-1 / 4}$ and the finite difference (FD) method were implemented. Right: $\tau(u)=u^{3}$; the kernel collocation method using Gaussian kernel with $\sigma=0.2$ and $M^{-1 / 4}$ were used. In both cases, an adaptive nugget term with global parameter $\eta=10^{-13}$ was used to regularize the kernel matrix $\Theta$ (see Appendix A.1.1 for details).

### 4.1.1.4 Numerical Framework

The representation of $u^{\dagger}$ via the optimization problem (4.1.6) is the cornerstone of our numerical framework for solving nonlinear PDEs. Indeed, efficient solution of (4.1.6), and in turn construction and inversion of the matrix $K(\boldsymbol{\phi}, \boldsymbol{\phi})$, are the most costly steps of our numerical implementation. We summarize several main ingredients of our algorithm below:

- We propose an efficient variant of the Gauss-Newton algorithm in Section 4.3.4.2. Although, in general, (4.1.6) is a nonconvex problem, our algorithm typically converges in between 2 and 10 steps in all the experiments we have conducted.
- In practice we perturb $K(\boldsymbol{\phi}, \boldsymbol{\phi})$ to improve its condition number, and hence the numerical stability of the algorithm, by adding a small diagonal matrix; this perturbation is adapted to the problem at hand, as outlined in Appendix A.1.1; the approach generalizes the idea of a "nugget" as widely used in GP regression.
- To evaluate the cost function in (4.1.6), we pre-compute the Cholesky factorization of the (perturbed) kernel matrix and store it for multiple uses. State-of-the-art linear solvers for dense kernel matrices can be used for this step.

As a demonstration, we present here a simple experiment to show the convergence of our method. We take $d=2, \Omega=(0,1)^{2}$ and $\tau(u)=0$ or $u^{3}$ together with homogeneous Dirichlet boundary conditions $g(\mathbf{x})=0$. The true solution is prescribed to be $u^{\star}(\mathbf{x})=\sin \left(\pi x_{1}\right) \sin \left(\pi x_{2}\right)+4 \sin \left(4 \pi x_{1}\right) \sin \left(4 \pi x_{2}\right)$ and the corresponding right hand side $f(\mathbf{x})$ is computed using the equation.

We choose the Gaussian kernel

$$
K(\mathbf{x}, \mathbf{y} ; \sigma)=\exp \left(-\frac{|\mathbf{x}-\mathbf{y}|^{2}}{2 \sigma^{2}}\right)
$$

with lengthscale parameter $\sigma$; we will fix this parameter, but note that the framework is naturally adapted to learning of such hyperparameters. We set $M=$ $64,256,1024,4096$, sampling the collocation points on a uniform grid of points within $\Omega$. We apply our algorithm to solve the PDEs and compute the $L^{2}$ and $L^{\infty}$ errors to $u^{\star}$. In the case $\tau(u)=0$, which corresponds to a linear PDE, we also compare our algorithm with a second-order finite difference (FD) method. For the nonlinear case $\tau(u)=u^{3}$, we observe that the Gauss-Newton algorithm only needs 2 steps to converge. The errors versus $M$ are depicted in Figure 4.1. The following observations can be made from this figure:

- In the linear case $\tau(u)=0$, where the corresponding optimization problem (4.1.6) is convex, our algorithm outperforms the FD method in terms of accuracy and rate of convergence. This can be attributed to the fact that the true solution is very smooth, and the Gaussian kernel allows for efficient approximation.
- The choice of the kernel parameter $\sigma$ has a profound impact on the accuracy and rate of convergence of the algorithm, especially when $M$ is not very large.

This implies the importance of choosing a "good kernel" that is adapted to the solution space of the PDE, and highlights the importance of hyperparameter learning.

- In the nonlinear setting, our algorithm demonstrates similar convergence behavior to the linear setting. Once again, an appropriate choice of $\sigma$ leads to significant gains in solution accuracy.


### 4.1.2 Relevant Literature

Machine learning and statistical inference approaches to numerical approximation have attracted a lot of attention in recent years thanks to their remarkable success in engineering applications. Such approaches can be broadly divided into two categories: (1) GP/Kernel-based methods, and (2) ANN-based methods.

GPs and kernel-based methods have long been used in function approximation, regression, and machine learning [290]. As surveyed in [205]:
"[kernel approaches can be traced back to] Poincaré's course in Probability Theory [217] and to the pioneering investigations of Sul'din [263], Palasti and Renyi [212], Sard [237], Kimeldorf and Wahba [141] (on the correspondence between Bayesian estimation and spline smoothing/interpolation) and Larkin [157] (on the correspondence between Gaussian process regression and numerical approximation). Although their study initially attracted little attention among numerical analysts [157], it was revived in Information Based Complexity (IBC) [270], Bayesian numerical analysis [69], and more recently in Probabilistic Numerics [119] and Bayesian numerical homogenization [201]."

For recent reviews of the extensive applications of GP/kernel methods see [54, 205, 264] and [204, Chap. 20]. In particular, they have been introduced to motivate novel methods for solving ordinary differential equations (ODEs) [251, 39, 245] and underlie the collocation approach advocated for parameter identification in ODEs as described in [226]. For PDEs, the use of kernel methods can be traced back to meshless collocation methods with radial basis functions [301, 288, 239]. Furthermore, a recent systematic development towards solving PDEs was initiated in $[201,203,207,204]$ and has lead to the identification of fast solvers for elliptic PDEs and dense kernel matrices [241, 240] with state-of-the-art complexity versus accuracy guarantees. The effectiveness of these methods has been supported by
well-developed theory [204] residing at the interfaces between numerical approximation [280, 288], optimal recovery [188], information-based complexity [270], and GP regression [30], building on the perspective introduced in [69, 157, 188, 269, 280]. In particular there is a one to one correspondence [204, 241] between (1) the locality of basis functions (gamblets) obtained with kernel methods and the screening effect observed in kriging [259], (2) Schur complementation and conditioning Gaussian vectors, and (3) the approximate low-rank structure of inverse stiffness matrices obtained with kernel methods and variational properties of Gaussian conditioning. Furthermore, although the approach of modeling a deterministic function (the solution $u^{\star}$ of a PDE) as a sample from a Gaussian distribution may seem counterintuitive, it can be understood (in the linear setting [204]) as an optimal minimax strategy for recovering $u^{\star}$ from partial measurements. Indeed, as in Von Neumann's theory of games, optimal strategies are mixed (randomized) strategies and (using quadratic norms to define losses) GP regression (kriging) emerges as an optimal minimax approach to numerical approximation [188, 204].

On the other hand, ANN methods can be traced back to [70, 155, 156, 229, 272] and, although developed for ODEs several decades ago [53, 229], with some of the work generalized to PDEs [149], their systematic development for solving PDEs has been initiated only recently. This systematic development includes the Deep Ritz Method [287], Physics Informed Neural Networks [222] (PINNs), DGN [250], and [115] which employs a probabilistic formulation of the nonlinear PDE via the FeynmanKac formula. Although the basic idea is to replace unknown functions with ANNs and minimize some loss with respect to the parameters of the ANN to identify the solution, there are by now many variants of ANN approaches, and we refer to [137] for a recent review of this increasingly popular topic at the interface between scientific computing and deep learning. While ANN approaches have been shown to be empirically successful on complex problems (e.g., machine learning physics [225]), they may fail on simple ones [284,275] if the architecture of the ANN is not adapted to the underlying PDE [283]. Moreover, the theory of ANNs is still in its infancy; most ANN-based PDE solvers lack theoretical guarantees and convergence analyses are often limited to restricted linear instances [249, 284]. Broadly speaking, in comparison with kernel methods, ANN methods have both limited theoretical foundations and unfavorable complexity vs accuracy estimates. We also remark that ANN methods are suitable for the learning of the parametric dependence of solutions of differential equations [303, 29, 163, 164, 31]; however, GP and kernel methods may also be used in this context, and the random feature method provides
a natural approach to implementing such methods in high dimensions [196].
Regardless, the theory and computational framework of kernel methods may naturally be extended to ANN methods to investigate ${ }^{3}$ such methods and possibly accelerate them by viewing them as ridge regression with data-dependent kernels and following [241, 240]. To this end, ANN methods can be interpreted as kernel methods with data-dependent kernels in two equivalent ways: (1) as solving PDEs in an RKHS space spanned by a feature map parameterized by the initial layers of the ANN that is learned from data, or, (2) as kernel-based methods with kernels that are parameterized by the inner layers of the network. For instance, [202] shows that Residual Neural Networks [118] (ResNets) are ridge regressors with warped kernels [233, 213]. Given the notorious difficulty of developing numerical methods for nonlinear PDEs [265], it is to some degree surprising that (as suggested by our framework) (A) this difficulty can universally be decomposed into three parts: (1) the compression/inversion of dense kernel matrices, (2) the selection of the kernel, and (3) the minimization of the reduced finite-dimensional optimization problem (4.3.10), and (B) a significant portion of the resulting analysis can be reduced to that of linear regression [204].

Beyond solving PDEs, ANN methods have also been used in data-driven discretizations, and discovery of PDEs that allow for the identification of the governing model [222, 171, 22]; this leads to applications in IPs. Our method, viewed as a GP conditioned on PDE constraints at collocation points, can be interpreted as solving an IP with Bayesian inference and a Gaussian prior [261]. Indeed, if we relax the PDE constraints as in Subsection 4.3.3.2 then a minimizer $u^{\dagger}$ coincides with a MAP estimator of a posterior measure obtained by viewing the PDE constraints as nonlinear pointwise measurements of a field $u$ with a Gaussian prior $\mathcal{N}(0, \mathcal{K})$. Bayesian IPs with Gaussian priors have been studied extensively (see [62, 57, 261] and references therein). The standard approach for their solution is to discretize the problem using spectral projection or finite element methods, and compute posterior MAP estimators [61] or employ Markov chain Monte Carlo algorithms [58] to simulate posterior samples. Our abstract representation theorem outlined in Section 4.2.1 completely characterizes the MAP estimator of posterior measures with Gaussian priors in settings where the forward map is written as the composition of a nonlinear map with bounded linear functionals acting on the parameter. Indeed, this is precisely the approach that we employ in Section 4.4 to solve IPs with PDE constraints. However,

[^13]the main difference between our methodology and existing methods in the literature is that we pose the IP as that of recovering the solution of the PDE $u^{\dagger}$ simultaneously with learning the unknown PDE parameter with independent Gaussian priors on both unknowns.

We now turn to motivation for the GP interpretation. The PDE solvers obtained here are deterministic and could be described from an entirely classical numerical approximation perspective. However we emphasize the GP interpretation for two reasons: (i) it is integral to the derivation of the methods, and (ii) it allows the numerical solution of the PDE to be integrated into a larger engineering pipeline and, in that context, the posterior distribution of the GP conditioned on the PDE at collocation points provides a measure of uncertainty quantification. Using the GP perspective as a pathway to the discovery of numerical methods, was the motivation for the work in [201, 203]. Indeed, as discussed in [201], while the discovery of numerical solvers for PDEs is usually based on a combination of insight and guesswork, this process can be facilitated to the point of being automated, using this GP perspective. For instance, for nonsmooth PDEs, basis functions with near optimal accuracy/localization tradeoff and operator valued wavelets can be identified by conditioning physics informed Gaussian priors on localized linear measurements (e.g., local averages or pointwise values). Physics informed Gaussian priors can, in turn, be identified by (a) filtering uninformed Gaussian priors through the inverse operator [201], or (b) turning the process of computing fast with partial information into repeated zero-sum games with physics informed losses (whose optimal mixed strategies are physics informed Gaussian priors) [203]. The paper [224] generalized (a) to time-dependent PDEs by filtering uninformed priors through linearized PDEs obtained via time stepping. The paper [55] emphasized the probabilistic interpretation of numerical errors obtained from this Bayesian perspective. In particular [55, Sec. 5.2] describes a method identical to the one considered here (and [201]) for linear problems; in the setting of semi-linear PDEs, it is suggested in [55] that latent variables could be employed to efficiently sample from posterior/conditional measures (see also [202] where latent variables were employed to reduce nonlinear optimal recovery problems via two-level optimization as in 4.1.3). Although the methodology proposed in our work agrees with that in [55] for linear problems, the methodology we propose appears to be more general, and differs in the case of nonlinear problems to which both approaches apply.

### 4.1.3 Outline

The remainder of this chapter is organized as follows. We give an overview of the abstract theory of GPs on Banach spaces in Section 4.2; we establish notation, and summarize basic results and ideas that are used throughout the remainder of the chapter. Section 4.3 is dedicated to the development of our numerical framework for solving nonlinear PDEs with kernel methods; we outline our assumptions on the PDE, present a general convergence theory, discuss our approach to implementation, and present numerical experiments. In Section 4.4 we extend our nonlinear PDE framework to IPs and discuss the implementation differences between the PDE and IP settings, followed by numerical experiments involving a benchmark IP in subsurface flow. Finally, we present additional discussions, results, and possible extensions of our method in Section 4.5. Appendix A. 1 is devoted to the small diagonal regularization of kernel matrices ("nugget" term) and outlines general principles as well as specifics for the examples considered in this chapter.

### 4.2 Conditioning GPs on Nonlinear Observations

In this section, we outline the abstract theory of RKHSs/GPs and their connection to Banach spaces endowed with quadratic norms; this forms the framework for the proposed methodology to solve PDEs and IPs. We start by recalling some basic facts about GPs in Subsection 4.2.1. This is followed in Subsection 4.2.2 by general results pertaining to conditioning of GPs on linear and nonlinear observations, leading to a representer theorem that is the cornerstone of our numerical algorithms. Some of these results may be known to experts, but to the best of our knowledge, they are not presented in the existing literature with the coherent goal of solving nonlinear problems via the conditioning of GPs; hence this material may be of independent interest to the reader.

### 4.2.1 GPs and Banach Spaces Endowed with a Quadratic Norm

Consider a separable Banach space $\mathcal{U}$ and its dual $\mathcal{U}^{t}$ with their duality pairing denoted by $[\cdot, \cdot]$. We further assume that $\mathcal{U}$ is endowed with a quadratic norm $\|\cdot\|$, i.e., there exists a linear bijection $\mathcal{K}: \mathcal{U}^{t} \rightarrow \mathcal{U}$ that is symmetric $([\mathcal{K} \phi, \varphi]=[\mathcal{K} \varphi, \phi])$, positive $([\mathcal{K} \phi, \phi]>0$ for $\phi \neq 0)$, and such that

$$
\|u\|^{2}=\left[\mathcal{K}^{-1} u, u\right], \quad \forall u \in \mathcal{U} .
$$

The operator $\mathcal{K}$ endows $\mathcal{U}$ and $\mathcal{U}^{t}$ with the following inner products:

$$
\begin{aligned}
&\langle u, v\rangle:=\left[\mathcal{K}^{-1} u, v\right], \\
&\langle\phi, \varphi\rangle_{t}:=[\phi, \mathcal{K} \varphi], \quad \phi, \varphi \in \mathcal{U}^{t}
\end{aligned}
$$

Note that the $\langle\cdot, \cdot\rangle_{t}$ inner product defines a norm on $\mathcal{U}^{t}$ that coincides with the standard dual norm of $\mathcal{U}^{t}$, i.e.,

$$
\|\phi\|_{t}=\sup _{u \in \mathcal{U}, u \neq 0} \frac{[\phi, u]}{\|u\|}=\sqrt{[\phi, \mathcal{K} \phi]} .
$$

As in [204, Chap. 11], although $\mathcal{U}, \mathcal{U}^{t}$ are also Hilbert spaces under the quadratic norms $\|\cdot\|$ and $\|\cdot\|_{t}$, we will keep using the Banach space terminology to emphasize the fact that our dual pairings will not be based on the inner product through the Riesz representation theorem, but on a different realization of the dual space. A particular case of the setting considered here is $\mathcal{U}=H_{0}^{s}(\Omega)$ (writing $H_{0}^{s}(\Omega)$ for the closure of the set of smooth functions with compact support in $\Omega$ with respect to the Sobolev norm $\left.\|\cdot\|_{H^{s}(\Omega)}\right)$, with its dual $\mathcal{U}^{t}=H^{-s}(\Omega)$ defined by the pairing $[\phi, v]:=\int_{\Omega} \phi u$ obtained from the Gelfand triple $H^{s}(\Omega) \subset L^{2}(\Omega) \subset H^{-s}(\Omega)$. Here $\mathcal{K}$ can be defined as solution map of an elliptic operator ${ }^{4}$ mapping $H_{0}^{s}(\Omega)$ to $H^{-s}(\Omega)$.

We say that $\xi$ is the canonical $G P$ [204, Chap. 17.6] on $\mathcal{U}$ and write $\xi \sim \mathcal{N}(0, \mathcal{K})$, if and only if $\xi$ is a linear isometry from $\mathcal{U}^{t}$ to a centered Gaussian space (a closed linear space of scalar valued centered Gaussian random variables). The word canonical indicates that the covariance operator of $\xi$ coincides with the bijection $\mathcal{K}$ defining the norm on $\mathcal{U}$. Write $[\phi, \xi]$ for the image of $\phi \in \mathcal{U}^{t}$ under $\xi$ and note that the following properties hold:

$$
\mathbb{E}[\phi, \xi]=0 \quad \text { and } \quad \mathbb{E}[\phi, \xi][\varphi, \xi]=[\phi, \mathcal{K} \varphi], \quad \forall \phi, \varphi \in \mathcal{U}^{t}
$$

The space $\mathcal{U}$ coincides with the Cameron-Martin space of the GP $\mathcal{N}(0, \mathcal{K})$. In the setting where $\mathcal{K}$ is defined through a covariance kernel $K$ (such as in Subsection 4.1.1 and later in Subsection 4.3.4.2) then $\mathcal{U}$ coincides with the RKHS space of the kernel $K$ [276, Sec. 2.3].

### 4.2.2 Conditioning GPs with Linear and Nonlinear Observations

Let $\phi_{1}, \ldots, \phi_{N}$ be $N$ non-trivial elements of $\mathcal{U}^{t}$ and define

$$
\begin{equation*}
\phi:=\left(\phi_{1}, \ldots, \phi_{N}\right) \in\left(\mathcal{U}^{t}\right)^{\otimes N} \tag{4.2.1}
\end{equation*}
$$

[^14]Now consider the canonical GP $\xi \sim \mathcal{N}(0, \mathcal{K})$, then $[\boldsymbol{\phi}, \xi]$ is an $\mathbb{R}^{N}$-valued Gaussian vector and $[\boldsymbol{\phi}, \xi] \sim \mathcal{N}(0, \Theta)$ where

$$
\begin{equation*}
\Theta \in \mathbb{R}^{N \times N}, \quad \Theta_{i, n}=\left[\phi_{i}, \mathcal{K} \phi_{n}\right], \quad 1 \leq i, n \leq N \tag{4.2.2}
\end{equation*}
$$

The following proposition characterizes the conditional distribution of GPs under these linear observations; to simplify the statement it is useful to write $\mathcal{K}(\phi, \varphi)$ for the vector with entries [ $\phi_{i}, \mathcal{K} \varphi$ ]. This type of vectorized notation is used in [204].

Proposition 4.2.1. Consider a vector $\mathbf{y} \in \mathbb{R}^{N}$ and the canonical $G P \xi \sim \mathcal{N}(0, \mathcal{K})$. Then $\xi$ conditioned on $[\boldsymbol{\phi}, \xi]=\mathbf{y}$ is also Gaussian. Moreover if $\Theta$ is invertible then $\operatorname{Law}[\xi \mid[\boldsymbol{\phi}, \xi]=\mathbf{y}]=\mathcal{N}\left(u^{\dagger}, \mathcal{K}_{\boldsymbol{\phi}}\right)$ with conditional mean defined by $u^{\dagger}=$ $\mathbf{y}^{T} \Theta^{-1} \mathcal{K} \boldsymbol{\phi}$ and conditional covariance operator defined by $\left[\varphi, \mathcal{K}_{\phi} \varphi\right]=[\varphi, \mathcal{K} \varphi]-$ $\mathcal{K}(\varphi, \boldsymbol{\phi}) \Theta^{-1} \mathcal{K}(\boldsymbol{\phi}, \varphi), \forall \varphi \in \mathcal{U}^{t}$.

Proposition 4.2.1 gives a finite representation of the conditional mean of the GP constituting a representer theorem [204, Cor. 17.12]. Let us define the elements

$$
\begin{equation*}
\chi_{i}:=\sum_{n=1}^{N} \Theta_{i, n}^{-1} \mathcal{K} \phi_{n} \tag{4.2.3}
\end{equation*}
$$

referred to as gamblets in the parlance of [203] which can equivalently be characterized as the minimizers of the variational problem

$$
\begin{cases}\underset{\chi \in \mathcal{U}}{\operatorname{minimize}} & \|\chi\|  \tag{4.2.4}\\ \text { s.t. } & {\left[\phi_{n}, \chi\right]=\delta_{i, n}, \quad n=1, \ldots, N}\end{cases}
$$

This fact further enables the variational characterization of the conditional mean $u^{\dagger}$ directly in terms of the gamblets $\chi_{n}$.

Proposition 4.2.2. Let $u^{\dagger}=\mathbb{E}[\xi \mid[\phi, \xi]=\mathbf{y}]$ as in Proposition 4.2.1. Then $u^{\dagger}=$ $\sum_{n=1}^{N} y_{n} \chi_{n}$ is the unique minimizer of

$$
\begin{cases}\underset{u \in \mathcal{U}}{\operatorname{minimize}} & \|u\| \\ \text { s.t. } & {\left[\phi_{n}, u\right]=y_{n}, \quad n=1, \ldots, N}\end{cases}
$$

Proposition 4.2.2 is the cornerstone of our methodology for solution of nonlinear PDEs. It is also useful for the solution of IPs. For this purpose consider nonlinear
functions $G: \mathbb{R}^{N} \rightarrow \mathbb{R}^{I}$ and $F: \mathbb{R}^{N} \rightarrow \mathbb{R}^{M}$ and vectors $\mathbf{o} \in \mathbb{R}^{I}$ and $\mathbf{y} \in \mathbb{R}^{M}$ and consider the optimization problem:

$$
\begin{cases}\underset{u \in \mathcal{U}}{\operatorname{minimize}} & \|u\|^{2}+\frac{1}{\gamma^{2}}|G([\boldsymbol{\phi}, u])-\mathbf{o}|^{2}  \tag{4.2.5}\\ \text { s.t. } & F([\boldsymbol{\phi}, u])=\mathbf{y}\end{cases}
$$

where $\gamma \in \mathbb{R}$ is a parameter. We will use this formulation of IPs in PDEs, with $u$ concatenating the solution of the forward PDE problem and the unknown parameter; the nonlinear constraint on $F$ enforces the forward PDE and $G$ the observed noisy data. Then a representer theorem still holds for a minimizer of this problem stating that the solution has a finite expansion in terms of the gamblets $\chi_{n}$ :

Proposition 4.2.3. Suppose $(\mathbf{0}, \mathbf{y}) \in \mathbb{R}^{I} \times \mathbb{R}^{M}$ are fixed and $\Theta$ is invertibles. Then $u^{\dagger} \in \mathcal{U}$ is a minimizer of (4.2.5) if and only if $u^{\dagger}=\sum_{n=1}^{N} z_{n}^{\dagger} \chi_{n}$ and the vector $\mathbf{z}^{\dagger}$ is a minimizer of

$$
\begin{cases}\underset{\mathbf{z} \in \mathbb{R}^{N}}{\operatorname{minimize}} & \mathbf{z}^{T} \Theta^{-1} \mathbf{z}+\frac{1}{\gamma^{2}}|G(\mathbf{z})-\mathbf{o}|^{2}  \tag{4.2.6}\\ \text { s.t. } & F(\mathbf{z})=\mathbf{y}\end{cases}
$$

Proof. The proof is nearly identical to the derivation of (4.1.5) presented in Section 4.1.1.2. Simply observe that minimizing (4.2.5) is equivalent to minimizing

$$
\operatorname{minimize}_{\mathbf{z} \in \mathbb{R}^{N}: F(\mathbf{z})=\mathbf{y}} \begin{cases}\underset{u \in \mathcal{U}}{\operatorname{minimize}} & \|u\|^{2}+\frac{1}{\gamma^{2}}|G(\mathbf{z})-\mathbf{o}|^{2}  \tag{4.2.7}\\ \text { s.t. } & {[\boldsymbol{\phi}, u]=\mathbf{z} .}\end{cases}
$$

Then solve the inner optimization problem for a fixed $\mathbf{z}$ and apply Proposition 4.2.1.

We note that this model assumes independent and identically distributed (i.i.d.) observation noise for the vector $\mathbf{0}$ and can easily be extended to correlated observation noise by replacing the misfit term $\frac{1}{\gamma^{2}}|G(\mathbf{z})-\mathbf{o}|^{2}$ in (4.2.5) with an appropriately weighted misfit term of the form $\left|\Sigma^{-1 / 2}(G(\mathbf{z})-\mathbf{o})\right|^{2}$ where $\Sigma$ denotes the covariance matrix of the observation noise.

Remark 4.2.4. It is intuitive that a minimizer of the optimization problem we introduce and solve in this work corresponds to a MAP point for the $G P \xi \sim \mathcal{N}(0, \mathcal{K})$

[^15]conditioned on PDE constraints at the collocation points. To prove this will require extension of the approach introduced in [61], for example, and is left for future work. Here we describe this connection informally in the absence of the equality constraints. Consider the prior measure $\mu_{0}=\mathcal{N}(0, \mathcal{K})$ and consider the measurements $\mathbf{o}=G([\boldsymbol{\phi}, u])+\eta, \mathbf{y}=F([\boldsymbol{\phi}, u])+\eta^{\prime}, \eta \sim \mathcal{N}\left(0, \gamma^{2} I\right), \eta^{\prime} \sim \mathcal{N}\left(0, \beta^{2} I\right)$. It then follows from Bayes' rule [261] that the posterior measure of $u$ given the data $(\mathbf{0}, \mathbf{y})$ is identified as the measure
\[

$$
\begin{aligned}
\frac{\mathrm{d} \mu^{(\mathbf{o}, \mathbf{y})}}{\mathrm{d} \mu_{0}}(u) & =\frac{1}{Z^{(\mathbf{o}, \mathbf{u})}} \exp \left(-\frac{1}{2 \gamma^{2}}|G([\boldsymbol{\phi}, u])-\mathbf{o}|^{2}-\frac{1}{2 \beta^{2}}|F([\boldsymbol{\phi}, u])-\mathbf{y}|^{2}\right), \\
Z^{(\mathbf{o}, \mathbf{y})} & :=\mathbb{E}_{u \sim \mu_{0}} \exp \left(-\frac{1}{2 \gamma^{2}}|G([\boldsymbol{\phi}, u])-\mathbf{o}|^{2}-\frac{1}{2 \beta^{2}}|F([\boldsymbol{\phi}, u])-\mathbf{y}|^{2}\right) .
\end{aligned}
$$
\]

The article [61] showed that the MAP estimators of $\mu^{(\mathbf{0 , y )}}$ are solutions to

$$
\underset{u \in \mathcal{U}}{\operatorname{minimize}}\|u\|^{2}+\frac{1}{\gamma^{2}}|G([\boldsymbol{\phi}, u])-\mathbf{o}|^{2}+\frac{1}{\beta^{2}}|F([\boldsymbol{\phi}, u])-\mathbf{y}|^{2} .
$$

Letting $\beta \rightarrow 0$ then yields (4.2.5).

### 4.3 Solving Nonlinear PDEs

In this section, we present our framework for solution of nonlinear PDEs by conditioning GPs on nonlinear constraints. In Subsection 4.3.1 we outline our abstract setting as well as our assumptions on PDEs of interest; this leads to Corollary 4.3.2 which states an analogue of Proposition 4.2.3 in the PDE setting. We analyze the convergence of our method in Subsection 4.3.2 and discuss two strategies for dealing with the nonlinear PDE constraints in Subsection 4.3.3. Next, we present the details pertaining to numerical implementations of our method, including the choice of kernels and a Gauss-Newton algorithm in Subsection 4.3.4. Finally, we present a set of numerical experiments in Subsection 4.3.5 that demonstrate the effectiveness of our method in the context of prototypical nonlinear PDEs.

### 4.3.1 Problem Setup

Let us consider a bounded domain $\Omega \subseteq \mathbb{R}^{d}$ for $d \geq 1$ and a nonlinear PDE of the form

$$
\begin{cases}\mathcal{P}\left(u^{\star}\right)(\mathbf{x})=f(\mathbf{x}), & \forall \mathbf{x} \in \Omega,  \tag{4.3.1}\\ \mathcal{B}\left(u^{\star}\right)(\mathbf{x})=g(\mathbf{x}), & \forall \mathbf{x} \in \partial \Omega\end{cases}
$$

Here $\mathcal{P}$ is a nonlinear differential operator and $\mathcal{B}$ is an appropriate boundary operator with data $f, g$. Throughout this section and for brevity, we assume that the PDE at hand is well-defined pointwise and has a unique strong solution; extension of
our methodology to weak solutions is left as a future research direction. We then consider $\mathcal{U}$ to be an appropriate quadratic Banach space for the solution $u^{\star}$ such as a Sobolev space $H^{s}(\Omega)$ with sufficiently large regularity index $s>0$.

We propose to solve the PDE (4.3.1) by approximating $u^{\star}$ by a GP conditioned on satisfying the PDE at a finite set of collocation points in $\bar{\Omega}$ and proceed to approximate the solution by computing the MAP point of such a conditioned GP. More precisely, let $\left\{\mathbf{x}_{i}\right\}_{i=1}^{M}$ be a collection of points in $\bar{\Omega}$ ordered in such a way that $\mathbf{x}_{1}, \ldots \mathbf{x}_{M_{\Omega}} \in \Omega$ are in the interior of $\Omega$ while $\mathbf{x}_{M_{\Omega}+1}, \ldots, \mathbf{x}_{M} \in \partial \Omega$ are on the boundary. Now let $\mathcal{U}$ be a quadratic Banach space with associated covariance operator $\mathcal{K}: \mathcal{U}^{t} \rightarrow \mathcal{U}$ and consider the optimization problem:

$$
\begin{cases}\underset{u \in \mathcal{U}}{\operatorname{minimize}} & \|u\|  \tag{4.3.2}\\ \text { s.t. } & \mathcal{P}(u)\left(\mathbf{x}_{m}\right)=f\left(\mathbf{x}_{m}\right), \text { for } m=1, \ldots, M \\ & \mathcal{B}(u)\left(\mathbf{x}_{m}\right)=g\left(\mathbf{x}_{m}\right), \quad \text { for } m=M_{\Omega}+1, \ldots, M\end{cases}
$$

In other words, we wish to approximate $u^{\star}$ with the minimum norm element of the Cameron-Martin space of $\mathcal{N}(0, \mathcal{K})$ that satisfies the PDE and boundary data at the collocation points $\left\{\mathbf{x}_{i}\right\}_{i=1}^{M}$. In what follows we write $\mathcal{L}(\mathcal{U} ; \mathcal{H})$ to denote the space of bounded and linear operators from $\mathcal{U}$ to another Banach space $\mathcal{H}$. We make the following assumption regarding the operators $\mathcal{P}, \mathcal{B}$ :

Assumption 4.3.1. There exist bounded and linear operators $L_{1}, \ldots, L_{Q} \in \mathcal{L}(\mathcal{U} ; C(\Omega))$ in which $L_{1}, \ldots, L_{Q_{b}} \in \mathcal{L}(\mathcal{U} ; C(\partial \Omega))$ for some $1 \leq Q_{b} \leq Q$, and there are maps $P: \mathbb{R}^{Q} \rightarrow \mathbb{R}$ and $B: \mathbb{R}^{Q_{b}} \rightarrow \mathbb{R}$, which may be nonlinear, so that $\mathcal{P}(u)(\mathbf{x})$ and $\mathcal{B}(u)(\mathbf{x})$ can be written as

$$
\begin{array}{ll}
\mathcal{P}(u)(\mathbf{x})=P\left(L_{1}(u)(\mathbf{x}), \ldots, L_{Q}(u)(\mathbf{x})\right), & \forall \mathbf{x} \in \Omega  \tag{4.3.3}\\
\mathcal{B}(u)(\mathbf{x})=B\left(L_{1}(u)(\mathbf{x}), \ldots, L_{Q_{b}}(u)(\mathbf{x})\right), & \forall \mathbf{x} \in \partial \Omega
\end{array}
$$

For prototypical nonlinear PDEs the $L_{q}$ for $1 \leq q \leq Q$ are linear differential operators such as first or second order derivatives while the maps $P$ and $B$ are often simple algebraic nonlinearities. Furthermore, observe that for ease of presentation we are assuming fewer linear operators are used to define the boundary conditions than the operators that define the PDE in the interior.

Example NE (Nonlinear Elliptic PDE). Recall the nonlinear elliptic PDE (4.1.1) and consider the linear operators and nonlinear maps

$$
L_{1}: u \mapsto u, \quad L_{2}: u \mapsto \Delta u, \quad P\left(v_{1}, v_{2}\right)=-v_{2}+\tau\left(v_{1}\right), \quad B\left(v_{1}\right)=v_{1},
$$

where we took $Q=2$ and $Q_{b}=1$. Then this equation readily satisfies Assumption 4.3.1 whenever the solution is sufficiently regular so that $L_{2}(u)$ is well-defined pointwise within $\Omega$.

Under Assumption 4.3.1 we can then define the functionals $\phi_{m}^{(q)} \in \mathcal{U}^{t}$ by setting

$$
\phi_{m}^{(q)}:=\delta_{\mathbf{x}_{m}} \circ L_{q}, \quad \text { where } \quad \begin{cases}1 \leq m \leq M, \quad \text { if } \quad 1 \leq q \leq Q_{b}  \tag{4.3.4}\\ 1 \leq m \leq M_{\Omega}, \quad \text { if } \quad Q_{b+1} \leq q \leq Q\end{cases}
$$

We further use the shorthand notation $\boldsymbol{\phi}^{(q)}$ to denote the vector of dual elements $\phi_{m}^{(q)}$ for a fixed index $q$. Observe that $\boldsymbol{\phi}^{(q)} \in\left(\mathcal{U}^{t}\right)^{\otimes M}$ if $q \leq Q_{b}$ while $\boldsymbol{\phi}^{(q)} \in\left(\mathcal{U}^{t}\right)^{\otimes M_{\Omega}}$ if $q>Q_{b}$. We further write

$$
\begin{equation*}
N=M Q_{b}+M_{\Omega}\left(Q-Q_{b}\right) \tag{4.3.5}
\end{equation*}
$$

and define

$$
\begin{equation*}
\phi:=\left(\phi^{(1)}, \ldots, \phi^{(Q)}\right) \in\left(\mathcal{U}^{t}\right)^{\otimes N} \tag{4.3.6}
\end{equation*}
$$

To this end, we define the measurement vector $\mathbf{y} \in \mathbb{R}^{M}$ by setting

$$
y_{m}= \begin{cases}f\left(\mathbf{x}_{m}\right), & \text { if } m \in\left\{1, \ldots, M_{\Omega}\right\},  \tag{4.3.7}\\ g\left(\mathbf{x}_{m}\right), & \text { if } m \in\left\{M_{\Omega}+1, \ldots, M\right\}\end{cases}
$$

as well as the nonlinear map

$$
(F([\boldsymbol{\phi}, u]))_{m}:= \begin{cases}P\left(\left[\phi_{m}^{(1)}, u\right], \ldots,\left[\phi_{m}^{(Q)}, u\right]\right) & \text { if } m \in\left\{1, \ldots, M_{\Omega}\right\},  \tag{4.3.8}\\ B\left(\left[\phi_{m}^{(1)}, u\right], \ldots,\left[\phi_{m}^{\left(Q_{b}\right)}, u\right]\right) & \text { if } m \in\left\{M_{\Omega}+1, \ldots, M\right\} .\end{cases}
$$

We can now rewrite the optimization problem (4.3.2) in the same form as (4.2.5):

$$
\begin{cases}\underset{u \in \mathcal{U}}{\operatorname{minimize}} & \|u\|  \tag{4.3.9}\\ \text { s.t. } & F([\boldsymbol{\phi}, u])=\mathbf{y}\end{cases}
$$

Then a direct appliction of Proposition 4.2.3 yields the following corollary.
Corollary 4.3.2. Suppose Assumption 4.3.1 holds, $\mathcal{K}$ and $\Theta$ are invertible, and define $\phi, F, \mathbf{y}$ as above. Then $u^{\dagger}$ is a minimizer of (4.3.2) if and only if $u^{\dagger}=\sum_{n=1}^{N} z_{n}^{\dagger} \chi_{n}$ where the $\chi_{n}$ are the gamblets defined according to (4.2.4) and $\mathbf{z}^{\dagger}$ is a minimizer of

$$
\begin{cases}\underset{\mathbf{z} \in \mathbb{R}^{N}}{\operatorname{minimize}} & \mathbf{z}^{T} \Theta^{-1} \mathbf{z}  \tag{4.3.10}\\ \text { s.t. } & F(\mathbf{z})=\mathbf{y}\end{cases}
$$

The above corollary is the foundation of our numerical algorithms for approximation of the solution $u^{\dagger}$, as $\Theta^{-1}$ and the gamblets $\chi_{n}$ can be approximated offline while the coefficients $z_{n}^{\dagger}$ can be computed by solving the optimization problem (4.3.10).

To solve (4.3.10) numerically, we will present two different approaches that transform it to an unconstrained optimization problem. Before moving to that in Subsection 4.3.3, we discuss the convergence theory first in the next section.

### 4.3.2 Convergence Theory

We state and prove a more general version of Theorem 4.1.2 for our abstract setting of PDEs on Banach spaces with quadratic norms stating that a minimizer $u^{\dagger}$ of (4.3.2) converges to the true solution $u^{\star}$ under sufficient regularity assumptions and for appropriate choices of the operator $\mathcal{K}$.

Theorem 4.3.3. Consider the PDE (4.3.1) and suppose that $\mathcal{U} \subset \mathcal{H} \subset C^{t}(\Omega) \cap$ $C^{t^{\prime}}(\bar{\Omega})$ where $\mathcal{H}$ is a Banach space such that the first inclusion from the left is given by a compact embedding and $t \geq t^{\prime} \geq 0$ are sufficiently large so that all derivatives appearing in the PDE are defined pointwise for elements of $C^{t}(\Omega) \cap$ $C^{t^{\prime}}(\bar{\Omega})$. Furthermore assume that the PDE has a unique classical solution $u^{\star} \in \mathcal{U}$ and that, as $M \rightarrow \infty$,

$$
\sup _{\mathbf{x} \in \Omega} \min _{1 \leq m \leq M_{\Omega}}\left|\mathbf{x}-\mathbf{x}_{m}\right| \rightarrow 0 \quad \text { and } \quad \sup _{\mathbf{x} \in \partial \Omega} \min _{M_{\Omega}+1 \leq m \leq M}\left|\mathbf{x}-\mathbf{x}_{m}\right| \rightarrow 0 .
$$

Write $u_{M}^{\dagger}$ for a minimizer of (4.3.2) with $M$ distinct collocation points. Then, as $M \rightarrow \infty$, the sequence of minimizers $u_{M}^{\dagger}$ converges towards $u^{\star}$ pointwise in $\Omega$ and in $\mathcal{H}$.

Proof. The method of proof is similar to that of Theorem 4.1.2. Indeed, by the same argument as in the first paragraph of the proof for Theorem 4.1.2, there exists a subsequence $u_{M_{p}}$ that converges to $u_{\infty}^{\dagger}$ in $\mathcal{H}$. This also implies convergence in $C^{t}(\Omega)$ and $C^{t^{\prime}}(\bar{\Omega})$ due to the assumed continuous embedding of $\mathcal{H}$ into $C^{t}(\Omega) \cap C^{t^{\prime}}(\bar{\Omega})$. Since $t \geq t^{\prime} \geq 0$ are sufficiently large so that all derivatives appearing in the PDE are defined pointwise for elements of $C^{t}(\Omega) \cap C^{t^{\prime}}(\partial \Omega)$, we get that $\mathcal{P} u_{M_{p}}$ converges to $\mathcal{P} u_{\infty}^{\dagger}$ in $C(\Omega)$ and $\mathcal{P} u_{\infty}^{\dagger} \in C(\Omega)$. As $\Omega$ is compact, $u_{\infty}^{\dagger}$ is also uniformly continuous in $\Omega$.

For any $\mathbf{x} \in \Omega$ and $p \geq 1$, the triangle inequality shows that

$$
\begin{align*}
\left|\mathcal{P}\left(u_{\infty}^{\dagger}\right)(\mathbf{x})-f(\mathbf{x})\right| & \leq \min _{1 \leq m \leq M_{p, \Omega}}\left(\left|\mathcal{P}\left(u_{\infty}^{\dagger}\right)(\mathbf{x})-\mathcal{P}\left(u^{\dagger}\right)\left(\mathbf{x}_{m}\right)\right|+\left|\mathcal{P}\left(u^{\dagger}\right)\left(\mathbf{x}_{m}\right)-\mathcal{P}\left(u_{M_{p}}\right)\left(\mathbf{x}_{m}\right)\right|\right) \\
& \leq \min _{1 \leq m \leq M_{p, \Omega}}\left|\mathcal{P}\left(u_{\infty}^{\dagger}\right)(\mathbf{x})-\mathcal{P}\left(u_{\infty}^{\dagger}\right)\left(\mathbf{x}_{m}\right)\right|+\left\|\mathcal{P} u_{\infty}^{\dagger}-\mathcal{P} u_{M_{p}}\right\|_{C(\Omega)}, \tag{4.3.11}
\end{align*}
$$

where in the first inequality we have used the fact that $\mathcal{P}\left(u_{M_{p}}\right)\left(\mathbf{x}_{m}\right)=f\left(\mathbf{x}_{m}\right)$. Here $M_{p, \Omega}$ is the number of interior points associated with the total $M_{p}$ collocation points. Taking $p \rightarrow \infty$ and using the uniform continuity of $\mathcal{P} u_{\infty}^{\dagger}$ and the $C(\Omega)$ convergence from $\mathcal{P} u_{M_{p}}$ to $\mathcal{P} u_{\infty}^{\dagger}$, we derive that $\mathcal{P}\left(u_{\infty}^{\dagger}\right)(\mathbf{x})=f(\mathbf{x})$. In a similar manner we can derive $\mathcal{B}\left(u_{\infty}^{\dagger}\right)(\mathbf{x})=g(\mathbf{x})$. Thus, the limit $u_{\infty}^{\dagger}$ is a classical solution to the PDE. By the uniqueness of the solution we must have $u_{\infty}^{\dagger}=u^{\star}$. Finally, as the limit $u_{\infty}^{\dagger}$ is independent of the choice of the subsequence, the whole sequence $u_{M}^{\dagger}$ must converge to $u^{\star}$ pointwise and in $\mathcal{H}$.

We note that while this theorem does not provide a rate for convergence of $u^{\dagger}$ towards $u^{\star}$ it relies on straightforward conditions that are readily verifiable for prototypical PDEs. Typically we choose $t, t^{\prime}>0$ large enough so that the PDE operators $\mathcal{P}, \mathcal{B}$ are pointwise defined for the elements of $C^{t}(\Omega) \cap C^{t^{\prime}}(\bar{\Omega})$ (e.g., $t>$ order of PDE $+d / 2$ ) and take the space $\mathcal{H}$ to be a Sobolev-type space of appropriate regularity for the inclusion $\mathcal{H} \subset C^{t}(\Omega) \cap C^{t^{\prime}}(\partial \Omega)$ to hold; also see the conditions of Theorem 4.1.2 and the subsequent discussion. The compact embedding $\mathcal{U} \subset \mathcal{H}$ can then be ensured by an appropriate choice of the covariance operator $\mathcal{K}$ (or the associated kernel $K$ ). However, this choice should result in a sufficiently large space $\mathcal{U}$ that includes the solution $u^{\star}$ of the PDE. Our conditions on the collocation points $\left\{\mathbf{x}_{m}\right\}_{m=1}^{M}$ simply ensure that these points form a dense subset of $\bar{\Omega}$ as $M \rightarrow \infty$.

### 4.3.3 Dealing with the Constraints

Now, we turn our attention to the equality constraints in (4.3.10) and present two strategies for elimination or relaxation of these constraints; these transform the optimization problem to an unconstrained one. They are crucial preliminary steps before introducing our numerical framework.

### 4.3.3.1 Eliminating the Equality Constraints

The equality constraints in (4.3.10) can be eliminated under slightly stronger assumptions on the maps $P, B$. In particular, suppose that the following assumption holds:

Assumption 4.3.4. The equations

$$
P\left(v_{1}, \ldots, v_{Q}\right)=y, \quad B\left(v_{1}, \ldots, v_{Q_{b}}\right)=y,
$$

can be solved as finite-dimensional algebraic equations, i.e., there exist $\bar{P}: \mathbb{R}^{Q-1} \rightarrow$ $\mathbb{R}$ and $\bar{B}: \mathbb{R}^{Q_{b}-1} \rightarrow \mathbb{R}$ so that

$$
\begin{equation*}
v_{j}=\bar{P}\left(v_{1}, \ldots, v_{j-1}, v_{j+1}, \ldots, v_{Q}, y\right), \quad v_{k}=\bar{B}\left(v_{1}, \ldots, v_{k-1}, v_{k+1}, \ldots, v_{Q_{b}}, y\right) \tag{4.3.12}
\end{equation*}
$$

for selected indices $j \in\{1, \ldots, Q\}$ and $k \in\left\{1, \ldots, Q_{b}\right\}$. Then for integer $N$ defined by (4.3.5), and using the solution maps $\bar{P}, \bar{B}$, we can then define a new solution map $\bar{F}: \mathbb{R}^{N-M} \times \mathbb{R}^{M} \rightarrow \mathbb{R}^{N}$ so that

$$
F(\mathbf{z})=\mathbf{y} \quad \text { if and only if } \quad \mathbf{z}=\bar{F}(\mathbf{w}, \mathbf{y}), \quad \text { for a unique } \mathbf{w} \in \mathbb{R}^{N-M} .
$$

With this new solution map we can rewrite (4.3.10) as an unconstrained optimization problem.

Corollary 4.3.5. Let Assumption 4.3.4 and the conditions of Corollary 4.3.2 hold. Then $u^{\dagger}$ is a minimizer of (4.3.2) if and only if $u^{\dagger}=\sum_{n=1}^{N} z_{n}^{\dagger} \chi_{n}$ with $\mathbf{z}^{\dagger}=F^{\prime}\left(\mathbf{w}^{\dagger}, \mathbf{y}\right)$ and $\mathbf{w}^{\dagger} \in \mathbb{R}^{N-M}$ is a minimizer of

$$
\begin{equation*}
\underset{\mathbf{w} \in \mathbb{R}^{N-M}}{\operatorname{minimize}} \bar{F}(\mathbf{w}, \mathbf{y})^{T} \Theta^{-1} \bar{F}(\mathbf{w}, \mathbf{y}) \tag{4.3.13}
\end{equation*}
$$

Example NE. Let us recall that we already eliminated the equality constraints in the context of the PDE (4.1.1) through the calculations leading to the unconstrained minimization problem (4.1.6). In that example, we used the calculation

$$
P\left(v_{1}, v_{2}\right)=-v_{2}+\tau\left(v_{1}\right)=y \Leftrightarrow v_{2}=\tau\left(v_{1}\right)-y=\bar{P}\left(v_{1}, y\right),
$$

that is, we solved $\Delta u$ in terms of $\tau(u)$ and the source term in the interior of the domain in order to eliminate the PDE constraint. We further imposed the boundary conditions exactly since the boundary map $B$ is simply the pointwise evaluation function in that example.

Alternatively, we could eliminate $v_{1}$ by setting $v_{1}=\tau^{-1}\left(y+v_{2}\right)$, assuming that $\tau^{-1}$ has closed form. While both elimination strategies are conceptually valid they may lead to very different optimization problems. The former corresponds to solving for the values of $u$ at the collocation points while the latter solves for the values of $\Delta u$ at the interior points under Dirichlet boundary conditions at the boundary collocation points.

### 4.3.3.2 Relaxing the Equality Constraints

The choice of the solution maps $\bar{P}, \bar{B}$ in (4.3.12), i.e., the choice of the variable which the equations are solved for, has an impact on the conditioning of (4.3.13); it is not a priori clear that poor conditioning can always be avoided by choice of variables to solve for. Moreover, for certain nonlinear PDEs Assumption 4.3.4 may not hold. In such cases it may be useful to relax the equality constraints in (4.3.9) and instead consider a loss of the following form:

$$
\begin{equation*}
\underset{u \in \mathcal{U}}{\operatorname{minimize}} \quad\|u\|^{2}+\frac{1}{\beta^{2}}|F([\boldsymbol{\phi}, u])-\mathbf{y}|^{2}, \tag{4.3.14}
\end{equation*}
$$

where $\beta^{2}>0$ is a small positive parameter. Likewise (4.3.10) can be relaxed to obtain

$$
\begin{equation*}
\underset{\mathbf{z} \in \mathbb{R}^{N}}{\operatorname{minimize}} \quad \mathbf{z}^{T} \Theta^{-1} \mathbf{z}+\frac{1}{\beta^{2}}|F(\mathbf{z})-\mathbf{y}|^{2} . \tag{4.3.15}
\end{equation*}
$$

Then a similar argument to the proof of Theorem 4.3.3 can be used to show that a minimizer of the relaxed optimization problem for $u$ converges to the solution $u^{\star}$ of the PDE as the number of collocation points $M$ increases and the parameter $\beta$ vanishes.

Proposition 4.3.6. Fix $\beta>0$. Then the optimization problem (4.3.14) has minimizer $u_{\beta, M}^{\dagger}$ which (assuming $\Theta$ to be invertible) may be expressed in the form

$$
u_{\beta, M}^{\dagger}:=\sum_{n=1}^{N} z_{\beta, n}^{\dagger} \chi_{n} \in \mathcal{U}
$$

where $\mathbf{z}_{\beta}^{\dagger}$ denotes a minimizer of (4.3.15). Under the assumptions of Theorem 4.3.3 it follows that, as $\left(\beta, M^{-1}\right) \rightarrow 0$, the relaxed estimator $u_{\beta, M}^{\dagger}$ converges to $u^{\star}$ pointwise and in $\mathcal{H}$.

Proof. By the arguments used in Proposition 4.2 .3 the minimizer of (4.3.15) delivers a minimizer of (4.3.14) in the desired form. Since $u^{\star}$ satisfies $F\left(\left[\boldsymbol{\phi}, u^{\star}\right]\right)-\mathbf{y}=0$ we must have $\left\|u_{\beta, M}^{\dagger}\right\| \leq\left\|u^{\star}\right\|$. Then a compactness argument similar to that used in the proof of Theorem 4.3.3, noting that taking $\beta \rightarrow 0$ as $M \rightarrow \infty$ delivers exact satisfaction of the constraints in the limit, yields the desired result.

Example NE. When only part of the constraints $F(\mathbf{z})=\mathbf{y}$ can be explicitly solved, as is often the case for boundary values, we can also combine the elimination and relaxation approach. Employing the relaxation approach for the interior constraint and the elimination approach for the boundary constraints in (4.1.1) amounts to
replacing the optimization problem (4.1.5), which is the analogue of (4.3.10) for our running example, with the following problem for a small parameter $\beta^{2}>0$ :

$$
\left\{\begin{array}{cl}
\underset{\mathbf{z} \in \mathbb{R}^{M+M_{\Omega}}}{\operatorname{minimize}} & \mathbf{z}^{T} K(\boldsymbol{\phi}, \boldsymbol{\phi})^{-1} \mathbf{z}+\frac{1}{\beta^{2}}\left[\sum_{m=1}^{M_{\Omega}}\left|z_{m}^{(2)}+\tau\left(z_{m}^{(1)}\right)-f\left(\mathbf{x}_{m}\right)\right|^{2}\right]  \tag{4.3.16}\\
\text { s.t. } & z_{m}^{(1)}=g\left(\mathbf{x}_{m}\right), \quad \text { for } m=M_{\Omega}+1, \ldots, M
\end{array}\right.
$$

We will numerically compare the above approach with the full elimination approach (4.1.6) in Subsection 4.3.5.1.

### 4.3.4 Implementation

We now outline the details of a numerical algorithm for solution of nonlinear PDEs based on the discussions of the previous subsection and in particular Corollary 4.3.2. We discuss the construction of the matrix $\Theta$ in Subsection 4.3.4.1 followed by a variant of the Gauss-Newton algorithm in Subsection 4.3.4.2 for solving the unconstrained or relaxed problems outlined in Subsections 4.3.3. We also note that strategies for regularizing the matrix $\Theta$ by adding small diagonal ("nugget") terms are collected in Appendix A.1.

### 4.3.4.1 Constructing $\Theta$

We established through Corollary 4.3.2 that a solution to (4.3.2) can be completely identified by $\mathbf{z}^{\dagger}$ a minimizer of (4.3.10) as well as the gamblets $\chi_{n}$. Since here we are concerned with the strong form of the $\operatorname{PDE}$ (4.3.1) it is reasonable to assume that at the very least $\mathcal{U} \subset C(\bar{\Omega})$; although we often require higher regularity so that the PDE constraints can be imposed pointwise. This assumption suggests that our GP model for $u^{\star}$ can equivalently be identified via a covariance kernel function as opposed to the covariance operator $\mathcal{K}$. To this end, given a covariance operator $\mathcal{K}$ define the covariance kernel $K$ (equivalently Green's function of $\mathcal{K}^{-1}$ ) as

$$
\begin{equation*}
K: \bar{\Omega} \times \bar{\Omega} \mapsto \mathbb{R}, \quad K\left(\mathbf{x}, \mathbf{x}^{\prime}\right):=\left[\delta_{\mathbf{x}}, \mathcal{K} \delta_{\mathbf{x}^{\prime}}\right] . \tag{4.3.17}
\end{equation*}
$$

It is known that the kernel $K$ completely characterizes the GP $\mathcal{N}(0, \mathcal{K})$ under mild conditions [276]; that is $\mathcal{N}(0, \mathcal{K}) \equiv \mathcal{G} \mathcal{P}(0, K)$. Let us now consider the matrix $\Theta$ in block form

$$
\Theta=\left[\begin{array}{cccc}
\Theta^{(1,1)} & \Theta^{(1,2)} & \ldots & \Theta^{(1, Q)} \\
\Theta^{(2,1)} & \Theta^{(2,2)} & \ldots & \Theta^{(2, Q)} \\
\vdots & \vdots & \ddots & \vdots \\
\Theta^{(Q, 1)} & \Theta^{(Q, 2)} & \cdots & \Theta^{(Q, Q)}
\end{array}\right]
$$

Using the $L^{2}(\Omega)$ duality pairing between $\mathcal{U}$ and $\mathcal{U}^{t}$ we can identify the blocks

$$
\Theta^{(q, j)}=K\left(\boldsymbol{\phi}^{(q)}, \boldsymbol{\phi}^{(j)}\right),
$$

where we used the shorthand notation of Subsection 4.1.1 for the kernel matrix, with the $\phi^{(q)}$ defined as in (4.3.4) and the subsequent discussion. To this end the entries of the $\Theta^{(q, j)}$ take the form

$$
\Theta_{m, i}^{(q, j)}=\left.L_{q}^{\mathbf{x}} L_{j}^{\mathbf{x}^{\prime}} K\left(\mathbf{x}, \mathbf{x}^{\prime}\right)\right|_{\left(\mathbf{x}, \mathbf{x}^{\prime}\right)=\left(\mathbf{x}_{m}, \mathbf{x}_{i}\right)},
$$

where we used the superscripts $\mathbf{x}, \mathbf{x}^{\prime}$ to denote the variables with respect to which the differential operators $L_{q}, L_{j}$ act. Note that $\Theta \in \mathbb{R}^{N \times N}$ with $N=M Q_{b}+M_{\Omega}\left(Q-Q_{b}\right)$ following the definition of $\boldsymbol{\phi}^{(q)}$ in Subsection 4.3.1.

### 4.3.4.2 A Gauss-Newton Algorithm

Here we outline a variant of the Gauss-Newton algorithm [197, Sec. 10.3] for solution of the unconstrained optimization problem (4.3.13). Recall our definition of the maps $\bar{P}, \bar{B}$ in (4.3.12) and in turn the map $\bar{F}$. We then propose to approximate a minimizer $\mathbf{w}^{\dagger}$ of (4.3.13) with a sequence of elements $\mathbf{w}^{\ell}$ defined iteratively via $\mathbf{w}^{\ell+1}=\mathbf{w}^{\ell}+\alpha^{\ell} \delta \mathbf{w}^{\ell}$, where $\alpha^{\ell}>0$ is an appropriate step size while $\delta \mathbf{w}^{\ell}$ is the minimizer of the optimization problem

$$
\underset{\delta \mathbf{w} \in \mathbb{R}^{N-M}}{\operatorname{minimize}}\left(\bar{F}\left(\mathbf{w}^{\ell}, \mathbf{y}\right)+\delta \mathbf{w}^{T} \nabla \bar{F}\left(\mathbf{w}^{\ell}, \mathbf{y}\right)\right)^{T} \Theta^{-1}\left(\bar{F}\left(\mathbf{w}^{\ell}, \mathbf{y}\right)+\delta \mathbf{w}^{T} \nabla \bar{F}\left(\mathbf{w}^{\ell}, \mathbf{y}\right)\right),
$$

and the gradient of $\bar{F}$ is computed with respect to the $\mathbf{w}$ variable only. ${ }^{6}$
This approach can be applied also to solve the relaxed problem (4.3.6) where this time we consider the sequence of approximations $\mathbf{z}^{\ell+1}=\mathbf{z}^{\ell}+\alpha^{\ell} \delta \mathbf{z}^{\ell}$, where $\delta \mathbf{z}^{\ell}$ is the minimizer of

$$
\underset{\delta \mathbf{z} \in \mathbb{R}^{N}}{\operatorname{minimize}}\left(\mathbf{z}^{\ell}+\delta \mathbf{z}\right)^{T} \Theta^{-1}\left(\mathbf{z}^{\ell}+\delta \mathbf{z}\right)+\frac{1}{\beta^{2}}\left|F\left(\mathbf{z}^{\ell}\right)+\delta \mathbf{z}^{T} \nabla F\left(\mathbf{z}^{\ell}\right)-\mathbf{y}\right|^{2} .
$$

Since (4.3.4.2) and (4.3.4.2) are both quadratic in $\delta \mathbf{w}$ and $\delta \mathbf{z}$ respectively, they can be solved exactly and efficiently at each step and the step-size parameters $\alpha^{\ell}$ can be fixed or computed adaptively using standard step-size selection techniques [197]. However, in our experiments in Section 4.3.5, we find that both algorithms converge quickly simply by setting $\alpha^{\ell}=1$.

[^16]Example NE. Let us return once more to the nonlinear elliptic PDE considered in Subsection 4.1.1. Observe that (4.1.6) is precisely in the form of (4.3.13) and so in order to formulate our Gauss-Newton iterations we need to linearize the vector valued function

$$
\mathbf{w} \mapsto\left(\mathbf{w}, g\left(\mathbf{x}_{\partial \Omega}\right), f\left(\mathbf{x}_{\Omega}\right)-\tau(\mathbf{w})\right),
$$

which can easily be achieved by linearizing $\tau$. To this end, we solve (4.3.13) via the iteration $\mathbf{w}^{\ell+1}=\mathbf{w}^{\ell}+\alpha^{\ell} \delta \mathbf{w}^{\ell}$ where $\delta \mathbf{w}^{\ell}$ is the minimizer of the functional

$$
\left(\mathbf{w}^{\ell}+\delta \mathbf{w}, g\left(\mathbf{x}_{\partial \Omega}\right), f\left(\mathbf{x}_{\Omega}\right)-\tau\left(\mathbf{w}^{\ell}\right)-\delta \mathbf{w}^{T} \nabla \tau\left(\mathbf{w}^{\ell}\right)\right) K(\boldsymbol{\phi}, \boldsymbol{\phi})^{-1}\left(\begin{array}{c}
\mathbf{w}^{\ell}+\delta \mathbf{w} \\
g\left(\mathbf{x}_{\partial \Omega}\right) \\
f\left(\mathbf{x}_{\Omega}\right)-\tau\left(\mathbf{w}^{\ell}\right)-\delta \mathbf{w}^{T} \nabla \tau\left(\mathbf{w}^{\ell}\right)
\end{array}\right) .
$$

We also note that the sequence of approximations obtained by the above implementation of Gauss-Newton coincides with successive kernel collocation approximations of the solution of the following particular linearization of the PDE,

$$
\begin{equation*}
-\Delta u+u \tau^{\prime}\left(u^{n}\right)=f-\tau\left(u^{n}\right)+u^{n} \tau^{\prime}\left(u^{n}\right), \tag{4.3.18}
\end{equation*}
$$

subject to the Dirichlet boundary conditions.

### 4.3.4.3 Computational Bottlenecks

The primary computational cost of our method lies in the approximation of the matrix $\Theta^{-1}$. Efficient factorizations and approximations of $\Theta^{-1}$ have been studied extensively in the GP regression literature [219] as well as spatial statistics, Kriging and numerical analysis (see [240,241] and the discussions within). In this work, we do not employ these algorithms and choose instead to use standard $O\left(N^{3}\right)$ algorithms to factorize $\Theta$.

The algorithm introduced in [240] is particularly interesting as it directly approximates the Cholesky factors of $\Theta^{-1}$ by querying a subset of the entries of $\Theta$. In fact, that algorithm alleviates the need for a small diagonal regularization ("nugget") term by directly computing the Cholesky factors of $\Theta^{-1}$ from the entries of $\Theta$. This could be done by extending the algorithm introduced and analyzed in [240]. This algorithm is based on the identification of an explicit formula for computing approximate Cholesky factors $L$ minimizing the Kullback-Leibler divergence between $\mathcal{N}\left(0, \Theta^{-1}\right)$ and $\mathcal{N}\left(0, L L^{T}\right)$ given a sparsity constraint on the entries of $L$. The proposed formula is equivalent to the Vecchia approximation [278] (popular in geostatistics). The
resulting algorithm outlined in [240] computes $\epsilon$ approximate Cholesky factors of $\Theta^{-1}$ in $O\left(N \log ^{2 d}(N / \epsilon)\right)$ complexity by accessing $O\left(N \log ^{d}(N / \epsilon)\right)$ entries of $\Theta$.

Another possible bottleneck is the computation of the gamblets $\chi_{n}$. The articles [204, 241] show that the gamblets can be approximated with compactly supported functions in complexity $O\left(N \log ^{2 d+1}(N / \epsilon)\right)$. We also note that the complexity-vsaccuracy guarantees of [204, 240, 241] have only been established for functionals $\phi_{n}$ that are Dirac delta functions and kernels $K$ that are the Green's functions of arbitrary elliptic differential operators (mapping $H^{s}(\Omega)$ to $H^{-s}(\Omega)$ ). Extension of those results to functionals $\phi_{n}$ considered here is an interesting future direction.

### 4.3.5 Numerical Experiments for Nonlinear PDEs

In this subsection, we implement our algorithm to solve several nonlinear PDEs, including the nonlinear elliptic equation in Subsection 4.3.5.1, Burgers' equation in Subsection 4.3.5.2 and the regularized Eikonal equation in Subsection 4.3.5.3. For all of these equations, we will start with a fixed $M$ and demonstrate the performance of our algorithm by showing the pattern of collocation points, the loss function history of the Gauss-Newton iteration, and contours of the solution errors. Then, we vary the value of $M$ and study how the errors change with respect to $M$. We also compare the elimination and relaxation approaches for dealing with the nonlinear constraints.

All the experiments are conducted using Python with the JAX package for automatic differentiation ${ }^{7}$. In particular, we use automatic differentiation to form the kernel matrix $\Theta$ that involves derivatives of the kernel function, and to optimize the loss function via the Gauss-Newton method. Details on the choice of small diagonal regularization ("nugget") terms for these experiments are presented in Appendices A.1.2 through A.1.4.

Remark 4.3.7. In all of the numerical experiments in this section we used a set of collocation points that are drawn randomly from the uniform distribution over the domain $\Omega$, as opposed to the deterministic uniform grid used in Subsection 4.1.1.4. The choice of the random collocation points was made to highlight the flexibility of our methodology. Furthermore, random collocation points are often used in other machine learning algorithms for solution of PDEs such as PINNs [222] and so adopting this approach allows direct comparison with such methods. We

[^17]observed empirically that the random grids had similar accuracy to the deterministic uniform grid in all experiments except for Burgers' equation in Subsection 4.3.5.2, where random collocation points outperformed the uniform grid. Understanding this surprising performance gap is an interesting problem related to active learning and the acquisition of collocation points; we do not address this issue here.

Remark 4.3.8. Float64 data type was employed in the experiments below. This allows the use of small diagonal regularization ("nugget") terms (see Appendix A. 1 for details) which do not affect accuracy in the computations described in this work. In contrast, if Float 32 data type (the default setting in JAX) is used, we found the need to regularize $\Theta$ with larger diagonal terms, leading to an observable accuracy floor.

### 4.3.5.1 A Nonlinear Elliptic PDE

We revisit again the nonlinear elliptic equation in (4.1.1). As in Subsection 4.1.1.4, we take $d=2, \Omega=(0,1)^{2}$ and $\tau(u)=u^{3}$ together with homogeneous Dirichlet boundary conditions $g(\mathbf{x})=0$. The true solution is prescribed to be $u^{\star}(\mathbf{x})=$ $\sin \left(\pi x_{1}\right) \sin \left(\pi x_{2}\right)+4 \sin \left(4 \pi x_{1}\right) \sin \left(4 \pi x_{2}\right)$ and the corresponding right hand side $f(\mathbf{x})$ is computed using the equation. We choose the Gaussian kernel $K(\mathbf{x}, \mathbf{y} ; \sigma)=$ $\exp \left(-\frac{|\mathbf{x}-\mathbf{y}|^{2}}{2 \sigma^{2}}\right)$ with a lengthscale parameter $\sigma$.


Figure 4.2: Numerical results for the nonlinear elliptic PDE (4.1.1): (a) a sample of collocation points and contours of the true solution; (b) convergence history of the Gauss-Newton algorithm; (c) contours of the solution error. An adaptive nugget term with global parameter $\eta=10^{-13}$ was employed (see Appendix A.1.2)

First, for $M=1024$ and $M_{\Omega}=900$, we randomly sample collocation points in
$\Omega$ as shown in Figure 4.2(a). We further show an instance of the convergence history of the Gauss-Newton algorithm in Figure 4.2(b) where we solved the unconstrained optimization problem (4.1.6) after eliminating the equality constraints. We used kernel parameter $\sigma=M^{-1 / 4}$ and appropriate nugget terms as outlined in Appendix A.1.2. We initiated the algorithm with a Gaussian random initial guess. We observe that only 3 steps sufficed for convergence. In Figure 4.2(c), we show the contours of the solution error. The error in the approximate solution is seen to be fairly uniform spatially, with larger errors observed near the boundary, when $M=1024$. We note that the main difference between these experiments and those in Subsection 4.1.1.4 is that here we used randomly distributed collocation points while a uniform grid was used previously.

Next, we compare two approaches for dealing with the PDE constraints as outlined in Subsection 4.3.3. We applied both the elimination and relaxation approaches, defined by the optimization problems (4.3.13) and (4.3.15) respectively, for different choices of $M$. In the relaxation approach, we set $\beta^{2}=10^{-10}$. Here we set $M=300,600,1200,2400$ and $M_{\Omega}=0.9 \times M$. The $L^{2}$ and $L^{\infty}$ errors of the converged Gauss-Newton solutions are shown in Table 4.1. Results were averaged over 10 realizations of the random collocation points. From the table we observe that the difference in solution errors was very mild and both methods were convergent as $M$ increases. We note that in the relaxed setting, convergence is closely tied to our choice of $\beta$, and choosing an inadequate value, i.e. too small or too large, can lead to inaccurate solutions. In terms of computational costs, the elimination approaches take 2-3 steps of Gauss-Newton iterations on average, while the relaxation approach needs $5-8$ steps. Thus while the elimination strategy appears to be more efficient, we do not observe a significant difference in the order of complexity of the methods for dealing with the constraints, especially when the number of collocation points becomes large.

### 4.3.5.2 Burgers' Equation

We consider numerical solution of the viscous Burgers equation:

$$
\begin{align*}
\partial_{t} u+u \partial_{s} u-v \partial_{s}^{2} u & =0, \quad \forall(s, t) \in(-1,1) \times(0,1] \\
u(s, 0) & =-\sin (\pi x)  \tag{4.3.19}\\
u(-1, t) & =u(1, t)=0
\end{align*}
$$

| $M$ | 300 | 600 | 1200 | 2400 |
| :--- | :--- | :--- | :--- | :--- |
| Elimination: $L^{2}$ error | $4.84 \mathrm{e}-02$ | $6.20 \mathrm{e}-05$ | $2.74 \mathrm{e}-06$ | $2.83 \mathrm{e}-07$ |
| Elimination: $L^{\infty}$ error | $3.78 \mathrm{e}-01$ | $9.71 \mathrm{e}-04$ | $4.56 \mathrm{e}-05$ | $5.08 \mathrm{e}-06$ |
| Relaxation: $L^{2}$ error | $1.15 \mathrm{e}-01$ | $1.15 \mathrm{e}-04$ | $1.87 \mathrm{e}-06$ | $1.68 \mathrm{e}-07$ |
| Relaxation: $L^{\infty}$ error | $1.21 \mathrm{e}+00$ | $1.45 \mathrm{e}-03$ | $3.38 \mathrm{e}-05$ | $1.84 \mathrm{e}-06$ |

Table 4.1: Comparison between the elimination and relaxation approaches to deal with the equality constraints for the nonlinear elliptic PDE (4.1.1). Uniformly random collocation points were sampled with different $M$ and $M_{\Omega}=0.9 M$. Adaptive nugget terms were employed with the global nugget parameter $\eta=10^{-12}$ (see Appendix A.1.2). The lengthscale parameter $\sigma=0.2$. Results were averaged over 10 realizations of the random collocation points. The maximum Gauss-Newton iteration was 10 .

We adopt an approach in which we solve the problem by conditioning a Gaussian process in space-time ${ }^{8}$. In our experiments we take $v=0.02$ and consider $\mathbf{x}=(s, t)$. We write this PDE in the form of (4.3.3) with $Q=4$ and $Q_{b}=1$ with linear operators $L_{1}(u)=u, L_{2}(u)=\partial_{t} u, L_{3}(u)=\partial_{s} u, L_{4}(u)=\partial_{s}^{2} u$ and the nonlinear map $P\left(v_{1}, v_{2}, v_{3}, v_{4}\right)=v_{2}+v_{1} v_{3}-v v_{4}^{2}$. The boundary part is simply $B\left(v_{1}\right)=v_{1}$. We then eliminate the equality constraints in our optimization framework following the approach of Subsection 4.3.3.1 using the equation $v_{2}=v v_{4}^{2}-v_{1} v_{3}$.

We randomly sampled $M=2400$ with $M_{\Omega}=2000$ points in the computational domain $\Omega=[-1,1] \times[0,1]$ see Figure 4.3(a), where we also plot contours of the true solution $u$. The Gauss-Newton algorithm was then applied to solve the unconstrained optimization problem. We computed the true solution from the Cole-Hopf transformation, together with the numerical quadrature. Since the time and space variability of the solution to Burgers' equation are significantly different, we chose an anisotropic kernel

$$
K\left((s, t),\left(s^{\prime}, t^{\prime}\right) ; \sigma\right)=\exp \left(-\sigma_{1}^{-2}\left(s-s^{\prime}\right)^{2}-\sigma_{2}^{-2}\left(t-t^{\prime}\right)^{2}\right)
$$

with $\sigma=(1 / 20,1 / 3)$ together with an adaptive diagonal regularization ("nugget") as outlined in Appendix A.1.3.

We plot the Gauss-Newton iteration history in Figure 4.3(b) and observe that 10 steps sufficed for convergence. We compare the converged solution to the true solution and present the contours of the error in Figure 4.3(c). The maximum errors

[^18]occured close to the (viscous) shock at time 1 as expected. In Figure 4.3(d-f), we also compare various time slices of the numerical and true solutions at times $t=0.2,0.5,0.8$ to further highlight the ability of our method in capturing the location and shape of the shock.


Figure 4.3: Numerical results for Burgers equation (4.3.19): (a) an instance of uniformly sampled collocation points in space-time over contours of the true solution; (b) Gauss-Newton iteration history; (c) contours of the pointwise error of the numerical solution; (d-f) time slices of the numerical and true solutions at $t=0.2,0.5,0.8$. An adaptive nugget term with global parameter $\eta=10^{-10}$ was employed (see Appendix A.1.3).

Next, we studied the convergence properties of our method as a function of $M$ as shown in Table 4.2. Here, we varied $M$ with a fixed ratio of interior points, $M_{\Omega} / M=5 / 6$. For each experiment we ran 10 steps of Gauss-Newton starting from a Gaussian random initial guess. Results were averaged over 10 realizations of the random collocation points. From the table, we observe that the error decreases very fast as $M$ increases, implying the convergence of our proposed algorithm.

Finally, we note that the accuracy of our method is closely tied to the choice of the
viscosity parameter $v$ and choosing a smaller value of $v$, which in turn results in a sharper shock, can significantly reduce our accuracy. This phenomenon is not surprising since a sharper shock corresponds to the presence of shorter length and time scales in the solution; these in turn, require a more careful choice of the kernel, as well as suggesting the need to carefully choose the collocation points.

| $M$ | 600 | 1200 | 2400 | 4800 |
| :--- | :--- | :--- | :--- | :--- |
| $L^{2}$ error | $1.75 \mathrm{e}-02$ | $7.90 \mathrm{e}-03$ | $8.65 \mathrm{e}-04$ | $9.76 \mathrm{e}-05$ |
| $L^{\infty}$ error | $6.61 \mathrm{e}-01$ | $6.39 \mathrm{e}-02$ | $5.50 \mathrm{e}-03$ | $7.36 \mathrm{e}-04$ |

Table 4.2: Space-time $L^{2}$ and $L^{\infty}$ solution errors for the Burgers' equation (4.3.19) for different choices of $M$ with kernel parameters $\sigma=(20,3)$ and global nugget parameter $\eta=10^{-5}$ if $M \leq 1200$ and $\eta=10^{-10}$ otherwise (see Appendix A.1.3). Results were averaged over 10 realizations of the random collocation points. The maximum Gauss-Newton iteration was 30 .

### 4.3.5.3 Eikonal PDE

We now consider the regularized Eikonal equation in $\Omega=[0,1]^{2}$ :

$$
\left\{\begin{align*}
|\nabla u(\mathbf{x})|^{2} & =f(\mathbf{x})^{2}+\epsilon \Delta u(\mathbf{x}), & & \forall \mathbf{x} \in \Omega  \tag{4.3.20}\\
u(\mathbf{x}) & =0, & & \forall \mathbf{x} \in \partial \Omega
\end{align*}\right.
$$

with $f=1$ and $\epsilon=0.1$. We write this PDE in the form of (4.3.3) with $Q=4$ and $Q_{b}=1$ and linear operators $L_{1}(u)=u, L_{2}(u)=\partial_{x_{1}} u, L_{3}(u)=\partial_{x_{2}} u, L_{4}(u)=\Delta u$ and nonlinear map $P\left(v_{1}, v_{2}, v_{3}, v_{4}\right)=v_{2}^{2}+v_{3}^{2}-\epsilon v_{4}$ in the interior of $\Omega$ and define the boundary operator identically to Subsection 4.3.5.2. We further eliminate the nonlinear constraints, as outlined in Subsection 4.3.3.1, by solving $v_{4}$ in terms of $v_{2}, v_{3}$. To obtain a "true" solution, for the purpose of estimating errors, we employ the transformation $u=-\epsilon \log v$, which leads to the linear PDE $f v-\epsilon^{2} \Delta v=0$; we solve this by a highly-resolved FD method, and we used 2000 uniform grid points in each dimension of the domain leading to the finest mesh that our hardware could handle.

As before, we began with $M=2400$ collocation points with $M_{\Omega}=2160$ interior points. An instance of these collocation points along with contours of the true solution are shown in Figure 4.4(a). We employed a nugget term as outlined in Appendix A.1.4 and used the Gaussian kernel, as in Subsection 4.3.5.1 with $\sigma=M^{-1 / 4}$. Finally we used the Gauss-Newton algorithm to find the minimizer. We show the convergence history of Gauss-Newton in Figure 4.4(b), observing
that six iterations were sufficient for convergence. In Figure 4.4(c) we show the error contours of the obtained numerical approximation, which appeared to be qualitatively different to Figure 4.2(c) in that the errors were larger in the middle of the domain as well as close to the boundary.


Figure 4.4: Numerical results for the regularized Eikonal equation (4.3.20): (a) an instance of uniformly sampled collocation points over contours of the true solution; (b) Gauss-Newton iteration history; (c) contour of the solution error. An adaptive nugget term with $\eta=10^{-10}$ was used (see Appendix A.1.4).

Next we performed a convergence study by varying $M$ and computing $L^{2}$ and $L^{\infty}$ errors as reported in Table 4.3 by choosing the lengthscale parameter of the kernel $\sigma=M^{-1 / 4}$. We used the same nugget terms as in the Burgers' equation (see Appendix A.1.4). Results were averaged over 10 realizations of the random collocation points. Once again we observe clear improvements in accuracy as the number of collocation points increases.

| $M$ | 300 | 600 | 1200 | 2400 |
| :--- | :--- | :--- | :--- | :--- |
| $L^{2}$ error | $1.01 \mathrm{e}-01$ | $1.64 \mathrm{e}-02$ | $2.27 \mathrm{e}-04$ | $7.78 \mathrm{e}-05$ |
| $L^{\infty}$ error | $3.59 \mathrm{e}-01$ | $7.76 \mathrm{e}-02$ | $3.22 \mathrm{e}-03$ | $1.61 \mathrm{e}-03$ |

Table 4.3: Numerical results for the regularized Eikonal equation (4.3.20). Uniformly random collocation points were sampled with different $M$ and with fixed ratio $M_{\Omega}=0.9 M$. An adaptive nugget term was used with global nugget parameter $\eta=10^{-5}$ if $M \leq 1200$ and $\eta=10^{-10}$ otherwise (see Appendix A.1.4), together with a Gaussian kernel with lengthscale parameter $\sigma=M^{-1 / 4}$. Results were averaged over 10 realizations of the random collocation points. The maximum Gauss-Newton iteration was 20.

### 4.4 Solving Inverse Problems

We now turn our attention to solution of IPs and show that the methodology of Subsections 4.3.1-4.3.4 can readily be extended to solve such problems with small modifications. We descibe the abstract setting of our IPs in Subsection 4.4.1 leading to Corollary 4.4.4 which is analogous to Proposition 4.2.3 and Corollary 4.3.2 in the setting of IPs. Subsection 4.4.2 outlines our approach for dealing with PDE constraints in IPs and highlights the differences in this setting in comparison to the PDE setting described in Subsection 4.3.3. Subsection 4.4.3 further highlights the implementation differences between the PDE and IP settings while Subsection 4.4.4 presents a numerical experiment concerning an IP in subsurface flow governed by the Darcy flow PDE.

### 4.4.1 Problem Setup

Consider our usual setting of a nonlinear parameteric PDE in strong form

$$
\left\{\begin{align*}
\mathcal{P}\left(u^{\star} ; a^{\star}\right)(\mathbf{x})=f(\mathbf{x}), & \forall \mathbf{x} \in \Omega  \tag{4.4.1}\\
\mathcal{B}\left(u^{\star} ; a^{\star}\right)(\mathbf{x})=g(\mathbf{x}), & \forall \mathbf{x} \in \partial \Omega
\end{align*}\right.
$$

As before we assume the solution $u^{\star}$ belongs to a quadratic Banach space $\mathcal{U}$ while $a^{\star}$ is a parameter belonging to another quadratic Banach space $\mathcal{A}$. Our goal in this subsection is to identify the parameter $a^{\star}$ from limited observations of the solution $u^{\star}$. To this end, fix $\psi_{1}, \ldots, \psi_{I} \in \mathcal{U}^{t}$ and define

$$
\begin{equation*}
\psi:=\left(\psi_{1}, \ldots, \psi_{I}\right) \in\left(\mathcal{U}^{t}\right)^{\otimes I} \tag{4.4.2}
\end{equation*}
$$

then our goal is to recover $a^{\star}$ given the noisy observations

$$
\begin{equation*}
\mathbf{o}=[\psi, u]+\boldsymbol{\epsilon}, \quad \boldsymbol{\epsilon} \sim \mathcal{N}\left(0, \gamma^{2} I\right) . \tag{4.4.3}
\end{equation*}
$$

We propose to solve this inverse problem by modelling both $u^{\star}$ and $a^{\star}$ with canonical GPs on the spaces $\mathcal{U}, \mathcal{A}$ with invertible covariance operators $\mathcal{K}: \mathcal{U}^{t} \rightarrow \mathcal{U}$ and $\widetilde{\mathcal{K}}: \mathcal{A}^{t} \rightarrow \mathcal{A}$ respectively. We then condition these GPs to satisfy the PDE on collocation points $\mathbf{x}_{1}, \ldots, \mathbf{x}_{M} \in \bar{\Omega}$ as before and propose to approximate $u^{\star}, a^{\star}$ simultaneously via the optimization problem:

$$
\left\{\begin{array}{lll}
\underset{(u, a) \in \mathcal{U} \times \mathcal{A}}{\operatorname{minimize}} & \|u\|_{\mathcal{U}}^{2}+\|a\|_{\mathcal{A}}^{2}+\frac{1}{\gamma^{2}}[\psi, u]-\left.\mathbf{0}\right|^{2} &  \tag{4.4.4}\\
\text { s.t. } & \mathcal{P}(u ; a)\left(\mathbf{x}_{m}\right)=f\left(\mathbf{x}_{m}\right), & \text { for } m=1, \ldots, M_{\Omega}, \\
& \mathcal{B}(u ; a)\left(\mathbf{x}_{m}\right)=g\left(\mathbf{x}_{m}\right), & \text { for } m=M_{\Omega}+1, \ldots, M
\end{array}\right.
$$

where we used subscripts to distinguish the quadratic norms on the spaces $\mathcal{U}$ and $\mathcal{A}$.

Remark 4.4.1. In light of Remark 4.2.4 we observe that (4.4.4) corresponds to imposing a prior measure on $u$, a which assumes they are a priori independent. It is straightforward to introduce correlations between the solution $u$ and the parameter a by defining the prior measure directly on the product space $\mathcal{U} \times \mathcal{A}$. This perspective will then lead to an analogous optimization problem to (4.4.4) with the same constraints but with the functional

$$
\|(u, a)\|_{\mathcal{U} \times \mathcal{A}}^{2}+\frac{1}{\gamma^{2}}|[\boldsymbol{\psi}, u]-\mathbf{o}|^{2},
$$

where we used $\|\cdot\|_{\mathcal{U} \times \mathcal{A}}$ to denote the $R$ RHS norm of the GP associated with $\mathcal{U} \times \mathcal{A}$.
Remark 4.4.2. We also note that the Bayesian interpretation of (4.4.4) can be viewed as an extension of gradient matching [39, 165] from ODEs to PDEs. Indeed, gradient matching simultaneously approximates the unknown parameters and the solution of an ODE system using a joint GP prior and imposes the ODE as a constraint at finitely many time steps.

We make analogous assumptions on the form of the operators $\mathcal{P}, \mathcal{B}$ as in Assumption 4.3.1 but this time also involving the parameters $a$ :

Assumption 4.4.3. There exist bounded and linear operators $L_{1}, \ldots, L_{Q} \in \mathcal{L}(\mathcal{U} ; C(\Omega))$ in which $L_{1}, \ldots, L_{Q_{b}} \in \mathcal{L}(\mathcal{U} ; C(\partial \Omega))$ for some $1 \leq Q_{b} \leq Q$, and $\widetilde{L}_{1}, \ldots, \widetilde{L}_{J} \in$ $\mathcal{L}(\mathcal{A} ; C(\bar{\Omega}))$ together with maps $P: \mathbb{R}^{Q+J} \rightarrow \mathbb{R}$ and $B: \mathbb{R}^{Q_{b}+J} \rightarrow \mathbb{R}$, which may be nonlinear, so that $\mathcal{P}(u ; a)(\mathbf{x})$ and $\mathcal{B}(u ; a)(\mathbf{x})$ can be written as

$$
\begin{array}{ll}
\mathcal{P}(u ; a)(\mathbf{x})=P\left(L_{1}(u)(\mathbf{x}), \ldots, L_{Q}(u)(\mathbf{x}) ; \widetilde{L}_{1}(a)(\mathbf{x}), \ldots \widetilde{L}_{J}(a)(\mathbf{x})\right), & \forall \mathbf{x} \in \Omega \\
\mathcal{B}(u ; a)(\mathbf{x})=B\left(L_{1}(u)(\mathbf{x}), \ldots, L_{Q_{b}}(u)(\mathbf{x}) ; \widetilde{L}_{1}(a)(\mathbf{x}), \ldots \widetilde{L}_{J}(a)(\mathbf{x})\right), & \forall \mathbf{x} \in \partial \Omega . \tag{4.4.5}
\end{array}
$$

Similarly to the $L_{q}$, the $\widetilde{L}_{j}$ operators are also linear differential operators in case of prototypical PDEs while the maps $P, B$ remain as simple algebraic nonlinearities. Let us briefly consider an IP in subsurface flow and verify the above assumption.

Example DF (Darcy flow IP). Let $\Omega=(0,1)^{2}$ and consider the Darcy flow PDE with Dirichlet boundary conditions

$$
\left\{\begin{aligned}
-\operatorname{div}(\exp (a) \nabla u)(\mathbf{x}) & =f(\mathbf{x}), & & \mathbf{x} \in \Omega, \\
u(\mathbf{x}) & =0, & & \mathbf{x} \in \partial \Omega .
\end{aligned}\right.
$$

We wish to approximate $a \in C^{1}(\bar{\Omega})$ given noisy pointwise observations of $u$ at a set of points $\tilde{\mathbf{x}}_{1}, \ldots, \tilde{\mathbf{x}}_{I}$. Thus, we take $\psi_{i}=\delta_{\tilde{\mathbf{x}}_{i}}$. By expanding the PDE we obtain

$$
-\operatorname{div}(\exp (a) \nabla u)=-\exp (a)(\nabla a \cdot \nabla u+\Delta u),
$$

and so we simply choose $Q=3, Q_{b}=1$ and $J=2$ with the linear operators

$$
L_{1}(u)=u, \quad L_{2}(u)=\nabla u, \quad L_{3}(u)=\Delta u, \quad \widetilde{L}_{1}(a)=a, \quad \widetilde{L}_{2}(a)=\nabla a .
$$

We can then satisfy Assumption 4.4.5 by taking

$$
\begin{equation*}
P\left(v_{1}, \mathbf{v}_{2}, v_{3} ; v_{4}, \mathbf{v}_{5}\right)=-\exp \left(v_{4}\right)\left(\mathbf{v}_{5} \cdot \mathbf{v}_{2}+v_{3}\right), \quad B\left(v_{1} ; v_{4}, \mathbf{v}_{5}\right)=v_{1}, \tag{4.4.6}
\end{equation*}
$$

where we have slightly abused notation by letting $L_{2}, \widetilde{L}_{2}$ be vector valued and defining $P, B$ to take vectors as some of their inputs.

As in Subsection 4.3.1 we now define the functionals $\phi_{m}^{(q)} \in \mathcal{U}^{t}$ for $m=1, \ldots, M$ and $q=1, \ldots, Q$ according to (4.3.4) and (4.3.6) with $N=M Q_{b}+M_{\Omega}\left(Q-Q_{b}\right)$. Similarly we define the functionals $\widetilde{\phi}_{m}^{(j)} \in \mathcal{A}^{t}$ as

$$
\begin{equation*}
\widetilde{\phi}_{m}^{(j)}:=\delta_{\mathbf{x}_{m}} \circ \widetilde{L}_{j}, \quad \text { for } \quad m=1, \ldots, M, \text { and } j=1, \ldots, J, \tag{4.4.7}
\end{equation*}
$$

together with the vectors

$$
\begin{equation*}
\widetilde{\boldsymbol{\phi}}^{(j)}=\left(\widetilde{\phi}_{1}^{(j)}, \ldots \widetilde{\phi}_{M}^{(j)}\right) \in\left(\mathcal{A}^{t}\right)^{\otimes M} \quad \text { and } \quad \widetilde{\boldsymbol{\phi}}=\left(\widetilde{\boldsymbol{\phi}}^{(1)}, \ldots, \widetilde{\boldsymbol{\phi}}^{(J)}\right) \in\left(\mathcal{A}^{t}\right)^{\otimes \widetilde{N}} \tag{4.4.8}
\end{equation*}
$$

where $\widetilde{N}:=M J$. Similarly to (4.3.8) define the map

$$
\begin{aligned}
& \left(F\left([\boldsymbol{\phi}, u]_{\mathcal{U}} ;[\widetilde{\boldsymbol{\phi}}, a]_{\mathcal{A}}\right)\right)_{m}:= \\
& \begin{cases}P\left(\left[\phi_{m}^{(1)}, u\right]_{\mathcal{U}}, \ldots,\left[\phi_{m}^{(Q)}, u\right]_{\mathcal{U}} ;\left[\widetilde{\phi}_{m}^{(1)}, a\right]_{\mathcal{A}}, \ldots,\left[\widetilde{\phi}_{m}^{(J)}, a\right]_{\mathcal{A}}\right) & \text { if } m \in\left\{1, \ldots, M_{\Omega}\right\}, \\
B\left(\left[\phi_{m}^{(1)}, u\right]_{\mathcal{U}}, \ldots,\left[\phi_{m}^{\left(Q_{b}\right)}, u\right]_{\mathcal{U}} ;\left[\widetilde{\phi}_{m}^{(1)}, a\right]_{\mathcal{H}}, \ldots,\left[\widetilde{\phi}_{m}^{(J)}, a\right]_{\mathcal{A}}\right) & \text { if } m \in\left\{M_{\Omega}+1, \ldots, M\right\},\end{cases}
\end{aligned}
$$

where we used subscripts to distinguish the duality pairings between $\mathcal{U}, \mathcal{U}^{t}$ and the pairing between $\mathcal{A}, \mathcal{A}^{t}$. With this new notation we can finally rewrite (4.4.4) in the familiar form

$$
\begin{cases}\underset{\text { minimiza }}{\operatorname{man}) \in \mathcal{U} \times \mathcal{A}} & \|u\|_{\mathcal{U}}^{2}+\|a\|_{\mathcal{A}}^{2}+\frac{1}{\gamma^{2}}|\boldsymbol{\psi}(u)-\mathbf{o}|^{2}  \tag{4.4.9}\\ \text { s.t. } & F\left([\boldsymbol{\phi}, u]_{\mathcal{U}} ;[\widetilde{\boldsymbol{\phi}}, a]_{\mathcal{A}}\right)=\mathbf{y},\end{cases}
$$

with the PDE data vector $\mathbf{y} \in \mathbb{R}^{M}$ defined in (4.3.7).

We can now apply Proposition 4.2.3 with the canonical GP defined on the product space $\mathcal{U} \times \mathcal{A}$ and with a block diagonal covariance operator $\mathcal{K} \otimes \widetilde{\mathcal{K}}$ to obtain a representer theorem for minimizer of (4.4.9). We state this result as a corollary below after introducing some further notation. Define the vector $\varphi=\left(\varphi_{1}, \ldots, \varphi_{N+I}\right) \in$ $\left(\mathcal{U}^{t}\right)^{\otimes(I+N)}$, with entries 9

$$
\varphi_{n}:= \begin{cases}\psi_{n}, & \text { if } n=1, \ldots, I, \\ \phi_{n-I}, & \text { if } n=I+1, \ldots, I+N,\end{cases}
$$

as well as the matrices $\Theta \in \mathbb{R}^{(I+N) \times(I+N)}$ and $\widetilde{\Theta} \in \mathbb{R}^{\widetilde{N} \times \widetilde{N}}$ with entries

$$
\Theta_{i, n}=\left[\varphi_{i}, \mathcal{K} \varphi_{n}\right]_{\mathcal{U}} \quad \text { and } \quad \widetilde{\Theta}_{i, n}=\left[\widetilde{\phi}_{i}, \widetilde{\mathcal{K}} \widetilde{\phi}_{n}\right]_{\mathcal{A}} .
$$

As in (4.2.3) we define the gamblets

$$
\chi_{i}=\sum_{n=1}^{N+I} \Theta_{i, n}^{-1} \mathcal{K} \varphi_{n}, \quad \text { and } \quad \widetilde{\chi}_{i}=\sum_{n=1}^{\widetilde{N}} \widetilde{\Theta}_{i, n}^{-1} \widetilde{\mathcal{K}} \widetilde{\phi}_{n} .
$$

Then Proposition 4.2.3 yields the following corollary.
Corollary 4.4.4. Suppose Assumption 4.4 .3 holds and that the covariance operators $\mathcal{K}$ and $\widetilde{\mathcal{K}}$ as well as the matrices $\Theta$ and $\widetilde{\Theta}$ are invertible. Then $\left(u^{\dagger}, a^{\dagger}\right) \in \mathcal{U} \times \mathcal{A}$ is a minimizer of (4.3.2) if and only if

$$
u^{\dagger}=\sum_{n=1}^{I+N} z_{n}^{\dagger} \chi_{n}, \quad \text { and } \quad a^{\dagger}=\sum_{n=1}^{\widetilde{N}} \widetilde{z}_{n}^{\dagger} \widetilde{\chi}_{n}
$$

where the vectors $\mathbf{z}^{\dagger}, \widetilde{\mathbf{z}}^{\dagger}$ are minimizers of

$$
\begin{cases}\underset{(\mathbf{z}, \widetilde{\mathbf{z}}) \in\left(\mathbb{R}^{I+N} \times \mathbb{R}^{\widetilde{N}}\right)}{\operatorname{minimize}} & \mathbf{z}^{T} \Theta^{-1} \mathbf{z}+\widetilde{\mathbf{z}}^{T} \widetilde{\Theta}^{-1} \widetilde{\mathbf{z}}+\frac{1}{\gamma^{2}}\left|\Pi^{I} \mathbf{z}-\mathbf{o}\right|^{2}  \tag{4.4.10}\\ \text { s.t. } & F\left(\Pi_{N} \mathbf{z} ; \widetilde{\mathbf{z}}\right)=\mathbf{y}\end{cases}
$$

where $\Pi^{I}: \mathbb{R}^{I+N} \rightarrow \mathbb{R}^{I}$ is the projection that extracts the first I entries of a vector while $\Pi_{N}: \mathbb{R}^{I+N} \rightarrow \mathbb{R}^{N}$ is the projection that extracts the last $N$ entries.

### 4.4.2 Dealing with the Constraints

The equality constraints in (4.4.10) can be dealt with using the same strategies as in Subsection 4.3.3. Indeed, as in Subsection 4.3.3.2, we can readily relax these

[^19]constraints to obtain the optimization problem
for a small parameter $\beta^{2}>0$. Elimination of the constraints as in Subsection 4.3.3.1 is slightly more delicate, but is sometimes possible. Suppose there exists a solution $\operatorname{map} \bar{F}: \mathbb{R}^{N+\widetilde{N}-M} \times \mathbb{R}^{M} \rightarrow \mathbb{R}^{N+\widetilde{N}}$ so that $F\left(\Pi_{N} \mathbf{z} ; \widetilde{\mathbf{z}}\right)=\mathbf{y} \quad$ if and only if $\quad\left(\Pi_{N} \mathbf{z}, \widetilde{\mathbf{z}}\right)=\bar{F}(\mathbf{w}, \mathbf{y}) \quad$ for a unique $\mathbf{w} \in \mathbb{R}^{N+\widetilde{N}-M}$.

Then solving (4.4.10) is equivalent to solving the unconstrained problem

$$
\underset{(\mathbf{v}, \mathbf{w}) \in \mathbb{R}^{I} \times \mathbb{R}^{N+\tilde{N}-M}}{\operatorname{minimize}}(\mathbf{v}, \bar{F}(\mathbf{w}, \mathbf{y}))\left[\begin{array}{cc}
\Theta^{-1} & 0  \tag{4.4.12}\\
0 & \widetilde{\Theta}^{-1}
\end{array}\right]\binom{\mathbf{v}}{\bar{F}(\mathbf{w}, \mathbf{y})}+\frac{1}{\gamma^{2}}|\mathbf{v}-\mathbf{o}|^{2},
$$

and setting $\Pi^{I} \mathbf{z}^{\dagger}=\mathbf{v}^{\dagger}$ and $\left(\Pi_{N} \mathbf{z}^{\dagger}, \widetilde{\mathbf{z}}\right)=\bar{F}\left(\mathbf{w}^{\dagger}, \mathbf{y}\right)$.

### 4.4.3 Implementation

Both of the problems (4.4.11) and (4.4.12) can be solved using the same techniques outlined in Subsection 4.3.4 except that we now have a higher dimensional solution space. Below we briefly describe the main differences between the implementation of the PDE and IP solvers.

### 4.4.3.1 Constructing $\Theta$ and $\widetilde{\Theta}$

We propose to construct the matrices $\Theta, \widetilde{\Theta}$ using appropriate kernels $K$, for the solution $u$ of the PDE, and $\widetilde{K}$, for the parameter $a$ identically to Subsection 4.3.4.1. Our minimum requirements on $K, \widetilde{K}$ is sufficient regularity for the pointwise constraints in (4.4.4) to be well-defined. Since we have limited and noisy data in the inverse problem setting, it is not possible for us to recover the exact solution ( $u^{\star}, a^{\star}$ ) in general and so the kernels $K, \widetilde{K}$ should be chosen to reflect our prior assumptions on the unknown parameter and the solution of the PDE at that parameter value.

### 4.4.4 Numerical Experiments for Darcy Flow

In this subsection, we apply our method to an IP involving the Darcy flow PDE. We consider the IP outlined in Example DF with the true coefficient $a^{\star}(\mathbf{x})$ satisfying

$$
\exp \left(a^{\star}(\mathbf{x})\right)=\exp \left(\sin \left(2 \pi x_{1}\right)+\sin \left(2 \pi x_{2}\right)\right)+\exp \left(-\sin \left(2 \pi x_{1}\right)-\sin \left(2 \pi x_{2}\right)\right),
$$

and the right hand side source term is $f=1$. We randomly sampled $M=500$ collocation points with $M_{\Omega}=400$ in the interior. From these 400 interior points,


Figure 4.5: Numerical results for the inverse Darcy flow: (a) an instance of uniformly sampled collocation points and data points; (d) Gauss-Newton iteration history; (b) true $a$; (e) recovered $a$; (c) true $u$; (f) recovered $u$. Adaptive diagonal regularization ("nugget") terms were added to the kernel matrix, with parameters $\eta=\tilde{\eta}=10^{-5}$ as outlined in Appendix A.1.5.
we randomly chose $I=40$ points and observed the values of $u(\mathbf{x})$ at those points as the data for the IP. The values of $u(\mathbf{x})$ for this purpose were generated by first solving the equation with the true coefficient on a uniform grid and then using linear interpolation to get the solution at the observation points. We further added independent Gaussian noise $\mathcal{N}\left(0, \gamma^{2} I\right)$ with noise standard deviation $\gamma=10^{-3}$ to these observations. In dealing with the nonlinear constraint shown in Example DF, we eliminated the variable $v_{3}$ using the relation in (4.4.6).

We chose Gaussian kernels for both $u$ and $a$ with the same lengthscale parameter $\sigma=0.2$ and adaptive diagonal ("nugget") terms were added to the kernel matrices,
with parameters $\eta=\tilde{\eta}=10^{-5}$, to regularize $\Theta$ and $\widetilde{\Theta}$ as outlined in Appendix A.1.5. In Figure 4.5 we show the experimental results for recovering both $a$ and $u$. From the figure, we observe that the Gauss-Newton iterations converged after 6 steps. Moreover, the recovered $a$ and $u$ are reasonably accurate, i.e. they capture the shape of the truth, given the limited amount of observation information available.

### 4.5 Conclusions

We have introduced a kernel/GP framework for solving nonlinear PDEs and IPs centered around the idea of approximating the solution of a given PDE with a MAP estimator of a GP conditioned on satisfying the PDE at a set of collocation points. Theoretically, we exhibited a nonlinear representer theorem which finitedimensionalizes the MAP estimation problem and proved the convergence of the resulting solution towards the truth as the number of collocation points goes to infinity, under some regularity assumptions. Computationally, we demonstrated that the solution can be found by solving a finite-dimensional optimization problem with quadratic loss and nonlinear constraints. We presented two methods for dealing with the nonlinear constraints, namely the elimination and relaxation approaches. An efficient variant of the Gauss-Newton algorithm was also proposed for solving the resulting unconstrained optimization problem, where an adaptive nugget term was employed for regularization together with offline Cholesky factorizations of the underlying kernel matrices. We demonstrated that the proposed algorithm performs well in a wide range of prototypical nonlinear problems such as a nonlinear elliptic PDE, Burgers' equation, a regularized Eikonal equation, and the identification of the permeability field in Darcy flow.

## SPARSE CHOLESKY FACTORIZATION FOR SOLVING PDES VIA GAUSSIAN PROCESSES

In this chapter, we introduce a sparse Cholesky factorization algorithm to scale up the GP method for solving PDEs. The exposition is based on our work [50].

### 5.1 Introduction

Machine learning and probabilistic inference [191] have become increasingly popular due to their ability to automate the solution of computational problems. Gaussian processes (GPs) [290] are a promising approach for combining the theoretical rigor of traditional numerical algorithms with the flexible design of machine learning solvers [201, 203, 224, 54, 43]. They also have deep connections to kernel methods [247, 239], neural networks [194, 158, 134], and meshless methods [239, 301]. This chapter studies the computational efficiency of GPs in solving nonlinear PDEs, where we need to deal with dense kernel matrices with entries obtained from pointwise values and derivatives of the covariance kernel function of the GP. The methodology developed here may also be applied to other contexts where derivative information of a GP or function is available, such as in Bayes optimization [294].

### 5.1.1 The problem

The GP method in [43] transforms every nonlinear PDE into the following quadratic optimization problem with nonlinear constraints:

$$
\begin{cases}\min _{\mathbf{z} \in \mathbb{R}^{N}} & \mathbf{z}^{T} K(\boldsymbol{\phi}, \boldsymbol{\phi})^{-1} \mathbf{z}  \tag{5.1.1}\\ \text { s.t. } & F(\mathbf{z})=\mathbf{y}\end{cases}
$$

where $F$ and $\mathbf{y}$ encode the PDE and source/boundary data. $K(\boldsymbol{\phi}, \boldsymbol{\phi}) \in \mathbb{R}^{N \times N}$ is a positive definite kernel matrix whose entries are $k\left(\mathbf{x}_{i}, \mathbf{x}_{j}\right)$ or (a linear combination of) derivatives of the kernel function such as $\Delta_{\mathbf{x}} k\left(\mathbf{x}_{i}, \mathbf{x}_{j}\right)$. Here $\mathbf{x}_{i}, \mathbf{x}_{j} \in \mathbb{R}^{d}$ are some sampled collocation points in space. Entries like $k\left(\mathbf{x}_{i}, \mathbf{x}_{j}\right)$ arise from Diracs measurements while entries like $\Delta_{\mathbf{x}} k\left(\mathbf{x}_{i}, \mathbf{x}_{j}\right)$ come from derivative measurements of the GP. For more details of the methodology, see Section 5.2. Computing with the dense matrix $K(\boldsymbol{\phi}, \boldsymbol{\phi})$ naïvely results in $O\left(N^{3}\right)$ space/time complexity.

### 5.1.2 Contributions

This chapter presents an algorithm that runs with complexity $O\left(N \log ^{d}(N / \epsilon)\right)$ in space and $O\left(N \log ^{2 d}(N / \epsilon)\right)$ in time, which outputs a permutation matrix $P_{\text {perm }}$ and a sparse upper triangular matrix $U$ with $O\left(N \log ^{d}(N / \epsilon)\right)$ nonzero entries, such that

$$
\begin{equation*}
\left\|K(\boldsymbol{\phi}, \boldsymbol{\phi})^{-1}-P_{\mathrm{perm}}^{T} U U^{T} P_{\text {perm }}\right\|_{\text {Fro }} \leq \epsilon \tag{5.1.2}
\end{equation*}
$$

where $\|\cdot\|_{\text {Fro }}$ is the Frobenius norm. We elaborate the algorithm in Section 5.3.
Our error analysis, presented in Section 5.4, requires sufficient Diracs measurements to appear in the domain. The setting of the rigorous result is for a class of kernel functions that are Green functions of differential operators such as the Matérn-like kernels, although the algorithm is generally applicable. The analysis is based on the interplay between linear algebra, Gaussian process conditioning, screening effects, and numerical homogenization, which shows the exponential decay/near-sparsity of the inverse Cholesky factor of the kernel matrix after permutation.

To solve (5.1.1), one efficient method is to linearize the constraint and solve a sequential quadratic programming problem. This leads to a linear system that involves a reduced kernel matrix $K\left(\boldsymbol{\phi}^{k}, \boldsymbol{\phi}^{k}\right):=D F\left(\mathbf{z}^{k}\right) K(\boldsymbol{\phi}, \boldsymbol{\phi})\left(D F\left(\mathbf{z}^{k}\right)\right)^{T}$ at each iterate $\mathbf{z}^{k}$; see Section 5.5. For this reduced kernel matrix, there are insufficient Diracs measurements in the domain, and we no longer have the above theoretical guarantee for its sparse Cholesky factorization. Nevertheless, we can still apply the algorithm with a slightly different permutation and couple it with preconditioned conjugate gradient ( pCG ) methods to solve the linear system. Our experiments demonstrate that nearly constant steps of pCG suffice for convergence.

For many nonlinear PDEs, we observe that the above sequential quadratic programming approach converges in $O(1)$ steps. Consequently, our algorithm leads to a near-linear space/time complexity solver for general nonlinear PDEs, assuming it converges. The assumption of convergence depends on the selection of kernels and the property of the PDE, and we demonstrate it numerically in solving nonlinear elliptic, Burgers, and Monge-Ampère equations; see Section 5.6.

### 5.1.3 Related work

### 5.1.3.1 Machine learning PDEs

Machine learning methods, such as those based on neural networks (NNs) and GPs, have shown remarkable promise in automating scientific computing, for instance in solving PDEs. Recent developments in this field include operator learning using
prepared solution data $[163,29,196,172]$ and learning a single solution without any solution data $[115,222,43,138]$. This work focuses on the latter. NNs provide an expressive function representation. Empirical success has been widely reported in the literature. However, the training of NNs often requires significant tuning and takes much longer than traditional solvers [106]. Considerable research efforts have been devoted to stabilizing and accelerating the training process [150, 282, 284, 64, 299].

GP and kernel methods are based on a more interpretable and theoretically grounded function representation rooted in the Reproducing Kernel Hilbert Space (RKHS) theory [288, 25, 204]; with hierarchical kernel learning [292, 206, 51, 60], these representations can be made expressive as well. Nevertheless, working with dense kernel matrices is common, which often limits scalability. In the case of PDE problems, these matrices may also involve partial derivatives of the kernels [43], and fast algorithms for such matrices are less developed compared to the derivativefree counterparts.

### 5.1.3.2 Fast solvers for kernel matrices

Approximating dense kernel matrices (denoted by $\Theta$ ) is a classical problem in scientific computing and machine learning. Most existing methods focus on the case where $\Theta$ only involves the pointwise values of the kernel function. These algorithms typically rely on low-rank or sparse approximations, as well as their combination and multiscale variants. Low-rank techniques include Nyström's approximations [291, 192, 42], rank-revealing Cholesky factorizations [107], inducing points via a probabilistic view [219], and random features [221]. Sparsity-based methods include covariance tapering [92], local experts (see a review in [167]), and approaches based on precision matrices and stochastic differential equations [166, 230, 236, 235]. Combining low-rank and sparse techniques can lead to efficient structured approximation [293] and can better capture short and long-range interactions [234]. Multiscale and hierarchical ideas have also been applied to seek for a full-scale approximation of $\Theta$ with a near-linear complexity. They include $\mathcal{H}$ matrix [110, $112,111]$ and variants $[162,9,10,152,189]$ that rely on the low-rank structure of the off-diagonal block matrices at different scales; wavelets-based methods [28, 100] that use the sparsity of $\Theta$ in the wavelet basis; multiresolution predictive processes [139]; and Vecchia approximations [278, 140] and sparse Cholesky factorizations [ 241,240 ] that rely on the approximately sparse correlation conditioned on carefully
ordered points.
For $\Theta$ that contains derivatives of the kernel function, several work [81, 211, 66] has utilized structured approximation to scale up the computation; no rigorous accuracy guarantee is proved. The inducing points approach [295, 187] has also been explored; however since this method only employs a low-rank approximation, the accuracy and efficiency can be limited.

### 5.1.3.3 Screening effects in spatial statistics

Notably, the sparse Cholesky factorization algorithm in [240], formally equivalent to Vecchia's approximation [278, 140], achieves a state-of-the-art complexity $O\left(N \log ^{d}(N / \epsilon)\right)$ in space and $O\left(N \log ^{2 d}(N / \epsilon)\right)$ in time for a wide range of kernel functions, with a rigorous theoretical guarantee. This algorithm is designed for kernel matrices with derivative-free entries and is connected to the screening effect in spatial statistics [259, 256]. The screening effect implies that approximate conditional independence of a spatial random field is likely to occur, under suitable ordering of points. The line of work [203, 204, 241] provides quantitative exponential decay results for the conditional covariance in the setting of a coarse-to-fine ordering of data points, laying down the theoretical groundwork for [240].

A fundamental question is how the screening effect behaves when derivative information of the spatial field is incorporated, and how to utilize it to extend sparse Cholesky factorization methods to kernel matrices that contain derivatives of the kernel. The screening effect studied within this new context can be useful for numerous applications where derivative-type measurements are available.

### 5.2 Solving Nonlinear PDEs via GPs

In this section, we review the GP framework in [43] for solving nonlinear PDEs. We will use a prototypical nonlinear elliptic equation as our running example to demonstrate the main ideas, followed by more complete recipes for general nonlinear PDEs.

Consider the following nonlinear elliptic PDE:

$$
\left\{\begin{align*}
-\Delta u+\tau(u)=f & \text { in } \Omega,  \tag{5.2.1}\\
u=g & \text { on } \partial \Omega,
\end{align*}\right.
$$

where $\tau$ is a nonlinear scalar function and $\Omega$ is a bounded open domain in $\mathbb{R}^{d}$ with a Lipschitz boundary. We assume the equation has a strong solution in the classical
sense.

### 5.2.1 The GP framework

The first step is to sample $M_{\Omega}$ collocation points in the interior and $M_{\partial \Omega}$ on the boundary such that

$$
\mathbf{x}_{\Omega}=\left\{\mathbf{x}_{1}, \ldots, \mathbf{x}_{M_{\Omega}}\right\} \subset \Omega \quad \text { and } \quad \mathbf{x}_{\partial \Omega}=\left\{\mathbf{x}_{M_{\Omega}+1}, \ldots, \mathbf{x}_{M}\right\} \subset \partial \Omega,
$$

where $M=M_{\Omega}+M_{\partial \Omega}$. Then, by assigning a GP prior to the unknown function $u$ with mean 0 and covariance function $K: \bar{\Omega} \times \bar{\Omega} \rightarrow \mathbb{R}$, the method aims to compute the maximum a posterior (MAP) estimator of the GP given the sampled PDE data, which leads to the following optimization problem

$$
\left\{\begin{array}{ll}
\underset{u \in \mathcal{U}}{\operatorname{minimize}}\|u\|  \tag{5.2.2}\\
\text { s.t. } & -\Delta u\left(\mathbf{x}_{m}\right)+\tau\left(u\left(\mathbf{x}_{m}\right)\right)=f\left(\mathbf{x}_{m}\right), \\
& u\left(\mathbf{x}_{m}\right)=g\left(\mathbf{x}_{m}\right),
\end{array} \quad \text { for } m=1, \ldots, M_{\Omega}, ~ f o r ~ m=M_{\Omega}+1, \ldots, M . ~ l\right.
$$

Here, $\|\cdot\|$ is the Reproducing Kernel Hilbert Space (RKHS) norm corresponding to the kernel/covariance function $K$.

Regarding consistency, once $K$ is sufficiently regular, the above solution will converge to the exact solution of the PDE when $M_{\Omega}, M_{\partial \Omega} \rightarrow \infty$; see Theorem 1.2 in [43]. The methodology can be seen as a nonlinear generalization of many radial basis function based meshless methods [239] and probabilistic numerics [201, 54].

### 5.2.2 The finite dimensional problem

The next step is to transform (5.2.2) into a finite-dimensional problem for computation. We first introduce some notations:

- Notations for measurements: We denote the measurement functions by

$$
\phi_{m}^{(1)}=\delta_{\mathbf{x}_{m}}, 1 \leq m \leq M \quad \text { and } \quad \phi_{m}^{(2)}=\delta_{\mathbf{x}_{m}} \circ \Delta, 1 \leq m \leq M_{\Omega},
$$

where $\delta_{\mathbf{x}}$ is the Dirac delta function centered at $\mathbf{x}$. They are in $\mathcal{U}^{*}$, the dual space of $\mathcal{U}$, for sufficiently regular kernel functions.
Further, we use the shorthand notation $\boldsymbol{\phi}^{(1)}$ and $\phi^{(2)}$ for the $M$ and $M_{\Omega^{2}}$-dimensional vectors with entries $\phi_{m}^{(1)}$ and $\phi_{m}^{(2)}$ respectively, and $\phi$ for the $N$-dimensional vector obtained by concatenating $\boldsymbol{\phi}^{(1)}$ and $\boldsymbol{\phi}^{(2)}$, where $N=M+M_{\Omega}$.

- Notations for primal dual pairing: We use $[\cdot, \cdot]$ to denote the primal dual pairing, such that for $u \in \mathcal{U}, \phi_{m}^{(1)}=\delta_{\mathbf{x}_{m}} \in \mathcal{U}^{*}$, it holds that $\left[u, \phi_{m}^{(1)}\right]=u\left(\mathbf{x}_{m}\right)$. Similarly $\left[u, \phi_{m}^{(2)}\right]=\Delta u\left(\mathbf{x}_{m}\right)$ for $\phi_{m}^{(2)}=\delta_{\mathbf{x}_{m}} \circ \Delta \in \mathcal{U}^{*}$. For simplicity of presentation, we oftentimes abuse the notation to write the primal-dual pairing in the $L^{2}$ integral form: $[u, \phi]=\int u(\mathbf{x}) \phi(\mathbf{x}) \mathrm{d} \mathbf{x}$.
- Notations for kernel matrices: We write $K(\boldsymbol{\phi}, \boldsymbol{\phi})$ as the $N \times N$-matrix with entries $\int K\left(\mathbf{x}, \mathbf{x}^{\prime}\right) \phi_{m}(\mathbf{x}) \phi_{j}\left(\mathbf{x}^{\prime}\right) \mathrm{d} \mathbf{x} \mathrm{d} \mathbf{x}^{\prime}$ where $\phi_{m}$ denotes the entries of $\boldsymbol{\phi}$. Here, the integral notation shall be interpreted as the primal-dual pairing as above.

Similarly, $K(\mathbf{x}, \boldsymbol{\phi})$ is the $N$ dimensional vector with entries $\int K\left(\mathbf{x}, \mathbf{x}^{\prime}\right) \phi_{j}\left(\mathbf{x}^{\prime}\right) \mathrm{d} \mathbf{x}^{\prime}$. Moreover, we adopt the convention that if the variable inside a function is a set, it means that this function is applied to every element in this set; the output will be a vector or a matrix. As an example, $K\left(\mathbf{x}_{\Omega}, \mathbf{x}_{\Omega}\right) \in \mathbb{R}^{M_{\Omega} \times M_{\Omega}}$.

Then, based on a generalization of the representer theorem [43], the minimizer of (5.2.2) attains the form

$$
u^{\dagger}(\mathbf{x})=K(\mathbf{x}, \boldsymbol{\phi}) K(\boldsymbol{\phi}, \boldsymbol{\phi})^{-1} \mathbf{z}^{\dagger},
$$

where $\mathbf{z}^{\dagger}$ is the solution to the following finite dimensional quadratic optimization problem with nonlinear constraints

Here, $\mathbf{z}^{(1)} \in \mathbb{R}^{M}, \mathbf{z}^{(2)} \in \mathbb{R}^{M_{\Omega}}$ and $\mathbf{z}$ is the concatenation of them. For this specific example, we can write down $K(\mathbf{x}, \boldsymbol{\phi})$ and $K(\boldsymbol{\phi}, \boldsymbol{\phi})$ explicitly:

$$
\begin{align*}
K(\mathbf{x}, \boldsymbol{\phi}) & =\left(K\left(\mathbf{x}, \mathbf{x}_{\Omega}\right), K\left(\mathbf{x}, \mathbf{x}_{\partial \Omega}\right), \Delta_{\mathbf{y}} K\left(\mathbf{x}, \mathbf{x}_{\Omega}\right)\right) \in \mathbb{R}^{1 \times N}, \\
K(\boldsymbol{\phi}, \boldsymbol{\phi}) & =\left(\begin{array}{ccc}
K\left(\mathbf{x}_{\Omega}, \mathbf{x}_{\Omega}\right) & K\left(\mathbf{x}_{\Omega}, \mathbf{x}_{\partial \Omega}\right) & \Delta_{\mathbf{y}} K\left(\mathbf{x}_{\Omega}, \mathbf{x}_{\Omega}\right) \\
K\left(\mathbf{x}_{\Omega \Omega}, \mathbf{x}_{\Omega}\right) & K\left(\mathbf{x}_{\partial \Omega}, \mathbf{x}_{\partial \Omega}\right) & \Delta_{\mathbf{y}} K\left(\mathbf{x}_{\partial \Omega}, \mathbf{x}_{\Omega}\right) \\
\Delta_{\mathbf{x}} K\left(\mathbf{x}_{\Omega}, \mathbf{x}_{\Omega}\right) & \Delta_{\mathbf{x}} K\left(\mathbf{x}_{\Omega}, \mathbf{x}_{\partial \Omega}\right) & \Delta_{\mathbf{x}} \Delta_{\mathbf{y}} K\left(\mathbf{x}_{\Omega}, \mathbf{x}_{\Omega}\right)
\end{array}\right) \in \mathbb{R}^{N \times N} . \tag{5.2.4}
\end{align*}
$$

Here, $\Delta_{\mathbf{x}}, \Delta_{\mathbf{y}}$ are the Laplacian operator for the first and second arguments of $k$, respectively. Clearly, evaluating the loss function and its gradient requires us to deal with the dense kernel matrix $K(\boldsymbol{\phi}, \boldsymbol{\phi})$ with entries comprising derivatives of $k$.

### 5.2.3 The general case

For general PDEs, the methodology leads to the optimization problem

$$
\begin{cases}\min _{u \in \mathcal{U}} & \|u\| \\ \text { s.t. } & \text { PDE constraints at }\left\{\mathbf{x}_{1}, \ldots, \mathbf{x}_{M}\right\} \in \bar{\Omega}\end{cases}
$$

and the equivalent finite dimensional problem

$$
\begin{cases}\min _{\mathbf{z} \in \mathbb{R}^{N}} & \mathbf{z}^{T} K(\boldsymbol{\phi}, \boldsymbol{\phi})^{-1} \mathbf{z}  \tag{5.2.5}\\ \text { s.t. } & F(\mathbf{z})=\mathbf{y}\end{cases}
$$

where $\boldsymbol{\phi}$ is the concatenation of Diracs measurements and derivative measurements of $u$; they are induced by the PDE at the sampled points. The function $F$ encodes the PDE, and the vector $\mathbf{y}$ encodes the right hand side and boundary data. Again, it is clear that the computational bottleneck lies in the part $K(\boldsymbol{\phi}, \boldsymbol{\phi})^{-1}$.

Remark 5.2.1. Here, we use "derivative measurement" to mean a functional in $\mathcal{U}^{*}$ whose action on a function in $\mathcal{U}$ leads to a linear combination of its derivatives. Mathematically, suppose the highest order of derivatives is $J$, then the corresponding derivative measurement at point $\mathbf{x}_{m}$ can be written as $\phi=\sum_{|\gamma| \leq J} a_{\gamma} \delta_{\mathbf{x}_{m}} \circ D^{\gamma}$ with the multi-index $\gamma=\left(\gamma_{1}, \ldots, \gamma_{d}\right) \in \mathbb{N}^{d}$ and $|\gamma|:=\sum_{k=1}^{d} \gamma_{k} \leq J$. Here $D^{\gamma}:=D_{\mathbf{x}^{(1)}}^{\gamma_{1}} \cdots D_{\mathbf{x}^{(d)}}^{\gamma_{d}}$ is a $|\gamma|$-th order differential operator, and we use the notation $\mathbf{x}=\left(\mathbf{x}^{(1)}, \ldots, \mathbf{x}^{(d)}\right)$. We require linear independence between these measurements to ensure $K(\boldsymbol{\phi}, \boldsymbol{\phi})$ is invertible.

### 5.3 The Sparse Cholesky Factorization Algorithm

In this section, we present a sparse Cholesky factorization algorithm for $K(\boldsymbol{\phi}, \boldsymbol{\phi})^{-1}$. Theoretical results will be presented in Section 5.4 based on the interplay between linear algebra, Gaussian process conditioning, screening effects in spatial statistics, and numerical homogenization.

In Subsection 5.3.1, we summarize the state-of-the-art sparse Cholesky factorization algorithm for kernel matrices with derivative-free measurements. In Subsection 5.3.2, we discuss an extension of the idea to kernel matrices with derivative-type measurements, which are the main focus of this chapter. The algorithm presented in Subsection 5.3.2 leads to near-linear complexity evaluation of the loss function and its gradient in the GP method for solving PDEs. First-order methods thus become scalable. We then extend the algorithm to second-order optimization methods (e.g., the Gauss-Newton method) in Section 5.5.

### 5.3.1 The case of derivative-free measurements

We start the discussion with the case where $\phi$ contains Diracs-type measurements only.

Consider a set of points $\left\{\mathbf{x}_{i}\right\}_{i \in I} \subset \Omega$, where $I=\{1,2, \ldots, M\}$ as in Subsection 5.2.1. We assume the points are scattered; to quantify this, we have the following definition of homogeneity:

Definition 5.3.1. The homogeneity parameter of the points $\left\{\mathbf{x}_{i}\right\}_{i \in I} \subset \Omega$ conditioned on a set A is defined as

$$
\delta\left(\left\{\mathbf{x}_{i}\right\}_{i \in I} ; \mathrm{A}\right)=\frac{\min _{\mathbf{x}_{i}, \mathbf{x}_{j} \in I} \operatorname{dist}\left(\mathbf{x}_{i},\left\{\mathbf{x}_{j}\right\} \cup \mathrm{A}\right)}{\max _{\mathbf{x} \in \Omega} \operatorname{dist}\left(\mathbf{x},\left\{\mathbf{x}_{i}\right\}_{i \in I} \cup \mathrm{~A}\right)}
$$

When $\mathrm{A}=\emptyset$, we also write $\delta\left(\left\{\mathbf{x}_{i}\right\}_{i \in I}\right):=\delta\left(\left\{\mathbf{x}_{i}\right\}_{i \in I} ; \emptyset\right)$.

Throughout this chapter, we assume $\delta\left(\left\{\mathbf{x}_{i}\right\}_{i \in I}\right)>0$. One can understand that a larger $\delta\left(\left\{\mathbf{x}_{i}\right\}_{i \in I}\right)$ makes the distribution of points more homogeneous in space. It can also be useful to consider $\mathrm{A}=\partial \Omega$ if one wants the points not too close to the boundary.

Let $\phi$ be the collection of $\delta_{\mathbf{x}_{i}}, 1 \leq i \leq M$; all of them are Diracs-type measurements and thus derivative-free. In [240], a sparse Choleksy factorization algorithm was proposed to factorize $K(\boldsymbol{\phi}, \boldsymbol{\phi})^{-1}$. We summarize this algorithm (with a slight modification ${ }^{1}$ ) in the following three steps: reordering, sparsity pattern, and Kullback-Leibler (KL) minimization.

### 5.3.1.1 Reordering

The first step is to reorder these points from coarse to fine scales. It can be achieved by the maximum-minimum distance ordering (maximin ordering) [108]. We define a generalization to conditioned maximin ordering as follows:

Definition 5.3.2 (Conditioned Maximin Ordering). The maximin ordering conditioned on a set A for points $\left\{\mathbf{x}_{i}, i \in I\right\}$ is obtained by successively selecting the point $\mathbf{x}_{i}$ that is furthest away from A and the already picked points. If A is an empty set, then we select an arbitrary index $i \in I$ as the first to start. Otherwise, we choose the first index as

$$
i_{1}=\arg \max _{i \in I} \operatorname{dist}\left(\mathbf{x}_{i}, \mathrm{~A}\right) .
$$

[^20]For the first $q$ indices already chosen, we choose

$$
i_{q+1}=\arg \max _{i \in I \backslash\left\{i_{1}, \ldots, i_{q}\right\}} \operatorname{dist}\left(\mathbf{x}_{i},\left\{\mathbf{x}_{i_{1}}, \ldots, \mathbf{x}_{i_{q}}\right\} \cup \mathrm{A}\right) .
$$

Usually we set $\mathrm{A}=\partial \Omega$ or $\emptyset$. We introduce the operator $P: I \rightarrow I$ to map the order of the measurements to the index of the corresponding points, i.e., $P(q)=i_{q}$. One can define the lengthscale of each ordered point as

$$
\begin{equation*}
l_{i}=\operatorname{dist}\left(\mathbf{x}_{P(i)},\left\{\mathbf{x}_{P(1)}, \ldots, \mathbf{x}_{P(i-1)}\right\} \cup \mathrm{A}\right) \tag{5.3.1}
\end{equation*}
$$

Let $\Theta=K(\tilde{\boldsymbol{\phi}}, \tilde{\boldsymbol{\phi}}) \in \mathbb{R}^{N \times N}$ be the kernel matrix after reordering the measurements in $\boldsymbol{\phi}$ to $\tilde{\boldsymbol{\phi}}=\left(\phi_{P(1)}, \ldots, \phi_{P(M)}\right)$; we have $N=M$ in this setting. An important observation is that the Cholesky factors of $\Theta$ and $\Theta^{-1}$ could exhibit near-sparsity under the maximin ordering. Indeed, as an example, suppose $\Theta^{-1}=U^{\star} U^{\star}{ }^{T}$ where $U^{\star}$ is the upper Cholesky factor. Then in Figure 5.1, we show the magnitude of $U_{i j}^{\star}, i \leq j$ for a Matérn kernel, where $j=1000,2000$; the total number of points is $M=51^{2}$. It is clear from the figure that the entries decay very fast when the points move far away from the current $j$ th ordered point.


Figure 5.1: Demonstration of screening effects in the context of Diracs measurements using the Matérn kernel with $v=5 / 2$ and lengthscale 0.3 . The data points are equidistributed in $[0,1]^{2}$ with grid size $h=0.02$. In the left figure, we display the 1000th point (the big point) in the maximin ordering with $A=\emptyset$, where all points ordered before it (i.e., $i<1000$ ) are colored with intensity according to the corresponding $\left|U_{i j}^{\star}\right|$. The right figure is generated in the same manner but for the 2000th point in the ordering.

Remark 5.3.3. One may wonder why such a coarse-to-fine reordering leads to sparse Cholesky factors. In fact, we can interpret entries of $U^{\star}$ as the conditional covariance of some GP. More precisely, consider the $G P \xi \sim \mathcal{G P}(0, K)$. Then, by
definition, the Gaussian random variables $Y_{i}:=\left[\xi, \tilde{\phi}_{i}\right] \sim \mathcal{N}\left(0, K\left(\tilde{\phi}_{i}, \tilde{\phi}_{i}\right)\right)$. We have the following relation:

$$
\begin{equation*}
\frac{U_{i j}^{\star}}{U_{j j}^{\star}}=(-1)^{i \neq j} \frac{\operatorname{Cov}\left[Y_{i}, Y_{j} \mid Y_{1: j-1 \backslash\{i\}}\right]}{\operatorname{Var}\left[Y_{i} \mid Y_{1: j-1 \backslash\{i\}}\right]}, \quad i \leq j . \tag{5.3.2}
\end{equation*}
$$

Here we used the MATLAB notation such that $Y_{1: j-1 \backslash\{i\}}$ corresponds to $\left\{Y_{q}: 1 \leq\right.$ $q \leq j-1, q \neq i\}$. Proof of this formula can be found in Appendix B.4.3.

Formula (5.3.2) links the values of $U^{\star}$ to the conditional covariance of a GP. In spatial statistics, it is well-known from empirical evidence that conditioning a GP on coarse-scale measurements results in very small covariance values between finer-scale measurements. This phenomenon, known as screening effects, has been discussed in works such as [259, 256]. The implication is that conditioning on coarse scales screens out fine-scale interactions.

As a result, one would expect the corresponding Cholesky factor to become sparse upon reordering. Indeed, the off-diagonal entries exhibit exponential decay. A rigorous proof of the quantitative decay can be found in [241], where the measurements consist of Diracs functionals only, and the kernel function is the Green function of some differential operator subject to Dirichlet boundary conditions. The proof of Theorem 6.1 in [241] effectively implies that

$$
\begin{equation*}
\left|U_{i j}^{\star}\right| \leq C_{1} l_{M}^{C_{2}} \exp \left(-\frac{\operatorname{dist}\left(\mathbf{x}_{P(i)}, \mathbf{x}_{P(j)}\right)}{C_{1} l_{j}}\right) \tag{5.3.3}
\end{equation*}
$$

for some generic constants $C_{1}, C_{2}$ depending on the domain, kernel function, and homogeneity parameter of the points. We will prove such decay also holds when derivative-type measurements are included, in Section 5.4 under a novel ordering. It is worth mentioning that our analysis also provides a much simpler proof for (5.3.3).

### 5.3.1.2 Sparsity pattern

With the ordering determined, our next step is to identify the sparsity pattern of the Cholesky factor under the ordering.

For a tuning parameter $\rho \in \mathbb{R}^{+}$, we select the upper-triangular sparsity set $S_{P, l, \rho} \subset$ $I \times I$ as

$$
\begin{equation*}
S_{P, l, \rho}=\left\{(i, j) \subset I \times I: i \leq j, \operatorname{dist}\left(\mathbf{x}_{P(i)}, \mathbf{x}_{P(j)}\right) \leq \rho l_{j}\right\} \tag{5.3.4}
\end{equation*}
$$

The choice of the sparsity pattern is motivated by the quantitative exponential decay result mentioned in Remark 5.3.3. Here in the subscript, $P$ stands for the ordering, $l$
is the lengthscale parameter associated with the ordering, and $\rho$ is a hyperparameter that controls the size of the sparsity pattern. We sometimes drop the subscript to simplify the notation when there is no confusion. We note that the cardinality of the set $S_{P, l, \rho}$ is bounded by $O\left(N \rho^{d}\right)$, through a ball-packing argument (see Appendix B.2).

Remark 5.3.4. The maximin ordering and the sparsity pattern can be constructed with computational complexity $O\left(N \log ^{2}(N) \rho^{d}\right)$ in time and $O\left(N \rho^{d}\right)$ in space; see Algorithm 4.1 and Theorem 4.1 in [240].

### 5.3.1.3 KL minimization

With the ordering and sparsity pattern identified, the last step is to use KL minimization to compute the best approximate sparse Cholesky factors given the pattern.

Define the set of sparse upper-triangular matrices with sparsity pattern $S_{P, l, \rho}$ as

$$
\begin{equation*}
\mathcal{S}_{P, l, \rho}:=\left\{A \in \mathbb{R}^{N \times N}: A_{i j} \neq 0 \Rightarrow(i, j) \in S_{P, l, \rho}\right\} . \tag{5.3.5}
\end{equation*}
$$

For each column $j$, denote $s_{j}=\left\{i:(i, j) \in S_{P, l, \rho}\right\}$. The cardinality of the set $s_{j}$ is denoted by $\# s_{j}$.

The KL minimization step seeks to find

$$
\begin{equation*}
U=\arg \min _{\hat{U} \in \mathcal{S}_{P, l, \rho}} \operatorname{KL}\left(\mathcal{N}(0, \Theta) \| \mathcal{N}\left(0,\left(\hat{U} \hat{U}^{T}\right)^{-1}\right)\right) . \tag{5.3.6}
\end{equation*}
$$

It turns out that the above problem has an explicit solution

$$
\begin{equation*}
U_{s_{j}, j}=\frac{\Theta_{s_{j}, s_{j}}^{-1} \mathbf{e}_{\# s_{j}}}{\sqrt{\mathbf{e}_{\# s_{j}}^{T} \Theta_{s_{j}, s_{j}}^{-1} \mathbf{e}_{\# s_{j}}}}, \tag{5.3.7}
\end{equation*}
$$

where $\mathbf{e}_{\# s_{j}}$ is a standard basis vector in $\mathbb{R}^{\# s_{j}}$ with the last entry being 1 and other entries equal 0 . Here, $\Theta_{s_{j}, s_{j}}^{-1}:=\left(\Theta_{s_{j}, s_{j}}\right)^{-1}$. The proof of this explicit formula follows a similar approach to that of Theorem 2.1 in [240], with the only difference being the use of upper Cholesky factors. A detailed proof is provided in Appendix B.3. It is worth noting that the optimal solution is equivalent to the Vecchia approximation used in spatial statistics; see discussions in [240].

With the KL minimization, we can find the best approximation measured in the KL divergence sense, given the sparsity pattern. The computation is embarrassingly parallel, noting that the formula (5.3.7) are independent for different columns.

Remark 5.3.5. For the algorithm described above, the computational complexity is upper-bounded by $O\left(\sum_{1 \leq i \leq N}\left(\# s_{j}\right)^{3}\right)$ in time and $O\left(\# S+\max _{1 \leq i \leq N}\left(\# s_{j}\right)^{2}\right)$ in space when using dense Cholesky factorization to invert $\Theta_{s_{j}, s_{j}}$.

When using the sparsity pattern $S_{P, l, \rho}$, we can obtain $\# s_{j}=O\left(\rho^{d}\right)$ and $\# S=$ $O\left(N \rho^{d}\right)$ via a ball-packing argument (see Appendix B.2). This yields a complexity of $O\left(N \rho^{3 d}\right)$ in time and $O\left(N \rho^{d}\right)$ in space.

Remark 5.3.6. The concept of supernodes [240], which relies on an extra parameter $\lambda$, can be utilized to group the sparsity pattern of nearby measurements and create an aggregate sparsity pattern $S_{P, l, \rho, \lambda}$. This technique reduces computation redundancy and improves the arithmetic complexity of the KL minimization to $O\left(N \rho^{2 d}\right)$ in time (see Appendix B.1). In this chapter, we consistently employ this approach.

Remark 5.3.7. In [240], it was shown in Theorem 3.4 that $\rho=O(\log (N / \epsilon))$ suffices to get an $\epsilon$-approximate factor for a large class of kernel matrices, so the complexity of the $K L$ minimization is $O\left(N \log ^{2 d}(N / \epsilon)\right)$ in time and $O\left(N \log ^{d}(N / \epsilon)\right)$ in space. Note that the ordering and aggregate sparsity pattern can be constructed in time complexity $O\left(N \log ^{2}(N) \rho^{d}\right)$ and space complexity $O\left(N \rho^{d}\right)$; the complexity of this construction step is usually of a lower order compared to that of the KL minimization. Moreover, this step can be pre-computed.

### 5.3.2 The case of derivative measurements

The last subsection discusses the sparse Cholesky factorization algorithm for kernel matrices that are generated by derivative-free measurements. When using GPs to solve PDEs and inverse problems, $\boldsymbol{\phi}$ can contain derivative measurements, which are the main focus of this chapter. This subsection aims to deal with such scenarios.

### 5.3.2.1 The nonlinear elliptic PDE case

To begin with, we will consider the example in Subsection 5.2.2, where we have Diracs measurements $\phi_{m}^{(1)}=\delta_{\mathbf{x}_{m}}$ for $1 \leq m \leq M$, and Laplacian-type measurements $\phi_{m}^{(2)}=\delta_{\mathbf{x}_{m}} \circ \Delta$ for $1 \leq m \leq M_{\Omega}$. Our objective is to extend the algorithm discussed in the previous subsection to include these derivative measurements.

An important question we must address is the ordering of these measurements. Specifically, should we consider the Diracs measurements before or after the derivativetype measurements? To explore this question, we conduct the following experiment.

First, we order all derivative-type measurements, $\phi_{m}^{(2)}$ for $1 \leq m \leq M_{\Omega}$, in an arbitrary manner. We then follow this ordering with any Diracs measurement, labeled $M_{\Omega}+1$ in the order. For this measurement, we plot the magnitude of the corresponding Cholesky factor of $\Theta^{-1}$, i.e., $\left|U_{i j}^{\star}\right|$ for $i \leq j$ and $j=M_{\Omega}+1$, similar to the approach taken in Figure 5.1. The results are shown in the left part of Figure 5.2.

Unfortunately, we do not observe an evident decay in the left of Figure 5.2. This may be due to the fact that, even when conditioned on the Laplacian-type measurements, the Diracs measurements can still exhibit long-range interactions with other measurements. This is because there are degrees of freedom of harmonic functions that are not captured by Laplacian-type measurements, and thus, the correlations may not be effectively screened out.


Figure 5.2: Demonstration of screening effects in the context of derivative-type measurements using the Matérn kernel with $v=5 / 2$ and lengthscale 0.3 . The data points are equidistributed in $[0,1]^{2}$ with grid size $h=0.02$. In the left figure, we order the Laplacian measurements first and then select a Diracs measurement which is the big point. The points are colored with intensity according to $\left|U_{i j}^{\star}\right|$. In the right figure, we order the Dircas measurements first and then select a Laplacian measurement; we display things in the same manner as the left figure.

Alternatively, we can order the Dirac measurements first and then examine the same quantity as described above for any Laplacian measurement. This approach yields the right part of Figure 5.2, where we observe a fast decay as desired. This indicates that the derivative measurements should come after the Dirac measurements, or equivalently, that the derivative measurements should be treated as finer scales compared to the pointwise measurements.

With the above observation, we can design our new ordering as follows. For the nonlinear elliptic PDE example in Subsection 5.2.2, we order the Diracs measurements $\phi_{m}^{(1)}=\delta_{\mathbf{x}_{m}}, 1 \leq m \leq M$ first using the maximin ordering with $\mathrm{A}=\emptyset$ mentioned
earlier. Then, we add the derivative-type measurements $\delta_{\mathbf{x}_{m}} \circ \Delta, 1 \leq m \leq M_{\Omega}$ in arbitrary order to the ordering.

Again, for our notations, we use $P: I_{N} \rightarrow I$ to map the index of the ordered measurements to the index of the corresponding points. Here $I_{N}:=\{1,2, \ldots, N\}$, $N=M+M_{\Omega}$ and the cardinality of $I$ is $M$. We define the lengthscales of the ordered measurements to be

$$
l_{i}= \begin{cases}\operatorname{dist}\left(\mathbf{x}_{P(i)},\left\{\mathbf{x}_{P(1)}, \ldots, \mathbf{x}_{P(i-1)}\right\} \cup \mathrm{A}\right), & \text { if } i \leq M  \tag{5.3.8}\\ l_{M}, & \text { otherwise }\end{cases}
$$

We will justify the above choice of lengthscales in our theoretical study in Section 5.4.

With the ordering and the lengthscales determined, we can apply the same steps in the last subsection to identify sparsity patterns:

$$
\begin{equation*}
S_{P l, \rho \rho}=\left\{(i, j) \subset I_{N} \times I_{N}: i \leq j, \operatorname{dist}\left(\mathbf{x}_{P(i)}, \mathbf{x}_{P(j)}\right) \leq \rho l_{j}\right\} \subset I_{N} \times I_{N} . \tag{5.3.9}
\end{equation*}
$$

Then, we can use KL minimization as in Subsection 5.3.1.3 (see (5.3.5), (5.3.6), and (5.3.7)) to find the optimal sparse factors under the pattern. This leads to our sparse Cholesky factorization algorithm for kernel matrices with derivative-type measurements.

Remark 5.3.8. Similar to Remark 5.3.6, the above KL minimization step (with the idea of supernodes to aggregate the sparsity pattern) can be implemented in time complexity $O\left(N \rho^{2 d}\right)$ and space complexity $O\left(N \rho^{d}\right)$, for a parameter $\rho \in \mathbb{R}^{+}$that determines the size of the sparsity set.

We present some numerical experiments to demonstrate the accuracy of such an algorithm. In Figure 5.3, we show the error measured in the KL divergence sense, namely $\operatorname{KL}\left(\mathcal{N}(0, \Theta) \| \mathcal{N}\left(0,\left(U^{\rho} U^{\rho T}\right)^{-1}\right)\right)$ where $U^{\rho}$ is the computed sparse factor. The figures show that the KL error decays exponentially fast regarding $\rho$. The rate is faster for less smooth kernels, and for the same kernel, the rate remains the same when there are more physical points. In the left of Figure 5.4, we show the CPU time of the algorithm, which scales nearly linearly regarding the number of points.

### 5.3.2.2 General case

We present the algorithm discussed in the last subsection for general PDEs. In the general case (5.2.5), we need to deal with $K(\boldsymbol{\phi}, \boldsymbol{\phi})$ where $\boldsymbol{\phi}$ is the concatenation


Figure 5.3: Demonstration of the accuracy of the sparse Cholesky factorization for $K(\boldsymbol{\phi}, \boldsymbol{\phi})^{-1}$ in the nonlinear elliptic PDE example. In the left figure, we choose Matérn kernels with $v=5 / 2,7 / 2,9 / 2$ and lengthscale $l=0.3$; the physical points are fixed to be equidistributed in $[0,1]^{2}$ with grid size $h=0.05$; we plot the error measured in the KL sense with regard to different $\rho$. In the right figure, we fix the Matérn kernels with $v=5 / 2$ and lengthscale $l=0.3$. We vary the number of physical points, which are equidistributed with grid size $h=0.04,0.02,0.01$; thus $N_{\text {domain }}=625,2500,10000$ correspondingly.


Figure 5.4: In the left figure, we choose Matérn kernels with $v=5 / 2,7 / 2,9 / 2$ and lengthscale $l=0.3$; the physical points are equidistributed in $[0,1]^{2}$ with different grid sizes; we plot the CPU time of the factorization algorithm for $K(\boldsymbol{\phi}, \boldsymbol{\phi})^{-1}$, using the personal computer MacBook Pro 2.4 GHz Quad-Core Intel Core i5. In the right figure, we study the sparse Cholesky factorization for the reduced kernel matrix $K\left(\boldsymbol{\phi}^{k}, \boldsymbol{\phi}^{k}\right)^{-1}$. We fix the Matérn kernels with $v=5 / 2$ and lengthscale $l=0.3$. We vary the number of physical points, which are equidistributed with grid size $h=0.04,0.02,0.01$. We plot the KL error with regard to different $\rho$.
of Diracs measurements and derivative-type measurements that are derived from the PDE. Suppose the number of physical points is $M$; they are $\left\{\mathbf{x}_{1}, \ldots, \mathbf{x}_{M}\right\}$ and the index set is denoted by $I=\{1, \ldots, M\}$. Without loss of generality, we can assume $\phi$ contains Diracs measurements $\delta_{\mathbf{x}_{m}}$ at all these points and some derivative measurements at these points up to order $J \in \mathbb{N}$. See the definition of derivative
measurements in Remark 5.2.1. The reason we can assume Diracs measurements are in $\boldsymbol{\phi}$ is that one can always add $0 u(\mathbf{x})$ to the PDE if there are no terms involving $u(\mathbf{x})$. The presence of these Diracs measurements is the key to get provable guarantee of the algorithm; for details see Section 5.4.

Denote the total number of measurements by $N$, as before. We order the Diracs measurements $\delta_{\mathbf{x}_{m}}, 1 \leq m \leq M$ first using the maximin ordering with $\mathrm{A}=\emptyset$. Then, we add the derivative-type measurements in an arbitrary order to the ordering.

Similar to the last subsection, we use the notation $P: I_{N} \rightarrow I$ to map the index of the ordered measurements to the index of the corresponding points; here $I_{N}:=$ $\{1,2, \ldots, N\}$. The lengthscales of the ordered measurements are defined via (5.3.8). With the ordering, one can identify the sparsity pattern as in (5.3.9) (and aggregate it using supernodes as discussed in Remark 5.3.6) and use the KL minimization $(5.3 .5)(5.3 .6)(5.3 .7)$ to compute $\epsilon$-approximate factors the same way as before. We outline the general algorithmic procedure in Algorithm 1.

```
Algorithm 1 Sparse Cholesky factorization for \(K(\boldsymbol{\phi}, \boldsymbol{\phi})^{-1}\)
    Input: Measurements \(\boldsymbol{\phi}\), kernel function \(K\), sparsity parameter \(\rho\), supernodes
    parameter \(\lambda\)
    Output: \(U^{\rho}, P_{\text {perm }}\) s.t. \(K(\phi, \phi)^{-1} \approx P_{\text {perm }}^{T} U^{\rho} U^{\rho T} P_{\text {perm }}\)
    Reordering and sparsity pattern: we first order the Diracs measurements using
    the maximin ordering. Next, we order the derivative measurements in an
    arbitrary order. This process yields a permutation matrix denoted by \(P_{\text {perm }}\),
    such that \(P_{\text {perm }} \boldsymbol{\phi}=\tilde{\boldsymbol{\phi}}\), and lengthscales \(l\) for each measurement in \(\tilde{\boldsymbol{\phi}}\). Under the
    ordering, we construct the aggregate sparsity pattern \(S_{P, l, \rho, \lambda}\) based on the chosen
    values of \(\rho\) and \(\lambda\).
    KL minimization: solve (5.3.6) with \(\Theta=K(\tilde{\boldsymbol{\phi}}, \tilde{\boldsymbol{\phi}})\), by (5.3.7), to obtain \(U^{\rho}\)
    return \(U^{\rho}, P_{\text {perm }}\)
```

The complexity is of the same order as in Remark 5.3.8; the hidden constant in the complexity estimate depends on $J$, the maximum order of the derivative measurements. We will present theoretical analysis for the approximation accuracy in Section 5.4, which implies that $\rho=O(\log (N / \epsilon))$ suffices to provide $\epsilon$-approximation for a large class of kernel matrices.

### 5.4 Theoretical Study

In this section, we perform a theoretical study of the sparse Cholesky factorization algorithm in Subsection 5.3.2 for $K(\boldsymbol{\phi}, \boldsymbol{\phi})^{-1}$.

### 5.4.1 Set-up for rigorous results

We present the setting of kernels, physical points, and measurements for which we will provide rigorous analysis of the algorithm.

## Kernel

We first describe the domains and the function spaces. Suppose $\Omega$ is a bounded convex domain in $\mathbb{R}^{d}$ with a Lipschitz boundary. Without loss of generality, we assume $\operatorname{diam}(\Omega) \leq 1$; otherwise, we can scale the domain. Let $H_{0}^{s}(\Omega)$ be the Sobolev space in $\Omega$ with order $s \in \mathbb{N}$ derivatives in $L^{2}$ and zero traces. Let the operator

$$
\mathcal{L}: H_{0}^{s}(\Omega) \rightarrow H^{-s}(\Omega)
$$

satisfy Assumption 5.4.1. This assumption is the same as in Section 2.2 of [204].
Assumption 5.4.1. The following conditions hold for $\mathcal{L}: H_{0}^{s}(\Omega) \rightarrow H^{-s}(\Omega)$ :
(i) symmetry: $[u, \mathcal{L} v]=[v, \mathcal{L} u]$;
(ii) positive definiteness: $[u, \mathcal{L} u]>0$ for $\|u\|_{H_{0}^{s}(\Omega)}>0$;
(iii) boundedness:

$$
\|\mathcal{L}\|:=\sup _{u} \frac{\|\mathcal{L} u\|_{H^{-s}(\Omega)}}{\|u\|_{H_{0}^{s}(\Omega)}}<\infty, \quad\left\|\mathcal{L}^{-1}\right\|:=\sup _{u} \frac{\left\|\mathcal{L}^{-1} u\right\|_{H_{0}^{s}(\Omega)}}{\|u\|_{H^{-s}(\Omega)}}<\infty ;
$$

(iv) locality: $[u, \mathcal{L} v]=0$ if $u$ and $v$ have disjoint supports.

We assume $s>d / 2$ so Sobolev's embedding theorem shows that $H_{0}^{s}(\Omega) \subset C(\Omega)$, and thus $\delta_{\mathbf{x}} \in H^{-s}(\Omega)$ for $\mathbf{x} \in \Omega$. We consider the kernel function to be the Green function $K(\mathbf{x}, \mathbf{y}):=\left[\delta_{\mathbf{x}}, \mathcal{L}^{-1} \delta_{\mathbf{y}}\right]$. An example of $\mathcal{L}$ could be $(-\Delta)^{s}$; we use the zero Dirichlet boundary condition to define $\mathcal{L}^{-1}$, which leads to a Matérn-like kernel.

## Physical points

Consider a scattered set of points $\left\{\mathbf{x}_{i}\right\}_{i \in I} \subset \Omega$, where $I=\{1,2, \ldots, M\}$ as in Subsection 5.3.1; the homogeneity parameter of these points is assumed to be positive:

$$
\delta\left(\left\{\mathbf{x}_{i}\right\}_{i \in I} ; \partial \Omega\right)=\frac{\min _{\mathbf{x}_{i}, \mathbf{x}_{j} \in I} \operatorname{dist}\left(\mathbf{x}_{i},\left\{\mathbf{x}_{j}\right\} \cup \partial \Omega\right)}{\max _{\mathbf{x} \in \Omega} \operatorname{distt}\left(\mathbf{x},\left\{\mathbf{x}_{i}\right\}_{i \in I} \cup \partial \Omega\right)}>0
$$

This condition ensures that the points are scattered homogeneously. Here we set $\mathrm{A}=\partial \Omega$ since we consider zero Dirichlet's boundary condition and no points will be on the boundary. The accuracy in our theory will depend on $\delta\left(\left\{\mathbf{x}_{i}\right\}_{i \in I} ; \partial \Omega\right)$.

## Measurements

The setting is the same as in Subsection 5.3.2.2. We assume $\boldsymbol{\phi}$ contains Diracs measurements at all of the scattered points, and it also contains derivative-type measurements at some of these points up to order $J \in \mathbb{N}$. We require $J<s-d / 2$ so that the Sobolev embedding theorem guarantees these derivative measurements are well-defined.

For simplicity of analysis, we assume all the measurements are of the type $\delta_{\mathbf{x}_{i}} \circ D^{\gamma}$ with the multi-index $\gamma=\left(\gamma_{1}, \ldots, \gamma_{d}\right) \in \mathbb{N}^{d}$ and $|\gamma|:=\sum_{k=1}^{d} \gamma_{k} \leq J$; here $D^{\gamma}=$ $D_{\mathbf{x}^{(1)}}^{\gamma_{1}} \cdots D_{\mathbf{x}^{(d)}}^{\gamma_{d}}$; see Remark 5.2.1. Note that when $|\gamma|=0, \delta_{\mathbf{x}_{i}} \circ D^{\gamma}$ corresponds to Diracs measurements. The total number of measurements is denoted by $N$.

Note that the aforementioned assumption does not apply to the scenario of Laplacian measurements in the case of a nonlinear elliptic PDE example. This exclusion is solely for the purpose of proof convenience, as it necessitates linear independence of measurements. However, similar proofs can be applied to Laplacian measurements once linear independence between the measurements is ensured.

### 5.4.2 Theory

Under the setting in Subsection 5.4.1, we consider the ordering $P:\{1,2, \ldots, N\} \rightarrow$ $\{1,2, \ldots, M\}$ described in Subsection 5.3.2.2. Recall that for this $P$, we first order the Diracs measurements using the maximin ordering conditioned on $\partial \Omega$ (since there are no boundary points); then, we follow the ordering with an arbitrary order of the derivative measurements. The lengthscale parameters are defined via

$$
l_{i}= \begin{cases}\operatorname{dist}\left(\mathbf{x}_{P(i)},\left\{\mathbf{x}_{P(1)}, \ldots, \mathbf{x}_{P(i-1)}\right\} \cup \partial \Omega\right), & \text { if } i \leq M \\ l_{M}, & \text { otherwise }\end{cases}
$$

We write $\Theta=K(\tilde{\boldsymbol{\phi}}, \tilde{\boldsymbol{\phi}}) \in \mathbb{R}^{N \times N}$, which is the kernel matrix after reordering the measurements in $\boldsymbol{\phi}$ to $\tilde{\boldsymbol{\phi}}=\left(\phi_{P(1)}, \ldots, \phi_{P(N)}\right)$.

Theorem 5.4.2. Under the setting in Subsection 5.4.1 and the above given ordering $P$, we consider the upper triangular Cholesky factorization $\Theta^{-1}=U^{\star} U^{\star T}$. Then, for $1 \leq i \leq j \leq N$, we have

$$
\left|\frac{U_{i j}^{\star}}{U_{j j}^{\star}}\right| \leq C l_{j}^{-2 s} \exp \left(-\frac{\operatorname{dist}\left(\mathbf{x}_{P(i)}, \mathbf{x}_{P(j)}\right)}{C l_{j}}\right) \text { and }\left|U_{j j}^{\star}\right| \leq C l_{M}^{-s+d / 2},
$$

where $C$ is a generic constant that depends on $\Omega, \delta\left(\left\{\mathbf{x}_{i}\right\}_{i \in I} ; \partial \Omega\right), d, s, J,\|\mathcal{L}\|,\left\|\mathcal{L}^{-1}\right\|$.

The proof for Theorem 5.4.2 can be found in Appendix B.4.1. The proof relies on the interplay between GP regression, linear algebra, and numerical homogenization. Specifically, we use (5.3.2) to represent the ratio $U_{i j}^{\star} / U_{j j}^{\star}$ as the normalized conditional covariance of a GP. Our technical innovation is to connect this normalized term to the conditional expectation of the GP, leading to the identity

$$
\left|\frac{U_{i j}^{\star}}{U_{j j}^{\star}}\right|=\left|\frac{\operatorname{Cov}\left[Y_{i}, Y_{j} \mid Y_{1: j-1 \backslash i}\right]}{\operatorname{Var}\left[Y_{i} \mid Y_{1: j-1 \backslash i}\right]}\right|=\left|\mathbb{E}\left[Y_{j} \mid Y_{i}=1, Y_{1: j-1 \backslash i}=0\right]\right|,
$$

where $Y \sim \mathcal{N}(0, \Theta)$. This conditional expectation directly connects to the operatorvalued wavelets, or Gamblets, in the numerical homogenization literature [203, 204]. We can apply PDE tools to establish the decay result of Gamblets. Remarkably, the connection to the conditional expectation simplifies the analysis for general measurements, compared to the more lengthy proof based on exponential decay matrix algebra in [241] for Diracs measurements only.

In our setting, we need additional analytic results regarding the derivative measurements to prove the exponential decay of the Gamblets, which is one of the technical contributions of this work. Finally, for $\left|U_{j j}^{\star}\right|$, we obtain the estimate by bounding the lower and upper eigenvalues of $\Theta$. For details, see Appendix B.4.1 and B.5.1.

With Theorem 5.4.2, we can establish that $\left|U_{i j}^{\star}\right|$ is exponentially small when $(i, j)$ is outside the sparsity set $S_{P, l, \rho}$. This property enables us to show that the sparse Cholesky factorization algorithm leads to provably accurate sparse factors when $\rho=O(\log (N / \epsilon))$. See Theorem 5.4.3 for details.

Theorem 5.4.3. Under the setting in Theorem 5.4.2, suppose $U^{\rho}$ is obtained by the KL minimization (5.3.6) with the sparsity parameter $\rho \in \mathbb{R}^{+}$. Then, there exists a constant depending on $\Omega, \delta\left(\left\{\mathbf{x}_{i}\right\}_{i \in I} ; \partial \Omega\right), d, s, J,\|\mathcal{L}\|,\left\|\mathcal{L}^{-1}\right\|$, such that if $\rho \geq C \log (N / \epsilon)$, we have
$\operatorname{KL}\left(\mathcal{N}(0, \Theta) \| \mathcal{N}\left(0,\left(U^{\rho} U^{\rho T}\right)^{-1}\right)\right)+\left\|\Theta^{-1}-U^{\rho} U^{\rho T}\right\|_{\text {Fro }}+\left\|\Theta-\left(U^{\rho} U^{\rho T}\right)^{-1}\right\|_{\text {Fro }} \leq \epsilon$, where $\epsilon<1$ and $\|\cdot\|_{\text {Fro }}$ is the Frobenius norm.

The proof can be found in Appendix B.4.2. It is based on the KL optimality of $U^{\rho}$ and a comparison inequality between KL divergence and Frobenious norm shown in Lemma B. 8 of [240].

Remark 5.4.4. Theorem 5.4 .3 will still hold when the idea of supernodes in Remark 5.3.6 is used since it only makes the sparsity pattern larger.

### 5.5 Second Order Optimization Methods

Using the algorithm in Subsection 5.3.2, we get a sparse Cholesky factorization for $K(\boldsymbol{\phi}, \boldsymbol{\phi})^{-1}$, and thus we have a fast evaluation of the loss function in (5.2.3) (and more generally in (5.2.5)) and its gradient. Therefore, first-order methods can be implemented efficiently.

In [43], a second-order Gauss-Newton algorithm is used to solve the optimization problem and is observed to converge very fast, typically in 3 to 8 iterations. In this subsection, we discuss how to make such a second-order method scalable based on the sparse Cholesky idea. As before, we first illustrate our ideas on the nonlinear elliptic PDE example (5.2.2) and then describe the general algorithm.

### 5.5.1 Gauss-Newton iterations

For the nonlinear elliptic PDE example, the optimization problem we need to solve is (5.2.3). Using the equation $z_{m}^{(2)}=\tau\left(z_{m}^{(1)}\right)-f\left(\mathbf{x}_{m}\right)$ and the boundary data, we can eliminate $\mathbf{z}^{(2)}$ and rewrite (5.2.3) as an unconstrained problem:

$$
\underset{\mathbf{z}_{\Omega}^{(1)} \in \mathbb{R}^{M_{\Omega}}}{\operatorname{minimize}}\left(\mathbf{z}_{\Omega}^{(1)}, g\left(\mathbf{x}_{\partial \Omega}\right), f\left(\mathbf{x}_{\Omega}\right)-\tau\left(\mathbf{z}_{\Omega}^{(1)}\right)\right) K(\boldsymbol{\phi}, \boldsymbol{\phi})^{-1}\left(\begin{array}{c}
\mathbf{z}_{\Omega}^{(1)}  \tag{5.5.1}\\
g\left(\mathbf{x}_{\partial \Omega}\right) \\
f\left(\mathbf{x}_{\Omega}\right)-\tau\left(\mathbf{z}_{\Omega}^{(1)}\right)
\end{array}\right),
$$

where $\mathbf{z}_{\Omega}^{(1)}$ denotes the $M_{\Omega}$-dimensional vector of the $z_{i}$ for $i=1, \ldots, M_{\Omega}$ associated to the interior points $\mathbf{x}_{\Omega}$ while $f\left(\mathbf{x}_{\Omega}\right), g\left(\mathbf{x}_{\partial \Omega}\right)$ and $\tau\left(\mathbf{z}_{\Omega}^{(1)}\right)$ are vectors obtained by applying the corresponding functions to entries of their input vectors. To be clear, the expression in (5.5.1) represents a weighted least-squares optimization problem, and the transpose signs in the row vector multiplying the matrix have been suppressed for notational brevity. In [43], a Gauss-Newton method has been proposed to solve this problem. This method linearizes the nonlinear function $\tau$ at the current iteration and solves the resulting quadratic optimization problem to obtain the next iterate.

We present the Gauss-Newton algorithm in a slightly different but equivalent way that is more convenient for exposition. To that end, we consider the general formulation in (5.2.5). In the nonlinear elliptic PDE example, we have $\boldsymbol{\phi}=\left(\delta_{\mathbf{x}_{\Omega}}, \delta_{\mathbf{x}_{\partial \Omega}}, \delta_{\mathbf{x}_{\Omega}} \circ \Delta\right)$ where $\delta_{\mathbf{x}_{\Omega}}$ denotes the collection of Diracs measurements ( $\delta_{\mathbf{x}_{1}}, \ldots, \delta_{\mathbf{x}_{M_{\Omega}}}$ ); the definition of $\delta_{\mathbf{x}_{\partial \Omega}}$ and $\delta_{\mathbf{x}_{\Omega}} \circ \Delta$ follows similarly. We also write correspondingly $\mathbf{z}=\left(\mathbf{z}_{\Omega}, \mathbf{z}_{\partial \Omega}, \mathbf{z}_{\Omega}^{\Delta}\right) \in \mathbb{R}^{N}$ with $N=M+M_{\Omega}$. Then $F(\mathbf{z})=\left(-\mathbf{z}_{\Omega}^{\Delta}+\tau\left(\mathbf{z}_{\Omega}\right), \mathbf{z}_{\partial \Omega}\right) \in \mathbb{R}^{M}$ and $\mathbf{y}=\left(f\left(\mathbf{x}_{\Omega}\right), g\left(\mathbf{x}_{\partial \Omega}\right)\right) \in \mathbb{R}^{M}$, such that $F(\mathbf{z})=\mathbf{y}$.

The Gauss-Netwon iterations for solving (5.5.1) is equivalent to the following se-
quential quadratic programming approach for solving (5.2.5): for $k \in \mathbb{N}$, assume $\mathbf{z}^{k}$ obtained, then $\mathbf{z}^{k+1}$ is given by

$$
\begin{align*}
\mathbf{z}^{k+1}= & \underset{\mathbf{z} \in \mathbb{R}^{N}}{\arg \min } \quad \mathbf{z}^{T} K(\boldsymbol{\phi}, \boldsymbol{\phi})^{-1} \mathbf{z}  \tag{5.5.2}\\
& \text { s.t. } \quad F\left(\mathbf{z}^{k}\right)+D F\left(\mathbf{z}^{k}\right)\left(\mathbf{z}-\mathbf{z}^{k}\right)=\mathbf{y},
\end{align*}
$$

where $D F\left(\mathbf{z}^{k}\right) \in \mathbb{R}^{M \times N}$ is the Jacobian of $F$ at $\mathbf{z}^{k}$. The above is a quadratic optimization with a linear constraint. Using Lagrangian multipliers, we get the explicit formula of the solution: $\mathbf{z}^{k+1}=K(\boldsymbol{\phi}, \boldsymbol{\phi})\left(D F\left(\mathbf{z}^{k}\right)\right)^{T} \gamma$, where $\gamma \in \mathbb{R}^{M}$ solves the linear system

$$
\begin{equation*}
\left(D F\left(\mathbf{z}^{k}\right) K(\boldsymbol{\phi}, \boldsymbol{\phi})\left(D F\left(\mathbf{z}^{k}\right)\right)^{T}\right) \gamma=\mathbf{y}-F\left(\mathbf{z}^{k}\right)+D F\left(\mathbf{z}^{k}\right) \mathbf{z}^{k} . \tag{5.5.3}
\end{equation*}
$$

Now, we introduce the reduced set of measurements $\boldsymbol{\phi}^{k}=D F\left(\mathbf{z}^{k}\right) \boldsymbol{\phi}$. For the nonlinear elliptic PDE, we have

$$
\boldsymbol{\phi}^{k}=\left(-\delta_{\mathbf{x}_{\Omega}} \circ \Delta+\tau\left(\mathbf{z}_{\Omega}^{k}\right) \cdot \delta_{\mathbf{x}_{\Omega}}, \delta_{\mathbf{x}_{\partial \Omega}}\right),
$$

where $\tau\left(\mathbf{z}_{\Omega}^{k}\right) \cdot \delta_{\mathbf{x}_{\Omega}}:=\left(\tau\left(\mathbf{z}_{1}^{k}\right) \delta_{\mathbf{x}_{1}}, \ldots, \tau\left(\mathbf{z}_{M_{\Omega}}^{k}\right) \delta_{\mathbf{x}_{M_{\Omega}}}\right)$. Then, we can equivalently write the solution as $\mathbf{z}^{k+1}=K(\boldsymbol{\phi}, \boldsymbol{\phi})\left(D F\left(\mathbf{z}^{k}\right)\right)^{T} \gamma$ where $\gamma$ satisfies

$$
\begin{equation*}
K\left(\boldsymbol{\phi}^{k}, \boldsymbol{\phi}^{k}\right) \gamma=\mathbf{y}-F\left(\mathbf{z}^{k}\right)+D F\left(\mathbf{z}^{k}\right) \mathbf{z}^{k} . \tag{5.5.4}
\end{equation*}
$$

Note that $K\left(\boldsymbol{\phi}^{k}, \boldsymbol{\phi}^{k}\right) \in \mathbb{R}^{M \times M}$, in contrast to $K(\boldsymbol{\phi}, \boldsymbol{\phi}) \in \mathbb{R}^{N \times N}$. The dimension is reduced. The computational bottleneck lies in the linear system with the reduced kernel matrix $K\left(\phi^{k}, \phi^{k}\right)$.

### 5.5.2 Sparse Cholesky factorization for the reduced kernel matrices

As $K\left(\boldsymbol{\phi}^{k}, \boldsymbol{\phi}^{k}\right)$ is also a kernel matrix with derivative-type measurements, we hope to use the sparse Cholesky factorization idea to approximate its inverse. The first question, again, is how to order these measurements.

To begin with, we examine the structure of the reduced kernel matrix. Note that as $F(\mathbf{z})=\mathbf{y}$ encodes the PDE at the collocation points, the linearization of $F$ in (5.5.2) is also equivalent to first linearizing the PDE at the current solution and then applying the kernel method. Thus, $\phi^{k}$ will typically contain $M_{\Omega}$ interior measurements corresponding to the linearized PDE at the interior points and $M-M_{\Omega}$ boundary measurements corresponding to the sampled boundary condition. For problems with Dirichlet's boundary condition, which are the main focus of this chapter, the
boundary measurements are of Diracs type. It is worth noting that, in contrast to $K(\boldsymbol{\phi}, \boldsymbol{\phi})$, we no longer have Diracs measurements at every interior point now.

We propose to order the boundary Diracs measurements first, using the maximin ordering on $\partial \Omega$. Then, we order the interior derivative-type measurements using the maximin ordering in $\Omega$, conditioned on $\partial \Omega$. We use numerical experiments to investigate the screening effects under such ordering. Suppose $\Theta$ is the reordered version of the reduced kernel matrix $K\left(\boldsymbol{\phi}^{k}, \boldsymbol{\phi}^{k}\right)$, then similar to Figures 5.1 and 5.2, we show the magnitude of the corresponding Cholesky factor of $\Theta^{-1}=U^{\star} U^{\star T}$, i.e., we plot $\left|U_{i j}^{\star}\right|$ for $i \leq j$; here $j$ is selected to correspond to some boundary and interior points. The result can be found in Figure 5.5.



Figure 5.5: Demonstration of screening effects for the reduced kernel matrix. We choose the Matérn kernel with $v=5 / 2$; the lengthscale parameter is 0.3 . The data points are equidistributed in $[0,1]^{2}$ with grid size $h=0.02$. In the left figure, we show a boundary point, and all the points ordered before are marked with a color whose intensity scales with the entry value $\left|U_{i j}^{\star}\right|$. The right figure is obtained in the same manner but for an interior measurement.

From the left figure, we observe a desired screening effect for boundary Diracs measurements. However, in the right figure, we observe that the interior derivative-type measurements still exhibit a strong conditional correlation with boundary points. That means that the correlation with boundary points is not screened thoroughly. This also implies that the presence of the interior Diracs measurements is the key to the sparse Choleksy factors for the previous $K(\tilde{\boldsymbol{\phi}}, \tilde{\boldsymbol{\phi}})^{-1}$.

The right of Figure 5.5 demonstrates a negative result: one cannot hope that the Cholesky factor of $\Theta^{-1}$ will be as sparse as before. However, algorithmically, we can still apply the sparse Cholesky factorization to the matrix. We present numerical experiments to test the accuracy of such factorization. In the right of Figure 5.4, we show the KL errors of the resulting factorization concerning the sparsity parameter
$\rho$. Even though the screening effect is not perfect, as we discussed above, we still observe a consistent decay of the KL errors when $\rho$ increases.

In addition, although we cannot theoretically guarantee the factor is as accurate as before, we can use it as a preconditioner to solve linear systems involving $K\left(\boldsymbol{\phi}^{k}, \boldsymbol{\phi}^{k}\right)$. In practice, we observe that this idea works very well, and nearly constant steps of preconditioned conjugate gradient ( pCG ) iterations can lead to an accurate solution to (5.5.4). As a demonstration, in Figure 5.6, we show the pCG iteration history when the preconditioning idea is employed. The stopping criterion for pCG is that the relative tolerance is smaller than $2^{-26} \approx 10^{-8}$, which is the default criterion in Julia. From the figures, we can see that pCG usually converges in 10-40 steps, and this fast convergence is insensitive to the numbers of points. When $\rho$ is large, the factor is more accurate, and the preconditioner is better, leading to smaller number of required pCG steps. Among all the cases, the number of pCG steps required to reach the stopping criterion is of the same magnitude, and is not large.


Figure 5.6: Demonstration of the convergence history of the pCG iteration. We choose the Matérn kernel with $v=5 / 2$; the lengthscale parameter is 0.3 . In the left figure, we choose the data points to be equidistributed in $[0,1]^{2}$ with different grid sizes; $\rho=4.0$. We show the equation residue norms of the iterates in each pCG iteration. In the right figure, we choose the data points to be equidistributed in $[0,1]^{2}$ with grid size 0.0025 so that $N_{\text {domain }}=160000$. We plot the pCG iteration history for $\rho=2.0,3.0,4.0$.

It is worth noting that since $K\left(\boldsymbol{\phi}^{k}, \boldsymbol{\phi}^{k}\right)=D F\left(\mathbf{z}^{k}\right) K(\boldsymbol{\phi}, \boldsymbol{\phi})\left(D F\left(\mathbf{z}^{k}\right)\right)^{T}$ and we have a provably accurate sparse Cholesky factorization for $K(\boldsymbol{\phi}, \boldsymbol{\phi})^{-1}$, the matrix-vector multiplication for $K\left(\phi^{k}, \phi^{k}\right)$ in each pCG iteration is efficient.

### 5.5.3 General case

The description in the last subsection applies directly to general nonlinear PDEs, which correspond to general $\boldsymbol{\phi}$ and $F$ in (5.2.5). We use the maximin ordering on
the boundary, followed by the conditioned maximin ordering in the interior. We denote the ordering by $Q: I \rightarrow I$. The lengthscale is defined by

$$
\begin{equation*}
l_{i}=\operatorname{dist}\left(\mathbf{x}_{Q(i)},\left\{\mathbf{x}_{Q(1)}, \ldots, \mathbf{x}_{Q(i-1)}\right\} \cup \mathrm{A}\right), \tag{5.5.5}
\end{equation*}
$$

where for a boundary measurement, $\mathrm{A}=\emptyset$ and for an interior measurement $\mathrm{A}=\partial \Omega$. With the ordering and lengthscales, we create the sparse pattern through (5.3.4) (and aggregate it using the supernodes idea) and apply the KL minimization in Subsection 5.3.1 to obtain an approximate factor for $K\left(\boldsymbol{\phi}^{k}, \boldsymbol{\phi}^{k}\right)^{-1}$. The general algorithmic procedure is outlined in Algorithm 2. We now denote the sparsity parameter for the reduced kernel matrix by $\rho_{\mathrm{r}}$.

```
Algorithm 2 Sparse Cholesky factorization for \(K\left(\boldsymbol{\phi}^{k}, \boldsymbol{\phi}^{k}\right)^{-1}\)
    Input: Measurements \(\boldsymbol{\phi}^{k}\), kernel function \(K\), sparsity parameter \(\rho_{\mathrm{r}}\), supernodes
    parameter \(\lambda\)
    Output: \(U_{\mathrm{r}}^{\rho_{\mathrm{r}}}, Q_{\text {perm }}\)
    Reordering and sparsity pattern: we first order the boundary measurements
    using the maximin ordering. Next, we order the interior measurements using
    the maximin ordering conditioned on \(\partial \Omega\). This process yields a permutation
    matrix denoted by \(Q_{\text {perm }}\) such that \(Q_{\text {perm }} \boldsymbol{\phi}^{k}=\tilde{\boldsymbol{\phi}}^{k}\), and lengthscales \(l\) for each
    measurement in \(\tilde{\boldsymbol{\phi}}^{k}\). Under the ordering, we construct the aggregate sparsity
    pattern \(S_{Q, l, \rho_{\mathrm{r}}, \lambda}\) based on the chosen values of \(\rho_{\mathrm{r}}\) and \(\lambda\).
    KL minimization: solve (5.3.6) with \(\Theta=K\left(\tilde{\boldsymbol{\phi}}^{k}, \tilde{\boldsymbol{\phi}}^{k}\right)\), by (5.3.7), to obtain \(U_{\mathrm{r}}^{\rho_{\mathrm{r}}}\)
    return \(U_{\mathrm{r}}^{\rho_{\mathrm{r}}}, Q_{\text {perm }}\)
```

Now, putting all things together, we outline the general algorithmic procedure for solving the PDEs using the second-order Gauss-Newton method, in Algorithm 3.

For the choice of parameters, we usually set $t$ to be between 2 to 10 . Setting $\rho=O(\log (N / \epsilon))$ suffices to obtain an $\epsilon$-accurate approximation of $K(\boldsymbol{\phi}, \boldsymbol{\phi})^{-1}$. We do not have a theoretical guarantee for the factorization algorithm applied to the reduced kernel matrix $K\left(\boldsymbol{\phi}^{k}, \boldsymbol{\phi}^{k}\right)^{-1}$. Still, our experience indicates that setting $\rho_{\mathrm{r}}=\rho$ or a constant such as $\rho_{\mathrm{r}}=3$ works well in practice. We note that a larger $\rho_{\mathrm{r}}$ increases the factorization time while decreasing the necessary pCG steps to solve the linear system, as demonstrated in the right of Figure 5.6. There is a trade-off here in general.

The overall complexity of Algorithm 3 for solving (5.5.2) is $O\left(N \log ^{2}(N) \rho^{d}+\right.$ $\left.N \rho^{2 d}+M t \rho_{\mathrm{r}}^{2 d}+T_{\mathrm{pCG}}\right)$ in time and $O\left(N \rho^{d}+M \rho_{\mathrm{r}}^{d}\right)$ in space, where $O\left(N \log ^{2}(N) \rho^{d}\right)$ is the time for generating the ordering and sparsity pattern, $O\left(N \rho^{2 d}\right)$ is for the

```
Algorithm 3 Sparse Cholesky accelerated Gauss-Newton for solving (5.2.5)
    Input: Measurements \(\boldsymbol{\phi}\), data functional \(F\), data vector \(\mathbf{y}\), kernel function
    \(K\), number of Gauss-Newton steps \(t\), sparsity parameters \(\rho, \rho_{\mathrm{r}}\), supernodes
    parameter \(\lambda\)
    Output: Solution \(\mathbf{z}^{t}\)
    Factorize \(K(\boldsymbol{\phi}, \boldsymbol{\phi})^{-1} \approx P_{\text {perm }}^{T} U^{\rho} U^{\rho T} P_{\text {perm }}\) using Algorithm 1
    Set \(k=0, \mathbf{z}^{k}=\mathbf{0}\) or other user-specified initial guess
    while \(k<t\) do
        Form the reduced measurements \(\boldsymbol{\phi}^{k}=D F\left(\mathbf{z}^{k}\right) \boldsymbol{\phi}\)
        Factorize \(K\left(\boldsymbol{\phi}^{k}, \phi^{k}\right)^{-1}\) to get \(Q_{\text {perm }}^{T} U_{\mathrm{r}}^{\rho_{\mathrm{r}}} U_{\mathrm{r}}^{\rho_{\mathrm{r}} T} Q_{\text {perm }}\) using Algorithm 2
        Use pCG to solve (5.5.4) with the preconditioner \(Q_{\mathrm{perm}}^{T} U_{\mathrm{r}}^{\rho_{\mathrm{r}}} U_{\mathrm{r}}^{\rho_{\mathrm{r}} T} Q_{\text {perm }}\)
        \(\mathbf{z}^{k+1}=\left(P_{\text {perm }}^{T} U^{\rho} U^{\rho T} P_{\text {perm }}\right) \backslash\left(\left(D F\left(\mathbf{z}^{k}\right)\right)^{T} \gamma\right)\)
        \(k=k+1\)
    end while
    return \(\mathbf{z}^{t}\)
```

factorization, and $O\left(M t \rho_{\mathrm{r}}^{2 d}\right)$ is for the factorizations in all the GN iterations, $T_{\mathrm{pCG}}$ is the time that the pCG iterations take.

Based on empirical observations, we have found that $T_{\mathrm{pCG}}$ scales nearly linearly with respect to $N \rho^{d}$. This is because a nearly constant number of pCG iterations are sufficient to obtain an accurate solution, and each pCG iteration takes at most $O\left(N \rho^{d}\right)$ time, as explained in the matrix-vector multiplication mentioned at the end of Subsection 5.5.2. Additionally, it is worth noting that the time required for generating the ordering and sparsity pattern $\left(O\left(N \log ^{2}(N) \rho^{d}\right)\right)$ is negligible in practice, compared to that for the KL minimization. Furthermore, the ordering and sparsity pattern can be pre-computed once and reused for multiple runs.

### 5.6 Numerical Experiments

In this section, we use Algorithm 3 to solve nonlinear PDEs. The numerical experiments are conducted on the personal computer MacBook Pro 2.4 GHz QuadCore Intel Core i5. In all the experiments, the physical data points are equidistributed on a grid; we specify its size in each example. We always set the sparsity parameter for the reduced kernel matrix $\rho_{\mathrm{r}}=\rho$, the sparsity parameter for the original matrix. We adopt the supernodes ideas in all the examples and set the parameter $\lambda=1.5$.

Our theory guarantees that once the Diracs measurements are ordered first by the maximin ordering, the derivative measurements can be ordered arbitrarily. In practice, for convenience, we order them from lower-order to high-order derivatives, and for the same type of derivatives, we order the corresponding measurements based
on their locations, in the same maximin way as the Diracs measurements.
Our codes are in https://github.com/yifanc96/PDEs-GP-KoleskySolver.

### 5.6.1 Nonlinear elliptic PDEs

Our first example is the nonlinear elliptic equation

$$
\left\{\begin{align*}
-\Delta u+\tau(u)=f & \text { in } \Omega,  \tag{5.6.1}\\
u=g & \text { on } \partial \Omega,
\end{align*}\right.
$$

with $\tau(u)=u^{3}$. Here $\Omega=[0,1]^{2}$. We set

$$
u(\mathbf{x})=\sum_{k=1}^{600} \frac{1}{k^{6}} \sin \left(k \pi x_{1}\right) \sin \left(k \pi x_{2}\right)
$$

as the ground truth and use it to generate the boundary and right hand side data. We set the number of Gauss-Newton iterations to be 3 . The initial guess for the iteration is a zero function. The lengthscale of the kernels is set to be 0.3 .

We first study the solution error and the CPU time regarding $\rho$. We choose the number of interior points to be $N_{\text {domain }}=40000$; or equivalently, the grid size $h=0.005$. In the left side of Figure 5.7, we observe that a larger $\rho$ leads to a smaller $L^{2}$ error of the solution. For the Matérn kernel with $v=5 / 2,7 / 2$, we observe that such accuracy improvement saturates at $\rho=2$ or 4 , while when $v=7 / 2$. the accuracy keeps improving until $\rho=10$. This high accuracy for large $v$ is because the solution $u$ is fairly smooth. Using smoother kernels can lead to better approximation accuracy. On the other hand, smoother kernels usually need a larger $\rho$ to achieve the same level of approximation accuracy, as we have demonstrated in the left of Figure 5.3.

In the right side of Figure 5.7, we show the CPU time required to compute the solution for different kernels and $\rho$. A larger $\rho$ generally leads to a longer CPU time. But there are some exceptions: for the Matérn kernel with $v=5 / 2,7 / 2$, the CPU time for $\rho=3$ is longer than that for $\rho=2$. Again, the reason is that these smoother kernels often require a larger $\rho$ for accurate approximations. When $\rho$ is very small, although the sparse Cholesky factorization is very fast, the pCG iterations could take long since the preconditioner matrix does not approximate the matrix well.

We then study the $L^{2}$ errors and CPU time regarding the number of physical points. We fix $\rho=4.0$. In the left of Figure 5.8, we observe that the accuracy improves when $N_{\text {domain }}$ increases. For the smoother Matérn kernels with $v=7 / 2,9 / 2$, they


Figure 5.7: Nonlinear elliptic PDE example. The left figure concerns the $L^{2}$ errors of the solution, while the right figure concerns the CPU time. Both plots are with regard to $\rho$. We set $N_{\text {domain }}=40000$.
will hit an accuracy floor of $10^{-7}$. This is because we only have a finite number of Gauss-Newton steps and a finite $\rho$. In the right of Figure 5.8, a near-linear complexity in time regarding the number of points is demonstrated.



Figure 5.8: Nonlinear elliptic PDE example. The left figure concerns the $L^{2}$ errors of the solution, while the right figure concerns the CPU time. Both plots are with regard to the number of physical points in the domain. We set $\rho=4.0$.

### 5.6.2 Burgers' equation

Our second example concerns the time-dependent Burgers equation:

$$
\begin{align*}
\partial_{t} u+u \partial_{x} u-0.001 \partial_{x}^{2} u & =0, \quad \forall(x, t) \in(-1,1) \times(0,1], \\
u(x, 0) & =-\sin (\pi x),  \tag{5.6.2}\\
u(-1, t) & =u(1, t)=0 .
\end{align*}
$$

Rather than using a spatial-temporal GP as in [43], we first discretize the equation in time and then use a spatial GP to solve the resulting PDE in space. This reduces
the dimensionality of the system and is more efficient. More precisely, we use the Crank-Nicolson scheme with time stepsize $\Delta t$ to obtain

$$
\begin{array}{r}
\frac{\hat{u}\left(x, t_{n+1}\right)-\hat{u}\left(x, t_{n}\right)}{\Delta t}+\frac{1}{2}\left(\hat{u}\left(x, t_{n+1}\right) \partial_{x} \hat{u}\left(x, t_{n+1}\right)+\hat{u}\left(x, t_{n}\right) \partial_{x} \hat{u}\left(x, t_{n}\right)\right)  \tag{5.6.3}\\
=\frac{0.001}{2}\left(\partial_{x}^{2} \hat{u}\left(x, t_{n+1}\right)+\partial_{x}^{2} \hat{u}\left(x, t_{n}\right)\right),
\end{array}
$$

where $\hat{u}\left(t_{n}, x\right)$ is an approximation of the true solution $u\left(t_{n}, x\right)$ with $t_{n}=n \Delta t$. When $\hat{u}\left(\cdot, t_{n}\right)$ is known, (5.6.3) is a spatial PDE for the function $\hat{u}\left(\cdot, t_{n+1}\right)$. We can solve (5.6.3) iteratively starting from $n=0$. We use two steps of Gauss-Newton iterations with the initial guess as the solution at the last time step.

We set $\Delta t=0.02$ and compute the solution at $t=1$. The lengthscale of the kernels is chosen to be 0.02 . We set $\rho=4.0$ in the factorization algorithm. In the left of Figure 5.9, we show our numerical solution by using a grid of size $h=0.001$ and the true solution computed by using the Cole-Hopf transformation. We see that they match very well, and the shock is captured. This is possible because we use a grid of small size so that the shock is well resolved. With a very small grid size, we need to deal with many large-size dense kernel matrices, and we use the sparse Cholesky factorization algorithm to handle such a challenge.

In the right of Figure 5.9, we show the CPU time of our algorithm regarding different $N_{\text {domain }}$. We clearly observe a near-linear complexity in time. The total CPU time is less than 10 seconds to handle 50 dense kernel matrices (since $1 / \Delta t=50$ ) of size larger than $10^{4}$ (the dimension of $K(\boldsymbol{\phi}, \boldsymbol{\phi})$ is around $3 \times N_{\text {domain }}$ since we have three types of measurements) sequentially.


Figure 5.9: Burgers' equation example. The left figure is a demonstration of the numerical solution and true solution at $t=1$. The right figure concerns the CPU time regarding the number of physical points. We set $\rho=4.0$.

We also show the accuracy of our solutions in the following Table 5.1. We observe

| $N_{\text {domain }}$ | 1000 | 2000 | 4000 |
| :--- | :--- | :--- | :--- |
| $L^{2}$ error | $1.729 \mathrm{e}-4$ | $6.111 \mathrm{e}-5$ | $7.453 \mathrm{e}-5$ |
| $L^{\infty}$ error | $1.075 \mathrm{e}-3$ | $2.745 \mathrm{e}-4$ | $1.075 \mathrm{e}-4$ |

Table 5.1: Burgers' equation example. The $L^{2}$ and $L^{\infty}$ errors of the computed solution at $t=1$. We use the Matérn kernel with $v=7 / 2$. The sparsity parameter $\rho=4.0$.
high accuracy, $O\left(10^{-5}\right)$ in the $L^{2}$ norm and $O\left(10^{-4}\right)$ in the $L^{\infty}$ norm. The $L^{2}$ errors do not decrease when we increase the number of points from 2000 to 4000 . It is because we use a fixed time stepsize $\Delta t=0.02$ and a fixed $\rho=4.0$.

### 5.6.3 Monge-Ampère equation

Our last example is the Monge-Ampère equation in two dimensional space.

$$
\begin{equation*}
\operatorname{det}\left(D^{2} u\right)=f, \quad \mathbf{x} \in(0,1)^{2} \tag{5.6.4}
\end{equation*}
$$

Here, we choose $u(\mathbf{x})=\exp \left(0.5\left(\left(x_{1}-0.5\right)^{2}+\left(x_{2}-0,5\right)^{2}\right)\right)$ to generate the boundary and right hand side data. To ensure uniqueness of the solution, some convexity assumption is usually needed. Here, to test the wide applicability of our methodology, we directly implement Algorithm 3. We adopt 3 steps of Gauss-Newton iterations with the initial guess $u(\mathbf{x})=\frac{1}{2}\|\mathbf{x}\|^{2}$. We choose the Matérn kernel with $v=5 / 2$. The lengthscale of the kernel is set to be 0.3 .


Figure 5.10: The Monge-Ampère equation example. The left figure concerns the $L^{2}$ errors, while the right figure concerns the CPU time. Both are with respect to the number of physical points in space, and in both figures, we consider $\rho=2.0,3.0,4.0$. We choose the Matérn kernel with $v=5 / 2$ in this example.

In Figure 5.10, we present the $L^{2}$ errors of the solution and the CPU time with respect to $N_{\text {domain }}$. Once again, we observe a nearly linear complexity in time. However, since $\operatorname{det}\left(D^{2} u\right)$ involves several partial derivatives of the function, we
need to differentiate our kernels accordingly; we use auto-differentiation in Julia for convenience, which is slightly slower than the hand-coded derivatives used in our previous numerical examples. Consequently, the total CPU time is longer compared to the earlier examples, although the scaling regarding $N_{\text {domain }}$ remains similar.

As $N_{\text {domain }}$ increases, the $L^{2}$ solution errors decrease for $\rho=2.0,3.0,4.0$. This indicates that our kernel method is convergent for such a fully nonlinear PDE. However, since we do not incorporate singularity into the solution, this example may not correspond to the most challenging setting. Nonetheless, the success of this simple methodology combined with systematic fast solvers demonstrates its potential for promising automation and broader applications in solving nonlinear PDEs.

### 5.7 Conclusions

We have investigated a sparse Cholesky factorization algorithm that enables scaling up the GP method for solving nonlinear PDEs. Our algorithm relies on a novel ordering of the Diracs and derivative-type measurements that arise in the GP-PDE methodology. With this ordering, the Cholesky factor of the inverse kernel matrix becomes approximately sparse, and we can use efficient KL minimization, equivalent to Vecchia approximation, to compute the sparse factors. We have provided rigorous analysis of the approximation accuracy by showing the exponential decay of the conditional covariance of GPs and the Cholesky factors of the inverse kernel matrix, for a wide class of kernel functions and derivative measurements.

When using second-order Gauss-Newton methods to solve the nonlinear PDEs, a reduced kernel matrix arises, in which many interior Dirac measurements are absent. In such cases, the decay is weakened, and the accuracy of the factorization deteriorates. To compensate for this loss of accuracy, we use pCG iterations with this approximate factor as a preconditioner. In our numerical experiments, our algorithm achieves high accuracy, and the computation time scales near-linearly with the number of points. This justifies the potential of GPs for solving general PDEs with automation, efficiency, and accuracy. We anticipate extending our algorithms to solving inverse problems and our theories to more kernel functions and measurement functionals in the future.

## CONSISTENCY OF HIERARCHICAL LEARNING FOR GAUSSIAN PROCESSES

In this chapter, we study and analyze the use of hiearchical learning for Gaussian processes to improve the adaptivity of the algorithm. The exposition is based on our work [51] published in Mathematics of Computation, 90(332):2527-2578, 2021.

### 6.1 Introduction

### 6.1.1 Background and Context

Gaussian process regression (GPR) is important in its own right, and as a prototype for more complex inverse problems in which there is a possibly indirect, nonlinear set of observations. An important reason for the success of GPR in applications is its ability to learn hyperparameters, entering through a hierarchical prior, from data. Learning of these hyperparameters is typically achieved through fully Bayesian (sampling) or empirical Bayesian (optimization) methods. However, new approaches suggested in the machine learning literature, particularly the kernel flow method [206], rely on approximation theoretic criteria that can be traced back to the classical idea of cross-validation for model selection. The primary goal of this work is to study and compare these two approaches. Special attention will be paid to their large data consistency, implicit bias, and robustness to model misspecification.

### 6.1.2 Gaussian Process Regression

We start with a brief introduction to GPR; for simplicity, we focus on the noise-free scenario. The target is to recover a function $u^{\dagger}: D \mapsto \mathbb{R}$ from pointwise data $y_{i}=u^{\dagger}\left(x_{i}\right)$ for $1 \leq i \leq N$, where $x_{i} \in D \subset \mathbb{R}^{d}$ and $D$ is a compact domain. This problem often appears in fields such as supervised learning in machine learning, non-parameteric regression in statistics, and interpolation in numerical analysis.

The GPR solution to this problem is as follows. Given a family of positive definite covariance/kernel functions $K_{\theta}: D \times D \rightarrow \mathbb{R}$ where $\theta \in \Theta$ is a hyperparameter, GPR approximates $u^{\dagger}$ with the conditional expectation

$$
\begin{equation*}
u(\cdot, \theta, \mathcal{X}):=\mathbb{E}\left[\xi(\cdot, \theta) \mid \xi(\mathcal{X}, \theta)=u^{\dagger}(\mathcal{X})\right]=K_{\theta}(\cdot, \mathcal{X})\left[K_{\theta}(\mathcal{X}, \mathcal{X})\right]^{-1} u^{\dagger}(\mathcal{X}) \tag{6.1.1}
\end{equation*}
$$

where $\xi(\cdot, \theta) \sim \mathcal{G} \mathcal{P}\left(0, K_{\theta}\right)$ is a centered Gaussian process ${ }^{1}(\mathrm{GP})$ with covariance function $K_{\theta}$. We have used the following compressed notation:

$$
\mathcal{X}:=\left(x_{1}, \ldots, x_{N}\right)^{\top} \quad \text { and } \quad u^{\dagger}(\mathcal{X}):=\left(u^{\dagger}\left(x_{1}\right), \ldots, u^{\dagger}\left(x_{N}\right)\right)^{\top} .
$$

Moreover, $K_{\theta}(\mathcal{X}, \mathcal{X})$ denotes the $N \times N$ dimensional Gram matrix with $(i, j)^{\text {th }}$ entry $K_{\theta}\left(x_{i}, x_{j}\right)$, and $K_{\theta}(\cdot, \mathcal{X})$ is a function mapping $D$ to $\mathbb{R}^{N}$ with $i^{\text {th }}$ component $K_{\theta}\left(\cdot, x_{i}\right)$ : $D \mapsto \mathbb{R}$.

Normally, every $\theta \in \Theta$ produces a solution $u(\cdot, \theta, \mathcal{X})$ that agrees with $u^{\dagger}$ on $\mathcal{X}$. Nevertheless, different choices may yield distinct out-of-sample errors, known as generalization errors in the machine learning context. Therefore, it is of paramount importance to learn a good hierarchical parameter $\theta$ adaptively from data.

### 6.1.3 Two Approaches

In this chapter, we study two approaches to the question posed above, both based on selecting $\theta$ as the optimizer of a variational problem.

### 6.1.3.1 Empirical Bayes Approach

The empirical Bayes (EB) approach addresses the question by proposing a statistical model. It formulates a prior distribution on the pair $(\xi, \theta)$ by assuming that $\theta$ is sampled from a prior distribution and $\xi$ is then sampled from the conditional distribution of $\xi \mid \theta$; then, it finds the posterior distribution of the pair $(\xi, \theta)$ conditioned on $\xi(X)=u^{\dagger}(\mathcal{X})$, and selects the parameter $\theta$ that maximizes the marginal probability of $\theta$ under this posterior. For simplicity, we work with uninformative priors, which lead to the following objective function:

$$
\begin{equation*}
\mathrm{L}^{\mathrm{EB}}\left(\theta, \mathcal{X}, u^{\dagger}\right)=u^{\dagger}(\mathcal{X})^{\top}\left[K_{\theta}(\mathcal{X}, \mathcal{X})\right]^{-1} u^{\dagger}(\mathcal{X})+\log \operatorname{det} K_{\theta}(\mathcal{X}, \mathcal{X}) \tag{6.1.2}
\end{equation*}
$$

This is also twice the negative marginal log likelihood of $\theta$ given the data $u^{\dagger}(\mathcal{X})$. Then, EB will choose $\theta$ by minimizing this objective function, namely

$$
\begin{equation*}
\theta^{\mathrm{EB}}\left(\mathcal{X}, u^{\dagger}\right):=\underset{\theta \in \Theta}{\arg \min } \mathrm{L}^{\mathrm{EB}}\left(\theta, \mathcal{X}, u^{\dagger}\right) \tag{6.1.3}
\end{equation*}
$$

[^21]
### 6.1.3.2 Approximation Theoretic Approach

Approximation theoretic considerations, on the other hand, provide a different answer without proposing statistical models. This methodology proceeds by asking for an ideal $\theta$ that minimizes $\mathrm{d}\left(u^{\dagger}, u(\cdot, \theta, \mathcal{X})\right)$ for some cost function d . Though in practice $u^{\dagger}$ is not available, there are ideas in cross-validation that split $\mathcal{X}$ into training data and validation data, and use the approximation error in validation data to estimate the exact error. Inspired by this idea, we could turn to optimize the following objective function:

$$
\begin{equation*}
\mathrm{d}(u(\cdot, \theta, \mathcal{X}), u(\cdot, \theta, \pi \mathcal{X})), \tag{6.1.4}
\end{equation*}
$$

where we write $\pi \mathcal{X}$ for a subset of $\mathcal{X}$ obtained by subsampling a proportion, say one-half, of $\mathcal{X}$.

In this work, we focus on a particular choice of $d$ that originates from the Kernel Flow (KF) approach [206]. To describe it, we denote by $\left(\mathcal{H}_{\theta},\|\cdot\|_{K_{\theta}}\right)$ the associated Reproducing Kernel Hilbert Space (RKHS) for the kernel $K_{\theta}$; note that $\left\|K_{\theta}(\cdot, x)\right\|_{K_{\theta}}^{2}=K_{\theta}(x, x)$. The objective function in KF is chosen as

$$
\begin{equation*}
\mathrm{L}^{\mathrm{KF}}\left(\theta, \mathcal{X}, \pi \mathcal{X}, u^{\dagger}\right):=\frac{\|u(\cdot, \theta, \mathcal{X})-u(\cdot, \theta, \pi \mathcal{X})\|_{K_{\theta}}^{2}}{\|u(\cdot, \theta, \mathcal{X})\|_{K_{\theta}}^{2}} \tag{6.1.5}
\end{equation*}
$$

This measures the discrepancy in the RKHS norm between the GPR solution using the whole data $\mathcal{X}$ and using a subset of the data $\pi \mathcal{X}$, normalized by the RKHS norm of the former.

Remark 6.1.1. As explained above, we understand the numerator as an estimation of the error $\left\|u^{\dagger}-u(\cdot, \theta, \mathcal{X})\right\|_{K_{\theta}}^{2}$. Such error estimate, based on comparing solutions obtained via different data resolutions, is a widely used idea in numerical analysis.

Based on Garlerkin orthogonality (see [206]), the objective function admits a finite dimensional representation formula that is convenient for numerical computation:

$$
\begin{equation*}
\mathrm{L}^{\mathrm{KF}}\left(\theta, \mathcal{X}, \pi \mathcal{X}, u^{\dagger}\right)=1-\frac{u^{\dagger}(\pi \mathcal{X})^{\top}\left[K_{\theta}(\pi \mathcal{X}, \pi \mathcal{X})\right]^{-1} u^{\dagger}(\pi \mathcal{X})}{u^{\dagger}(\mathcal{X})^{\top}\left[K_{\theta}(\mathcal{X}, \mathcal{X})\right]^{-1} u^{\dagger}(\mathcal{X})} \tag{6.1.6}
\end{equation*}
$$

Then, the KF estimator is defined as

$$
\begin{equation*}
\theta^{\mathrm{KF}}\left(\mathcal{X}, \pi \mathcal{X}, u^{\dagger}\right):=\underset{\theta \in \Theta}{\arg \min } \mathrm{L}^{\mathrm{KF}}\left(\theta, \mathcal{X}, \pi \mathcal{X}, u^{\dagger}\right) \tag{6.1.7}
\end{equation*}
$$

Remark 6.1.2. The existence of the finite-sample formula (6.1.6) is attributed to the choice of the RKHS norm in comparing solutions. It is essentially a consequence of the standard representer theorem. Additional motivations for using the RKHS norm will be reviewed in Subsection 6.1.5.2.

### 6.1.3.3 Guiding Observations and Goals

The EB and KF algorithms estimate the parameter $\theta$ from the observed data, the number of which can vary considerably. Thus, a basic question to ask is whether the estimators attain meaningful limits as data accumulate:
(1) Consistency: how do $\theta^{\mathrm{EB}}$ and $\theta^{\mathrm{KF}}$ behave in the large data limit, i.e., as the number of data $N$ goes to infinity?

Meanwhile, since we have two estimators, it is natural to compare their performance. Indeed, we observe that EB and KF have distinct objectives: EB seeks to estimate the most likely parameters of the distribution assumed to generate the data, while KF chooses parameters to minimize an estimate of the approximation error in a parameter-dependent RKHS norm, targeting at the approximation efficiency of the underlying function. Moreover, EB is always probabilistic, while KF need not be.

These differences motivate the implicit bias question that has been popular in the machine learning community, and the model misspecification question that is common in mathematical modeling:
(2) Implicit bias: what are the selection bias of EB and KF, or, how should the obtained estimators $\theta^{\mathrm{EB}}$ and $\theta^{\mathrm{KF}}$ be interpreted in practice?
(3) Model misspecification: how do $\theta^{\mathrm{EB}}$ and $\theta^{\mathrm{KF}}$ behave when there is a mismatch between the data-generating mechanism and the model used to regress the data?

The precise goal of this work is to address these questions for certain concrete models, either theoretically or experimentally.

### 6.1.4 Our Contributions

Our contributions in this chapter are twofold and explained in the following two subsections.

### 6.1.4.1 Consistency and Implicit Bias

The first part of this work is devoted to the questions of consistency and implicit bias. We study a Matérn-like model on the torus, in which $u^{\dagger}$ is a sample drawn from the Matérn-like Gaussian process, with three parameters $\theta=(\sigma, \tau, s)$ that quantify the
amplitude, inverse lengthscale and regularity of the process. The detailed definition is in Subsection 6.2.1.

Our main analysis concerns learning the regularity parameter $s$ using EB and KF. When the sampled points $\mathcal{X}$ are equidistributed, we achieve the following contributions:

- Consistency: we prove that the EB estimator converges to $s$ in the large data limit, while the KF estimator converges to $\frac{s-d / 2}{2}$, so that $s$ is also determined. Their variances are also computed and compared.
- Implicit bias: we characterize the selection bias of EB and KF algorithms, in terms of the $L^{2}$ error between $u^{\dagger}$ and the GPR solution using learned parameters - this is the so-called generalization error. It is found that EB selects the parameter that achieves the minimal $L^{2}$ error in expectation, while KF selects the minimal parameter that suffices for the fastest rate of convergence of the $L^{2}$ error to 0 as the data density increases.

We can interpret these contributions from two perspectives. From the machine learning side, we are able to show that KF , as a machine learning method, has a well-defined large data limit for the Matérn-like model. Furthermore we can characterize clearly its implicit bias in terms of $L^{2}$ generalization errors. Thus, this work leads to a first theory for the KF learning algorithm.

From the spatial statistics side, our analysis contributes to a novel consistency theory for estimating the regularity parameter of Matérn-like fields in general dimensions. Such results are scarce in the spatial statistics literature; the techniques we use to prove consistency may be of independent interest and applicable beyond the setting considered here.

We also include numerical studies concerning the learning of the amplitude parameter $\sigma$ and the inverse lengthscale parameter $\tau$; these experiments contribute to a more complete picture of GPR using the Matérn-like field with hierarchical parameters. Moreover, we provide numerical experiments for several other wellspecified models beyond the Matérn-like model, thus further extending the scope of discussions.

### 6.1.4.2 Model Misspecification

The second part of this work considers model misspecification: the data generating model for $u^{\dagger}$ and the model $K_{\theta}$ used for regression do not match. We adopt the following setting:

- We model the truth $u^{\dagger}$ either as a GP, using a variety of covariance functions, or as a deterministic function which solves a PDE.
- The kernel $K_{\theta}$ is chosen to be Green's function of various differential operators, where $\theta$ encodes information beyond the amplitude, lengthscale, and regularity of the field. For example we choose $\theta$ to be the location of a discontinuity within a conductivity field.

In this setting we observe distinct behavior distinguishing EB and KF. This raises the discussion of how to choose which algorithm to use when solving practical problems where misspecification is to be expected. Our numerical study explores several misspecification possibilities, showing that KF could be competitive with EB in certain scenarios.

### 6.1.5 Literature Review

In this subsection, we review the related literature. Several fields are of relevance, so we label them to help organize the review.

### 6.1.5.1 Regression and Inverse Problems

Regression is a form of inverse problem [63], and if formulated in a Bayesian fashion, it falls within the scope of Bayesian nonparametric estimation [98, 126]. In the paper [145] a simple class of linear inverse problems was studied from the perspective of posterior consistency, and it was demonstrated that the rate of posterior convergence depends sensitively on the relationship between regularity of the true function being sought, and the regularity of draws from the prior. This motivates the need for hierarchical procedures that adapt, on the basis of the data, the regularity of draws from the prior. In [144] the work in [145] was extended to cover the data-adapted learning of the regularity parameter in the prior; as the authors note: theoretical work "that supports the preference for empirical or hierarchical Bayes methods does not exist at the present time, however. It has until now been unknown whether these approaches can indeed robustify a procedure against prior mismatch.

In this paper, we answer this question in the affirmative." This analysis, however, requires simultaneous diagonalization of a self-adjoint operator formed from the forward model and the covariance operator, for all values of the hyper-parameter. Consistency is studied without this assumption in [288], and extended to the study of emulation within Bayesian inversion in [262] and to empirical Bayesian procedures in [267]. The papers [144] and [267] also use the EB loss function (6.1.2). In [71] estimation of hyper-parameters in Gaussian priors is discussed in the context of MAP estimators.

### 6.1.5.2 Kernel Flow and Cross-validation

The KF loss function in (6.1.6) was originally derived in [206] and motivated from the perspective of optimal recovery theory. It can be interpreted, from a numerical homogenization perspective [204], as the relative energy contained in the fine scales (in the unresolved part) of $u^{\dagger}$. In the paper [206], the proposed loss function to be optimized (via SGD) has the form

$$
\begin{equation*}
\mathbb{E}_{\pi_{1}} \mathbb{E}_{\pi_{2}} \mathrm{~L}^{\mathrm{KF}}\left(\theta, \pi_{1} \mathcal{X}, \pi_{2} \pi_{1} \mathcal{X}, u^{\dagger}\right), \tag{6.1.8}
\end{equation*}
$$

where $\pi_{1} \mathcal{X}$ is a subsampling of $\mathcal{X}$, and $\pi_{2} \pi_{1} X$ is a further subsampling of $\pi_{1} X$. This choice reduces the dimension of the kernel matrix and enables fast computation per iteration. Although the KF loss appears to be new, it can be seen as a variant of cross-validation (CV), which is a commonly used model selection/parameter estimation criteria [4, 97, 146]. A theoretical understanding of the consistency of CV "is very much of interest" [296] since its convergence rate can be shown to be asymptotically minimax [260] or near minimax optimal [274, 273] while having a lower computational complexity [300] than MLE (maximum likelihood estimation). The consistency of parameter estimation for the Ornstein-Uhlenbeck process has been studied in [297] for MLE, and [21] for CV.

In the setting of hyperparameters estimation of GPs, comparing MLE with CV can be traced back to Wahba [281] and Stein [257] who compared variants of these procedures ${ }^{2}$ for choosing the smoothing parameter of a smoothing spline; they observed that while MLE is optimal when the model is well-specified, CV may perform better (than MLE) under misspecification (see also [20] for theoretical analysis and [286] for a practical example involving real data) and has a comparable rate of convergence when the model is correct (Stein [257] observed that "both estimates are

[^22]asymptotically normal with the CV estimate having twice the asymptotic variance of the MLE estimate" and suggested that "The penalty for using CV instead of MLE when the stochastic model is correct is greater for higher-order smoothing splines, both in terms of the efficiency in estimating the smoothing parameter and the impact on subsequent predictions"). We also refer to [147] for a detailed numerical comparison between MLE and CV for estimating spline smoothing parameters. As observed in [242], these comparisons "are relevant for both numerical analysts and statisticians" since kernel interpolation can be interpreted as both approximating a deterministic unknown function from quadrature points or as estimating a sample from a Gaussian process from pointwise measurements.

### 6.1.5.3 Machine Learning and Kernel Learning

Kernel methods and GPs have long been used in machine learning [127, 228]. Learning a good kernel for a given task is very important in practice. Many works have tried to learn a kernel from data based on different criteria; for example, in [8], the kernel is modified to make the model have a large margin in classification, and in [56], the kernel is selected to have a small local Rademacher complexity. EB and KF loss functions have also been used in [228, 292, 206].

The recent discovery of the neural tangent kernel regime for overparameterized models [134] and the identification [202] of warping kernels [233, 213, 244, 206] as the infinite depth limit of residual neural networks [118] also suggest that a theoretical understanding of kernel selections may lead to important insights for neural network based machine learning. This line of work suggests that it may be fruitful to consider machine learning directly as the problem of selecting an underlying kernel (by minimizing nonlinear functionals of the empirical distribution such as (6.1.2) or (6.1.6)) and learning based on this kernel; in this perspective one has hierarchical GPR with kernel itself as the hyperparameter. This may be more effective than simply fitting the data by minimizing a generalized moment, i.e., a linear functional, of the empirical distribution, which is popularly used in empirical risk minimization. Numerical experiments presented in [298] and [114], based on the KF methodology in [206], provide evidence that (1) this point of view could improve test errors, generalization gaps, and robustness to distribution shifts in the training of of ANNs, and (2) kernel methods can be a simple and effective approach for learning dynamical systems and surrogate models, with the underlying kernel also learned from data (using KF and its variants). This further motivates the desire
to understand the KF-based estimation of $\theta$.

### 6.1.6 Organization

The rest of this chapter is organized as follows. Section 6.2 is devoted to learning the regularity parameter of the Matérn-like model, where the large data consistency is proved and implicit bias is characterized. Most of the detailed proofs are deferred to Section C.1, and concise intuitive ideas are presented in Section 6.2 for the sake of readability. Section 6.3 considers other well-specified models, including the learning of the lengthscale and amplitude parameters in the Matérn-like model, or beyond the Matérn-like model. Experiments are provided concerning consistency and variance of these EB and KF estimators. Section 6.4 covers discussions on model misspecification through numerical studies. The purpose of the numerical experiments is twofold: (i) to demonstrate the extent to which the ideas learned through the analysis of consistency, which focuses primarily on the regularity parameter, extends to other parameters; (ii) to compare the performance of the EB and KF estimators quantitatively, since use of the latter is somewhat new in this area and its potential pros and cons need to be evaluated. Finally, we conclude this chapter in Section 6.5.

### 6.2 Regularity Parameter Learning for the Matérn-like Model

In this section, we study a Matérn-like model on the torus. We start with definitions of this model in Subsection 6.2.1, followed with definitions of EB and KF estimators in this context in Subsection 6.2.2. Then, in Subsection 6.2.3, we present our theory for the consistency of EB and KF estimators in learning the regularity parameter, with experiments included to demonstrate the correctness and implications of the theory. In particular, the implicit bias of these two estimators is explained. We outline the sketch of proofs for the theoretical result in Subsections 6.2.4, 6.2.5 and 6.2.6, and summarize several observations in Subsection 6.2.7. Subsection 6.2.8 provides additional experiments discussing the variance of these estimators.

### 6.2.1 The Matérn-like Model

We follow the general set-up in Subsections 6.1.2 and 6.1.3, where we have mentioned all the abstract ingredients such as the physical domain $D$, the truth $u^{\dagger}$, the kernel $K_{\theta}$, and the data location $\mathcal{X}$. In the current and next subsections, we will specify the exact meaning of these terms for a Matérn-like model on the torus. We will also make remarks to explain its connection to the standard Whittle-Matérn
process in the whole domain; see Remark 6.2.2.

### 6.2.1.1 The Physical Domain

We set $D$ to be $\mathbb{T}^{d}=[0,1]_{\text {per }}^{d}$, the $d$ dimensional unit torus; this will be the domain that we use for all our analysis. We need to introduce some mathematical concepts related to functions defined on this torus $\mathbb{T}^{d}$. First, the space of square integrable functions on $\mathbb{T}^{d}$ with mean 0 is denoted by

$$
\begin{equation*}
\dot{L}^{2}\left(\mathbb{T}^{d}\right):=\left\{v: \mathbb{T}^{d} \rightarrow \mathbb{R}: \int_{\mathbb{T}^{d}}|v(x)|^{2} \mathrm{~d} x<\infty, \int_{\mathbb{T}^{d}} v(x) \mathrm{d} x=0\right\} . \tag{6.2.1}
\end{equation*}
$$

The $L^{2}$ inner product and norm are denoted by $[\cdot, \cdot]$ and $\|\cdot\|_{0}$ respectively.
In order both to define covariance operators and Sobolev spaces it is convenient to introduce the Laplacian operator. Let $-\Delta$ be the negative Laplacian equipped with periodic boundary conditions on $\mathbb{T}^{d}$ and restricted to functions with zero mean. This operator has orthonormal eigenfunctions $\phi_{m}(x)=e^{2 \pi i\langle m, x\rangle}$ with corresponding eigenvalues $\lambda_{m}=4 \pi^{2}|m|^{2}$, for every $m \in \mathbb{Z}^{d} \backslash\{0\}$, where $\mathbb{Z}^{d}$ denotes the $d$-fold tensor product of $\mathbb{Z}$, the set of non-negative integers. Here, $i$ is the imaginary number, and $\langle m, x\rangle$ denotes the Euclidean inner product between $m, x \in \mathbb{R}^{d}$.

Now, we can write functions in $\dot{L}^{2}\left(\mathbb{T}^{d}\right)$ as Fourier series:

$$
\begin{equation*}
v(x)=\sum_{m \in \mathbb{Z}^{d}} \hat{v}(m) e^{2 \pi i\langle m, x\rangle} \tag{6.2.2}
\end{equation*}
$$

where $\hat{v}: \mathbb{Z}^{d} \rightarrow \mathbb{R}$ is the Fourier coefficient that satisfies $\hat{v}(0)=0$ and $\hat{v}(m)=\left[v, \phi_{m}\right]$ for $m \in \mathbb{Z}^{d} \backslash\{0\}$. This representation can be used to define useful Sobolev-like spaces. For every $t>0$, the Sobolev-like space $\dot{H}^{t}\left(\mathbb{T}^{d}\right) \subset \dot{L}^{2}\left(\mathbb{T}^{d}\right)$ consists of functions with bounded $\|\cdot\|_{t}$ norm:

$$
\begin{equation*}
\|v\|_{t}^{2}:=\sum_{m \in \mathbb{Z}^{d}}\left(4 \pi^{2}|m|^{2}\right)^{t}|\hat{v}(m)|^{2}<\infty . \tag{6.2.3}
\end{equation*}
$$

We note that $\dot{H}^{0}\left(\mathbb{T}^{d}\right)=\dot{L}^{2}\left(\mathbb{T}^{d}\right)$. For $t<0$, the space $\dot{H}^{t}\left(\mathbb{T}^{d}\right)$ is defined through duality. The Hilbert scale of function spaces defined through varying $t$ serves as the basic ingredient to model the regularity of a function on $\mathbb{T}^{d}$.

### 6.2.1.2 The Matérn-like Kernel and Process

The Matérn-like covariance operator on the torus is defined by

$$
\begin{equation*}
C_{\theta}=\sigma^{2}\left(-\Delta+\tau^{2} I\right)^{-s}, \tag{6.2.4}
\end{equation*}
$$

where the parameter $\theta=(\sigma, \tau, s)$. The roles of the three parameters are reviewed in Remark 6.2.2. The orthonormal eigenfunctions of this operator are $\phi_{m}(x)=e^{2 \pi i\langle m, x\rangle}$ with corresponding eigenvalues $\sigma^{2}\left(4 \pi^{2}|m|^{2}+\tau^{2}\right)^{-s}$, for $m \in \mathbb{Z}^{d} \backslash\{0\}$.

The Matérn-like kernel function $K_{\theta}$ is related to the operator $C_{\theta}$ via

$$
\begin{equation*}
K_{\theta}(x, y)=\left[\delta(\cdot-x), C_{\theta} \delta(\cdot-y)\right], \tag{6.2.5}
\end{equation*}
$$

where $\delta(\cdot-x)$ is the Dirac function centered at $x$. Equivalently, $K_{\theta}$ can be understood as the Green function of the differential operator $C_{\theta}^{-1}$. Note that by Sobolev's emdedding theorem, $s>d / 2$ is required to make $K_{\theta}(x, y)$ pointwise well-defined (See Section 7.1.3 and Lemma 7.2 in [63]): $K_{\theta}(\cdot, y)$ then lies in the space of continuous functions for any $y \in \mathbb{T}^{d}$.

Remark 6.2.1. We also have the Mercer decomposition of the kernel function:

$$
\begin{equation*}
K_{\theta}(x, y)=\sum_{m \in \mathbb{Z}^{d} \backslash\{0\}} \sigma^{2}\left(4 \pi^{2}|m|^{2}+\tau^{2}\right)^{-s} \phi_{m}(x) \phi_{m}^{*}(y), \tag{6.2.6}
\end{equation*}
$$

where $\phi_{m}^{*}$ is the complex conjugate of $\phi_{m}$.

Given these function spaces and operators, we can define the Matérn-like process using the Gaussian measure notation:

$$
\begin{equation*}
\xi \sim \mathcal{N}\left(0, \sigma^{2}\left(-\Delta+\tau^{2} I\right)^{-s}\right) . \tag{6.2.7}
\end{equation*}
$$

This covariance operator viewpoint could be understood as follows: for any $f \in$ $\dot{L}^{2}\left(\mathbb{T}^{d}\right)$, the quantity $[f, \xi]$ is a Gaussian random variable with mean 0 and variance $\left[f, \sigma^{2}\left(-\Delta+\tau^{2} I\right)^{-s} f\right]$. We note that (6.2.7) is equivalent to the GP notation $\xi \sim \mathcal{G} \mathcal{P}\left(0, K_{\theta}\right)$. For more details on how to define Gaussian measures using operators we refer to [30, 204]. A sample from this process can be realized by the Karhunen-Loève expansion

$$
\begin{equation*}
\xi(x)=\sum_{m \in \mathbb{Z}^{d} \backslash\{0\}} \sigma\left(4 \pi^{2}|m|^{2}+\tau^{2}\right)^{-s / 2} \phi_{m}(x) \xi_{m}, \tag{6.2.8}
\end{equation*}
$$

where $\xi_{m}\left(m \in \mathbb{Z}^{d} \backslash\{0\}\right)$ are i.i.d. standard normal random variables; we have $\mathbb{E} \xi(x) \xi(y)=K_{\theta}(x, y)$. Numerically, we can draw a sample by truncating this series and restricting to a grid of values on the torus. Alternatively it is possible to discretize the differential operator $C_{\theta}^{-1}$ on a grid first, and then compute the discrete eigenfunctions to draw a sample. Such an idea is useful when the eigenvalues and
eigenfunctions of $C_{\theta}^{-1}$ are not analytically known a priori. Indeed, when the operator is discretized into a matrix, the infinite dimensional Gaussian measure becomes a finite dimensional one with the covariance matrix being the discretization of $C_{\theta}$. Drawing samples is then straightforward. In this section, however, we work on the torus and so the eigenvalues and eigenfunctions are known explicitly and the truncated Karhunen-Loève expansion could be employed.

Remark 6.2.2. The three parameters $\sigma, \tau$ and $s$ quantify the amplitude, inverse lengthscale, and regularity of the process, respectively. This setting is similar to that of the standard Matérn process [258, 109], defined on the whole space $\mathbb{R}^{d}$, whose kernel function and associated covariance operator are both characterized by three parameters; see [166] for links to the solution of stochastic PDEs, an approach attributable to Whittle [289, 109]. The Matérn kernel function is

$$
K_{\sigma, l, v}(x, y)=\sigma^{2} \frac{2^{1-v}}{\Gamma(v)}\left(\frac{|x-y|}{l}\right)^{v} B_{v}\left(\frac{|x-y|}{l}\right),
$$

for $x, y \in \mathbb{R}^{d}$, where $B_{v}$ is the modified Bessel function of the second kind of order v. On $\mathbb{R}^{d}$, this kernel function corresponds to the covariance operator

$$
C_{\sigma, l, v}=\frac{\sigma^{2} l^{d} \Gamma(v+d / 2)(4 \pi)^{d / 2}}{\Gamma(v)}\left(I-l^{2} \Delta\right)^{-v-d / 2} .
$$

From this formula, the connection between the Matérn covariance operator in $\mathbb{R}^{d}$ and the Matérn-like kernel operator (6.2.4) on $\mathbb{T}^{d}$ becomes apparent. We restrict our analysis to the torus to exploit powerful Fourier series techniques. We will also comment on other boundary conditions in Subsection 6.2.7. For related results regarding the Matérn process in $\mathbb{R}^{d}$ or other bounded domains, we recommend the book [258]. We note that [258, Sec. 6.7] also considers a periodic version of the Matérn model and discusses (via the Fisher information matrix) the fixed domain asymptotics of the maximum likelihood estimate of the three parameters. By using the Mercer decomposition (6.2.6), the periodic case there is mathematically equivalent to the Matérn-like model on the torus that is considered in this chapter. In the next subsection, we prove the consistency of estimators for the regularity parameter, providing a rigorous theory for this periodic model. It would be interesting, in future work, to combine this consistency with the properties of the Fisher information matrix established in [258, Sec. 6.7] to obtain Bernstein-von-Mises type theorems characterizing asymptotic normality of the estimator.

### 6.2.2 Regularity Parameter Learning

With the Matérn-like kernel and process defined, we move to discuss the parameter learning problem in this subsection. We fix $\sigma=1$ and $\tau=0$ in the Matérn-like model and focus on the regularity parameter only. To proceed, we need to make precise the ground truth $u^{\dagger}$, the kernel, and the data location $\mathcal{X}$, of the learning problem.

### 6.2.2.1 The Ground Truth

Our theoretical results regarding the consistency of EB and KF estimators will be based on the assumption that $u^{\dagger}$ is drawn from the GP $\mathcal{N}\left(0,(-\Delta)^{-s}\right)$ for some $s>d / 2$.

Remark 6.2.3. We note some regularity properties of this GP here. The CameronMartin space for $\xi \sim \mathcal{N}\left(0,(-\Delta)^{-s}\right)$ is $\dot{H}^{s}\left(\mathbb{T}^{d}\right)$ (for readers not familiar with the Cameron-Martin space, see Theorem 7.33 in [63]). However, $\xi$ is not an element of this space, almost surely. Indeed, it holds that $\xi$ belongs to $\dot{H}^{s-d / 2-\eta}\left(\mathbb{T}^{d}\right)$ for any $\eta>0$ almost surely (and to Hölder spaces with the same number of fractional derivatives; see Theorem 2.12 in [63]). Furthermore, since the Laplacian operator is homogeneous and thus the covariance operator is stationary in space, the regularity of the path is spatially homogeneous (the measure is space translation-invariant). Here, we refer, for this phenomenon, to $\xi$ (as a function) having homogeneous critical regularity $s-d / 2$ across $\mathbb{T}^{d}$. If we drop the term "homogeneous", we mean the property holds without the requirement of spatial homogeneity. Such behavior may occur for functions with spatial singularities.

Remark 6.2.4. We always require $s>d / 2$, which ensures the continuity of the sample path of $\xi$ almost surely and guarantees that $\dot{H}^{s}(\mathbb{T})$ is a RKHS, according to discussions in Remark 6.2.3. Thus, the pointwise value of $\xi$ makes sense.

### 6.2.2.2 The Equidistributed Data

We observe equidistributed pointwise values of $u^{\dagger}$ over the torus, i.e., the data lie on a lattice. To describe the data locations we introduce a level parameter $q \in \mathbb{N}$ such that, for a given $q$, we have the data locations $\mathcal{X}_{q}:=\left\{x_{j}: j \in J_{q}\right\}$, where $x_{j}=$ $\left(j_{1}, j_{2}, \ldots, j_{d}\right) \cdot 2^{-q}$ and $J_{q}:=\left\{\left(j_{1}, j_{2}, \ldots, j_{d}\right) \in \mathbb{N}^{d}: 0 \leq j_{k} \leq 2^{q}-1, \forall 1 \leq k \leq d\right\}$. We also use the simplified notation $x_{j}=j 2^{-q}$ throughout the chapter.

### 6.2.2.3 The EB and KF Estimators

We follow the definitions in Subsection 6.1.3. Here, the kernel function for the regularity learning problem will be

$$
K_{\theta}(x, y)=\left[\delta(\cdot-x),(-\Delta)^{-t} \delta(\cdot-y)\right],
$$

where the parameter $\theta=\{t\}$. Similar to Remark 6.2.1, it has the following Mercer decomposition

$$
\begin{equation*}
K_{\theta}(x, y)=\sum_{m \in \mathbb{Z}^{d} \backslash\{0\}}\left(4 \pi^{2}|m|^{2}\right)^{-s} \phi_{m}(x) \phi_{m}^{*}(y) . \tag{6.2.9}
\end{equation*}
$$

Numerically, we can compute it by truncating this infinite series. Fast Fourier Transform could be applied to speed up computation of the kernel matrix.

We adapt several notations from Subsection 6.1.3 to this specific problem, by writing $t$ instead of $\theta$, and $q$ instead of $\mathcal{X}_{q}$, and $K(t, q)$ instead of $K_{\theta}\left(\mathcal{X}_{q}, \mathcal{X}_{q}\right)$. These simplified notations make the analysis cleaner to present. Under such convention, the EB estimator for the regularity parameter is

$$
\begin{equation*}
s^{\mathrm{EB}}\left(q, u^{\dagger}\right)=\underset{t \in[d / 2+\delta, 1 / \delta]}{\arg \min } \mathrm{L}^{\mathrm{EB}}\left(t, q, u^{\dagger}\right), \mathrm{L}^{\mathrm{EB}}\left(t, q, u^{\dagger}\right):=\|u(\cdot, t, q)\|_{t}^{2}+\log \operatorname{det} K(t, q) \tag{6.2.10}
\end{equation*}
$$

Here, $u(\cdot, t, q)$ is the GPR solution using the kernel function $K_{t}$ and the observational data of $u^{\dagger}$ at $\mathcal{X}_{q}$.

Remark 6.2.5. The formula (6.2.10) is the continuous formulation of the EB loss function, which is more convenient for theoretical analysis of consistency. The finite-sample formula (6.1.2) is more useful in numerical computation, and it can be derived from (6.2.10) by using the representer theorem.

Remark 6.2.6. As in Remark 6.2.4, we require the regularity parameter $t>d / 2$. Here, furthermore, we introduce a number $\delta>0$ and select the domain of the parameter to be $t \in[d / 2+\delta, 1 / \delta]$; $\delta$ can be any arbitrary positive number, and this compactification of the parameter domain will simplify the subsequent analysis. The reader should not confuse real number $\delta$ with Dirac delta function $\delta$.

For the KF loss function, we fix the subsampling operator to be equidistributed subsampling so that $\pi \mathcal{X}_{q}=\mathcal{X}_{q-1}$; for this choice, we can omit the dependence of the
estimator on the subsampling operator $\pi$ in the notation and write:

$$
\begin{equation*}
s^{\mathrm{KF}}\left(q, u^{\dagger}\right)=\underset{t \in[d / 2+\delta, 1 / \delta]}{\arg \min } \mathrm{L}^{\mathrm{KF}}\left(t, q, u^{\dagger}\right), \mathrm{L}^{\mathrm{KF}}\left(t, q, u^{\dagger}\right):=\frac{\|u(\cdot, t, q)-u(\cdot, t, q-1)\|_{t}^{2}}{\|u(\cdot, t, q)\|_{t}^{2}} . \tag{6.2.11}
\end{equation*}
$$

### 6.2.3 Consistency and Implicit Bias

In this subsection, we present our theory of consistency and characterize the implicit bias via numerical experiments. The sketch of proofs is given in the next subsections.

### 6.2.3.1 Main Theorem

We have the following theorem regarding the consistency of the two statistical estimators in the large data limit:

Theorem 6.2.7. Fix $\delta>0$. Suppose $u^{\dagger}$ is a sample drawn from the Gaussian process $\mathcal{N}\left(0,(-\Delta)^{-s}\right)$. If $s \in[d / 2+\delta, 1 / \delta]$ then, for the Empirical Bayesian estimator,

$$
\lim _{q \rightarrow \infty} s^{\mathrm{EB}}\left(q, u^{\dagger}\right)=s
$$

if $\frac{s-d / 2}{2} \in[d / 2+\delta, 1 / \delta]$ then for the Kernel Flow estimator,

$$
\lim _{q \rightarrow \infty} s^{\mathrm{KF}}\left(q, u^{\dagger}\right)=\frac{s-d / 2}{2}
$$

In both cases the convergence is in probability with respect to randomly chosen $u^{\dagger}$.
Remark 6.2.8. Strictly speaking this theorem shows that EB consistently estimates the regularity parameter, whilst KF does not. However we make two observations about this. Firstly, the true value of s can be recovered from the KF estimator by a simple linear transformation. And, secondly, the value selected by KF is optimal with respect to minimizing a specific measure of generalization error (as we will show in the discussion of implicit bias in Subsection 6.2.3.3), and is of clear interest from this perspective.

Remark 6.2.9. The use of $\delta$ in the proof (and hence statement) of this theorem helps by compactifying the parameter space. In practice, numerics demonstrate that it is not intrinsic to the problem. We leave for future work the problem of a more refined theorem, and proof, which does not rely on it.

Remark 6.2.10. For economy of notation we will drop explicit reference to the dependence of the loss functions and the estimators on $u^{\dagger}$ in what follows; we will simply write $\mathrm{L}^{\mathrm{EB}}(t, q), \mathrm{L}^{\mathrm{KF}}(t, q), s^{\mathrm{EB}}(q), s^{\mathrm{KF}}(q)$.

The remainder of this subsection is devoted to numerical experiments illustrating the theory, discussion of the implications of the theory (i.e. implicit bias), and an overview of the proof techniques we adopt.

### 6.2.3.2 Numerical Illustration of Theory

We present a numerical example to demonstrate the main theorem, and its consequences for regression. Consider the one dimensional case, i.e., $d=1$. We set the ground truth $s=2.5$ and so $\frac{s-d / 2}{2}=1$. The domain is discretized with $N=2^{10}$ equidistributed grid points. For our first set of experiments we fix the resolution level of the data points to be $q=9$, i.e., we have $2^{9}$ equidistributed observations of the unknown function $u^{\dagger}$. In what follows the Laplacian is as defined in Subsection 6.2.1.2. Given a sample of $u^{\dagger}$ from $\mathcal{N}\left(0,(-\Delta)^{-s}\right)$, we form the loss function for the EB and the KF estimators. We draw this sample using the formula (6.2.8) with $\sigma=1$ and $\tau=0$; we truncate the series to the grid resolution. A single realization of these loss functions is then shown in Figure 6.1.


Figure 6.1: Left: EB loss; right: KF loss

We observe that the minimizer of the EB loss function is very close to $t=2.5$, while the minimizer of the KF loss function is very close to $t=1$, matching the predictions of Theorem 6.2.7. Furthermore, the loss functions exhibit some interesting features. Specifically, the EB loss function behaves as a linear function of $t$, for $t$ less than $s$, and then blows up rapidly when $t$ exceeds $s$. The KF loss function is more symmetric with respect to the minimizer $t=\frac{s-d / 2}{2}$ in the logarithmic scale. We will make remarks that explain these observations in our theoretical analysis.

### 6.2.3.3 Implicit Bias

We present here a second set of numerical experiments looking at the effect of the parameter value $s$ selected by EB and KF on the approximation of the function $u^{\dagger}$, which is (typically) the primary goal of hierarchical parameter estimation. The experimental set-up is the same, but now we vary the resolution of the data points $q=3,4, \ldots, 9$. We focus on the $L^{2}$ error between $u^{\dagger}$ and the GPR solution using learned parameters, i.e.,

$$
\left\|u^{\dagger}(\cdot)-u(\cdot, t, q)\right\|_{0}^{2} .
$$



Figure 6.2: $L^{2}$ error: averaged over the GP.

We start, in Figure 6.2, by considering the error as a function of $q$, for different $t$. As we increase $t$, the regularity of the GP used for regression increases. In order to illustrate clear trends, the $L^{2}$ error is averaged over the random draw of $u^{\dagger} \sim \mathcal{N}\left(0,(-\Delta)^{-s}\right)$, so the effective error is $\mathbb{E}_{u^{\dagger}}\left\|u^{\dagger}(\cdot)-u(\cdot, t, q)\right\|_{0}^{2}$. From the figure, we can see that when $t$ increases from 0.5 to 1 , the convergence rate of the $L^{2}$ approximation error increases. Then, if we increase $t$ further from 1 to 3 , the slope of the convergence curve remains nearly the same. This demonstrates the fact that $1=\frac{s-d / 2}{2}$ is the minimal $t$ that suffices to achieve the fastest rate of $L^{2}$ error convergence. We have observed that this phenomenon is very stable with respect to the specific random draw: the general shape of the curves seen in Figure 6.2 is still observed when one specific draw of the true random process is used, although the resulting figure contains fluctuations and is not as clear as the average case that we show.

On the other hand, we can compute $\mathbb{E}_{u^{\dagger}}\left\|u^{\dagger}(\cdot)-u(\cdot, t, q)\right\|_{0}^{2}$ for $q=9$ as a function of $t$; see Figure 6.3. The optimality of the value $s=2.5$ is clear. However, unlike the experiments in Figure 6.2, this result is not stable with respect to the random instance of the GP: the minimizer of the $L^{2}$ error fluctuates wildly in our experiments.


Figure 6.3: $L^{2}$ error: averaged over the GP, for $q=9$

In summary, the second set of numerical experiments indicates the following implications for the regression accuracy of the EB and KF approaches to hierarchical parameter estimation. The KF estimator selects the minimal $t$ that suffices to achieve the fastest rate of approximation error in the $L^{2}$ norm for a given fixed truth; in contrast, the EB estimator converges to the $t$ that achieves the minimal $L^{2}$ error, averaged over the draw $u^{\dagger} \in \mathcal{N}\left(0,(-\Delta)^{-s}\right)$. Note that KF is based on purely approximation theoretic considerations whilst EB is founded on statistical considerations-they attain very different implicit bias in selecting parameters.

### 6.2.3.4 Further Discussion of The Theory

We provide some further discussions of the implications of Theorem 6.2.7 in this subsection. The theory shows that the EB estimator recovers the ground truth parameter $s$ of the statistical model. This is in line with expectations since the methodology is designed to recover the most likely value of $s$, given the data, and since the Gaussian measures occurring for different $s$ are mutually singular. In the literature, such consistency results are primarily for observational data in the Fourier domain; thus, the observation operator commutes with the prior. Here, our data model is in the physical domain, which leads to the need for considerably more
sophisticated analysis, due to the noncommutativity of the observation operator and the prior operator, and yet is a much more practically useful setting, justifying the investment in the somewhat involved analysis. Our proof provides a novel sharp upper and lower bound on the terms $\|u(\cdot, t, q)\|_{t}^{2}$ and $\log \operatorname{det} K(t, q)$, based on techniques in approximation theory and the multiresolution analysis developed in [204]. Our techniques may have broader applications in analyzing the observational model in the physical domain.

Another interesting phenomenon shown in Theorem 6.2.7 is that the KF estimator, first proposed in [206] as a method to learn kernels for machine learning tasks, achieves a rather different consistency behavior, with the large data limit being $\frac{s-d / 2}{2}$. This fact has the following consequence: if the ground truth function $u^{\dagger}$ has homogeneous critical regularity $s-d / 2$, then the KF estimator will converge to half the critical regularity in the large data limit.

To understand the mechanism behind this effect, we observe that the KF loss is a surrogate for the (relative) $\|\cdot\|_{t}$-norm approximation error between $u^{\dagger}$ and $u(\cdot, t, q)$. Furthermore, approximation theory implies that the GP regressor $u(\cdot, t, q)$ is also the optimal $\|\cdot\|_{t}$-norm approximant of $u^{\dagger}$ in the linear span of the basis functions $\left\{(-\Delta)^{-t} \delta\left(x-x_{j}\right)\right\}_{j \in J_{q}}$. Under this perspective, we see the KF loss incorporates two competing factors in the approximation: increasing $t$ improves the approximation error by increasing the regularity of the basis functions while worsening the measurement of that approximation error by using a stronger norm. The balance between these two competing factors is achieved when $t$ is half the critical regularity, which is the parameter that KF eventually picks. Our proof provides a detailed demonstration of this phenomenon.

In short, EB learns hierarchically based on statistical principles, whilst KF learns based on approximation theoretic ones. The consistency results presented here provide evidence that the interplay between statistical estimation and numerical approximation can be very useful for parameter estimation and kernel learning in general, thus suggesting new ways of thinking hierarchically. This perspective is one of the main messages that we convey in this work.

### 6.2.3.5 Proof Strategy

The following Subsections 6.2.4, 6.2.5, and 6.2.6 are devoted to proving the above Theorem 6.2.7. For the sake of understanding, we provide a high-level view of our proof strategies in this subsection. Fourier analysis plays an important role in the
proof. It allows us to analyze the approximation error in a very precise way under this equidistributed design setting.

In our proof, we begin by establishing tight bounds on the terms that appear in the objective functions, i.e., $\|u(\cdot, t, q)\|_{t}^{2}, \log \operatorname{det} K(t, q)$ and $\|u(\cdot, t, q)-u(\cdot, t, q-1)\|_{t}^{2}$, using the toolkit we develop in Subsection 6.2.4. The norms $\|u(\cdot, t, q)\|_{t}^{2}$ and $\|u(\cdot, t, q)-u(\cdot, t, q-1)\|_{t}^{2}$ are expressed as random (as a function of $u^{\dagger}$ ) series and we carefully analyze the dependencies of the random variables to establish the convergence in probability. For $\log \operatorname{det} K(t, q)$, we employ the multiresolution approach introduced in [204] to establish a tight estimate of the spectrum of the Gram matrix from below and above. Given these estimates, we provide an intuitive understanding of how the loss functions behave and how the minimizers converge in Subsections 6.2.5, 6.2.6. In the rigorous treatment, the sharp bounds on the different components of the objective functions will be combined with the uniform convergence result of random series in [277] to obtain the convergence of minimizers.

### 6.2.3.6 Notations

In many parts of the analysis, we need to develop tight estimates on the terms appearing in the loss functions. Some useful notation for comparing different terms are introduced here. We write $A \simeq B$ if there exists a constant $C$ independent of $q, t$ such that

$$
\frac{1}{C} B \leq A \leq C B
$$

The constant may depend on the dimension $d$ and on $\delta$. Correspondingly, if we use $A \gtrsim B$ or $A \lesssim B$, then only one side of the above inequality holds.

Fourier analysis plays a critical role in the analysis. We always use $u^{\dagger}$ for the ground truth function, while we omit the $\dagger$ symbol for ease of notation when discussing its Fourier transform, and write $\hat{u}$; we will also use $\hat{u}$, with more arguments, to denote the Fourier transform of the Gaussian process mean; see the discussion following Theorem 6.2.13. In the Fourier domain, we let $B_{q}:=\left\{m \in \mathbb{Z}:-2^{q-1} \leq m \leq\right.$ $\left.2^{q-1}-1\right\}$ and $B_{q}^{d}=B_{q} \otimes B_{q} \otimes \cdots \otimes B_{q}$ be the tensor product of $d$ multiples of $B_{q}$. We have that $B_{q}^{d}$ is a box concentrating around the origin, so only the low-frequency part of the Fourier coefficients are considered.

### 6.2.4 Toolkit: Fourier Series Characterization

In this subsection, we prepare the necessary tools that are used to prove the main theorem of this chapter.

We start by establishing a Fourier series characterization for $u(\cdot, t, q)$. This is a key ingredient in expressing the terms in the loss functions as random series. Our approach, using Fourier series, is motivated by the papers [65, 231], where the approximation power of shift-invariant subspaces of $L^{2}\left(\mathbb{R}^{d}\right)$ is studied; in our case we use related ideas in the $\dot{L}^{2}\left(\mathbb{T}^{d}\right)$ setting.

To find the representation of the term $u(\cdot, t, q)$, we invoke its definition, i.e. $u(\cdot, t, q)$ is obtained by GP regression with the $q$-level data and the covariance function $(-\Delta)^{-t}$. We use the representer theorem from GPR. Concretely, let the set of basis functions be

$$
\mathcal{F}_{t, q}=\operatorname{span}_{j \in J_{q}}\left\{(-\Delta)^{-t} \delta\left(\cdot-x_{j}\right)\right\},
$$

then, $u(\cdot, t, q)$ is the best approximation in $\mathcal{F}_{t, q}$ to the true function under the $\|\cdot\|_{t}$ norm. Let us define

$$
\hat{\mathcal{F}}_{t, q}:=\left\{g: \mathbb{Z}^{d} \rightarrow \mathbb{C}, \text { there exists an } f \in \mathcal{F}_{t, q} \text { such that } g=\hat{f}\right\},
$$

the Fourier coefficients of functions in $\mathcal{F}_{t, q}$. A quick observation is that for every $g \in \hat{\mathcal{F}}_{t, q}$, we must have $g(0)=0$ because of the mean zero property of $f \in \mathcal{F}_{t, q}$. The following proposition gives a complete characterization of the basis functions in $\hat{\mathcal{F}}_{t, q}$, for $t>d / 2$.

Proposition 6.2.11. For any $g \in \hat{\mathcal{F}}_{t, q}$, there exists a $2^{q}$-periodic function $p$ on $\mathbb{Z}^{d}$, such that

$$
g(m)= \begin{cases}|m|^{-2 t} p(m), & m \neq 0 \\ 0, & m=0\end{cases}
$$

The proof is in Subsection C.1.1. Next, we define a $2^{q}$-periodization operator, which will be used to compute the representation of $\hat{u}(m, t, q)$.

Definition 6.2.12. The operator $T_{q}$ is defined as a mapping from the space of functions on $\mathbb{Z}^{d}$ to itself, such that

$$
\left(T_{q} g\right)(m):=\sum_{\beta \in \mathbb{Z}^{d}} g\left(m+2^{q} \beta\right), \quad m \in \mathbb{Z}^{d}
$$

whenever the right hand side series converges for the function $g: \mathbb{Z}^{d} \rightarrow \mathbb{R}$. We also define

$$
M_{q}^{t}(m):= \begin{cases}\sum_{\beta \in \mathbb{Z}^{d} \backslash\{0\}}\left|2^{q} \beta\right|^{-2 t}, & \text { if } m=j \cdot 2^{q} \text { for some } j \in \mathbb{Z}^{d}  \tag{6.2.12}\\ \sum_{\beta \in \mathbb{Z}^{d}}\left|m+2^{q} \beta\right|^{-2 t}, & \text { else } .\end{cases}
$$

Both $T_{q} g$ and $M_{q}^{t}$ are $2^{q}$-periodic functions on $\mathbb{Z}^{d}$. Based on this definition, Theorem 6.2.13 presents the explicit form of the Fourier transform of $u(\cdot, t, q)$; the proof is in Subsection C.1.2. The proof relies on the Galerkin orthogonality property of $u(\cdot, t, q)$ due to its being the optimal approximate solution.

Theorem 6.2.13. Let $\hat{u}(\cdot, t, q)$ be the Fourier coefficients of $u(\cdot, t, q)$, then for $m \in \mathbb{Z}^{d}$, we have

$$
\hat{u}(m, t, q)= \begin{cases}0, & \text { if } m=0 \\ |m|^{-2 t} \frac{\left(T_{q} \hat{u}\right)(m)}{M_{q}^{t}(m)}, & \text { else }\end{cases}
$$

where $\hat{u}$ denotes the Fourier coefficients of $u^{\dagger}$.

This above representation is very useful for analyzing the terms $\|u(\cdot, t, q)\|_{t}^{2}$ and $\|u(\cdot, t, q)-u(\cdot, t, q-1)\|_{t}^{2}$. As well as studying the Fourier coefficients of $u(\cdot, t, q)$, which we denote by $\hat{u}(\cdot, t, q)$, we will also need to study the Fourier coefficients of $u^{\dagger}(\cdot)$ which, for ease of notation we will denote by $\hat{u}(\cdot)$, henceforth, omitting the $\dagger$ symbol. It is thus important to look at the number of arguments of $\hat{u}$ to determine which object it is the Fourier transform of. Note also that $u(\cdot, t, q)$ is determined by $u^{\dagger}$; hence if $u^{\dagger}$ is random, so is $u(\cdot, t, q)$.

We will use the above Fourier analysis toolkit to study the consistency of EB and KF in the following two subsections.

### 6.2.5 Proof for the Empirical Bayesian Estimator

In this subsection, we prove the consistency of the EB estimator. As explained before, our roadmap is to give a tight estimate of the loss functions first and then analyze the minimizers. For the norm term $\|u(\cdot, t, q)\|_{t}^{2}$, we invoke Theorem 6.2.13, based on which this term is expressed as a random series:

Proposition 6.2.14. The $\dot{H}^{t}\left(\mathbb{T}^{d}\right)$ norm of $u(\cdot, t, q)$ has the representation

$$
\|u(\cdot, t, q)\|_{t}^{2}=\left(4 \pi^{2}\right)^{t} \sum_{m \in B_{q}^{d}} \frac{\left|T_{q} \hat{u}(m)\right|^{2}}{M_{q}^{t}(m)} .
$$

Moreover, suppose $u^{\dagger} \sim \mathcal{N}\left(0,(-\Delta)^{-s}\right)$ for $s>\frac{d}{2}$, then

$$
\|u(\cdot, t, q)\|_{t}^{2}=\left(4 \pi^{2}\right)^{t-s} \sum_{m \in B_{q}^{d}} \frac{M_{q}^{s}(m)}{M_{q}^{t}(m)} \xi_{m}^{2},
$$

where $\left\{\xi_{m}\right\}_{m \in B_{q}^{d}}$ are independent unit scalar Gaussian random variables.

Proof. Using Theorem 6.2.13, we get

$$
\begin{aligned}
\|u(\cdot, t, q)\|_{t}^{2} & =\sum_{m \in \mathbb{Z}^{d} \backslash\{0\}}\left(4 \pi^{2}\right)^{t}|m|^{2 t}|\hat{u}(m, t, q)|^{2} \\
& =\left(4 \pi^{2}\right)^{t} \sum_{m \in \mathbb{Z}^{d} \backslash\{0\}}|m|^{-2 t} \frac{\left|T_{q} \hat{u}(m)\right|^{2}}{\left|M_{q}^{t}(m)\right|^{2}} \\
& =\left(4 \pi^{2}\right)^{t} \sum_{m \in B_{q}^{d}} M_{q}^{t}(m) \frac{\left|T_{q} \hat{u}(m)\right|^{2}}{\left|M_{q}^{t}(m)\right|^{2}} \\
& =\left(4 \pi^{2}\right)^{t} \sum_{m \in B_{q}^{d}} \frac{\left|T_{q} \hat{u}(m)\right|^{2}}{M_{q}^{t}(m)},
\end{aligned}
$$

where in the third equality, we use the periodicity of the function $\frac{\left|T_{q} \hat{u}(m)\right|^{2}}{\left|M_{q}^{t}(m)\right|^{2}}$.
If we further assume $u^{\dagger} \sim \mathcal{N}\left(0,(-\Delta)^{-s}\right)$, then $\hat{u}(m) \sim \mathcal{N}\left(0,\left(4 \pi^{2}\right)^{-s}|m|^{-2 s}\right)$. For different $m$, these Gaussian random variables are independent. Thus, for different $m \in B_{q}^{d}$, we have $T_{q} \hat{u}(m) \sim \mathcal{N}\left(0,\left(4 \pi^{2}\right)^{-s} M_{q}^{s}(m)\right)$, and they are independent. So we can write

$$
\sum_{m \in B_{q}^{d}} \frac{\left|T_{q} \hat{u}(m)\right|^{2}}{M_{q}^{t}(m)}=\left(4 \pi^{2}\right)^{-s} \sum_{m \in B_{q}^{d}} \frac{M_{q}^{s}(m)}{M_{q}^{t}(m)} \xi_{m}^{2},
$$

where $\left\{\xi_{m}\right\}_{m \in B_{q}^{d}}$ are independent unit scalar Gaussian random variables.
The independence of the random variables established in the preceding representation is crucial for the analysis. The terms $M_{q}^{s}(m), M_{q}^{t}(m)$ appear in the preceding; to analyze them we present a useful lemma below. The proof is in Subsection C.1.3.

Lemma 6.2.15. For $t \in[d / 2+\delta, 1 / \delta]$ and $q \geq 0$, we have

$$
M_{q}^{t}(m) \simeq\left\{\begin{array}{l}
2^{-2 q t}, \text { if } m=0 \\
|m|^{-2 t}, \text { if } m \in B_{q}^{d} \backslash\{0\}
\end{array}\right.
$$

Moreover, for $m \in B_{q}^{d} \backslash\{0\}$, we have $M_{q}^{t}(m)-|m|^{-2 t} \simeq 2^{-2 q t}$.
Now, we are ready to get the estimates of the loss function. The following proposition shows an upper and lower bound on the norm term.

Proposition 6.2.16 (Bound on the norm term). Suppose $u^{\dagger}$ is a sample drawn from the Gaussian process $\mathcal{N}\left(0,(-\Delta)^{-s}\right)$ for $d / 2+\delta \leq s \leq 1 / \delta$, then

$$
\|u(\cdot, t, q)\|_{t}^{2} \simeq 2^{-q(2 s-2 t)} \xi_{0}^{2}+\sum_{m \in B_{Q}^{d} \backslash\{0\}}|m|^{2 t-2 s} \xi_{m}^{2},
$$

where $\left\{\xi_{m}\right\}_{m \in B_{q}^{d}}$ are independent unit scalar Gaussian random variables.
Proof. According to Lemma 6.2.15, for $m \in B_{q}^{d} \backslash\{0\}$, we have $M_{q}^{t}(m) \simeq|m|^{-2 t}$; for $m=0$, we have $M_{q}^{t}(m) \simeq 2^{-2 t q}$. Thus,

$$
\begin{aligned}
\|u(\cdot, t, q)\|_{t}^{2} & =\left(4 \pi^{2}\right)^{t-s} \sum_{m \in B_{q}^{d}} \frac{M_{q}^{s}(m)}{M_{q}^{t}(m)} \xi_{m}^{2} \\
& =\left(4 \pi^{2}\right)^{t-s}\left(\sum_{m \in B_{q}^{d} \backslash\{0\}} \frac{M_{q}^{s}(m)}{M_{q}^{t}(m)} \xi_{m}^{2}+\frac{M_{q}^{s}(0)}{M_{q}^{t}(0)} \xi_{0}^{2}\right) \\
& \simeq 2^{-q(2 s-2 t)} \xi_{0}^{2}+\sum_{m \in B_{q}^{d} \backslash\{0\}}|m|^{2 t-2 s} \xi_{m}^{2} .
\end{aligned}
$$

This completes the proof.

Proposition 6.2.16 states that the behavior of the norm term is nothing but a weighted sum of squares of independent Gaussian random variables, which is amenable to analysis. With this in mind, we state a lemma useful in the analysis of such random series, with proof deferred to Subsection C.1.4.

Lemma 6.2.17. Suppose $\left\{\xi_{m}\right\}_{m \in \mathbb{Z}^{d}}$ are independent unit Gaussian random variables.

- For $r>0$, define the random series

$$
\alpha(r, q)=2^{-q r} \sum_{m \in B_{q}^{d} \backslash\{0\}}|m|^{r-d} \xi_{m}^{2} .
$$

Fix $\epsilon>0$, then there exists a function $\gamma(r)>0$ such that $\lim _{q \rightarrow \infty} \alpha(r, q)=$ $\gamma(r)>0$ uniformly for $r \in[\epsilon, 1 / \epsilon]$, where the convergence is in probability.

- For $r=0$, define

$$
\alpha(0, q)=\frac{1}{q} \sum_{m \in B_{q}^{d} \backslash\{0\}}|m|^{-d} \xi_{m}^{2},
$$

then there exists $\gamma(0) \in(0, \infty)$ such that $\lim _{q \rightarrow \infty} \alpha(0, q)=\gamma(0)$ in probability.

We then move to the second term in the loss function, i.e., the log determinant term. It is deterministic and to study it we need a way of analyzing the spectrum of the Gram matrix. The following Proposition 6.2.18 gives upper and lower bounds on
this term. The proof is in Subsection C.1.5 and is motivated by analysis developed in the paper [204]. The idea is to use the Schur complement of the Gram matrix and rely on the variational characterization of the Schur complement to get a tight control on the spectrum. This technique is quite general and has been used in [204] to characterize the spectrum of heterogeneous Laplacian operators; here we adapt it to fractional operators. On the other hand, for the homogeneous fractional Laplacian operators in this chapter, it is also possible to calculate an explicit formula for the spectrum of $K(t, q)$, as has been used in Section 6.7 of [258]. We describe this simple proof in Subsection C.1.5 but retain the proof employing the more general methodology as it may be useful for other problems.

Proposition 6.2.18 (Bound on the $\log$ det term). For $d / 2+\delta \leq t \leq 1 / \delta$, we have
$(2 t-d) g_{1}(q)-C g_{2}(q)+K(t, 0) \leq \log \operatorname{det} K(t, q) \leq(2 t-d) g_{1}(q)+C g_{2}(q)+K(t, 0)$,
where $g_{1}(q)=\sum_{k=1}^{q}\left(2^{k d}-2^{(k-1) d}\right)(-k \log 2)$ and $g_{2}(q)=\left(2^{q d}-1\right)(2 t-d)$. The constant $C$ is independent of $t, q$. Moreover, $g_{1}(q) \simeq-q 2^{q d}$.

With the loss function analyzed by the above results, the consistency of the EB estimator is readily stated as follows.

Theorem 6.2.19 (Consistency of Empirical Bayesian estimator). Fix $\delta>0$. Suppose $u^{\dagger}$ is a sample drawn from the Gaussian process $\mathcal{N}\left(0,(-\Delta)^{-s}\right)$. If $s \in[d / 2+\delta, 1 / \delta]$ then

$$
\lim _{q \rightarrow \infty} s^{\mathrm{EB}}(q)=s \quad \text { in probability }
$$

The detailed proof is in Subsection C.1.6. We can understand the theorem intuitively by using the established results above. Recall there are two terms in the loss function: (1) the norm term $\|u(\cdot, t, q)\|_{t}^{2}$; (2) the log det term. For the norm term, from Proposition 6.2.16 and Lemma 6.2.17, its behavior for $q \rightarrow \infty$ is roughly

- Growing like $2^{q(2 t-2 s+d)}$ if $t>s-d / 2$;
- Growing like $q$ if $t=s-d / 2$;
- Remaining bounded if $t<s-d / 2$.

The $\log$ det term decreases like $-(2 t-d) q 2^{q d}$ according to Proposition 6.2.18. Noticing that the EB loss function has the form

$$
\mathrm{L}^{\mathrm{EB}}(t, q)=\|u(\cdot, t, q)\|_{t}^{2}+\log \operatorname{det} K(t, q)
$$

we arrive at the following intuitive observations:

- When $t<s$, the dominant behavior of $\mathrm{L}^{\mathrm{EB}}(t, q)$ is controlled by the log determinant term, since the growth rate of the norm term $2^{q(2 t-2 s+d)}=o\left(q 2^{q d}\right)$. As a consequence, $\mathrm{L}^{\mathrm{EB}}(t, q)$ exhibits the overall behavior $-(2 t-d) q 2^{q d}$. Therefore, the loss function decreases linearly with $t$ in this regime. This is consistent with what is observed in Figure 6.1.
- When $t \geq s$, the increasing speed of the norm term beats the decreasing rate of the $\log$ det term, so the norm term dominates the behavior of $\mathrm{L}^{\mathrm{EB}}(t, q)$. Overall, it is like $2^{q(2 t-2 s+d)}$, which increases exponentially with $t$; again this is consistent with what is observed in Figure 6.1.

According to the above observations, the minimizer of $\mathrm{L}^{\mathrm{EB}}(t, q)$ will converge to $s$. To make the intuition leading to this conclusion rigorous, we need to use techniques of uniform convergence for random series. For details we refer to Subsection C.1.6.

### 6.2.6 Proof for the Kernel Flow Estimator

In this subsection, we establish the consistency of the KF estimator. As before, we start by estimating the growth behavior of terms that appear in the loss function. We begin with the interaction term $\|u(\cdot, t, q)-u(\cdot, t, q-1)\|_{t}^{2}$. Similar to the analysis of the norm term in the preceding subsection, we represent it by using Fourier series.

Proposition 6.2.20. The $\dot{H}^{t}\left(\mathbb{T}^{d}\right)$ norm of $u(\cdot, t, q)-u(\cdot, t, q-1)$ has the representation

$$
\begin{equation*}
\|u(\cdot, t, q)-u(\cdot, t, q-1)\|_{t}^{2}=\left(4 \pi^{2}\right)^{t} \sum_{m \in B_{q}^{d}} M_{q}^{t}(m)\left(\frac{T_{q} \hat{u}(m)}{M_{q}^{t}(m)}-\frac{T_{q-1} \hat{u}(m)}{M_{q-1}^{t}(m)}\right)^{2} \tag{6.2.13}
\end{equation*}
$$

Proof. By Theorem 6.2.13, we have

$$
\hat{u}(m, t, q)-\hat{u}(m, t, q-1)= \begin{cases}0, & \text { if } m=0 \\ |m|^{-2 t}\left(\frac{T_{q} \hat{u}(m)}{M_{q}^{t}(m)}-\frac{T_{q-1} \hat{u}(m)}{M_{q-1}^{t}(m)}\right), & \text { else }\end{cases}
$$

Thus,

$$
\begin{aligned}
\|u(\cdot, t, q)-u(\cdot, t, q-1)\|_{t}^{2} & =\left(4 \pi^{2}\right)^{t} \sum_{m \in \mathbb{Z}^{d} \backslash\{0\}}|m|^{2 t}|\hat{u}(m, t, q)-\hat{u}(m, t, q-1)|^{2} \\
& =\left(4 \pi^{2}\right)^{t} \sum_{m \in \mathbb{Z}^{d} \backslash\{0\}}|m|^{-2 t}\left(\frac{T_{q} \hat{u}(m)}{M_{q}^{t}(m)}-\frac{T_{q-1} \hat{u}(m)}{M_{q-1}^{t}(m)}\right)^{2} \\
& =\left(4 \pi^{2}\right)^{t} \sum_{m \in B_{q}^{d}} M_{q}^{t}(m)\left(\frac{T_{q} \hat{u}(m)}{M_{q}^{t}(m)}-\frac{T_{q-1} \hat{u}(m)}{M_{q-1}^{t}(m)}\right)^{2} .
\end{aligned}
$$

By carefully studying the correlation between the random variables appearing in the preceding proposition, we obtain lower and upper bounds in the following two propositions; proofs can be found in Subsections C.1.7 and C.1.8.

Proposition 6.2.21 (Lower bound on the interaction term). Suppose $u^{\dagger}$ is a sample drawn from the Gaussian process $\mathcal{N}\left(0,(-\Delta)^{-s}\right)$ for $d / 2+\delta \leq s \leq 1 / \delta$, then

$$
\|u(\cdot, t, q)-u(\cdot, t, q-1)\|_{t}^{2} \gtrsim \sum_{m \in B_{q-1}^{d} \backslash\{0\}} 2^{-2 t q}|m|^{4 t-2 s} \xi_{m}^{2},
$$

where $\left\{\xi_{m}\right\}_{m \in B_{q-1}^{d} \backslash\{0\}}$ are independent unit scalar Gaussian random variables.
The upper bound has a more complex form. We introduce the notation $\mathbb{Z}_{2}^{d}=\{0,1\}^{d}$ comprising $d$ dimensional vectors with each component being in $\{0,1\}$. In the following proposition, we also use the convention that $|m|^{\alpha}=0$ for $m=0$ and any $\alpha \in \mathbb{R}$ to make the notation more compact.

Proposition 6.2.22 (Upper bound on the interaction term). Suppose $u^{\dagger}$ is a sample drawn from the Gaussian process $\mathcal{N}\left(0,(-\Delta)^{-s}\right)$ for $d / 2+\delta \leq s \leq 1 / \delta$, then

$$
\|u(\cdot, t, q)-u(\cdot, t, q-1)\|_{t}^{2} \lesssim \sum_{k \in \mathbb{Z}_{2}^{d}} \sum_{m \in B_{q-1}^{d}}\left(2^{-q(2 s-2 t)}+2^{-2 t q}|m|^{4 t-2 s}\right) \xi_{k, m}^{2},
$$

where for a fixed $k \in \mathbb{Z}_{2}^{d},\left\{\xi_{k, m}\right\}_{m \in B_{q-1}^{d}}$ are independent unit scalar Gaussian random variables.

We remark that in the upper bound, the random variables for different $k$ may exhibit correlation. However, since the term $\sum_{m \in B_{q-1}^{d}}\left(2^{-q(2 s-2 t)}+2^{-2 t q}|m|^{4 t-2 s}\right) \xi_{k, m}^{2}$ has the same form for each $k$, and the number of different $k$ is finite, it suffices to analyze the random series for a single $k$, in which we have the independence of random variables. The theorem is stated below.

Theorem 6.2.23 (Consistency of the Kernel Flow estimator). Fix $\delta>0$. Suppose $u^{\dagger}$ is a sample drawn from the Gaussian process $\mathcal{N}\left(0,(-\Delta)^{-s}\right)$. If $\frac{s-d / 2}{2} \in[d / 2+\delta, 1 / \delta]$ then for the Kernel Flow estimator,

$$
\lim _{q \rightarrow \infty} s^{\mathrm{KF}}(q)=\frac{s-d / 2}{2} \quad \text { in probability } .
$$

The idea behind the proof of the theorem is to combine Propositions 6.2.21, 6.2.22 and Lemma 6.2.17. Together they imply the growth behavior of the loss function

$$
\mathrm{L}^{\mathrm{KF}}(t, q)=\frac{\|u(\cdot, t, q)-u(\cdot, t, q-1)\|_{t}^{2}}{\|u(\cdot, t, q)\|_{t}^{2}}
$$

as follows:

- When $t<\frac{s-d / 2}{2}$, the numerator decays like $2^{-2 t q}$ since $4 t-2 s<-d$, in which case the summation $\sum_{m \in B_{q}^{d} \backslash\{0\}}|m|^{4 t-2 s} \xi_{m}^{2}$ remains bounded. The denominator remains bounded. So the overall behavior is $2^{-2 t q}$.
- When $\frac{s-d / 2}{2}<t<s-d / 2$, the numerator decays like $2^{-2 t q} \times 2^{q(4 t-2 s+d)}=$ $2^{q(2 t-2 s+d)}$ according to Lemma 6.2.17. The denominator remains bounded, The overall behavior is $2^{q(2 t-2 s+d)}$.
- When $t>s-d / 2$, the numerator behaves like $2^{q(2 t-2 s+d)}$, while the denominator behaves like $2^{q(2 t-2 s+d)}$. The overall behavior is of order 1 .

These observations are consistent with what is observed in Figure 6.1. Based on them we deduce that the minimizer converges to $\frac{s-d / 2}{2}$. The loss function exhibits symmetric behavior with respect to $\frac{s-d / 2}{2}$ for $t \in(d / 2, s-d)$. The detailed rigorous treatment is presented in Subsection C.1.9.

### 6.2.7 Discussions

In the preceding three subsections, we have presented the consistency theory, its implication for implicit bias, as well as the tools and strategies underlying our proofs. This subsection adds to several discussions on the theory and proofs.

First, our theory applies to the torus domain. One may wonder whether these techniques can be applied to boundary conditions beyond the periodic ones. The main tool used in the proofs is Fourier's series (based on the eigenfunctions of the Laplacian operator). These are used to characterize the norm term and determinant term. We expect these techniques to generalize to other problems, such as the
box with Dirichlet or Neumann boundary conditions in which the Fourier sine or cosine series are natural; the detailed analysis is left as future work. However, we need to point out that the limitation of this proof idea is that it requires a clear analytic understanding of the spectral properties of the kernel operator, i.e., its eigenfunctions. In Subsection 6.3.2.1, we present numerical experiments beyond this setting, which involves more challenging Laplacians with discontinuous coefficients that can model more complicated heterogeneous random fields.

Second, this section considers the regularity parameter only. In spatial statistics literature, consistency results on this parameter (for general Matérn type model) are very scarce and difficult. Here, we obtain a proof for the torus model, which is the main technical contribution of this work. We will discuss the learning of other parameters in the next section, to make the story of the Matérn-like model on the torus more complete.

Finally, as we get two algorithms that can "consistently" learn the information of the regularity parameter when the number of data is large, a natural question is when to choose which. To answer this question, we presents numerical study of the variances of both estimators for the Matérn-like model in the next subsection.

### 6.2.8 Variance of Regularity Parameter Estimation

In this subsection, we compare the variance of the two estimators for recovering the regularity parameter $s$. We return to the experimental set-up in Subsection 6.2.3.2. We form the EB and KF estimators for 50 instances of different draws of the GP, normalized by the limiting optimum values $s$ and $\frac{s-d / 2}{2}$ respectively. The statistics of the two estimators are summarized in the histogram (see Figure 6.4). Clearly, EB


Figure 6.4: Histogram of the regularity estimators for the Matérn-like process. Left: EB; right: KF.
exhibits smaller variance than KF. We compute the estimated variance using the 50
instances. Finally we get

$$
\frac{\operatorname{Var}\left(s^{\mathrm{EB}}\right)}{s^{2}} \approx 1.44 \times 10^{-5} \text { and } \frac{\operatorname{Var}\left(s^{\mathrm{KF}}\right)}{((s-d / 2) / 2)^{2}} \approx 3.6 \times 10^{-3} .
$$

Since the variance of EB is smaller, if our target is to estimate $s$ for the exact GP model, then this suggests that the EB method is preferable.

### 6.3 More Well-specified Examples

The setting in Section 6.2 concerns regularity parameter of the Matérn-like model only. This section aims to extend this discussion to a wider range of settings by means of numerical experiments. First, we study the learning of lengthscale and amplitude parameters in the Matérn-like model in Subsection 6.3.1; these experiments lead to a more complete story for the Matérn-like model on the torus. Then, in Subsection 6.3.2, we consider other well-specified models, extending beyond the Matérn-like process example. In Subsection 6.3.3, we also discuss some computational aspects of the EB and KF approaches.

### 6.3.1 Recovery of Amplitude and Lengthscale

We start with the learning of amplitude and lengthscale parameters in the Matérnlike model, via either EB or KF method.

In spatial statistics, an important general principle in looking at the recovery of hyperparameters via EB is to determine whether or not the family of measures are mutually singular with respect to changes in the parameter to be estimated; learning parameters which give rise to mutually singular families is usually easy, since different almost sure properties can often be used to distinguish measures and this can be achieved without an abundance of data; in contrast those parameters that do not give rise to mutually singular measures typically require an abundance of realizations to be accurately learned. We illustrate this issue in the context of estimating one parameter by EB, the changing of which leads to mutually singular measures, and estimating two parameters by EB, changing one of which leads to mutual singularity, and the other to equivalence, for the Matérn-like process. We also study analogous questions about identifiability for the KF method. In all cases we work with loss functions that are natural generalizations of (6.2.10), (6.2.11).

### 6.3.1.1 Recovery of $\sigma$

A first observation is that the KF loss function is invariant under change of $\sigma$, so it cannot recover this parameter. We also note that measures are mutually
singular with respect to changes in $\sigma$, and so we do expect to be able to recover $\sigma$ by EB. For the EB estimator, we design the experiment as follows. We study whether the EB method can recover $\sigma$ while $s, \tau$ are fixed. In detail, we consider a problem with domain the one dimensional torus $\mathbb{T}^{1}$. The Matérn-like kernel has regularity $s=2.5$, amplitude $\sigma=1$ and lengthscale $\tau=0$. We assume the values of $s, \tau$ are known, but not $\sigma$. We want to recover $\sigma$ by seeing a single discretized realization $u^{\dagger} \sim \mathcal{N}\left(0, \sigma^{2}\left(-\Delta+\tau^{2} I\right)^{-s}\right)$. The domain $\mathbb{T}^{1}$ is discretized into $N=2^{10}$ equidistributed grid points. The data we observe is the values of $u^{\dagger}$ in $2^{9}$ equidistributed points. We build the EB loss function (see equation (6.3.1)) and plot the figure for a single instance; see Figure 6.5. We introduce $\varsigma$ as the variable


Figure 6.5: EB loss function for recovering $\sigma$
to be maximized over to determine our estimate of $\sigma$. In our experiments we work with the parameterization $\varsigma=\exp \left(\varsigma^{\prime}\right)$ in order to ensure that the estimated $\sigma$ is positive. Hence, the $x$-axis of Figure 6.5 is $\varsigma^{\prime}$. The figure shows that the minimizer of the loss function is close to the point $\varsigma^{\prime}=0(\varsigma=1)$, so the estimator $\sigma^{\mathrm{EB}}$ is close to the ground truth $\sigma$.

We can theoretically analyze the convergence. The same set-up in Subsection 6.2.1 is adopted, except now we assume the function is drawn from $\mathcal{N}\left(0, \sigma^{2}(-\Delta)^{-s}\right)$ with $s$ known and we want to recover $\sigma$ by seeing the equidistributed spatial samples on the torus. After calculating the likelihood in such a case, we get the EB estimator
below. Here we abuse the notation to write

$$
\begin{align*}
\sigma^{\mathrm{EB}}\left(q, u^{\dagger}\right)= & \underset{\varsigma>0}{\arg \min } \mathrm{~L}^{\mathrm{EB}}\left(\varsigma, q, u^{\dagger}\right), \\
& \mathrm{L}^{\mathrm{EB}}\left(\varsigma, q, u^{\dagger}\right):=\frac{\sigma^{2}\|u(\cdot, s, q)\|_{s}^{2}}{\varsigma^{2}}+\log \operatorname{det} K(s, q)+2^{q d} \log \varsigma^{2} . \tag{6.3.1}
\end{align*}
$$

The definition of $u(\cdot, s, q), K(s, q)$ is the same as in Subsection 6.2.1. Recall that $u(\cdot, s, q)$ is the mean of the GP found by conditioning a prior measure $\mathcal{N}\left(0,(-\Delta)^{-s}\right)$ on observations of $u^{\dagger}$ at the observation data with level $q$. The definition of $\|\cdot\|_{s}$ also follows from Subsection 6.2.1. We abuse notation to write $\mathrm{L}^{\mathrm{EB}}\left(\varsigma, q, u^{\dagger}\right)$ for the EB loss function used in the estimation of $\sigma$; the reader should not confuse this with $\mathrm{L}^{\mathrm{EB}}\left(t, q, u^{\dagger}\right)$ in Subsection 6.2 .1 which is used for recovering the regularity parameter $s$.

In this setting we have the following consistency result:
Theorem 6.3.1. Fix $\delta>0$. Suppose $u^{\dagger}$ is a sample drawn from the Gaussian process $\mathcal{N}\left(0, \sigma^{2}(-\Delta)^{-s}\right)$ for some $s \in[d / 2+\delta, 1 / \delta]$. Then, for the Empirical Bayesian estimator of $\sigma$, it holds that

$$
\lim _{q \rightarrow \infty} \sigma^{\mathrm{EB}}\left(q, u^{\dagger}\right)=\sigma
$$

where the convergence is in probability with respect to randomly chosen $u^{\dagger}$.

Proof. By taking the derivative of $\mathrm{L}^{\mathrm{EB}}\left(\varsigma, q, u^{\dagger}\right)$ with respect to $\varsigma$ and setting it to 0 , we get the explicit formula:

$$
\begin{equation*}
\sigma^{\mathrm{EB}}\left(q, u^{\dagger}\right)=\sigma \sqrt{\frac{\|u(\cdot, s, q)\|_{s}^{2}}{2^{q d}}} . \tag{6.3.2}
\end{equation*}
$$

Due to Proposition 6.2.14, we get our $\|u(\cdot, s, q)\|_{s}^{2}=\sum_{m \in B_{q}^{d}} \xi_{m}^{2}$. By the Law of Large Numbers, we have

$$
\lim _{q \rightarrow \infty} \frac{\|u(\cdot, s, q)\|_{s}^{2}}{2^{q d}}=1
$$

from which the consistency follows.
Remark 6.3.2. We note that consistency results for the amplitude parameter have been well studied in the literature; see [258]. The purpose of this subsection is to tie those results to the rather explicit setting of our result. One important feature of the torus model is that we are able to get an explicit and simple formula for $\sigma^{E B}$, so the consistency results are very clear. Moreover, since $\sigma^{E B}$ is the average
of i.i.d. Gaussian random variables, one can also easily read off other statistical properties of this estimator (although the result of asymptotic distribution is also not completely new; see for example the discussion on page 201 in [258]).

### 6.3.1.2 Recovery of $s, \sigma$ simultaneously

We now build on the previous experiment to study whether the EB method can recover $s, \sigma$ simultaneously when $\tau$ is fixed. We reemphasize that since the measures are mutually singular with respect to changes in $\sigma$ and $s$ we do expect to be able to recover ( $\sigma, s$ ) by EB. The basic set-up is the same as the last subsection, and now we minimize the EB loss function to recover $s, \sigma$ where, again, $\sigma=\exp \left(\sigma^{\prime}\right)$. We run 50 instances (each instance corresponds to a random draw of $\xi$ ), and collect the estimators ( $s^{\mathrm{EB}}, \log \sigma^{\mathrm{EB}}$ ) of the EB loss function for each instance. We present the histogram of the two values obtained in the experiments as follows (Figure 6.6).


Figure 6.6: Left: histogram of the $s^{\mathrm{EB}}$; right: histogram of the $\log \sigma^{\mathrm{EB}}$

From the figure, we observe that in the 50 runs, the minimizer $\left(s^{\mathrm{EB}}, \sigma^{\mathrm{EB}}\right)$ is close to the ground truth $(2.5,1)$. We conclude that the EB method can recover the two parameters simultaneously in such a context.

### 6.3.1.3 Recovery of $\boldsymbol{\tau}$

We consider whether EB and KF can recover the inverse lengthscale parameter $\tau$. We assume that $\sigma$ is fixed at $1, s$ is chosen to be 2.5 , and sample $u^{\dagger} \sim \mathcal{N}\left(0,\left(-\Delta+\tau^{2} I\right)^{-s}\right)$ with $\tau=1$. As in the preceding experiments we consider the one dimensional torus example, and the same discretization precision and data acquisition setting as before. We draw 50 instances of $u^{\dagger}$, and for each of them, calculate the minimizers of the EB and KF loss function. We write $\tau=\exp \left(\tau^{\prime}\right)$ and the estimator is $\log \tau^{\mathrm{EB}}$ for $\tau^{\prime}$, which we constrain to be in the interval [-2,2]. In the EB loss function we fix $t=s$
within the loss function; for the KF method, we select $t=s$ (case 1 ) and $t=\frac{s-d / 2}{2}$ (case 2) respectively within the loss function. The histogram of the minimizers of the resulting EB loss function and KF loss functions (in both cases) are presented in Figure 6.7, expressed in terms of $\log \tau^{\mathrm{EB}}$ and $\log \tau^{\mathrm{KF}}$. In the 50 runs, the EB



Figure 6.7: Histogram of the $\log \tau^{\mathrm{EB}}$ or $\log \tau^{\mathrm{KF}}$. Upper left: EB loss; upper right: KF loss (case 1); bottom: KF loss (case 2).
estimator takes many different values with no apparent pattern. For both case 1 and case 2 , the KF estimator of $\tau^{\prime}$ takes the value 2 very often, which is the maximal value of the constrained decision variable. None of the estimators recover the true $\tau^{\prime}=0$.

The behavior of the KF estimator can be explained by the observation that when $\tau$ increases, the function drawn from the Gaussian prior becomes smoother, and hence the subsampling step in the KF loss does not sacrifice too much information. Therefore, the KF loss exhibits a tendency to get smaller as $\tau$ increases. We can understand why EB cannot recover $\tau$ by studying the equivalence of Gaussian measures. As shown in [71], when dimension $d \leq 3$, the Gaussian measures $\mathcal{N}\left(0,\left(-\Delta+\tau^{2} I\right)^{-s}\right)$ for different $\tau$ are equivalent; thus one cannot expect to recover $\tau$ using the information from one sample.

We can also consider the problem of recovering $s, \tau$ simultaneously, i.e., we solve
a joint minimization problem to get $s^{\mathrm{EB}}, \log \tau^{\mathrm{EB}}$ and $s^{\mathrm{KF}}, \log \tau^{\mathrm{KF}}$. The set-up is the same as above, with the sample drawn from $\mathcal{N}\left(0,\left(-\Delta+\tau^{2} I\right)^{-s}\right)$ for $\tau=1$ and $s=2.5$. We form the EB and KF loss for 50 instances of different draws and find the minimizers as corresponding estimators. The histograms of the estimators are shown in Figure 6.8 and 6.9. These figures show that in this joint optimization, the EB method picks the correct value $s^{\mathrm{EB}}=2.5$ for estimating $s$, and exhibit no patterns for $\log \tau^{\mathrm{EB}}$; the KF method finds values close to 1 for $s^{\mathrm{KF}}$, as it would in the absence of simultaneous estimation of $\tau^{\prime}$, and selects the largest possible value in the constraint for $\log \tau^{\mathrm{KF}}$, here being 2 . The conclusion is that the fact that $\tau^{\prime}$ cannot be learned accurately does not influence the estimation of the regularity parameter $s$ in a context in which the two are learned simultaneously. Indeed, this conclusion also holds when we are recovering the three parameters $(s, \sigma, \tau)$ simultaneously.


Figure 6.8: EB approach. Left: histogram of the $s^{\mathrm{EB}}$; right: histogram of the $\log \tau^{\mathrm{EB}}$.


Figure 6.9: KF approach. Left: histogram of $s^{\mathrm{KF}}$; right: histogram of the $\log \tau^{\mathrm{KF}}$.

### 6.3.2 Other Well-specified Examples

In this subsection, we consider numerical examples for recovering parameters of a random field in the well-specified case, going beyond the Matern process studied
thus far.

### 6.3.2.1 Recovery of regularity parameter for variable coefficient elliptic operator

Set $D=[0,1]$ so that $d=1$. The theoretical result in Section 6.2 assumes the function observed $u^{\dagger}$ is drawn from $\mathcal{N}\left(0,(-\Delta)^{-s}\right)$ on a torus. In this subsection, we assume $u^{\dagger}$ is drawn from $\mathcal{N}\left(0,(-\nabla \cdot(a \nabla \cdot))^{-s}\right)$ for some non-constant function $a$, and that the elliptic operator implicit in this defintion of a Gaussian measure is equipped with homogeneous Dirichlet boundary condition on $D$. We observe its values on the $2^{9}$ equidistributed points of the total $2^{10}$ grid points used for discretization.

Here we select a coefficient $a(x)$ that exhibits a discontinuity at $x=1 / 2$ :

$$
a(x)= \begin{cases}1 & x \in[0,1 / 2]  \tag{6.3.3}\\ 2 & x \in(1 / 2,1] .\end{cases}
$$

As a consequence the induced operator is not the Laplacian. We pick $s=2.5$ to draw a sample $u^{\dagger}$.

In the well-specified case, the GP used in defining the EB and KF estimators is parameterized by $\mathcal{N}\left(0,(-\nabla \cdot(a \nabla \cdot))^{-t}\right)$ and we aim to learn parameter $t$ given a data calculated using a draw from the same measure with $t=s$. We consider the wellspecified case here (the misspecified case will be considered in Subsection 6.4.1.) We output the histogram of the EB and KF estimators for 50 different draws of $u^{\dagger}$ in Figure 6.10. The experiments show that for the variable coefficient elliptic operator


Figure 6.10: Histogram of the regularity estimators for the variable coefficient covariance case. Left: EB; right: KF.
model, EB and KF succeed in converging to the correct limits. We can calculate the
(normalized) variance of the two estimators based on the histograms:

$$
\frac{\operatorname{Var}\left(s^{\mathrm{EB}}\right)}{s^{2}} \approx 7.8 \times 10^{-5} \quad \text { and } \quad \frac{\operatorname{Var}\left(s^{\mathrm{KF}}\right)}{((s-d / 2) / 2)^{2}} \approx 4 \times 10^{-3}
$$

The relative magnitude is similar to the one in Subsection 6.2.8.

### 6.3.2.2 Recovery of discontinuity position for conductivity field

Define the conductivity field $a_{\theta}:[0,1] \mapsto \mathbb{R}$, and parameterized by $\theta \in[0,1]$, via

$$
a_{\theta}(x)= \begin{cases}1 & x \in[0, \theta]  \tag{6.3.4}\\ 2 & x \in(\theta, 1]\end{cases}
$$

In this subsection, we assume that our data $u^{\dagger}$ is obtained by solving the SPDE

$$
-\nabla \cdot\left(a_{1 / 2} \nabla u^{\dagger}\right)=\xi,
$$

subject to a homogeneous Dirichlet boundary condition on $[0,1]$. We choose $\xi$ as a random draw from $\mathcal{N}\left(0,(-\Delta)^{-1}\right)$. We can view $u^{\dagger}$ is a sample drawn from $\mathcal{N}\left(0, C_{a}\right)$ where

$$
\begin{equation*}
C_{a}=\left(-\nabla \cdot\left(a_{1 / 2} \nabla \cdot\right)\right)^{-1}(-\Delta)^{-1}\left(-\nabla \cdot\left(a_{1 / 2} \nabla \cdot\right)\right)^{-1} \tag{6.3.5}
\end{equation*}
$$

We observe the value of $u^{\dagger}$ on the $2^{9}$ equidistributed points of the total $2^{10}$ grid points used for discretization. We use EB and KF to estimate $\theta$ from the partial observation of the function $u^{\dagger}$ based on the GP model $\mathcal{N}\left(0, C_{a, s}\right)$ where

$$
\begin{equation*}
C_{a, s}=\left(-\nabla \cdot\left(a_{\theta} \nabla \cdot\right)\right)^{-1}(-\Delta)^{-s}\left(-\nabla \cdot\left(a_{\theta} \nabla \cdot\right)\right)^{-1} \tag{6.3.6}
\end{equation*}
$$

The model is well-specified for $s=1$ and misspecified for $s \neq 1$. Here consider the well-specified case in this subsection, i.e., $s=1$, and $C_{a, s}=C_{a}$; the misspecified case is covered in Subsection 6.4.2.

We let the domain for $\theta$ be [0.3, 0.7] in the definition of EB and KF estimators. We compute the estimators for 50 different draws of $u^{\dagger}$. The histograms of the EB and KF estimators are shown in Figure 6.11. The loss functions for one random instance are shown in Figure 6.12.

Our experiments show that both EB and KF can recover $\theta=1 / 2$, and the recovery is very stable with respect to different draws of $u^{\dagger}$ from the SPDE. We conclude that the EB and KF can go beyond the Matérn-like kernel model in practice; recovering the point of discontinuity of the conductivity field is an example of this fact.


Figure 6.11: Histogram of the discontinuity position estimators (well-specified). Left: EB; right: KF.


Figure 6.12: Loss function for recovering the discontinuity (well-specified). Left: EB; right: KF.

### 6.3.3 Computational Aspects

In this subsection, we add some discussions about the computational aspects. We start by remarking on how to compute the kernel function and sample the GP realization generally. Every kernel operator we consider involves certain differential operators. We discretize these differential operators and perform an eigenfunction decomposition of the obtained matrix. Then we use these eigenfunctions and eigenvalues to compute approximation of the kernel matrix, and draw samples from the GP with the covariance matrix being the kernel matrix; see also discussions above Remark 6.2.2. This is similar to the spectral expansion of a kernel function and the Mercer decomposition of a GP.

Practical applications of hierarchical GPR require weighting statistical efficiency against computational complexity. Although the regularity models covered in this chapter appear to produce well-behaved EB and KF loss functions with easily identifiable global minimizers, models with high dimensional parameter space typically
require using algorithms such as gradient descent which do not come with theoretical guarantees on the identification of global minimizers. Furthermore, when the size of the data is large, computation becomes a limiting factor, and subsampling offers a traditional remedy when combined with gradient descent, but again theoretical guarantees are not typically to be expected. The stochastic algorithm presented in [206] for KF can be interpreted as an SGD algorithm aimed at minimizing the average loss

$$
\mathbb{E}_{\pi_{1}} \mathbb{E}_{\pi_{2}} \mathrm{~L}^{\mathrm{KF}}\left(\theta, \pi_{1} \mathcal{X}, \pi_{2} \pi_{1} \mathcal{X}, u^{\dagger}\right),
$$

via draws from the distribution of $\pi_{1}$ and $\pi_{2}\left(\pi_{1} \mathcal{X}\right.$ is a random subsampling of $\mathcal{X}$, and $\pi_{2} \pi_{1} \mathcal{X}$ is a further random subsampling of $\left.\pi_{1} \mathcal{X}\right)$. The efficacy of an analogous strategy for EB remains unclear due to the presence of the log determinant term in the loss. It is of future interest to explore further the computational aspects of the EB and KF approaches to hierarchical learning.

### 6.4 Model Misspecification

All our preceding experiments are focused on the well-specified case: the function $u^{\dagger}$ is drawn from the GP model assumed in the estimation, or equivalently, the model for $u^{\dagger}$ and for the kernel family $K_{\theta}$ in defining the loss functions are matched. This subsection studies model misspecification. We consider two possible ways to misspecify the model: (1) the function $u^{\dagger}$ is drawn from a GP which is different from that used in defining the loss function; (2) the function $u^{\dagger}$ is a fixed deterministic function. The second case may arise, for example, if the function comes from a solution of a PDE with some physical data, and there is no natural stochastic context for its provenance. The aim of this subsection is to study the behavior of the EB and KF estimators to compare their robustness to model misspecification.

### 6.4.1 Stochastic model misspecification for recovering regularity

In this subsection, we assume $u^{\dagger}$ is drawn from $\mathcal{N}\left(0,(-\nabla \cdot(a \nabla \cdot))^{-s}\right)$, while the GP used in defining the EB and KF estimators is still $\mathcal{N}\left(0,(-\Delta)^{-t}\right)$. This results in a model misspecification corresponding to the well-specified model in Subsection 6.3.2.1. As in Subsection 6.3.2.1, we select $a$ as in (6.3.3) and we set $s=2.5$ to draw the sample $u^{\dagger}$. Figure 6.13 shows the histograms of the minimizers of the EB and KF loss functions obtained from 50 independent draws from the Gaussian Process. Despite misspecification, the EB and KF estimators are still concentrated
around 2.5 and 1 , respectively. We also calculate the variance:

$$
\frac{\operatorname{Var}\left(s^{\mathrm{EB}}\right)}{s^{2}} \approx 5.9 \times 10^{-4} \quad \text { and } \quad \frac{\operatorname{Var}\left(s^{\mathrm{KF}}\right)}{((s-d / 2) / 2)^{2}} \approx 6.8 \times 10^{-4} .
$$

In this example, the (normalized) variance of KF of EB are of similar magnitude. This is different from the well-specified case in Subsection 6.3.2.1 where the variance of EB is much smaller than KF.


Figure 6.13: Histogram of the regularity estimators under model misspecification. Left: EB; right: KF.

### 6.4.2 Stochastic model misspecification for recovering discontinuity

In this subsection, we consider the model misspecifications that correspond to the well-specified case in Subsection 6.3.2.2. For the GP defining the EB and KF estimators we use the centred Gaussian with covariance operator given by (6.3.6) with $s=5$; meanwhile $u^{\dagger}$ is drawn from the centred Gaussian with covariance operator given by (6.3.5); thus we are in a misspecified version of the setting arising in Subsection 6.3.2.2 and, as there, our aim is to recover the point of discontinuity. We illustrate the loss functions for a single draw of $u^{\dagger}$ in Figure 6.14. These plots are not sensitive to the particular draw of $u^{\dagger}$ and illustrate the robustness of KF (and the lack of robustness of EB) to this misspecification. Indeed, the EB estimator gives 0.3 which is the lower boundary of the compact parameter space used in the minmization, while the KF estimator picks the true parameter 0.5 . The loss function of KF, shown in Figure 6.14, exhibits a sharp global minimizer at $\theta=0.5$.

### 6.4.3 Deterministic model

In this subsection, we consider the EB and KF estimators for the parameter $t$ in the GP model $\mathcal{N}\left(0,(-\Delta)^{-t}\right)$ where $\Delta$ is equipped with homogeneous Dirichlet boundary conditions on $[0,1]$. However, rather than choosing $u^{\dagger}$ that is drawn from the GP


Figure 6.14: Loss function for estimating the discontinuity parameter under model misspecification. Left: EB; right: KF.
$\mathcal{N}\left(0,(-\Delta)^{-s}\right)$ for some $s$ (as we did in Section 6.2), we choose it be the solution to the equation $(-\Delta)^{s} u^{\dagger}(\cdot)=\delta(\cdot-1 / 2)$, i.e., $u^{\dagger}$ is the Green function corresponding to the differential operator $(-\Delta)^{s}$ and evaluated at $y=1 / 2$. Since $u^{\dagger}$ has no stochastic background, we understand this situation as a deterministic model misspecification. We observe the value of $u^{\dagger}$ on the $2^{9}$ equidistributed points of the total $2^{10}$ grid points used for discretization. We conduct numerical experiments to find the value of the EB and KF estimators. Our experiments show that the EB estimator returns $2 s$ and the KF estimator returns $s$ for this one dimensional example. The loss function in the case $s=1.2$ is shown in Figure 6.15.



Figure 6.15: Loss function for estimating the regularity parameter under deterministic $u^{\dagger}$. Left: EB; right: KF.

We now describe some regularity considerations in order to understand the observed phenomenon. In this one dimensional example, $\delta(\cdot-1 / 2)$ belongs to $H^{\eta}([0,1])$ for any $\eta<-1 / 2$, so the solution $u \in H^{2 s+\eta}([0,1])$ for any $\eta<-1 / 2$. It is of critical regularity $2 s-1 / 2$, but this criticality is not homogeneous: it is caused by the presence of a singularity induced by the Dirac function.

The discussion in Section 6.2 implies KF will recover $s-1 / 4$ while EB recovers $2 s$ for a function with homogeneous critical regularity $2 s-1 / 2$. However, the experiments here show that KF recovers $s$ while EB recovers $2 s$, for this function with critical regularity $2 s-1 / 2$; unlike the setting in Section 6.2, here the ground truth lacks spatial homogeneity. This suggests that the KF estimator for the regularity parameter is sensitive to whether the regularity of the target function is spatially homogeneous or not. This fact is not surprising, considering the vast literature on adaptive approximation for functions with singularities, which implies the presence of a singularity will exert considerable influence on the approximation error resulting from minimizing the KF loss function. In this example, the optimal approximation in KF error comes at $t=s$. We can understand this phenomenon as follows. Recall $u^{\dagger}=(-\Delta)^{-s} \delta(\cdot-1 / 2)$. Using $\mathcal{N}\left(0,(-\Delta)^{-t}\right)$ in the GPR is equivalent to using the basis functions $\operatorname{span}_{j \in J_{q}}\left\{(-\Delta)^{-t} \delta\left(\cdot-x_{j}\right)\right\}$ (as in Section 6.2.1) with $x_{i}$ being the data points indexed by $j \in J_{q}$, to approximate $u^{\dagger}$. When $t=s$ and one of the $x_{j}=1 / 2$, the ground truth will just be in the basis functions set, so it is straightforward to imagine $t=s$ leads to the smallest approximation error, and KF picks this value.

We understand the fact that EB still picks $t=2 s$ by making the following observation: there are only two terms in the EB loss function. The log determinant term remains the same for each $t$ when $u^{\dagger}$ changes. For the norm term $\|u(\cdot, t, q)\|_{t}^{2}$, the blow-up rate depends on the regularity of $u^{\dagger}$. Here, it makes no difference whether the regularity of $u^{\dagger}$ is spatially homogeneous or not.

### 6.4.4 Discussions

The above numerical experiments reveal complicated behavior of EB and KF with respect to model misspecification. In the second experiment, we found that KF is robust while EB is not, for a certain type of GP model misspecification. This appears natural since EB is based on probabilistic modeling whilst KF is purely based on approximation theoretic criteria. In Subsection 6.4.2 the prior used in EB is mutually singular with respect to the GP that $u^{\dagger}$ is drawn from and it is not suprising that EB is fragile. On the other hand, KF does not require probabilistic modeling to motivate it, and so its robustness to misspecifications behaves differently. Indeed, in the second experiment, the discontinuity point influences the approximation accuracy significantly, and even the kernel used in defining KF is misspecified, KF still succeeds in selecting the correct parameter, as it focuses on the approximation accuracy rather than statistical inference.

In the well-specified cases, e.g. experiments in Section 6.2, EB outperforms KF in terms of the variance of estimators. Therefore, if $u^{\dagger}$ is a random object and we know the prior correctly, then EB should be a preferable choice for estimating parameters. If this is not the case and misspecification occurs, EB might be vulnerable and KF could be a potential alternative.

### 6.5 Conclusions

We have studied the Empirical Bayes and Kernel Flow approaches to hyperparameter learning. The first approach is based on statistical considerations, while the second approach originates from an approximation theoretic viewpoint. Their distinct objectives lead them to different behaviors and different interpretations of optimality.

For the Matérn-like process model, we made a detailed theoretical study of the recovery of the regularity parameter. We proved the EB estimator converges to $s$, while the KF estimator converges to $\frac{s-d / 2}{2}$, both results holding in probability in the large data limit if the regularity of the GP that $u^{\dagger}$ draws from is $s$. Our experiments illustrate that, in terms of the $L^{2}$ error $\left\|u(\cdot, t, q)-u^{\dagger}\right\|_{0}^{2}$, the parameter $t=\frac{s-d / 2}{2}$ relates to the minimal $t$ that achieves the fast error rate while $t=s$ relates to the $t$ that achieves the smallest error, averaged over the GP $u^{\dagger} \sim \mathcal{N}\left(0,(-\Delta)^{-s}\right)$. This demonstrates the different drivers that guide the EB and KF methods in selecting the parameters. The statistical and approximation theoretic principles behind them lead to the differences between them.

In the theoretical study, we developed a Fourier analysis toolkit for this problem, and as a byproduct, we showed the consistency of recovering $\sigma$ in the Matérn-like process for the EB method. Recovery of the lengthscale parameter and recovery of several parameters simultaneously was studied via numerical experiments. It is of future interest to perform theoretical studies explaining these empirically observed phenomena. Furthermore, the theory in this chapter is based on an equidistributed design for the data location, and the generalization to randomized design remains a potential further direction. Also, our focus in this work is on the noiseless observation setting, and an extension to the noisy case is of future theoretical interest.

Our numerical experiments for additional well-specified and misspecified models extend the scope of this work beyond the Matérn-like kernels. Both the two estimators work very well in the well-specified models we consider; we would like to explore this more in the future, both theoretically and numerically, potentially
in more complex models that are present in machine learning. The variance and robustness of the estimators behave differently for the misspecified models. The variabilities in robustness are in line with our expectation since these estimators follow from different decision rules; these rules can vary considerably in sensitivity to model mismatches of different kinds. In practice, users should choose the correct approach to avoid high sensitivity to likely model errors present.

As a summary, this work demonstrates some basic aspects of the difference between Bayesian and approximation theoretic approaches for hierarchical learning. Generally, it is of interest to study EB and KF for other types of models and to study other parameter selection criteria based on the two principles beyond EB and KF, such as a fully Bayesian approach or another choice of $d$ for the approximation, and identify their pros and cons under different scenarios. We are interested in exploring the theoretical and practical performance of methods under such a framework, and we believe that a diversity in such methods will enable users to deal with the model misspecification that is to be expected in many applications.

## ADDTIONAL TOPICS IN RANDOMIZED NUMERICS AND POSTERIOR SAMPLING

This chapter covers additional topics related to using probability and statistics for scientific computing, extending beyond previous chapters.

In the first part, which is based on our work [42], we address the computational challenges of Gaussian processes and kernel methods, particularly in high-dimensional problems such as chemistry, where the screening effects explored by the sparse Cholesky factorization in Chapter V may not be substantial. Our goal is to construct an accurate low rank approximation of the dense kernel matrix, and we achieve this by using randomized numerical linear algebra. Our approach strikes a favorable balance between exploration and exploitation, allowing us to efficiently discover low rank structures through randomness.

In the second part, which is based on our work [49], we investigate the use of gradient flows for posterior sampling in Bayes inference. Specifically, we focus on identifying canonical choices of gradient flows that can lead to favorable properties in sampling. This research contributes to the basic understanding of gradient flows and their applications in Bayesian inference, thus helping harness the uncertainty quantification power of the Gaussian process based approach presented in Sections IV, V, and VI. .

### 7.1 Randomly Pivoted Cholesky for Scalable Kernel Methods

Suppose we have a collection of points $X=\left\{\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{N}\right\} \subset \Omega \subset \mathbb{R}^{d}$. The interaction between these points is encoded in a kernel function $k: \Omega \times \Omega \rightarrow \mathbb{R}$, using which we get a kernel matrix $\boldsymbol{K}:=\left[k\left(\boldsymbol{x}_{i}, \boldsymbol{x}_{j}\right)\right]_{1 \leq i, j \leq N}$. This matrix plays a central role in Gaussian processes and kernel methods for prediction and inference, as we have seen in Section IV, V, and VI.

The algorithm we developed in Section V computes a sparse Cholesky factorization of $\boldsymbol{K}^{-1}$ based on screening effects in spatial statistics. The screening effect is most effective in low-dimensional physical space since it requires many neighboring points to present. Here we deal with problems where $d$ can be large. In such a high dimensional setting, it is more reasonable to aim for a low-rank approximation of $\boldsymbol{K}$
rather than a full-scale approximation as in the sparse Cholesky factorization.
The column Nyström approximation is a popular technique for constructing a lowrank psd approximation of a kernel matrix $\boldsymbol{K}$. More precisely, it approximates $\boldsymbol{K} \in \mathbb{R}^{N \times N}$ via

$$
\hat{\boldsymbol{K}}_{\mathrm{S}}=\boldsymbol{K}(:, \mathrm{S}) \boldsymbol{K}(\mathrm{S}, \mathrm{~S})^{\dagger} \boldsymbol{K}(\mathrm{S},:) \in \mathbb{R}^{N \times N}
$$

where $S=\left\{s_{1}, \ldots, s_{k}\right\} \subset\{1, \ldots, N\}$ is a carefully chosen set of columns. In this expression, $\boldsymbol{K}(:, \mathrm{S})$ is the submatrix with the selected columns, $\boldsymbol{K}(\mathrm{S},:)$ is the submatrix with the selected rows, and $\boldsymbol{K}(\mathrm{S}, \mathrm{S})^{\dagger}$ is the Moore-Penrose pseudoinverse of the submatrix with the selected rows and columns.

Many methods exist in the literature for selecting S. A classical approach in experimental design and numerical linear algebra is to select each $s_{i}$ sequentially in a greedy manner [84]. Having selected an index set $S_{m}$ with cardinality $m$, the next index $s_{m+1}$ is selected according to $s_{m+1}=\operatorname{argmax}_{i} \boldsymbol{R}_{i i}^{(m)}$ where $\boldsymbol{R}^{(m)}=\boldsymbol{K}-\hat{\boldsymbol{K}}_{\mathrm{S}_{m}}$ is the Schur complement at the $m$-step. Thus the greedy approach exploits large diagonal entries sequentially to form S .

Remark 7.1.1. The greedy approach is known as the sequential maximum uncertainty design under a Gaussian process model [94], as the diagonals of the Schur complement represent the posterior variances of the Gaussian process. Nyström approximation is also mathematically equivalent to Cholesky factorization in numerical linear algebra, and in this context, the greedy approach is known as complete pivoting [124].

Another popular approach is to sample points uniformly at random [291] to form S . This method is simple, and the sampled points can explore the space freely.

Although the greedy and uniform sampling approaches are widely used, they may not always be effective at identifying the most important columns in a matrix. The greedy method selects the column with the largest diagonal entry in the residual matrix at each step, but it may overlook columns with smaller diagonal entries that could significantly contribute to approximating the target matrix. Conversely, the uniform sampling selects columns randomly, which can include irrelevant or redundant columns, while missing significant columns that may have large diagonal entries.

Remark 7.1.2. More specifically, we can construct the following failure mode for the greedy approach

$$
A=\left(\begin{array}{ll}
\frac{1}{2} \mathbf{1}_{N-N^{1 / 2}} \mathbf{1}_{N-N^{1 / 2}}^{T} & \\
& \boldsymbol{I}_{N^{1 / 2}}
\end{array}\right)
$$

where $\mathbf{1}_{m}$ is an all one vector in $\mathbb{R}^{m}$, and $\boldsymbol{I}_{m}$ is the identity matrix in $\mathbb{R}^{m \times m}$. In this example, the greedy approach will keep selecting columns corresponding to the lower-right block until $N^{1 / 2}$ columns; with each additional column, the trace norm error will decrease by 1. However, selecting only one column corresponding to the upper-left block can decrease the approximation error (measured in the trace norm) by $\left(N-N^{1 / 2}\right) / 2$. The greedy approach exploits too much and does not explore the upper-left block.

Given the potential failures of the greedy and uniform sampling, we consider instead a randomized approach, Randomly Pivoted Cholesky (RPCholesky), that balances exploration and exploitation. Having selected an index set $\mathrm{S}_{m}$, the next index $s_{m+1}$ is sampled according to the probability

$$
\mathbb{P}\left\{s_{m+1}=i\right\}=\boldsymbol{R}_{i i}^{(m)} / \operatorname{tr} \boldsymbol{R}^{(m)},
$$

where $\boldsymbol{R}^{(m)}=\boldsymbol{K}-\hat{\boldsymbol{K}}_{\mathrm{S}_{m}}$ is the Schur complement at the $m$-step. The sampling probability scales with the values of diagonal entries in the residue matrix, so RPCholesky exploits the large diagonal entries. On the other hand, the randomness allows RPCholesky to explore small diagonal entries.

In [42], we provide theoretical results showing that RPCholesky is provably accurate. See the following theorem. Here $\boldsymbol{K}_{r}$ is the best possible rank- $r$ approximation of $\boldsymbol{K}$.

Theorem 7.1.3. Fix $r \in \mathbb{N}$ and $\epsilon>0$, and let $\boldsymbol{K}$ be a psd matrix. The column Nyström approximation $\hat{\boldsymbol{K}}_{\mathrm{S}_{k}}$ produced by RPCholesky attains the bound

$$
\mathbb{E} \operatorname{tr}\left(\boldsymbol{K}-\hat{\boldsymbol{K}}_{\mathrm{S}_{k}}\right) \leq(1+\boldsymbol{\epsilon}) \cdot \operatorname{tr}\left(\boldsymbol{K}-\boldsymbol{K}_{r}\right)
$$

provided that the number $k$ of columns satisfies

$$
k \geq \frac{r}{\epsilon}+\min \left\{r \log _{+}\left(\frac{1}{\epsilon \eta}\right), r+r \log _{+}\left(\frac{2^{r}}{\epsilon}\right)\right\}
$$

The relative error $\eta$ is defined by $\eta:=\operatorname{tr}\left(\boldsymbol{K}-\boldsymbol{K}_{r}\right) / \operatorname{tr}(\boldsymbol{K})$. As usual, $\log _{+}(x):=$ $\max \{\log x, 0\}$ for $x>0$ and the logarithm has base e.

For more details of the analysis and numerical experiments, we refer to [42].

### 7.2 Gradient Flow for Sampling: Energy, Metric, and Numerics

In this section, we describe more concretely the topic introduced in Section 1.2.5.2 and provide a mathematical description of the theoretical results we have proven. More comprehensive information can be found in our paper [49].

We remind the reader of the definition of gradient flows on probability space. To describe any gradient flow, we must first specify an energy functional and a metric. Let $\mathcal{P}$ be the probability space in $\mathbb{R}^{d}, \mathcal{E}$ be an energy functional on $\mathcal{P}$ that maps to $\mathbb{R}$, and $g_{\rho}$ be a Riemannian metric on $\mathcal{P}$ at $\rho$, where $T_{\rho} \mathcal{P}$ is the tangent space consisting of measures with zero means. The metric can also be expressed as $g_{\rho}\left(\sigma_{1}, \sigma_{2}\right)=\left\langle\sigma_{1}, M(\rho) \sigma_{2}\right\rangle_{L^{2}}$, where $M(\rho)$ is an operator that acts on $T_{\rho} \mathcal{P}$. The gradient flow equation takes the form:

$$
\frac{\partial \rho_{t}}{\partial t}=-\nabla_{g} \mathcal{E}\left(\rho_{t}\right)=-\left.M\left(\rho_{t}\right)^{-1} \frac{\delta \mathcal{E}}{\delta \rho}\right|_{\rho=\rho_{t}}
$$

where $\nabla_{g}$ is the Riemannian gradient operator and $\frac{\delta \mathcal{E}}{\delta \rho}$ is the first variation of $\mathcal{E}$.
In the following, we discuss the choices of energy functionals and metrics that can lead to favorable properties for sampling $\rho_{\text {post }}$, which we know up to a normalization constant. For simplicity, we focus on densities which are supported in a compact set $\Omega$, positive, and smooth. For these densities, the differential structure can be made mathematically precise. But many of our results apply to more general densities; for details see [49].

Energy Functionals A popular choice of $\mathcal{E}$ is the Kullback-Leibler (KL) divergence

$$
\mathcal{E}(\rho)=\operatorname{KL}\left[\rho \| \rho_{\text {post }}\right]=\int \rho \log \left(\frac{\rho}{\rho_{\text {post }}}\right) \mathrm{d} \theta .
$$

Its first variation is

$$
\frac{\delta \mathcal{E}}{\delta \rho}=\log \rho-\log \rho_{\text {post }}-\int\left(\log \rho-\log \rho_{\text {post }}\right) \mathrm{d} \theta,
$$

where we impose $\int \frac{\delta \mathcal{E}}{\delta \rho} \mathrm{d} \theta=0$. A remarkable property of the KL divergence is that, $\frac{\delta \mathcal{E}}{\delta \rho}$ remains unchanged if we scale $\rho_{\text {post }}$ by any positive constant $c>0$, i.e. if we change $\rho_{\text {post }}$ to $c \rho_{\text {post. }}$. This property eliminates the need to know the normalization constant of $\rho_{\text {post }}$ in order to calculate the first variation. It is common in Bayesian inference for the normalization to be unknown and indeed the fact that MCMC methods do not need the normalization constant is central to their widespread use; it is desirable that the methodology presented here has the same property.

A natural question is whether there are any other energy functionals satisfying the same invariant property with respect to the normalization constant. The answer is no. We show that this property of the KL divergence is unique: among all $f$ divergences with continuously differentiable $f$ defined on the positive reals it is the only one to have this property.

Here the $f$-divergence between two continuous density functions $\rho$ and $\rho_{\text {post }}$, positive everywhere, is defined as

$$
D_{f}\left[\rho \| \rho_{\text {post }}\right]=\int \rho_{\text {post }} f\left(\frac{\rho}{\rho_{\text {post }}}\right) \mathrm{d} \theta
$$

For convex $f$ with $f(1)=0$, Jensen's inequality implies that $D_{f}\left[\rho \| \rho_{\text {post }}\right] \geq 0$. In what follow we view this $f$-divergence as a function of probability measure $\rho$, parameterized by $\rho_{\text {post }}$; in particular we observe that this parameter-dependent function of probability density $\rho$ makes sense if $\rho_{\text {post }}$ is simply a positive function: it does not need to be a probability density; we may thus scale $\rho_{\text {post }}$ by any positive real.

Proposition 7.2.1. Assume that $f:(0, \infty) \rightarrow \mathbb{R}$ is continuously differentiable and $f(1)=0$. Then the KL divergence is the only $f$-divergence (up to scalar factors) whose first variation is invariant with respect to $\rho_{\text {post }} \mapsto c \rho_{\text {post }}$, for any $c \in(0, \infty)$ and for any $\rho_{\text {post }} \in \mathcal{P}$.

Proof. First, note that we already know that the KL divergence satisfies the desired property by direct calculation. To show the uniqueness, we consider $\rho$ and $\rho_{\text {post }}$ continuous density functions, positive everywhere. We start by calculating the first variation of the $f$-divergence:

$$
\frac{\delta D_{f}}{\delta \rho}=f^{\prime}\left(\frac{\rho}{\rho_{\text {post }}}\right)-\int f^{\prime}\left(\frac{\rho}{\rho_{\text {post }}}\right) \mathrm{d} \theta .
$$

We assume that this first variation is invariant under scaling of $\rho_{\text {post }}$ by a positive real $c$ in order to determine constraints that this imposes on $f$. We thus have that

$$
f^{\prime}\left(\frac{\rho(\theta)}{\rho_{\text {post }}(\theta)}\right)-\int f^{\prime}\left(\frac{\rho}{\rho_{\text {post }}}\right) \mathrm{d} \theta=f^{\prime}\left(\frac{c \rho(\theta)}{\rho_{\text {post }}(\theta)}\right)-\int f^{\prime}\left(\frac{c \rho}{\rho_{\text {post }}}\right) \mathrm{d} \theta
$$

and hence that

$$
\begin{equation*}
f^{\prime}\left(\frac{\rho(\theta)}{\rho_{\text {post }}(\theta)}\right)-f^{\prime}\left(\frac{c \rho(\theta)}{\rho_{\text {post }}(\theta)}\right)=\int f^{\prime}\left(\frac{\rho}{\rho_{\text {post }}}\right) \mathrm{d} \theta-\int f^{\prime}\left(\frac{c \rho}{\rho_{\text {post }}}\right) \mathrm{d} \theta, \tag{7.2.1}
\end{equation*}
$$

for any $\theta \in \mathbb{R}^{d}$ and $c>0$. Because $\rho$ and $\rho_{\text {post }}$ integrate to 1 and they are continuous, there exists $\theta^{\dagger}$ such that $\rho\left(\theta^{\dagger}\right) / \rho_{\text {post }}\left(\theta^{\dagger}\right)=1$. Setting $\theta=\theta^{\dagger}$ in the above identity, we obtain

$$
\begin{equation*}
g(c):=f^{\prime}(1)-f^{\prime}(c)=\int f^{\prime}\left(\frac{\rho}{\rho_{\text {post }}}\right) \mathrm{d} \theta-\int f^{\prime}\left(\frac{c \rho}{\rho_{\text {post }}}\right) \mathrm{d} \theta \tag{7.2.2}
\end{equation*}
$$

Combining (7.2.1), (7.2.2) to eliminate the integrated terms we obtain

$$
\begin{equation*}
f^{\prime}\left(\frac{\rho(\theta)}{\rho_{\text {post }}(\theta)}\right)-f^{\prime}\left(\frac{c \rho(\theta)}{\rho_{\text {post }}(\theta)}\right)=g(c), \tag{7.2.3}
\end{equation*}
$$

where $c$ is an arbitrary positive number. Note, furthermore, that $g(c)$ is continuous since $f$ is continuously differentiable. Since $\rho$ and $\rho_{\text {post }}$ are arbitrary, we can write (7.2.3) equivalently as

$$
\begin{equation*}
f^{\prime}(y)-f^{\prime}(c y)=g(c) \tag{7.2.4}
\end{equation*}
$$

for any $y, c \in \mathbb{R}_{+}$. Let $h: \mathbb{R} \rightarrow \mathbb{R}$ such that $h(z)=f^{\prime}(\exp (z))$. Then, we can equivalently formulate (7.2.4) as

$$
\begin{equation*}
h\left(z_{1}\right)-h\left(z_{2}\right)=r\left(z_{1}-z_{2}\right), \tag{7.2.5}
\end{equation*}
$$

for any $z_{1}, z_{2} \in \mathbb{R}$ and $r: \mathbb{R} \rightarrow \mathbb{R}$ such that $r(t)=g(\exp (-t))$.
We can show $r$ is a linear function. Setting $z_{1}=z_{2}$ in (7.2.5) shows that $r(0)=0$. Note also that, again by (7.2.5),

$$
r\left(z_{1}-z_{2}\right)+r\left(z_{2}-z_{3}\right)=h\left(z_{1}\right)-h\left(z_{3}\right)=r\left(z_{1}-z_{3}\right) .
$$

Hence, since $z_{1}, z_{2}$ and $z_{3}$ are arbitrary, we deduce that for any $x, y \in \mathbb{R}$, it holds that

$$
\begin{equation*}
r(x)+r(y)=r(x+y) \tag{7.2.6}
\end{equation*}
$$

Furthermore $r$ is continuous since $f$ is assumed continuously differentiable. With the above conditions, it is a standard result in functional equations that $r(x)$ is linear. Indeed, as a sketch of proof, by (7.2.6) we can first deduce $r(n)=n r(1)$ for $n \in \mathbb{Z}$. Then, by setting $x, y$ to be dyadic rationals, we can deduce $r\left(\frac{i}{2^{k}}\right)=\frac{i}{2^{k}} r(1)$ for any $i, k \in \mathbb{Z}$. Finally, using the continuity of the function $r$, we get $r(x)=x r(1)$ for any $x \in \mathbb{R}$. For more details, see [87].

Using the fact that $r$ is linear and the equation (7.2.5), we know that $h$ is an affine function and thus $f^{\prime}(\exp (z))=a z+b$ for some $a, b \in \mathbb{R}$. Equivalently, $f^{\prime}(y)=$
$a \log (y)+b$. Using the condition $f(1)=0$, we get $f(y)=a y \log (y)+(b-a)(y-1)$. Plugging this $f$ into the formula for $D_{f}$, we get

$$
D_{f}\left[\rho \| \rho_{\mathrm{post}}\right]=a \operatorname{KL}\left[\rho \| \rho_{\mathrm{post}}\right],
$$

noting that the affine term in $f(y)$ has zero contributions in the formula for $D_{f}$. The proof is complete.

Our result justifies that the KL divergence is a unique energy functional ideal for sampling tasks in Bayesian inference.

Metrics As noted in Section 1.2.5.2, many different metrics have been proposed in the literature. Some examples include (here formally, we describe the metric using $M(\rho))$ :

- Wasserstein metric $[135,200]: M(\rho)^{-1} \psi=-\nabla \cdot(\rho \nabla \psi)$;
- Stein metric [168]:

$$
M(\rho)^{-1} \psi=-\nabla_{\theta} \cdot\left(\rho(\theta) \int \kappa\left(\theta, \theta^{\prime}, \rho\right) \rho\left(\theta^{\prime}\right) \nabla_{\theta^{\prime}} \psi\left(\theta^{\prime}\right) \mathrm{d} \theta^{\prime}\right)
$$

where $\kappa$ is a kernel function;

- Wasserstein-Fisher-Rao metric [175]: $M(\rho)^{-1} \psi=-\nabla \cdot(\rho \nabla \psi)+\rho\left(\psi-\mathbb{E}_{\rho}[\psi]\right)$;
- Kalman-Wasserstein metric [95]: $M(\rho)^{-1} \psi=-\nabla \cdot(\rho C(\rho) \nabla \psi)$ where $C(\rho)$ is the covariance matrix of $\rho$.

All the above metrics involve an elliptic operator $-\nabla \cdot(\rho \nabla \cdot)$ or its variants. This operator has its origin in optimal transport [135, 200, 279]. In general, the convergence rate of the gradient flows under such transport-type metrics depend on the property of $\rho_{\text {post }}$, particularly its log-Sobolev constant. One exception is the Wasserstein-Fisher-Rao gradient flow, where the part $\rho\left(\psi-\mathbb{E}_{\rho}[\psi]\right)$ introduces some nonlocality in the flow equation, which accelerates the dynamics.

In fact, we can consider the Fisher-Rao metric directly

$$
M(\rho)^{-1} \psi=\rho\left(\psi-\mathbb{E}_{\rho}[\psi]\right)
$$

which is a fundamental subject in statistics.

Remark 7.2.2. The Fisher-Rao metric was introduced by C.R. Rao [227] via the Fisher information matrix. The original definition is in parametric density spaces, and the corresponding Fisher-Rao gradient flow in the parameter space leads to natural gradient descent [6]. The Fisher-Rao metric in infinite dimensional probability spaces was discussed in [88, 255]. The concept underpins information geometry [7, 12].

With this metric, we can write down the gradient flow equation (with the energy functional to be the KL divergence):

$$
\frac{\partial \rho_{t}}{\partial t}=\rho_{t}\left(\log \rho_{\text {post }}-\log \rho_{t}\right)-\rho_{t} \mathbb{E}_{\rho_{t}}\left[\log \rho_{\text {post }}-\log \rho_{t}\right]
$$

A remarkable property of the above flow is it is invariant to any diffeomorphism of the parameter space. In fact, consider any diffeomorphism $\varphi: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$, we define $\tilde{\rho}_{t}=\varphi \# \rho_{t}$ and $\tilde{\rho}_{\text {post }}=\varphi \# \rho_{\text {post }}$ where $\#$ is the push-forward operator such that

$$
\begin{aligned}
& \tilde{\rho}_{t}(\theta)=\rho_{t}\left(\varphi^{-1}(\theta)\right)\left|\operatorname{det} \nabla \varphi^{-1}\right| \\
& \tilde{\rho}_{\text {post }}(\theta)=\rho_{\text {post }}\left(\varphi^{-1}(\theta)\right)\left|\operatorname{det} \nabla \varphi^{-1}\right|
\end{aligned}
$$

Then, using the above formula, one can derive that

$$
\frac{\partial \tilde{\rho}_{t}}{\partial t}=\tilde{\rho}_{t}\left(\log \tilde{\rho}_{\text {post }}-\log \tilde{\rho}_{t}\right)-\tilde{\rho}_{t} \mathbb{E}_{\tilde{\rho}_{t}}\left[\log \tilde{\rho}_{\mathrm{post}}-\log \tilde{\rho}_{t}\right]
$$

Thus, the flow equation remains invariant upon any transformation. Since for any reasonable $\rho_{\text {post }}$, it is possible to find a $\varphi$ such that $\varphi \# \rho_{\text {post }}$ is a Gaussian distribution, the convergence property of the Fisher-Rao gradient flows will be the same for Gaussian posteriors and general posteriors. Naturally, we may wonder if such invariance property could be beneficial for the convergence of the flow.

In [49], along with some contemporary work [176], we show the uniform exponential convergence of the Fisher-Rao gradient flow:

Proposition 7.2.3. Let $\rho_{t}$ solve the Fisher-Rao gradient flow. Assume also that there exist constants $K, B>0$ such that the initial density $\rho_{0}$ satisfies

$$
\begin{equation*}
e^{-K\left(1+|\theta|^{2}\right)} \leq \frac{\rho_{0}(\theta)}{\rho_{\text {post }}(\theta)} \leq e^{K\left(1+|\theta|^{2}\right)}, \tag{7.2.7}
\end{equation*}
$$

and both $\rho_{0}, \rho_{\text {post }}$ have bounded second moment

$$
\begin{equation*}
\int|\theta|^{2} \rho_{0}(\theta) \mathrm{d} \theta \leq B, \quad \int|\theta|^{2} \rho_{\text {post }}(\theta) \mathrm{d} \theta \leq B \tag{7.2.8}
\end{equation*}
$$

Then, for any $t \geq \log ((1+B) K)$,

$$
\begin{equation*}
\mathrm{KL}\left[\rho_{t} \| \rho_{\text {post }}\right] \leq(2+B+e B) K e^{-t} \tag{7.2.9}
\end{equation*}
$$

The convergence rate is uniform irrespective of the posterior distribution $\rho_{\text {post }}$, which is remarkable.

As mentioned above, this strong result could be related to the invariance property of the Fisher-Rao gradient flows. In [49], we describe the mathematical equivalence between the invariance of the flow and the invariance of the metric. In the literature, it has been shown that the Fisher-Rao metric is the only metric, up to scaling, that is invariant under any diffeomorphism of the state space [40, 11, 24]. This justifies the speciality of the Fisher-Rao metric.

Remark 7.2.4. We note that if we instead assume a weaker condition of "invariance under any invertible affine transformations", namely affine invariance, more metrics can be found to satisfy the property. Examples include the Kalman-Wasserstein metric [95], which is affine invariant.

Indeed, the idea of affine invariance has been introduced for MCMC methods in [102, 85], motivated by the empirical success of the Nelder-Mead simplex algorithm [195] in optimization. The numerical studies presented in [102] demonstrate that affineinvariant MCMC methods offer significant performance improvements over standard MCMC methods. This idea has been further developed to enhance sampling algorithms in more general contexts. Preconditioning strategies for Langevin dynamics to achieve affine-invariance were discussed in [159]. And in [95], the KalmanWasserstein metric was introduced, gradient flows in this metric were advocated and in [96] the methodology was shown to achieve affine invariance. Moreover, the authors in [95, 96, 216] used the empirical covariance of an interacting particle approximation of the mean-field limit, leading to a family of derivative-free sampling approaches in continuous time. Similarly, the work [170] employed the empirical covariance to precondition second-order Langevin dynamics. Affine invariant samplers can also be combined with the pCN (preconditioned Crank-Nicolson) MCMC method [58], to boost the performance of MCMC in function space [59, 72]. Another family of affine-invariant sampling algorithms is based on Newton or Gauss-Newton since using the Hessian matrix as the preconditioner in Newton's method induces the affine invariance property. Such methods include stochastic Newton MCMC [182], and the Newton flow with different metrics [68, 285].

Numerics To get implementable algorithms, we need to simulate the flow numerically. Despite the favorable theoretical property of the Fisher-Rao gradient flow, its numerical simulation requires extra effort. Particle methods based on birth-death
dynamics have been employed in previous studies [175, 176], but their effectiveness depends on the quality of the density estimator for particle distributions. These methods may deteriorate when applied to high-dimensional problems because of the need for many particles.

In [49], we investigate parametric approximations of the Fisher-Rao gradient flows. Specifically, we demonstrate the equivalence between the Gaussian projection (through moment closures) of the flow and natural gradient methods in variational inference. We provide convergence analysis in such cases. We refer to [49] for these discussions, including approximations of other gradient flows.

Additionally, we explore using Kalman methodology to obtain a derivative-free approximation of the Fisher-Rao gradient flow. This approach recovers a recently proposed Kalman-type sampler [132] that has demonstrated success in large-scale Bayes inverse problems.

Our ultimate goal is to enhance these approximations to create provable, efficient, and robust samplers for posterior distributions in Bayes inference. We will continue to work towards this goal.
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## Appendix A

## APPENDIX TO CHAPTER IV

## A. 1 Diagonal Regularization of Kernel Matrices

In the context of GP regression it is common to regularize the kernel matrices by addition of a small diagonal term; in that context, doing so has the interpretation of assuming small Gaussian noise on top of the observations. This diagonal regularization is sometimes referred to as a "nugget". Here we discuss a related approach to regularizing kernel matrices $(\Theta$ and $\widetilde{\Theta})$ by perturbing them slightly; for brevity we use the terminology "nugget" throughout. In Appendix A.1.1 we present an adaptive approach to constructing a family of nugget terms that is tailored to our kernel matrices. Appendices A.1.2 through A.1.4 gather the detailed choices of nugget terms for the experiments in Subsections 4.3.5.1 through 4.3.5.3. Appendix A.1.5 contains the same details for the experiments in Subsection 4.4.4.

## A.1.1 An Adaptive Nugget Term

One of the main computational issues in implementing our methodology is that the kernel matrix $\Theta$ is ill-conditioned. As a consequence, we need to regularize this matrix to improve the stability of these algorithms. This regularization may introduce an accuracy floor, so it is important to choose the regularization term so that it has a small effect on accuracy-there is thus an accuracy-stability tradeoff. A traditional strategy for achieving this goal is to add a nugget term $\eta I$ to $\Theta$, where $\eta>0$ is a small number, and $I$ is the identity matrix. By choosing a suitable $\eta$, the condition number of $\Theta+\eta I$ can be improved significantly. However, there is an additional level of difficulty in our method since the matrix $\Theta$ contains multiple blocks whose spectral properties can differ by orders of magnitude, since they can involve different orders of derivatives of the kernel function $K$. This observation implies that adding $\eta I$, which is uniform across all blocks, may be suboptimal in terms of the accuracy-stability tradeoff.

In what follows we adopt the same notation as Subsection 4.3.4.1. To address the ill-conditioning of $\Theta$, we consider adding an adaptive block diagonal nugget term. More precisely, without loss of generality we can assume $\Theta^{(1,1)}$ corresponds to the
pointwise measurements, i.e., $L_{1}^{\mathbf{X}}=\delta_{\mathbf{x}}$, then, we construct a block diagonal matrix

$$
R=\left[\begin{array}{llll}
I & & & \\
& \frac{\operatorname{tr}\left(\Theta^{(2,2)}\right)}{\operatorname{tr}\left(\Theta^{(1,1)}\right)} I & & \\
& & \ddots & \\
& & & \frac{\operatorname{tr}\left(\Theta^{(Q, Q)}\right)}{\operatorname{tr}\left(\Theta^{(1,1)}\right)} I
\end{array}\right],
$$

where we reweight the identity matrix in each diagonal block by a factor of the trace ratio between $\Theta^{(q, q)}$ and $\Theta^{(1,1)}$. With this matrix, the adaptive nugget term is defined as $\eta R$ with a global nugget parameter $\eta>0$. We find that once the parameter $\eta$ is chosen suitably, then our Gauss-Newton algorithm converges quickly and in a stable manner. During computations, we can compute the Cholesky factors of $\Theta+\eta R$ offline and use back-substitution to invert them in each iteration of Gauss-Newton.

Example NE. For the numerical experiments in Subsection 4.1.1.4 pertaining to the nonlinear elliptic PDE (4.1.1), we observed that $\Theta$ has two distinct diagonal blocks, i.e., one block corresponding to the pointwise evaluation functions and with entries $K\left(\mathbf{x}_{m}, \mathbf{x}_{i}\right)$ and another block corresponding to pointwise evaluations of the Laplacian operator and with entries $\left.\Delta^{\mathbf{x}} \Delta^{\mathbf{x}^{\prime}} K\left(\mathbf{x}, \mathbf{x}^{\prime}\right)\right|_{\left(\mathbf{x}_{m}, \mathbf{x}_{i}\right)}$. With $M=1024$ collocation points, the trace ratio between these blocks was of order 4000. Thus, the difference between $I$ and $R$ is significant. Our experiments also showed that if we only add $\eta I$ to regularize the matrix, then choosing $\eta$ as large as $O\left(10^{-4}\right)$ was needed to get meaningful results, while using the nugget term $\eta R$, we could choose $\eta=10^{-9}$ which leads to significantly improved results. We further explore these details below and in particular in Table A.1.2.

## A.1.2 Choice of Nugget Terms for the Nonlinear Elliptic PDE

Below we discuss the choice of the nugget term in the numerical experiments of Subsection 4.3.5.1. The results in Figure 4.2 and Table 4.1 were obtained by employing the adaptive nugget term of Appendix A.1.1 with global parameters $\eta=10^{-13}$ and $\eta=10^{-12}$ respectively.

We also compared our adaptive nugget term to more standard choices, i.e., nugget terms of the form $\eta I$ against our adaptive nugget term $\eta R$ with the nonlinearity $\tau(u)=u^{3}$. Cholesky factorization was applied to the regularized matrix and the subsequent Gauss-Newton iterations were employed to obtain the solutions. The $L^{2}$ and $L^{\infty}$ errors of the converged solutions are shown in Table A.1.2. The results were averaged over 10 instances of a random sampling of the collocation points.

Here, "nan" means the algorithm was unstable and diverged. To obtain these results we terminated all Gauss-Newton iterations after 5 steps. Due to randomness in the initial guess, and in examples where random collocation points were used due to this too, we observed that some random trials did not converge in 5 steps. This variation also explains the non-monotonic behavior of the error in Table A.1.2 as $\eta$ decreases. These effects were more profound for the standard nugget term. Besides these small variations our results clearly demonstrate the superior accuracy and stability that is provided by our adaptive nugget term versus the standard nugget choice.

| $\eta$ | $10^{-1}$ | $10^{-2}$ | $10^{-3}$ | $10^{-4}$ | $10^{-5}$ | $10^{-6}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\Theta+\eta I: L^{2}$ error | $7.77 \mathrm{e}-02$ | $4.46 \mathrm{e}-02$ | $2.65 \mathrm{e}-02$ | $1.56 \mathrm{e}-02$ | $1.32 \mathrm{e}-02$ | $1.46 \mathrm{e}-02$ |
| $\Theta+\eta I: L^{\infty}$ error | $6.43-01$ | $3.13 \mathrm{e}-01$ | $1.99 \mathrm{e}-01$ | $1.47 \mathrm{e}-01$ | $1.33 \mathrm{e}-01$ | $1.43 \mathrm{e}-01$ |
| $\Theta+\eta R: L^{2}$ error | $8.49 \mathrm{e}-02$ | $9.29 \mathrm{e}-03$ | $9.10 \mathrm{e}-03$ | $3.34 \mathrm{e}-03$ | $1.01 \mathrm{e}-03$ | $3.36 \mathrm{e}-04$ |
| $\Theta+\eta R: L^{\infty}$ error | $4.02 \mathrm{e}-01$ | $7.86 \mathrm{e}-02$ | $5.58 \mathrm{e}-02$ | $2.21 \mathrm{e}-02$ | $7.17 \mathrm{e}-03$ | $3.87 \mathrm{e}-03$ |
| $\eta$ | $10^{-7}$ | $10^{-8}$ | $10^{-9}$ | $10^{-10}$ | $10^{-11}$ | $10^{-12}$ |
| $\Theta+\eta I: L^{2}$ error | $1.37 \mathrm{e}-02$ | $8.623-03$ | $1.01 \mathrm{e}-02$ | $1.92 \mathrm{e}-02$ | nan | nan |
| $\Theta+\eta I: L^{\infty}$ error | $1.81 \mathrm{e}-01$ | $8.28 \mathrm{e}-02$ | $1.07 \mathrm{e}-01$ | $3.05 \mathrm{e}-01$ | nan | nan |
| $\Theta+\eta R: L^{2}$ error | $1.55 \mathrm{e}-04$ | $7.05 \mathrm{e}-05$ | $4.56 \mathrm{e}-05$ | $6.30 \mathrm{e}-06$ | $1.73 \mathrm{e}-06$ | $8.31 \mathrm{e}-07$ |
| $\Theta+\eta R: L^{\infty}$ error | $2.41 \mathrm{e}-03$ | $1.07 \mathrm{e}-03$ | $7.66 \mathrm{e}-04$ | $8.92 \mathrm{e}-05$ | $2.62 \mathrm{e}-05$ | $1.17 \mathrm{e}-05$ |

Table A.1: Comparison of solution errors between standard nugget terms and our adaptive nugget terms for the nonlinear elliptic PDE (4.1.1). Collocation points are uniformly sampled with $M=1024$ and $M_{\Omega}=900$ with a Gaussian kernel with lengthscale parameter $\sigma=0.2$. Results are averaged over 10 realizations of the random collocation points. The maximum Gauss-Newton iteration was 5.

## A.1.3 Choice of Nugget Terms for Burger's Equation

For the numerical experiments in Subsection 4.3.5.2 we primarily used our adaptive nugget term as outlined in Appendix A.1.1. For the results in Figure 4.3 we used a global nugget parameter $\eta=10^{-10}$. For the convergence analysis in Table 4.2 we varied $\eta$ for different number of collocation points to achieve better performance. More precisely, for $M \leq 1200$ we used a larger nugget $\eta=10^{-5}$ and for $M \geq 2400$ we used $\eta=10^{-10}$. Choosing a smaller nugget for small values of $M$ would still yield equally accurate results but required more iterations of the Gauss-Newton algorithm.

## A.1.4 Choice of Nugget Terms for the Eikonal Equation

Our numerical experiments in Subsection 4.3.5.3 also used the adaptive nugget of Appendix A.1.1. Indeed, we followed a similar approach to choosing the global
parameter $\eta$ as in the case of Burger's equation outlined in Appendix A.1.3 above.
For the results in Figure 4.4 we used $\eta=10^{-10}$. For the convergence analysis in Table 4.3 we varied $\eta$ for different values of $M$, i.e., we chose $\eta=10^{-5}$ for $M \leq 1200$ and $\eta=10^{-10}$ for $M \geq 2400$. Analogously to the Burger's experiment we observed that smaller values of $\eta$ for smaller choices of $M$ cause the Gauss-Newton iterations to converge more slowly. Thus varying $\eta$ with $M$ improved the efficiency of our framework.

## A.1.5 Choice of Nugget Terms for Darcy Flow

Both of the matrices $\Theta, \widetilde{\Theta}$ outlined in Subsection 4.4.1 are dense and ill-conditioned in the IP setting and so an appropriate nugget term should be chosen to regularize them. In the IP setting we propose to add adaptive nuggets for both $\Theta, \widetilde{\Theta}$ using the same strategy as in Appendix A.1.1, except that the nuggets are constructed independently for each matrix. To this end we set $\Theta \leftarrow \Theta+\eta R$ and $\widetilde{\Theta} \leftarrow \widetilde{\Theta}+\tilde{\eta} \tilde{R}$, where the $\tilde{\eta}, \tilde{R}$ denote the global nugget parameter and the re-weighted identity matrix corresponding to $\widetilde{\Theta}$. For the numerical experiments in Figure 4.5 we used $\eta=\tilde{\eta}=10^{-5}$.

## APPENDIX TO CHAPTER V

## B. 1 Supernodes and Aggregate Sparsity Pattern

The supernode idea is adopted from [240], which allows to re-use the Cholesky factors in the computation of (5.3.7) to update multiple columns at once.

We group the measurements into supernodes consisting of measurements whose points are close in location and have similar lengthscale parameters $l_{i}$. To do this, we select the last index $j \in I$ of the measurements in the ordering that has not been aggregated into a supernode yet and aggregate the indices in $\{i:(i, j) \in$ $\left.S_{P, l, \rho}, l_{i} \leq \lambda l_{j}\right\}$ that have not been aggregated yet into a common supernode, for some $\lambda>1$. We repeat this procedure until every measurement has been aggregated into a supernode. We denote the set of all supernodes as $\tilde{I}$ and write $i \leadsto \tilde{i}$ for $i \in I$ and $\tilde{i} \in \tilde{I}$ if $\tilde{i}$ is the supernode to which $i$ has been aggregated.

The idea is to assign the same sparsity pattern to all the measurements of the same supernode. To achieve so, we define the sparsity set for a supernode as the union of the sparsity sets of all the nodes it contains, namely $s_{\tilde{i}}:=\left\{j: \exists i \leadsto \tilde{i}, j \in s_{i}\right\}$. Then, we introduce the aggregated sparsity pattern

$$
S_{P, l, \rho, \lambda}:=\bigcup_{\tilde{j}} \bigcup_{j \sim \tilde{j}}\left\{(i, j) \subset I \times I: i \leq j, i \in s_{\tilde{j}}\right\} .
$$

Under mild assumptions (Theorem B. 5 in [240]), one can show that there are $O\left(N / \rho^{d}\right)$ number of supernodes and each supernode contains $O\left(\rho^{d}\right)$ measurements. The size of the sparsity set for a supernode \#s $s_{\tilde{j}}=O\left(\rho^{d}\right)$. For a visual demonstration of the grouping and aggregate sparsity pattern, see Figure B.1, which is taken from Figure 3 in [240].

Now, we can compute (5.3.7) with the aggregated sparsity pattern more efficiently. Let $s_{j}^{*}=\left\{i:(i, j) \in S_{P, l, \rho, \lambda}\right\}$ be the individual sparsity pattern for $j$ in the aggregated pattern $S_{P, l, \rho, \lambda}$. In (5.3.7), we need to compute matrix-vector products for $\Theta_{s_{j}^{*}, s_{j}^{*}}^{-1}$. For that purpose, one can apply the Cholesky factorization to $\Theta_{s_{j}^{*}, s_{j}^{*}}$. Naïvely computing Cholesky factorizations of every $\Theta_{s_{j}^{*}, s_{j}^{*}}$ will result in $O\left(N \rho^{3 d}\right)$ arithmetic complexity. However, due to the supernode construction, we can factorize $\Theta_{s_{j}, s_{j}}$ once and then use the resulting factor to obtain the Cholesky factors of $\Theta_{s_{j}^{*},,_{j}^{*}}$ directly for all $j \leadsto \tilde{j}$.


Figure B.1: The figure on the left illustrates the original pattern $S_{P, \ell, \rho}$. For each orange point $j$, its sparsity pattern $s_{j}$ includes all points within a circle with a radius of $\rho$. On the right, all points $j$ that are located close to each other and have similar lengthscales are grouped into a supernode $\tilde{j}$. The supernode can be represented by a list of parents (the orange points within an inner sphere of radius $\approx \rho$, or all $j \sim \tilde{j}$ ) and children (all points within a radius $\leq 2 \rho$, which correspond to the sparsity set $s_{\tilde{j}}$. Figure reproduced from [240] with author permission.

This is because our construction guarantees that

$$
\Theta_{s_{j}^{*}, s_{j}^{*}}=\Theta_{s_{j}, s_{j}}\left[1: \# s_{j}^{*}, 1: \# s_{j}^{*}\right],
$$

where we used the MATLAB notation. The above relation shows that sub-Cholesky factors of $\Theta_{s_{j}, s_{j}}$ become the Cholesky factors of $\Theta_{s_{j}^{*}, s_{j}^{*}}$ for $j \leadsto \tilde{j}$.
Therefore, one step of Cholesky factorization works for all $O\left(\rho^{d}\right)$ measurements in the supernode. In total, the arithmetic complexity is upper bounded by $O\left(\rho^{3 d} \times\right.$ $\left.N / \rho^{d}\right)=O\left(N \rho^{2 d}\right)$. For more details of the algorithm, we refer to section 3.2, in particular Algorithm 3.2, in [240].

It was shown that the aggregate sparsity pattern could be constructed with time complexity $O\left(N \log (N)+N \rho^{d}\right)$ and space complexity $O(N)$; see Theorem C. 3 in [240]. They are of a lower order compared to the time complexity $O\left(N \log ^{2}(N) \rho^{d}\right)$ and space complexity $O\left(N \rho^{d}\right)$ for generating the maximin ordering and the original sparsity pattern $S_{P, l, \rho}$ (see Remark 5.3.4).

## B. 2 Ball-packing Arguments

The ball-packing argument is useful to bound the cardinality of the sparsity pattern.

Proposition B.2.1. Consider the maximin ordering (Definition 5.3.2) and the sparsity pattern defined in (5.3.4). For each column $j$, denote $s_{j}=\left\{i:(i, j) \in S_{P, l, \rho}\right\}$. The cardinality of the set $s_{j}$ is denoted by $\# s_{j}$. Then, it holds that $\# s_{j}=O\left(\rho^{d}\right)$.

Proof. Fix a $j$. For any $i \in s_{j}$, we have $\operatorname{dist}\left(\mathbf{x}_{P(i)}, \mathbf{x}_{P(j)}\right) \leq \rho l_{j}$. Moreover, by the definition of the maximin ordering, we know that for $i, i^{\prime} \in s_{j}$ and $i \neq i^{\prime}$, it holds that $\operatorname{dist}\left(\mathbf{x}_{P(i)}, \mathbf{x}_{P\left(i^{\prime}\right)}\right) \geq l_{j}$. Thus, the cardinality of $s_{i}$ is bounded by the number of disjoint balls of radius $l_{j}$ that the ball $B\left(\mathbf{x}_{P(i)}, 2 \rho l_{j}\right)$ can contain. Clearly, $\# s_{i}=O\left(\rho^{d}\right)$. The proof is complete.

## B. 3 Explicit Formula for the KL Minimization

By direct calculation, one can show the KL minimization attains an explicit formula. The proof of this explicit formula follows a similar approach to that of Theorem 2.1 in [240], with the only difference being the use of upper Cholesky factors.

Proposition B.3.1. The solution to (5.3.6) is given by (5.3.7).
Proof. We use the explicit formula for the KL divergence between two multivariate Gaussians:

$$
\begin{align*}
& \mathrm{KL}\left(\mathcal{N}(0, \Theta) \| \mathcal{N}\left(0,\left(U U^{T}\right)^{-1}\right)\right) \\
= & \frac{1}{2}\left[-\log \operatorname{det}\left(U^{T} \Theta U\right)+\operatorname{tr}\left(U^{T} \Theta U\right)-N\right] . \tag{B.3.1}
\end{align*}
$$

To identify the minimizer, the constant and scaling do not matter, so we focus on the $-\log \operatorname{det}\left(U^{T} \Theta U\right)$ and $\operatorname{tr}\left(U^{T} \Theta U\right)$ parts. By writing $U=\left[U_{:, 1}, \ldots, U_{;, M}\right]$, we get

$$
\begin{equation*}
-\log \operatorname{det}\left(U^{T} \Theta U\right)+\operatorname{tr}\left(U^{T} \Theta U\right)=\sum_{j=1}^{M}\left[-2 \log U_{j j}+\operatorname{tr}\left(U_{:, j}^{T} \Theta U_{:, j}\right)\right]-\log \operatorname{det} \Theta \tag{B.3.2}
\end{equation*}
$$

Thus the minimization is decoupled to each column of $U$. Due to the choice of the sparse pattern, we have $U_{:, j}^{T} \Theta U_{:, j}=U_{s_{j}, j}^{T} \Theta_{s_{j}, s_{j}} U_{s_{j}, j}$. We can further simplify the formula

$$
\begin{equation*}
\operatorname{tr}\left(U_{:, j}^{T} \Theta U_{:, j}\right)=\operatorname{tr}\left(U_{s_{j}, j}^{T} \Theta_{s_{j}, s_{j}} U_{s_{j}, j}\right) \tag{B.3.3}
\end{equation*}
$$

It suffices to identify the minimizer of $-2 \log U_{j j}+\operatorname{tr}\left(U_{s_{j}, j}^{T} \Theta_{s_{j}, s_{j}} U_{s_{j}, j}\right)$. Taking the derivatives, we get the optimality condition:

$$
\begin{equation*}
-\frac{2}{U_{j j}} \mathbf{e}_{\#_{s_{j}}}+2 \Theta_{s_{j}, s_{j}} U_{s_{j}, j}=0, \tag{B.3.4}
\end{equation*}
$$

where $\mathbf{e}_{\# s_{j}}$ is a standard basis vector in $\mathbb{R}^{\# s_{j}}$ with the last entry being 1 and other entries equal 0 .

Solving this equation leads to the solution

$$
\begin{equation*}
U_{s_{j}, j}=\frac{\Theta_{s_{j}, s_{j}}^{-1} \mathbf{e}_{\# s_{j}}}{\sqrt{\mathbf{e}_{\# s_{j}}^{T} \Theta_{s_{j}, s_{j}}^{-1} \mathbf{e}_{\# s_{j}}}} \tag{B.3.5}
\end{equation*}
$$

The proof is complete.

## B. 4 Proofs of the Main Theoretical Results

## B.4.1 Proof of Theorem 5.4.2

Proof of Theorem 5.4.2. We rely on the interplay between GP regression, linear algebra, and numerical homogenization to prove this theorem. Consider the GP $\xi \sim \mathcal{N}\left(0, \mathcal{L}^{-1}\right)$. For each measurement functional, we define the Gaussian random variables $Y_{i}=\left[\xi, \tilde{\phi}_{i}\right] \sim \mathcal{N}\left(0,\left[\tilde{\phi}_{i}, \mathcal{L}^{-1} \tilde{\phi}_{i}\right]\right)=\mathcal{N}\left(0, \Theta_{i i}\right)$. As mentioned in Remark 5.3.3 and proved in Proposition B.4.4, we have a relation between the Cholesky factor and the GP conditioning, as

$$
\frac{U_{i j}^{\star}}{U_{j j}^{\star}}=(-1)^{i \neq j} \frac{\operatorname{Cov}\left[Y_{i}, Y_{j} \mid Y_{1: j-1 \backslash\{i\}}\right]}{\operatorname{Var}\left[Y_{i} \mid Y_{1: j-1 \backslash\{i\}}\right]}, i \leq j .
$$

Moreover, by Proposition B.4.5, one can connect the conditional covariance of GPs with conditional expectation, such that

$$
\begin{equation*}
\frac{\operatorname{Cov}\left[Y_{i}, Y_{j} \mid Y_{1: j-1 \backslash\{i\}}\right]}{\operatorname{Var}\left[Y_{i} \mid Y_{1: j-1 \backslash\{i\}}\right]}=\mathbb{E}\left[Y_{j} \mid Y_{i}=1, Y_{1: j-1 \backslash\{i\}}=0\right] . \tag{B.4.1}
\end{equation*}
$$

The above conditional expectation is related to the Gamblets introduced in the numerical homogenization literature. Indeed, using the relation $Y_{i}=\left[\xi, \tilde{\phi}_{i}\right]$, we have

$$
\begin{equation*}
\mathbb{E}\left[Y_{j} \mid Y_{i}=1, Y_{1: j-1 \backslash\{i\}}=0\right]=\left[\mathbb{E}\left[\xi \mid Y_{i}=1, Y_{1: j-1 \backslash\{i\}}=0\right], \tilde{\phi}_{j}\right]=\left[\psi_{j}^{i}, \tilde{\phi}_{j}\right], \tag{B.4.2}
\end{equation*}
$$

where $\psi_{j}^{i}(\mathbf{x}):=\mathbb{E}\left[\xi(\mathbf{x}) \mid Y_{i}=1, Y_{1: j-1 \backslash\{i\}}=0\right]$; it is named Gamblets in [203, 204].
Importantly, for the conditional expectation, by Proposition B.4.6, we have the following variational characterization [203, 204]:

$$
\begin{align*}
\psi_{j}^{i}=\operatorname{argmin}_{\psi \in H_{0}^{s}(\Omega)} & {[\psi, \mathcal{L} \psi] }  \tag{B.4.3}\\
\text { subject to } & {\left[\psi, \tilde{\phi}_{k}\right]=\delta_{i, k} \text { for } 1 \leq k \leq j-1 . }
\end{align*}
$$

A main property of the Gamblets is that they can exhibit an exponential decay property under suitable assumptions, which can be used to prove our theorem. We collect the related theoretical results in Appendix B.4.4; we will use them in our proof.

Our proof for the theorem consists of two steps. The first step is to bound $\left|U_{i j}^{\star} / U_{j j}^{\star}\right|$, and the second step is to bound $\left|U_{j j}^{*}\right|$.

For the first step, we separate the cases $j \leq M$ and $j>M$. Indeed, the case $j \leq M$ has been covered in [241, 240]. Here, our proof is simplified.

For $1 \leq i \leq j \leq M$, by the discussions above, we have the relation:

$$
\begin{equation*}
\left|\frac{U_{i j}^{\star}}{U_{j j}^{\star}}\right|=\left|\left[\psi_{j}^{i}, \tilde{\phi}_{j}\right]\right|=\left|\psi_{j}^{i}\left(\mathbf{x}_{P(j)}\right)\right|, \tag{B.4.4}
\end{equation*}
$$

where we used the fact that $\tilde{\phi}_{j}=\delta_{\mathbf{x}_{P(j)}}$ because all the Diracs measurements are ordered first. To bound $\left|\psi_{j}^{i}\left(\mathbf{x}_{P(j)}\right)\right|$, we will use the exponential decay results for Gamblets that we prove in Proposition B.4.13. More precisely, to apply Proposition B.4.13 to this context, we need to verify its assumptions, especially Assumption B.4.7.

In our setting, we can construct a partition of the domain $\Omega$ by using the Voronoi diagram. Denote $X_{j-1}=\left\{\mathbf{x}_{P(1)}, \ldots, \mathbf{x}_{P(j-1)}\right\}$. We note that $X_{M}$ will consist of all the physical points. We define $\tau_{k}$, for $1 \leq k \leq j-1$, to be the Voronoi cell, which contains all points in $\Omega$ that is closer to $\mathbf{x}_{P(k)}$ than to any other in $X_{j-1}$. Since we assume $\Omega$ is convex, $\tau_{k}$ is also convex. And bounded convex domains are uniform Lipschitz.

Furthermore, to verify the other parts in Assumption B.4.7, we analyze the homogeneity parameter of $X_{j-1}$. By definition,

$$
\begin{equation*}
\delta\left(X_{j-1} ; \partial \Omega\right)=\frac{\min _{\mathbf{x}, \mathbf{y} \in X_{j-1}} \operatorname{dist}(\mathbf{x},\{\mathbf{y}\} \cup \partial \Omega)}{\max _{\mathbf{x} \in \Omega} \operatorname{dist}\left(\mathbf{x}, X_{j-1} \cup \partial \Omega\right)} \tag{B.4.5}
\end{equation*}
$$

By definition of the maximin ordering, we have

$$
\begin{equation*}
\min _{\mathbf{x}, \mathbf{y} \in X_{j-1}} \operatorname{dist}(\mathbf{x},\{\mathbf{y}\} \cup \partial \Omega)=l_{j-1} \tag{B.4.6}
\end{equation*}
$$

Then, by the triangle inequality, it holds that

$$
\begin{align*}
\max _{\mathbf{x} \in \Omega} \operatorname{dist}\left(\mathbf{x}, X_{j-1} \cup \partial \Omega\right) & \leq \max _{\mathbf{x} \in X_{M}} \operatorname{dist}\left(\mathbf{x}, X_{j-1} \cup \partial \Omega\right)+\max _{\mathbf{x} \in \Omega} \operatorname{dist}\left(\mathbf{x}, X_{M}\right)  \tag{B.4.7}\\
& \leq l_{j}+l_{M} / \delta\left(X_{M} ; \partial \Omega\right) \leq\left(1+1 / \delta\left(X_{M} ; \partial \Omega\right)\right) l_{j},
\end{align*}
$$

where in the second inequality, we used the definition of the lengthscales $l_{j}$ and the homogeneity assumption of $X_{M}$ (i.e., $\delta\left(X_{M} ; \partial \Omega\right)>0$ ). Combining the above two estimates, we get $\delta\left(X_{j-1} ; \partial \Omega\right) \geq 1 /\left(1+1 / \delta\left(X_{M} ; \partial \Omega\right)\right)>0$ where we used the fact that $l_{j} \leq l_{j-1}$. So $X_{j-1}$ is also homogeneously distributed with $\delta\left(X_{j-1} ; \partial \Omega\right)>0$.

We are ready to verify Assumption B.4.7. Firstly, the balls $B\left(\mathbf{x}, l_{j} / 2\right), \mathbf{x} \in X_{j-1}$ do not intersect, and thus inside each $\tau_{k}$, there is a ball of center $\mathbf{x}_{P(k)}$ and radius $l_{j} / 2$. Secondly, since $\max _{\mathbf{x} \in \Omega} \operatorname{dist}\left(\mathbf{x}, X_{j-1} \cup \partial \Omega\right) \leq\left(1+1 / \delta\left(X_{M} ; \partial \Omega\right)\right) l_{j}$, we know that $\tau_{i}$ is contained in a ball of center $\mathbf{x}_{P(k)}$ and radius $\left(1+1 / \delta\left(X_{M} ; \partial \Omega\right)\right) l_{j}$. Therefore,

Assumption B.4.7 holds with $h=l_{j} / 2, \delta=\min \left(1 /\left(2+2 / \delta\left(X_{M} ; \partial \Omega\right)\right), 1\right)$ and $Q=j-1$. Assumption B.4.8 readily holds by our choice of measurements.

Thus, applying Proposition B.4.13, we then get

$$
\begin{equation*}
\left|\frac{U_{i j}^{\star}}{U_{j j}^{\star}}\right|=\left|\psi_{j}^{i}\left(\mathbf{x}_{P(j)}\right)\right| \leq C l_{j}^{-2 s} \exp \left(-\frac{\operatorname{dist}\left(\mathbf{x}_{P(i)}, \mathbf{x}_{P(j)}\right)}{C l_{j}}\right), \tag{B.4.8}
\end{equation*}
$$

where $C$ is a constant depending on $\Omega, \delta, d, s,\|\mathcal{L}\|,\left\|\mathcal{L}^{-1}\right\|$. We obtain the exponential decay of $\left|U_{i j}^{\star} / U_{j j}^{\star}\right|$ for $j \leq M$.

For $j>M$ and $i \leq j$, we have

$$
\begin{equation*}
\left|\frac{U_{i j}^{\star}}{U_{j j}^{\star}}\right|=\left|\left[\psi_{j}^{i}, \tilde{\phi}_{j}\right]\right| \leq \max _{0 \leq|\gamma| \leq J}\left|D^{J} \psi_{j}^{i}\left(\mathbf{x}_{P(j)}\right)\right|, \tag{B.4.9}
\end{equation*}
$$

where we used the fact that $\tilde{\phi}_{j}$ is of the form $\delta_{\mathbf{x}_{P(j)}} \circ D^{\gamma}$. Now, for $\psi_{j}^{i}$, the set of points we need to deal with is $X_{M}$. Similar to the case $j \leq M$, we define $\tau_{k}$, for $1 \leq k \leq M$, to be the Voronoi cell of these points in $\Omega$. Then, using the same arguments in the previous case, we know that Assumption B.4.7 holds with $h=l_{M} / 2, \delta=\min \left(\delta\left(X_{M} ; \partial \Omega\right) / 2,1\right)$ and $Q=M$. Assumption B.4.8 readily holds by our choice of measurements. Therefore Proposition B.4.13 implies that

$$
\begin{equation*}
\max _{0 \leq|\gamma| \leq J}\left|D^{J} \psi_{j}^{i}\left(\mathbf{x}_{P(j)}\right)\right| \leq C l_{M}^{-2 s} \exp \left(-\frac{\operatorname{dist}\left(\mathbf{x}_{P(i)}, \mathbf{x}_{P(j)}\right)}{C l_{M}}\right), \tag{B.4.10}
\end{equation*}
$$

where $C$ is a constant depending on $\Omega, \delta, d, s,\|\mathcal{L}\|,\left\|\mathcal{L}^{-1}\right\|, J$.
Summarizing the above arguments, we have obtained that

$$
\begin{equation*}
\left|\frac{U_{i j}^{\star}}{U_{j j}^{\star}}\right| \leq C l_{j}^{-2 s} \exp \left(-\frac{\operatorname{dist}\left(\mathbf{x}_{P(i)}, \mathbf{x}_{P(j)}\right)}{C l_{j}}\right), \tag{B.4.11}
\end{equation*}
$$

for any $1 \leq i \leq j \leq N$, noting that by our definition $l_{j}=l_{M}$ for $j>M$.
Now, we analyze $\left|U_{j j}^{*}\right|$. Note that $\Theta=K(\tilde{\boldsymbol{\phi}}, \tilde{\boldsymbol{\phi}}) \in \mathbb{R}^{N \times N}$ and $\Theta^{-1}=U^{\star} U^{\star T}$. By the arguments above, we know that the assumptions in Proposition B.5.1 are satisfied with $h=l_{M} / 2, \delta=\min \left(\delta\left(X_{M} ; \partial \Omega\right) / 2,1\right)$ and $Q=M$. Thus, for any vector $w \in \mathbb{R}^{N}$, by Proposition B.5.1, we have

$$
w^{T} \Theta^{-1} w \leq C l_{M}^{-2 s+d}|w|^{2},
$$

for some constant $C$ depending on $\delta\left(X_{M}\right), d, s,\|\mathcal{L}\|, J$. This implies that

$$
\left|U^{\star T} w\right|^{2} \leq C l_{M}^{-2 s+d}|w|^{2} .
$$

Taking $w$ to be the standard basis vector $\mathbf{e}_{j}$, we get

$$
\sum_{k=j}^{N}\left|U_{j k}^{\star}\right|^{2} \leq C l_{M}^{-2 s+d}
$$

which leads to $\left|U_{i j}^{\star}\right| \leq C l_{M}^{-s+d / 2}$ for some $C$ depending on $\delta\left(X_{M} ; \partial \Omega\right), d, s,\|\mathcal{L}\|, J$.

## B.4.2 Proof of Theorem 5.4.3

We need the following lemma, which is taken from Lemma B. 8 in [240].
Lemma B.4.1. Let $\lambda_{\min }, \lambda_{\max }$ be the minimal and maximal eigenvalues of $\Theta \in \mathbb{R}^{N \times N}$, respectively. Then there exists a universal constant $\eta>0$ such that for any matrix $M \in \mathbb{R}^{N \times N}$, we have

- If $\lambda_{\text {max }}\left\|\Theta^{-1}-M M^{T}\right\|_{\text {Fro }} \leq \eta$, then

$$
\operatorname{KL}\left(\mathcal{N}(0, \Theta) \| \mathcal{N}\left(0,\left(M M^{T}\right)^{-1}\right)\right) \leq \lambda_{\max }\left\|\Theta^{-1}-M M^{T}\right\|_{\mathrm{Fro}}
$$

- If $\operatorname{KL}\left(\mathcal{N}(0, \Theta) \| \mathcal{N}\left(0,\left(M M^{T}\right)^{-1}\right)\right) \leq \eta$, then

$$
\left\|\Theta^{-1}-M M^{T}\right\|_{\text {Fro }} \leq \lambda_{\min }^{-1} K L\left(\mathcal{N}(0, \Theta) \| \mathcal{N}\left(0,\left(M M^{T}\right)^{-1}\right)\right)
$$

With this lemma, we can prove Theorem 5.4.3. The proof is similar to that of Theorem B. 6 in [240].

Proof of Theorem 5.4.3. First, by a covering argument, we know $l_{M}=O\left(M^{-1 / d}\right)=$ $O\left(N^{-1 / d}\right)$. By Proposition B.5.1 with $h=l_{M} / 2$, we know that

$$
\begin{equation*}
\lambda_{\max }(\Theta) \leq C_{1} N \quad \text { and } \quad \lambda_{\min }(\Theta) \geq C_{1} N^{-2 s / d+1} \tag{B.4.12}
\end{equation*}
$$

for some constant $C_{1}$ depending on $\delta\left(\left\{\mathbf{x}_{i}\right\}_{i \in I} ; \partial \Omega\right), d, s,\|\mathcal{L}\|,\left\|\mathcal{L}^{-1}\right\|, J$.
Theorem 5.4.2 implies that for $(i, j) \notin S_{P, l, \rho}$, it holds that

$$
\left|U_{i j}^{\star}\right| \leq C l_{M}^{-s+d / 2} l_{j}^{-2 s} \exp \left(-\frac{\operatorname{dist}\left(\mathbf{x}_{P(i)}, \mathbf{x}_{P(j)}\right)}{C l_{j}}\right) \leq C N^{\alpha} \exp \left(-\frac{\rho}{C}\right)
$$

for some $\alpha$ depending on $s, d$, where $C$ is a generic constant that depends on $\Omega$, $\delta\left(\left\{\mathbf{x}_{i}\right\}_{i \in I} ; \partial \Omega\right), d, s, J,\|\mathcal{L}\|,\left\|\mathcal{L}^{-1}\right\|$. Moreover, from the proof in the last subsection, we know that $\left|U_{i j}^{*}\right| \leq C N^{s / d-1 / 2}$ for all $1 \leq i \leq j \leq N$.

Now, consider the upper triangular Cholesky factorization $\Theta^{-1}=U^{\star} U^{\star T}$. Define $M^{\rho} \in \mathbb{R}^{N \times N}$ such that

$$
M_{i j}^{\rho}= \begin{cases}U_{i j}^{\star}, & \text { if }(i, j) \in S_{P, l, \rho}  \tag{B.4.13}\\ 0, & \text { otherwise }\end{cases}
$$

Then, by using the above bounds on $U_{i j}^{\star}$, we know that there exists a constant $\beta$ depending on $s, d$, such that

$$
\begin{equation*}
\left\|\Theta^{-1}-M^{\rho} M^{\rho T}\right\|_{\text {Fro }} \leq C N^{\beta} \exp \left(-\frac{\rho}{C}\right) \tag{B.4.14}
\end{equation*}
$$

Since $\lambda_{\max }(\Theta) \leq C_{1} N$, we know that there exists a constant $C^{\prime}$, such that when $\rho \geq C^{\prime} \log (N)$,

$$
\lambda_{\max }(\Theta)\left\|\Theta^{-1}-M^{\rho} M^{\rho T}\right\|_{\mathrm{Fro}} \leq \eta
$$

for the $\eta$ defined in Lemma B.4.1. Using Lemma B.4.1, we get

$$
\operatorname{KL}\left(\mathcal{N}(0, \Theta) \| \mathcal{N}\left(0,\left(M^{\rho} M^{\rho T}\right)^{-1}\right)\right) \leq \lambda_{\max }(\Theta)\left\|\Theta^{-1}-M^{\rho} M^{\rho T}\right\|_{\mathrm{Fro}}
$$

By the KL optimality, the optimal solution $U^{\rho}$ will satisfy

$$
\begin{equation*}
\mathrm{KL}\left(\mathcal{N}(0, \Theta) \| \mathcal{N}\left(0,\left(U^{\rho} U^{\rho T}\right)^{-1}\right)\right) \leq \lambda_{\max }(\Theta)\left\|\Theta^{-1}-M^{\rho} M^{\rho T}\right\|_{\mathrm{Fro}} \tag{B.4.15}
\end{equation*}
$$

Again by Lemma B.4.1, we get

$$
\begin{equation*}
\left\|\Theta^{-1}-U^{\rho} U^{\rho T}\right\|_{\text {Fro }} \leq \frac{\lambda_{\max }(\Theta)}{\lambda_{\min }(\Theta)}\left\|\Theta^{-1}-M^{\rho} M^{\rho T}\right\|_{\text {Fro }} \tag{B.4.16}
\end{equation*}
$$

Moreover,

$$
\begin{equation*}
\left\|\Theta-\left(U^{\rho} U^{\rho T}\right)^{-1}\right\|_{\text {Fro }} \leq\left\|\Theta^{-1}\right\|_{\text {Fro }}\left\|\Theta^{-1}-U^{\rho} U^{\rho T}\right\|_{\text {Fro }}\left\|U^{\rho} U^{\rho T}\right\|_{\text {Fro }} \tag{B.4.17}
\end{equation*}
$$

Using (B.4.14), (B.4.15), (B.4.16), and (B.4.17), and the fact that $\lambda_{\max }(\Theta), \lambda_{\min }(\Theta)$ are of polynomial growth in $N$ according to (B.4.12), we know that there exists a constant $C$ depending on $\Omega, \delta\left(\left\{\mathbf{x}_{i}\right\}_{i \in I} ; \partial \Omega\right), d, s, J,\|\mathcal{L}\|,\left\|\mathcal{L}^{-1}\right\|$, such that when $\rho \geq C \log (N / \epsilon)$, it holds that
$\operatorname{KL}\left(\mathcal{N}(0, \Theta) \| \mathcal{N}\left(0,\left(U^{\rho} U^{\rho T}\right)^{-1}\right)\right)+\left\|\Theta^{-1}-U^{\rho} U^{\rho T}\right\|_{\text {Fro }}+\left\|\Theta-\left(U^{\rho} U^{\rho T}\right)^{-1}\right\|_{\text {Fro }} \leq \epsilon$.
The proof is complete.

## B.4.3 Connections between Cholesky factors, conditional covariance, conditional expectation, and Gamblets

We first present two lemmas.
The first lemma is about the inverse of a block matrix [173].
Lemma B.4.2. For a positive definite matrix $\Theta \in \mathbb{R}^{N \times N}$, if we write it in the block form

$$
\Theta=\left(\begin{array}{ll}
\Theta_{Y Y} & \Theta_{Z Y}  \tag{B.4.18}\\
\Theta_{Y Z} & \Theta_{Z Z}
\end{array}\right)
$$

then, $\Theta^{-1}$ equals

$$
\left(\begin{array}{cc}
\left(\Theta_{Y Y}-\Theta_{Y Z} \Theta_{Z Z}^{-1} \Theta_{Z Y}\right)^{-1} & -\Theta_{Y Y}^{-1} \Theta_{Y Z}\left(\Theta_{Z Z}-\Theta_{Z Y} \Theta_{Y Y}^{-1} \Theta_{Y Z}\right)^{-1}  \tag{B.4.19}\\
-\Theta_{Z Z}^{-1} \Theta_{Z Y}\left(\Theta_{Y Y}-\Theta_{Y Z} \Theta_{Z Z}^{-1} \Theta_{Z Y}\right)^{-1} & \left(\Theta_{Z Z}-\Theta_{Z Y} \Theta_{Y Y}^{-1} \Theta_{Y Z}\right)^{-1}
\end{array}\right)
$$

The second lemma is about the relation between the conditional covariance of a Gaussian random vector and the precision matrix.

Lemma B.4.3. Let $N \geq 3$ and $X=\left(X_{1}, \ldots, X_{N}\right)$ be a $\mathcal{N}(0, \Theta)$ Gaussian vector in $\mathbb{R}^{N}$. Let $Y=\left(X_{1}, X_{2}\right)$ and $Z=\left(X_{3}, \ldots, X_{N}\right)$. Then,

$$
\begin{equation*}
\operatorname{Cov}\left(Y_{1}, Y_{2} \mid Z\right)=\frac{-A_{12}}{A_{11} A_{22}-A_{12}^{2}} \tag{B.4.20}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{Var}\left(Y_{1} \mid Z\right)=\frac{A_{22}}{A_{11} A_{22}-A_{12}^{2}} \tag{B.4.21}
\end{equation*}
$$

where $A=\Theta^{-1}$. Therefore

$$
\begin{equation*}
\frac{\operatorname{Cov}\left(Y_{1}, Y_{2} \mid Z\right)}{\operatorname{Var}\left(Y_{1} \mid Z\right)}=\frac{-A_{12}}{A_{22}} . \tag{B.4.22}
\end{equation*}
$$

Proof. First, we know that $\operatorname{Cov}(Y \mid Z)=\Theta_{Y Y}-\Theta_{Y Z} \Theta_{Z Z}^{-1} \Theta_{Z Y}$. By Lemma B.4.2, we have

$$
\Theta_{Y Y}-\Theta_{Y Z} \Theta_{Z Z}^{-1} \Theta_{Z Y}=\left(\begin{array}{ll}
A_{11} & A_{12}  \tag{B.4.23}\\
A_{21} & A_{22}
\end{array}\right)^{-1}
$$

Inverting this matrix leads to the desired result.

With these lemmas, we can show the connection between the Cholesky factors and the conditional covariance as follows.

Proposition B.4.4. Consider the positive definite matrix $\Theta \in \mathbb{R}^{N \times N}$. Suppose the upper triangular Cholesky factorization of its inverse is $U$, such that $\Theta^{-1}=U U^{T}$. Let $Y$ be a Gaussian vector with law $\mathcal{N}(0, \Theta)$. Then, we have

$$
\begin{equation*}
\frac{U_{i j}}{U_{j j}}=(-1)^{i \neq j} \frac{\operatorname{Cov}\left[Y_{i}, Y_{j} \mid Y_{1: j-1 \backslash\{i\}}\right]}{\operatorname{Var}\left[Y_{i} \mid Y_{1: j-1 \backslash\{i\}}\right]}, \quad i \leq j . \tag{B.4.24}
\end{equation*}
$$

Proof. We only need to consider the case $i \neq j$. We consider $j=N$ first. Denote $A=\Theta^{-1}$. By the definition of the Cholesky factorization $A=U U^{T}$, we know that $U_{;, N}=A_{;, N} / \sqrt{A_{N N}}$. Thus,

$$
\frac{U_{i N}}{U_{N N}}=\frac{A_{i N}}{A_{N N}}
$$

For $i \neq N$, by Lemma B.4.3, we have

$$
\begin{equation*}
\frac{\operatorname{Cov}\left[Y_{i}, Y_{N} \mid Y_{1: N-1 \backslash\{i\}}\right]}{\operatorname{Var}\left[Y_{i} \mid Y_{1: N-1 \backslash\{i\}}\right]}=\frac{-A_{i N}}{A_{N N}} . \tag{B.4.25}
\end{equation*}
$$

By comparing the above two identities, we obtain the result holds for $j=N$.
For $j<N$, we can use mathematical induction. Note that $U_{1: N-1,1: N-1}$ is also the upper triangular Cholesky factor of $\left(\Theta_{1: N-1,1: N-1}\right)^{-1}$, noting the fact (by applying Lemma B.4.2 to the matrix $A$ ) that

$$
\left(\Theta_{1: N-1,1: N-1}\right)^{-1}=A_{1: N-1,1: N-1}-A_{1: N-1, N} A_{N N}^{-1} A_{N, 1: N-1}
$$

is the Schur complement, which is exactly the residue block in the Cholesky factorization. Therefore, applying the result for $j=N$ to the matrix $\Theta_{1: N-1,1: N-1}$, we prove (B.4.24) holds for $j=N-1$ as well. Iterating this process to $j=1$ finishes the proof.

Furthermore, the conditional covariance is related to the conditional expectation, as follows.

Proposition B.4.5. For a Gaussian vector $Y \sim \mathcal{N}(0, \Theta)$, we have

$$
\begin{equation*}
\frac{\operatorname{Cov}\left[Y_{i}, Y_{j} \mid Y_{1: j-1 \backslash\{i\}}\right]}{\operatorname{Var}\left[Y_{i} \mid Y_{1: j-1 \backslash\{i\}}\right]}=\mathbb{E}\left[Y_{j} \mid Y_{i}=1, Y_{1: j-1 \backslash\{i\}}=0\right] . \tag{B.4.26}
\end{equation*}
$$

Proof. We show that for any Gaussian vector $Z$ in dimension $d$, and any vectors $v, w \in \mathbb{R}^{d}$ (such that $\operatorname{Var}\left[Z_{w}\right] \neq 0$ ), it holds that

$$
\begin{equation*}
\frac{\operatorname{Cov}\left[Z_{v}, Z_{w}\right]}{\operatorname{Var}\left[Z_{w}\right]}=\mathbb{E}\left[Z_{v} \mid Z_{w}=1\right] \tag{B.4.27}
\end{equation*}
$$

where $Z_{v}=\langle Z, v\rangle$ and $Z_{w}=\langle Z, w\rangle$. Indeed this can be verified by direct calculations. We have

$$
\operatorname{Cov}\left(Z_{v}-\frac{\operatorname{Cov}\left[Z_{v}, Z_{w}\right]}{\operatorname{Var}\left[Z_{w}\right]} Z_{w}, Z_{w}\right)=0
$$

which implies they are independent since they are joint Gaussians. This yields

$$
\mathbb{E}\left[\left.Z_{v}-\frac{\operatorname{Cov}\left[Z_{v}, Z_{w}\right]}{\operatorname{Var}\left[Z_{w}\right]} Z_{w} \right\rvert\, Z_{w}=1\right]=0,
$$

which then implies (B.4.27) holds.
Now, we set $Z$ to be the Gaussian vectors $Y$ conditioned on $Y_{1: j-1 \backslash\{i\}}=0$. It is still a Gaussian vector (with a degenerate covariance matrix). Applying (B.4.27) with $v=\mathbf{e}_{j}, w=\mathbf{e}_{i}$, we get the desired result.

Finally, the conditional expectation is connected a variational problem. The following proposition is taken from [203, 204]. One can understand the result as the maximum likelihood estimator for the GP conditioned on the constraint coincides with the conditional expectation since the distribution is Gaussian. Mathematically, it can be proved by writing down the explicit formula for the two problems directly.

Proposition B.4.6. For a Gaussian process $\xi \sim \mathcal{N}\left(0, \mathcal{L}^{-1}\right)$ where $\mathcal{L}: H_{0}^{s}(\Omega) \rightarrow$ $H^{-s}(\Omega)$ satisfies Assumption 5.4.1. Then, for some linearly independent measurements $\phi_{1}, \ldots, \phi_{l} \in H^{-s}(\Omega)$, the conditional expectation

$$
\psi^{\star}(\mathbf{x}):=\mathbb{E}\left[\xi(\mathbf{x}) \mid\left[\xi, \phi_{i}\right]=c_{i}, 1 \leq i \leq l\right]
$$

is the solution to the following variational problem:

$$
\begin{align*}
\psi^{\star}=\operatorname{argmin}_{\psi \in H_{0}^{s}(\Omega)} & {[\psi, \mathcal{L} \psi] }  \tag{B.4.28}\\
\text { subject to } & {\left[\psi, \phi_{i}\right]=c_{i} \text { for } 1 \leq i \leq l . }
\end{align*}
$$

The solution of the above variational problem is termed Gamblets in the literature; see Definition B.4.9.

## B.4.4 Results regarding the exponential decay of Gamblets

We collect and organize some theoretical results of the exponential decay property of Gamblets from [204]. And we provide some new results concerning the derivative measurements which are not covered in [204].

The first assumption is about the domain and the partition of the domain.

Assumption B.4.7 (Domain and partition: from Construction 4.2 in [204]). Suppose $\Omega$ is a bounded domain in $\mathbb{R}^{d}$ with a Lipschitz boundary. Consider $\delta \in(0,1)$ and $h>0$. Let $\tau_{1}, \ldots, \tau_{Q}$ be a partition of $\Omega \subset \mathbb{R}^{d}$ such that the closure of each $\tau_{i}$ is convex, is uniformly Lipschitz, contains a ball of center $\mathbf{x}_{i}$ and radius $\delta h$, and is contained in the ball of center $\mathbf{x}_{i}$ and radius $h / \delta$.

The second assumption is regarding the measurement functionals related to the partition of the domain.

Assumption B.4.8 (Measurement functionals: from Construction 4.12 in [204]). Let Assumption B.4.7 holds. For each $1 \leq i \leq Q$, let $\phi_{i, \alpha}, \alpha \in \mathrm{~T}_{i}$ (where $\mathrm{T}_{i}$ is an index set) be elements of $H^{-s}(\Omega)$ that the following conditions hold:

- Linear independence: $\phi_{i, \alpha}, \alpha \in \mathrm{~T}_{i}$ are linearly independent when acting on the subset $H_{0}^{s}\left(\tau_{i}\right) \subset H_{0}^{s}(\Omega)$.
- Locality: $\left[\phi_{i, \alpha}, \psi\right]=0$ for every $\psi \in C_{0}^{\infty}\left(\Omega \backslash \tau_{i}\right)$ and $\alpha \in \mathrm{T}_{i}$.

With the measurement functionals, we can define Gamblets as follows via a variational problem. Note that according to Proposition B.4.6, Gamblets are also conditional expectations of some GP given the measurement functionals.

Definition B.4.9 (Gamblets: from Section 4.5.2.1 in [204]). Let Assumptions B.4.7 and B.4.8 hold, and the operator $\mathcal{L}: H_{0}^{s}(\Omega) \rightarrow H^{-s}(\Omega)$ satisfies Assumption 5.4.1. The Gamblets $\psi_{i, \alpha}, 1 \leq i \leq Q, \alpha \in \mathrm{~T}_{i}$ associated with the operator $\mathcal{L}$ and measurement functionals $\phi_{i, \alpha}, 1 \leq i \leq Q, \alpha \in \mathrm{~T}_{i}$ are defined as

$$
\begin{align*}
\psi_{i, \alpha}= & \underset{\psi \in H_{0}^{s}(\Omega)}{\arg \min }[\psi, \mathcal{L} \psi]  \tag{B.4.29}\\
& \text { subject to } \quad\left[\psi, \phi_{k, \beta}\right]=\delta_{i k} \delta_{\alpha \beta} \text { for } 1 \leq k \leq Q, \beta \in \mathrm{~T}_{k} .
\end{align*}
$$

A crucial property of Gamblets is that they exhibit exponential decay; see the following Theorem B.4.11.

Remark B.4.10. Exponential decay results regarding the solution to optimization problems of the type (B.4.29) are first established in [181], where the measurement functionals are piecewise linear nodal functions in finite element methods and the operator $\mathcal{L}=-\nabla \cdot(a \nabla \cdot)$. Then, the work [203] extends the result to piecewise constant measurement functionals and uses it to develop a multigrid algorithm for
elliptic PDEs with rough coefficients. Later on, the work [131] extends the analysis to a class of strongly elliptic high-order operators with piecewise polynomial-type measurement functionals, and the work [44, 45] focuses on detailed analysis regarding the subsampled lengthscale for subsampled measurement functionals. All these results rely on similar mass-chasing arguments, which are difficult to extend to general higher-order operators.

The paper [148] presents a simpler and more algebraic proof of the exponential decay in [181] based on the exponential convergence of subspace iteration methods. Then, the work [204] extends this technique (by presenting necessary and sufficient conditions) to general arbitrary integer order operators and measurement functionals. Specifically, the authors in [241] use the conditions in [204] to show the desired exponential decay when the operator $\mathcal{L}$ satisfies Assumption 5.4.1, and the measurement functionals are Diracs.

In Theorem B.4.11, we present the sufficient conditions in [204] that ensure the exponential decay and verify that the derivative-type measurements considered in this paper indeed satisfy these conditions; see Propositions B.4.12 and B.4.13. $\diamond$

Theorem B.4. 11 (Exponential decay of Gamblets). Let Assumptions B.4.7 and B.4.8 hold. We define the function space

$$
\Phi^{\perp}:=\left\{f \in H_{0}^{s}(\Omega):\left[f, \phi_{i, \alpha}\right]=0 \text { for any } \alpha \in \mathrm{T}_{i}, 1 \leq i \leq Q\right\}
$$

Assume, furthermore the following conditions hold:

$$
\begin{align*}
& |f|_{H^{t}(\Omega)} \leq C_{0} h^{s-t}\|f\|_{H_{0}^{s}(\Omega)} \text { for any } 0 \leq t \leq s \text { and } f \in \Phi^{\perp} ;  \tag{B.4.30}\\
& \quad \sum_{1 \leq i \leq Q, \alpha \in \mathrm{~T}_{i}}\left[f, \phi_{i, \alpha}\right]^{2} \leq C_{0} \sum_{t=0}^{s} h^{2 t}|f|_{H^{t}(\Omega)}^{2} \text { for any } f \in H_{0}^{s}(\Omega) ;  \tag{B.4.31}\\
& |y| \leq C_{0} h^{-s}\left\|\sum_{\alpha \in \mathrm{T}_{i}} x_{\alpha} \phi_{i, \alpha}\right\|_{H^{-s}\left(\tau_{i}\right)} \text { for any } 1 \leq i \leq Q \text { and } y \in \mathbb{R}^{\left|T_{i}\right|} . \tag{B.4.32}
\end{align*}
$$

Here, $|\cdot|_{H^{t}(\Omega)}$ is the Sobolev seminorm in $\Omega$ of order $t$.
Then, for the Gamblets in Definition B.4.9, we have

$$
\left|D^{\gamma} \psi_{i, \alpha}(\mathbf{x})\right| \leq C h^{-s} \exp \left(-\frac{\operatorname{dist}\left(\mathbf{x}, \mathbf{x}_{i}\right)}{C h}\right),
$$

for any $1 \leq i \leq Q, \alpha \in \mathrm{~T}_{i}$ and multi-index $\gamma$ satisfying $|\gamma|<s-d / 2$. Here $C$ is a constant depending on $C_{0}, \Omega, \delta, d, s,\|\mathcal{L}\|,\left\|\mathcal{L}^{-1}\right\|$.

Proof. We use results in the book [204]. Conditions (B.4.30), (B.4.31), and (B.4.32) are equivalently Condition 4.15 in [204]. Let

$$
\begin{equation*}
\Omega_{i}=\operatorname{int}\left(\bigcup_{j: \operatorname{dist}\left(\tau_{i}, \tau_{j}\right) \leq \delta h} \tau_{j}\right) \subset B\left(\mathbf{x}_{i}, 3 h / \delta\right) \tag{B.4.33}
\end{equation*}
$$

Then, by Theorem 4.16 in [204], there exists a constant $C$ that depends on $C_{0}, \delta, d, s$, $\|\mathcal{L}\|,\left\|\mathcal{L}^{-1}\right\|$ such that

$$
\begin{equation*}
\left\|\psi_{i, \alpha}-\psi_{i, \alpha}^{n}\right\|_{H_{0}^{s}(\Omega)} \leq C h^{-s} \exp (-n / C) \tag{B.4.34}
\end{equation*}
$$

where $\psi_{i, \alpha}^{n}$ is the minimizer of (B.4.29) after replacing the condition $\psi \in H_{0}^{s}(\Omega)$ by $\psi \in H_{0}^{s}\left(\Omega_{i}^{n}\right)$. Here, $\Omega_{i}^{n}$ is the collection of $\Omega_{j}$ whose graph distance to $\Omega_{i}$ is not larger than $n$; see the definition of graph distance in Definition 4.13 of [204]. Intuitively, one can understand $\Omega_{i}^{n}$ as the $n$-layer neighborhood of $\Omega_{i}$. We have $\Omega_{i}^{0}=\Omega_{i}$.

By the definition of $\Omega_{i}^{n}$ and Assumption B.4.7, we know that

$$
\begin{equation*}
B\left(\mathbf{x}_{i},(n+1) \delta h\right) \cap \Omega \subset \Omega_{i}^{n} \subset B\left(\mathbf{x}_{i}, 9(n+1) h / \delta\right) \cap \Omega \tag{B.4.35}
\end{equation*}
$$

Now, using the Sobolev embedding theorem and the fact that $\psi_{i, \alpha}^{n}$ is supported in $\Omega_{i}^{n}$, we get

$$
\begin{align*}
\left\|D^{\gamma} \psi_{i, \alpha}\right\|_{L^{\infty}\left(\Omega \backslash B\left(\mathbf{x}_{i}, 9 n h / \delta\right)\right)} & \leq\left\|D^{\gamma} \psi_{i, \alpha}\right\|_{L^{\infty}\left(\Omega \backslash \Omega_{i}^{n}\right)} \\
& \leq\left\|D^{\gamma} \psi_{i, \alpha}-D^{\gamma} \psi_{i, \alpha}^{n}\right\|_{L^{\infty}(\Omega)} \\
& \leq C_{1}\left\|\psi_{i, \alpha}-\psi_{i, \alpha}^{n}\right\|_{H_{0}^{s}(\Omega)}  \tag{B.4.36}\\
& \leq C_{1} C h^{-s} \exp (-n / C),
\end{align*}
$$

where $C_{1}$ is a constant depending on $\Omega, d, J$ that satisfies

$$
\sup _{0 \leq|\gamma| \leq J}\left\|D^{\gamma} u\right\|_{L^{\infty}(\Omega)} \leq C_{1}\|u\|_{H_{0}^{s}(\Omega)}
$$

for any $u \in H_{0}^{S}(\Omega)$.
The result (B.4.36) implies that for any $n \in \mathbb{N}$, once $\operatorname{dist}\left(\mathbf{x}, \mathbf{x}_{i}\right) \geq 9(n+1) h / \delta$, it holds that

$$
\left|D^{\gamma} \psi_{i, \alpha}(\mathbf{x})\right| \leq C h^{-s} \exp \left(-\frac{n}{C}\right)
$$

where $C$ is some constant depending on $C_{0}, \Omega, \delta, d, s,\|\mathcal{L}\|,\left\|\mathcal{L}^{-1}\right\|$. Here we used the fact that the function $C \rightarrow C h^{-s} \exp \left(-\frac{n}{C}\right)$ is increasing.

In particular, the above inequality holds when $9(n+1) h / \delta \leq \operatorname{dist}\left(\mathbf{x}, \mathbf{x}_{i}\right) \leq 9(n+2) h / \delta$; the relation yields $n \sim \operatorname{dist}\left(\mathbf{x}, \mathbf{x}_{i}\right) / h$. By replacing $n$ in terms of $\operatorname{dist}\left(\mathbf{x}, \mathbf{x}_{i}\right) / h$, we obtain that there exists a constant $C$ depending on the same set of variables, such that

$$
\left|D^{\gamma} \psi_{i, \alpha}(\mathbf{x})\right| \leq C h^{-s} \exp \left(-\frac{\operatorname{dist}\left(\mathbf{x}, \mathbf{x}_{i}\right)}{C h}\right)
$$

The proof is complete.

In the following, we show that conditions (B.4.30), (B.4.31), and (B.4.32) are satisfied by the derivative measurements that we are focusing on in the paper. We need to scale each derivative measurement by a power of $h$; this will only change the resulting Gamblets by a corresponding scaling, which would not influence the exponential decay result; see Proposition B.4.13.

Proposition B.4.12. Let Assumptions B.4.7 and B.4.8 hold. Consider $J \in \mathbb{N}$ and $J<s-d / 2$. For each $1 \leq i \leq Q$, we choose $\left\{h^{d / 2} \delta_{\mathbf{x}_{i}}\right\} \subset\left\{\phi_{i, \alpha}, \alpha \in \mathrm{~T}_{i}\right\} \subset$ $\left\{h^{d / 2+|\gamma|} \delta_{\mathbf{x}_{i}} \circ D^{\gamma}, 0 \leq|\gamma| \leq J\right\}$. Then, Conditions (B.4.30), (B.4.31), (B.4.32) hold with the constant $C_{0}$ depending on $\delta, d, s$ and $J$ only.

Proof. We will verify the conditions one by one.
Condition (B.4.30) follows from Section 15.4 .5 of the book [204], where the case of $\left\{\phi_{i, \alpha}, \alpha \in \mathrm{~T}_{i}\right\}=\left\{h^{d / 2} \delta_{\mathbf{x}_{i}}\right\}$ is covered. More precisely, in our case, we have more measurement functionals compared to these Diracs, and thus the space $\Phi^{\perp}$ is smaller than that considered in Section 15.4.5 of the book [204]. This implies that their results directly apply and (B.4.30) readily holds in our case.

For Conditions (B.4.31) and (B.4.32), we can assume $\left\{\phi_{i, \alpha}, \alpha \in \mathrm{~T}_{i}\right\}=\left\{h^{d / 2+|\gamma|} \delta_{\mathbf{x}_{i}} \circ\right.$ $\left.D^{\gamma}, 0 \leq|\gamma| \leq J\right\}$ since this could only make the constant $C_{0}$ larger. We start with Condition (B.4.31). We note that in our proof, $C$ represents a generic constant and can vary from place to place; we will specify the variables it can depend on.

Consider the unit ball $B(0,1) \subset \mathbb{R}^{d}$. Since $J<s-d / 2$, the Sobolev embedding theorem implies that

$$
\begin{equation*}
\sum_{0 \leq|\gamma| \leq J}\left\|D^{\gamma} f\right\|_{L^{\infty}(B(0,1))} \leq C\|f\|_{H^{s}(B(0,1))} \tag{B.4.37}
\end{equation*}
$$

for any $f \in H^{s}(B(0,1))$, where $C$ is a constant depending on $d$ and $s$. This implies that

$$
\begin{equation*}
\sum_{0 \leq|\gamma| \leq J}\left|D^{\gamma} f(0)\right|^{2} \leq C \sum_{t=0}^{s}|f|_{H^{t}(B(0,1))}^{2} \tag{B.4.38}
\end{equation*}
$$

where $C$ depends on $d, s$, and $J$. Consequently, using the change of variables $\mathbf{x}=\mathbf{x}_{i}+\delta h \mathbf{x}^{\prime}$, we get

$$
\begin{equation*}
\sum_{0 \leq|\gamma| \leq J} \delta^{d} h^{d+2|\gamma|}\left|D^{\gamma} f\left(\mathbf{x}_{i}\right)\right|^{2} \leq C \sum_{t=0}^{s} \delta^{2 t} h^{2 t}|f|_{H^{t}\left(B\left(\mathbf{x}_{i}, \delta h\right)\right)}^{2} \tag{B.4.39}
\end{equation*}
$$

We can absorb $\delta$ into $C$ and obtain

$$
\begin{equation*}
\sum_{0 \leq|\gamma| \leq J} h^{d+2|\gamma|}\left|D^{\gamma} f\left(\mathbf{x}_{i}\right)\right|^{2} \leq C \sum_{t=0}^{s} h^{2 t}|f|_{H^{t}\left(B\left(\mathbf{x}_{i}, \delta h\right)\right)}^{2} \tag{B.4.40}
\end{equation*}
$$

where $C$ depends on $\delta, d, s$, and $J$, for any $f \in H^{s}\left(B\left(\mathbf{x}_{i}, \delta h\right)\right)$. Now, using the fact that $H^{s}\left(B\left(\mathbf{x}_{i}, \delta h\right)\right) \subset H_{0}^{s}(\Omega)$ and $\left\{\phi_{i, \alpha}, \alpha \in \mathrm{~T}_{i}\right\}=\left\{h^{d / 2-|\gamma|} \delta_{\mathbf{x}_{i}} \circ D^{\gamma}, 0 \leq|\gamma| \leq J\right\}$, we arrive at

$$
\begin{equation*}
\sum_{\alpha \in \mathrm{T}_{i}}\left[f, \phi_{i, \alpha}\right]^{2} \leq C \sum_{t=0}^{s} h^{2 t}|f|_{H^{t}\left(B\left(\mathbf{x}_{i}, \delta h\right)\right)}^{2} \tag{B.4.41}
\end{equation*}
$$

for any $f \in H_{0}^{s}(\Omega)$. Summing the above inequalities for all $\mathbf{x}_{i}$, we get

$$
\begin{equation*}
\sum_{1 \leq i \leq Q, \alpha \in \mathrm{~T}_{i}}\left[f, \phi_{i, \alpha}\right]^{2} \leq C \sum_{t=0}^{s} h^{2 t}|f|_{H^{t}(\Omega)}^{2} \text { for any } f \in H_{0}^{s}(\Omega) \tag{B.4.42}
\end{equation*}
$$

where $C$ depends on $\delta, d, s$ and $J$. This verifies Condition (B.4.31).
For Condition (B.4.32), we have

$$
\begin{align*}
\left\|\sum_{\alpha \in \mathrm{T}_{i}} y_{\alpha} \phi_{i, \alpha}\right\|_{H^{-s}\left(\tau_{i}\right)} & \geq\left\|\sum_{\alpha \in \mathrm{T}_{i}} y_{\alpha} \phi_{i, \alpha}\right\|_{H^{-s}\left(B\left(\mathbf{x}_{i}, \delta h\right)\right)} \\
& =\left\|\sum_{0 \leq|\gamma| \leq J} y_{\gamma} h^{d / 2+|\gamma|} \delta_{\mathbf{x}_{i}} \circ D^{\gamma}\right\|_{H^{-s}\left(B\left(\mathbf{x}_{i}, \delta h\right)\right)}, \tag{B.4.43}
\end{align*}
$$

where we abuse the notations to write $y_{\alpha}$ by $y_{\gamma}$.
Now, by definition, we get

$$
\begin{align*}
& \left\|\sum_{0 \leq|\gamma| \leq J} y_{\gamma} h^{d / 2+|\gamma|} \delta_{\mathbf{x}_{i}} \circ D^{\gamma}\right\|_{H^{-s}\left(B\left(\mathbf{x}_{i}, \delta h\right)\right)} \\
= & \sup _{v \in H_{0}^{s}\left(B\left(\mathbf{x}_{i}, \delta h\right)\right)} \frac{\sum_{0 \leq|\gamma| \leq J} y_{\gamma} D^{\gamma} v\left(\mathbf{x}_{i}\right) h^{d / 2+|\gamma|}}{\|v\|_{H_{0}^{s}\left(B\left(\mathbf{x}_{i}, \delta h\right)\right)}} \\
= & \sup _{v \in H_{0}^{s}(B(0,1))} \frac{\sum_{0 \leq|\gamma| \leq J} y_{\gamma} D^{\gamma} v(0) h^{d / 2+|\gamma|}(\delta h)^{-|\gamma|}}{\|v\|_{H_{0}^{s}(B(0,1))}(\delta h)^{d / 2-s}}  \tag{B.4.44}\\
\geq & C h^{-s}\left\|\sum_{0 \leq|\gamma| \leq J} y_{\gamma} \delta_{0} \circ D^{\gamma}\right\|_{H^{-s}(B(0,1))},
\end{align*}
$$

where $C$ is a constant that depends on $\delta, s$. In the second identity, we used the change of coordinates $\mathbf{x}=\mathbf{x}_{i}+\delta h \mathbf{x}^{\prime}$.

Now, since $\delta_{0} \circ D^{\gamma}, 0 \leq|\gamma| \leq J$ are linearly independent, we know that there exists $C^{\prime}$ depending on $d, J$, such that

$$
\begin{equation*}
\left\|\sum_{0 \leq|\gamma| \leq J} y_{\gamma} \delta_{0} \circ D^{\gamma}\right\|_{H^{-s}(B(0,1))} \geq C^{\prime} C|y| \tag{B.4.45}
\end{equation*}
$$

holds for any $y$. Let $C_{0}=C^{\prime} C$, then Condition (B.4.32) is verified.

By Proposition B.4.12 and rescaling, we can obtain the following results for the unscaled measurements.

Proposition B.4.13. Let Assumptions B.4.7 and B.4.8 hold. Consider $J \in \mathbb{N}$ and $J<s-d / 2$. For each $1 \leq i \leq Q$, we choose $\left\{\delta_{\mathbf{x}_{i}}\right\} \subset\left\{\phi_{i, \alpha}, \alpha \in \mathrm{~T}_{i}\right\} \subset\left\{\delta_{\mathbf{x}_{i}} \circ D^{\gamma}, 0 \leq\right.$ $|\gamma| \leq J\}$. Then, for the Gamblets in Definition B.4.9, we have

$$
\left|D^{\gamma} \psi_{i, \alpha}(\mathbf{x})\right| \leq C h^{-2 s} \exp \left(-\frac{\operatorname{dist}\left(\mathbf{x}, \mathbf{x}_{i}\right)}{C h}\right)
$$

for any $1 \leq i \leq Q, \alpha \in \mathrm{~T}_{i}$ and multi-index $\gamma$ satisfying $|\gamma|<s-d / 2$. Here $C$ is a constant depending on $\Omega, \delta, d, s,\|\mathcal{L}\|,\left\|\mathcal{L}^{-1}\right\|, J$.

Proof. Based on Theorem B.4.11 and Proposition B.4.12, we know that

$$
\left|D^{\gamma} \psi_{i, \alpha}(\mathbf{x})\right| \leq C h^{-s} \exp \left(-\frac{\operatorname{dist}\left(\mathbf{x}, \mathbf{x}_{i}\right)}{C h}\right)
$$

holds if $\psi_{i, \alpha}$ is the Gamblet corresponding to the measurement functionals satisfying $\left\{h^{d / 2} \delta_{\mathbf{x}_{i}}\right\} \subset\left\{\phi_{i, \alpha}, \alpha \in \mathrm{~T}_{i}\right\} \subset\left\{h^{d / 2+|\gamma|} \delta_{\mathbf{x}_{i}} \circ D^{\gamma}, 0 \leq|\gamma| \leq J\right\}$. Using the fact that $|\gamma|+d / 2 \leq s$ and the definition of Gamblets, we know that when the measurement functionals change to $\left\{\delta_{\mathbf{x}_{i}}\right\} \subset\left\{\phi_{i, \alpha}, \alpha \in \mathrm{~T}_{i}\right\} \subset\left\{\delta_{\mathbf{x}_{i}} \circ D^{\gamma}, 0 \leq|\gamma| \leq J\right\}$, the corresponding Gamblets will satisfy

$$
\left|D^{\gamma} \psi_{i, \alpha}(\mathbf{x})\right| \leq C h^{-2 s} \exp \left(-\frac{\operatorname{dist}\left(\mathbf{x}, \mathbf{x}_{i}\right)}{C h}\right)
$$

The proof is complete.

## B. 5 Eigenvalue Bounds on the Kernel Matrices

This section is devoted to the lower and upper bounds of the eigenvalues of the kernel matrix.

Proposition B.5.1. Let Assumptions B.4.7 and B.4.8 hold. Consider $J \in \mathbb{N}$ and $J<s-d / 2$. For each $1 \leq i \leq Q$, we choose $\left\{\delta_{\mathbf{x}_{i}}\right\} \subset\left\{\phi_{i, \alpha}, \alpha \in \mathrm{~T}_{i}\right\} \subset\left\{\delta_{\mathbf{x}_{i}} \circ D^{\gamma}, 0 \leq\right.$ $|\gamma| \leq J\}$. Let $\phi$ be the collection of all $\phi_{i, \alpha}, 1 \leq i \leq Q, \alpha \in \mathrm{~T}_{i}$. Let the operator $\mathcal{L}: H_{0}^{s}(\Omega) \rightarrow H^{-s}(\Omega)$ satisfies Assumption 5.4.1 and assume the kernel function to be the Green function $K(\mathbf{x}, \mathbf{y}):=\left[\delta_{\mathbf{x}}, \mathcal{L}^{-1} \delta_{\mathbf{y}}\right]$. Then, for the kernel matrix $K(\boldsymbol{\phi}, \boldsymbol{\phi})$, we have

$$
\begin{equation*}
C_{\max } h^{-d} \mathrm{I} \geq K(\boldsymbol{\phi}, \boldsymbol{\phi}) \geq C_{\min } h^{2 s-d} \mathrm{I}, \tag{B.5.1}
\end{equation*}
$$

where $C_{\min }$ is a constant that depends on $\delta, d, s,\|\mathcal{L}\|,\left\|\mathcal{L}^{-1}\right\|, J$, and $C_{\max }$ additionally depends on $\Omega$. And I is the identity matrix.

Proof. It suffices to consider the case $\left\{\phi_{i, \alpha}, \alpha \in \mathrm{~T}_{i}\right\}=\left\{\delta_{\mathbf{x}_{i}} \circ D^{\gamma}, 0 \leq|\gamma| \leq J\right\}$; the kernel matrix in other cases can be seen as a principal submatrix of the case considered here. The eigenvalues of the principal submatrix can be lower and upper bounded by the smallest and largest eigenvalues of the original matrix, respectively. Suppose $K(\boldsymbol{\phi}, \boldsymbol{\phi}) \in \mathbb{R}^{N \times N}$. For any $y \in \mathbb{R}^{N}$, by definition, we have

$$
\begin{equation*}
y^{T} K(\boldsymbol{\phi}, \boldsymbol{\phi}) y=\left[\sum_{1 \leq i \leq Q} \sum_{0 \leq|\gamma| \leq J} y_{i, \gamma} \delta_{\mathbf{x}_{i}} \circ D^{\gamma}, \mathcal{L}^{-1}\left(\sum_{1 \leq i \leq Q} \sum_{0 \leq|\gamma| \leq J} y_{i, \gamma} \delta_{\mathbf{x}_{i}} \circ D^{\gamma}\right)\right] . \tag{B.5.2}
\end{equation*}
$$

We first deal with the largest eigenvalue. By (B.5.2), we get

$$
y^{T} K(\boldsymbol{\phi}, \boldsymbol{\phi}) y \leq\left\|\mathcal{L}^{-1}\right\|\left\|\sum_{1 \leq i \leq Q} \sum_{0 \leq|\gamma| \leq J} y_{i, \gamma} \delta_{\mathbf{x}_{i}} \circ D^{\gamma}\right\|_{H^{-s}(\Omega)}^{2}
$$

Due to the assumption $J<s-d / 2$, there exists a constant $C_{1}$ depending on $\Omega, d, J$ such that

$$
\sup _{0 \leq|\gamma| \leq J}\left\|D^{\gamma} u\right\|_{L^{\infty}(\Omega)} \leq C_{1}\|u\|_{H_{0}^{s}(\Omega)}
$$

for any $u \in H_{0}^{s}(\Omega)$. This implies that for any $0 \leq|\gamma| \leq J$ and $\mathbf{x}_{i} \in \Omega$, it holds

$$
\left\|\delta_{\mathbf{x}_{i}} \circ D^{\gamma}\right\|_{H^{-s}(\Omega)}=\sup _{u \in H_{0}^{s}(\Omega)} \frac{\left|D^{\gamma} u\left(\mathbf{x}_{i}\right)\right|}{\|u\|_{H_{0}^{s}(\Omega)}} \leq C_{1} .
$$

Therefore, we get

$$
\begin{align*}
& \left\|\sum_{1 \leq i \leq Q} \sum_{0 \leq|\gamma| \leq J} y_{i, \gamma} \delta_{\mathbf{x}_{i}} \circ D^{\gamma}\right\|_{H^{-s}(\Omega)} \\
\leq & \sum_{1 \leq i \leq Q} \sum_{0 \leq|\gamma| \leq J}\left|y_{i, \gamma}\right| \cdot\left\|\delta_{\mathbf{x}_{i}} \circ D^{\gamma}\right\|_{H^{-s}(\Omega)} \\
\leq & C_{1} \sum_{1 \leq i \leq Q} \sum_{0 \leq|\gamma| \leq J}\left|y_{i, \gamma}\right|  \tag{B.5.3}\\
\leq & C_{1} C_{J} \sum_{1 \leq i \leq Q}\left|y_{i}\right| \leq C_{1} C_{J} \sqrt{Q}|y|,
\end{align*}
$$

where in the inequality, we used the triangle inequality. In the third and fourth inequalities, we used the Cauchy-Schwarz inequality, and $C_{J}$ is a constant that depends on $J$. Here, we abuse the notation and write $y_{i}$ to be the vector collecting $y_{i, \gamma}, 0 \leq|\gamma| \leq J$.

Now, by a covering argument, we know that $Q=O\left(h^{-d}\right)$. Therefore, combining (B.5.3) and (B.5.2), we arrive at

$$
y^{T} K(\boldsymbol{\phi}, \boldsymbol{\phi}) y \leq\left\|\mathcal{L}^{-1}\right\| C_{1}^{2} C_{J}^{2} Q|y|^{2} \leq C_{\max } h^{-d}|y|^{2},
$$

where $C_{\text {max }}$ is a constant that depends on $\Omega, \delta, d, s,\|\mathcal{L}\|,\left\|\mathcal{L}^{-1}\right\|, J$. We have obtained the upper bound for the largest eigenvalue of $K(\boldsymbol{\phi}, \boldsymbol{\phi})$ as desired.

For the smallest eigenvalue, using (B.5.2) again, we have

$$
y^{T} K(\boldsymbol{\phi}, \boldsymbol{\phi}) y \geq\|\mathcal{L}\|^{-1}\left\|\sum_{1 \leq i \leq Q} \sum_{0 \leq|\gamma| \leq J} y_{i, \gamma} \delta_{\mathbf{x}_{i}} \circ D^{\gamma}\right\|_{H^{-s}(\Omega)}^{2}
$$

Now, using the Fenchel duality, we get

$$
\begin{equation*}
\left\|\sum_{1 \leq i \leq Q} \sum_{0 \leq|\gamma| \leq J} y_{i, \gamma} \delta_{\mathbf{x}_{i}} \circ D^{\gamma}\right\|_{H^{-s}(\Omega)}^{2}=\sup _{v \in H_{0}^{s}(\Omega)} 2 \sum_{1 \leq i \leq Q} \sum_{0 \leq|\gamma| \leq J} y_{i, \gamma} D^{\gamma} v\left(\mathbf{x}_{i}\right)-\|v\|_{H_{0}^{s}(\Omega)}^{2} . \tag{B.5.4}
\end{equation*}
$$

By restricting $v \in H_{0}^{s}(\Omega)$ to $v=\sum_{1 \leq i \leq Q} v_{i}$ with each $v_{i} \in H_{0}^{s}\left(B\left(\mathbf{x}_{i}, \delta h\right)\right)$, we obtain

$$
\begin{align*}
& \sup _{v \in H_{0}^{s}(\Omega)} 2 \sum_{1 \leq i \leq Q} \sum_{0 \leq|\gamma| \leq J} y_{i, \gamma} D^{\gamma} v\left(\mathbf{x}_{i}\right)-\|v\|_{H_{0}^{s}(\Omega)}^{2} \\
\geq & \sum_{1 \leq i \leq Q}\left(\sup _{v_{i} \in H_{0}^{s}\left(B\left(\mathbf{x}_{i}, \delta h\right)\right)} 2 \sum_{0 \leq \gamma \mid \leq J} y_{i, \gamma} D^{\gamma} v_{i}\left(\mathbf{x}_{i}\right)-\left\|v_{i}\right\|_{H_{0}^{s}\left(B\left(\mathbf{x}_{i}, \delta h\right)\right)}\right)  \tag{B.5.5}\\
= & \sum_{1 \leq i \leq Q}\left\|\sum_{0 \leq|\gamma| \leq J} y_{i, \gamma} \delta_{\mathbf{x}_{i}} \circ D^{\gamma}\right\|_{H^{-s}\left(B\left(\mathbf{x}_{i}, \delta h\right)\right.}^{2},
\end{align*}
$$

where in the first inequality, we used the fact that the balls $B\left(\mathbf{x}_{i}, \delta h\right), 1 \leq i \leq Q$ are disjoint.

By (B.4.44) and (B.4.45), we know that

$$
\begin{equation*}
\left\|\sum_{0 \leq|\gamma| \leq J} y_{i, \gamma} h^{d / 2+|\gamma|} \delta_{\mathbf{x}_{i}} \circ D^{\gamma}\right\|_{H^{-s}\left(B\left(\mathbf{x}_{i}, \delta h\right)\right)} \geq C h^{s}\left|y_{i}\right|, \tag{B.5.6}
\end{equation*}
$$

for some constant $C$ depending on $\delta, d, s, J$. Here again, we write $y_{i}$ to be the vector collecting $y_{i, \gamma}, 0 \leq|\gamma| \leq J$. By change of variables, the above inequality implies that

$$
\begin{equation*}
\left\|\sum_{0 \leq|\gamma| \leq J} y_{i, \gamma} \delta_{\mathbf{x}_{i}} \circ D^{\gamma}\right\|_{H^{-s}\left(B\left(\mathbf{x}_{i}, \delta h\right)\right)} \geq C h^{s-d / 2}\left|y_{i}\right|, \tag{B.5.7}
\end{equation*}
$$

for some constant $C$ depending on $\delta, d, s, J$.
Combining (B.5.4), (B.5.5), (B.5.7), we obtain

$$
\begin{equation*}
\left\|\sum_{1 \leq i \leq Q} \sum_{0 \leq|\gamma| \leq J} y_{i, \gamma} \delta_{\mathbf{x}_{i}} \circ D^{\gamma}\right\|_{H^{-s}(\Omega)}^{2} \geq C h^{2 s-d}|y|^{2} \tag{B.5.8}
\end{equation*}
$$

With (B.5.2), we obtain

$$
\begin{equation*}
y^{T} K(\boldsymbol{\phi}, \boldsymbol{\phi}) y \geq C\|\mathcal{L}\|^{-1} h^{2 s-d}|y|^{2} . \tag{B.5.9}
\end{equation*}
$$

The proof is complete.

## Appendix C

## APPENDIX TO CHAPTER VI

## C. 1 Appendix: Proofs

## C.1.1 Proof of Proposition 6.2.11

Proof. Let $\varphi_{j}(x)=(-\Delta)^{-t} \delta\left(x-x_{j}\right)$ and in particular $\varphi_{0}(x)=(-\Delta)^{-t} \delta(x)$. We have for $m \in \mathbb{Z}^{d}$,

$$
\hat{\varphi}_{0}(m)= \begin{cases}\left(4 \pi^{2}\right)^{-t}|m|^{-2 t}, & m \neq 0 \\ 0, & m=0\end{cases}
$$

We introduce the translation operator $\tau_{j 2^{-q}}$ which acts on function $u: \mathbb{T}^{d} \rightarrow \mathbb{R}$ and is defined by

$$
\left(\tau_{j 2}-q u\right)(x)=u\left(x_{1}-j_{1} 2^{-q}, x_{2}-j_{2} 2^{-q}, \ldots, x_{d}-j_{d} 2^{-q}\right)
$$

for $j=\left(j_{1}, j_{2}, \ldots, j_{d}\right) \in \mathbb{Z}^{d}$ and $x=\left(x_{1}, x_{2}, \ldots, x_{d}\right) \in \mathbb{R}^{d}$. Then, for $j \in J_{q}$, we have the relation $\delta\left(\cdot-x_{j}\right)=\tau_{j 2^{-q}} \delta(\cdot)$. Using the property of the Fourier coefficients, we obtain

$$
\hat{\varphi}_{j}(m)=\hat{\varphi}_{0}(m) e^{-2 \pi i\left\langle j 2^{-q}, m\right\rangle}= \begin{cases}\left(4 \pi^{2}\right)^{-t}|m|^{-2 t} e^{-2 \pi i\left\langle j 2^{-q}, m\right\rangle}, & m \neq 0 \\ 0, & m=0\end{cases}
$$

By definition, $\hat{\mathcal{F}}_{t, q}$ is the span of such $\hat{\varphi}_{j}$ for $j \in J_{q}$. Hence, for any $g \in \hat{\mathcal{F}}_{t, q}$, it can be written as a linear combination of these functions. Equivalently, there exists a $2^{q}$-periodic function $p$ such that

$$
g(m)= \begin{cases}|m|^{-2 t} p(m), & m \neq 0 \\ 0, & m=0\end{cases}
$$

This gives the desired representation of $g$.

## C.1.2 Proof of Theorem 6.2.13

Proof. By Proposition 6.2.11, there exists a $2^{q}$-periodic function $p_{1}(m)$ on $\mathbb{Z}^{d}$, such that

$$
\hat{u}(m, t, q)= \begin{cases}|m|^{-2 t} p_{1}(m), & m \neq 0 \\ 0, & m=0\end{cases}
$$

By the definition of GPR, we have $\left[u^{\dagger}(\cdot)-u(\cdot, t, q), \delta\left(\cdot-x_{j}\right)\right]=0$ for every data point $x_{j}$. In the Fourier domain, according to the characterization of $\hat{\mathcal{F}}_{t, q}$, this orthogonality leads to

$$
\begin{equation*}
\sum_{m \in \mathbb{Z}^{d}}(\hat{u}(m)-\hat{u}(m, t, q)) p(m)=0 \tag{C.1.1}
\end{equation*}
$$

for $p: \mathbb{Z}^{d} \rightarrow \mathbb{C}$ being any $2^{q}$-periodic function. Recalling Definition 6.2.12, we have

$$
\begin{equation*}
\left(T_{q} \hat{u}\right)(m)=\sum_{\beta \in \mathbb{Z}^{d}} \hat{u}\left(m+2^{q} \beta\right) \tag{C.1.2}
\end{equation*}
$$

The fact that the above sum converges may be seen as a consequence of the Cauchy-Schwarz inequality and the regularity of $u$ (recall $t \geq d / 2+\delta$ ). Using (C.1.2) and the representation of $\hat{u}(m, t, q)$, we reformulate (C.1.1) as

$$
\sum_{m \in B_{q}^{d}}\left(\left(T_{q} \hat{u}\right)(m)-M_{q}^{t}(m) p_{1}(m)\right) p(m)=0
$$

The above formula holds for any $2^{q}$-periodic function $p$. Let $g(m)=\left(T_{q} \hat{u}\right)(m)-$ $M_{q}^{t}(m) p_{1}(m)$, then we get that $g$ is a $2^{q}$-periodic function on $\mathbb{Z}^{d}$ and that

$$
\sum_{m \in B_{q}^{d}} g(m) p(m)=0
$$

holds for any $2^{q}$-periodic function $p$. This implies that $g(m)=0$. Hence, we get

$$
p_{1}(m)=\frac{\left(T_{q} \hat{u}\right)(m)}{M_{q}^{t}(m)} .
$$

Plugging this expression into the above representation formula for $\hat{u}(m, t, q)$ leads to

$$
\hat{u}(m, t, q)= \begin{cases}0, & \text { if } m=0 \\ |m|^{-2 t} \frac{\left(T_{q} \hat{t}\right)(m)}{M_{q}^{t}(m)}, & \text { else }\end{cases}
$$

This completes the proof.

## C.1.3 Proof of Lemma 6.2.15

Proof. Recall the definition

$$
M_{q}^{t}(m):= \begin{cases}\sum_{\beta \in \mathbb{Z}^{d} \backslash\{0\}}\left|2^{q} \beta\right|^{-2 t}, & \text { if } m=j \cdot 2^{q} \text { for some } j \in \mathbb{Z}^{d} \\ \sum_{\beta \in \mathbb{Z}^{d}}\left|m+2^{q} \beta\right|^{-2 t}, & \text { else } .\end{cases}
$$

Because of the periodicity of $M_{q}^{t}$, we need only to study $m \in B_{q}^{d}$. We split it into two cases.

1. If $m=0$, then $M_{q}^{t}(m)=\sum_{\beta \in \mathbb{Z}^{d} \backslash\{0\}}\left|2^{q} \beta\right|^{-2 t}=2^{-2 q t} \sum_{\beta \in \mathbb{Z}^{d} \backslash\{0\}}|\beta|^{-2 t} \simeq 2^{-2 q t}$.
2. If $m \in B_{q}^{d} \backslash\{0\}$, then $M_{q}^{t}(m)=\sum_{\beta \in \mathbb{Z}^{d}}\left|m+2^{q} \beta\right|^{-2 t}=|m|^{-2 t}+\sum_{\beta \in \mathbb{Z}^{d} \backslash\{0\}} \mid m+$ $\left.2^{q} \beta\right|^{-2 t}$. Since $B_{q}^{d}=\left[-2^{q-1}, 2^{q-1}-1\right]^{\otimes d}$, each component of $m \in B_{q}^{d}$ is bounded by $2^{q-1}$ in amplitude, and therefore each component of $2^{-q} m$ is bounded by $1 / 2$ in amplitude. So, it follows that

$$
\sum_{\beta \in \mathbb{Z}^{d} \backslash\{0\}}\left|m+2^{q} \beta\right|^{-2 t}=2^{-2 q t} \sum_{\beta \in \mathbb{Z}^{d} \backslash\{0\}}\left|2^{-q} m+\beta\right|^{-2 t} \simeq 2^{-2 q t}
$$

Then, we get $|m|^{-2 t} \leq M_{q}^{t}(m) \lesssim|m|^{-2 t}+2^{-2 q t} \lesssim|m|^{-2 t}$ where we have used the fact that $|m| \lesssim 2^{q}$. Therefore, it holds that $M_{q}^{t}(m) \simeq|m|^{-2 t}$.

As a byproduct of the above proof, we also get $M_{q}^{t}(m)-|m|^{-2 t} \simeq 2^{-2 q t}$.

## C.1.4 Proof of Lemma 6.2.17

Proof. First, we prove the pointwise convergence (i.e., for each fixed $r$ ), then move on to prove uniform convergence. To achieve this, we calculate the variance:

$$
\begin{aligned}
\operatorname{Var}(\alpha(r, q)) & \simeq 2^{-2 r q} \sum_{m \in B_{q}^{d} \backslash\{0\}}|m|^{2 r-2 d} \\
& \lesssim 2^{-2 r q} \int_{1}^{2^{q}} x^{2 r-2 d+d-1} \mathrm{~d} x=2^{-2 r q} \int_{1}^{2^{q}} x^{2 r-d-1} \mathrm{~d} x .
\end{aligned}
$$

For $r=d / 2$, the integral gives $\log \left(2^{q}\right)=q \log 2$; for $r \neq d / 2$, it is $\frac{1}{2 r-d}\left(2^{q(2 r-d)}-1\right)$. In both cases, we have $\lim _{q \rightarrow \infty} \operatorname{Var}(\alpha(r, q))=0$. Thus, $\alpha(r, q)$ converges in $L^{2}$ to the limit of its expectation, which we may calculate as follows:

$$
\lim _{q \rightarrow \infty} \mathbb{E} \alpha(r, q)=\lim _{q \rightarrow \infty} \sum_{m \in B_{q}^{d} \backslash\{0\}}\left(2^{-q}\right)^{d}\left|2^{-q} m\right|^{r-d}=\int_{[-1 / 2,1 / 2]^{d}}|y|^{r-d} \mathrm{~d} y:=\gamma(r)>0
$$

Hence, we get $\lim _{q \rightarrow \infty} \alpha(r, q)=\gamma(r)>0$ in $L^{2}$ for every $r \in[\epsilon, 1 / \epsilon]$, and the convergence also holds in probability. We may now proceed to show uniform convergence. We rely on Exercise 3.2.3 in [277]. Based on that, it suffices to prove $\alpha(r, q)$ is uniformly Lipschitz continuous as a function of $r$ for $q \in \mathbb{N}$. Pick any $r_{1}, r_{2} \in[\epsilon, 1 / \epsilon]$, then

$$
\begin{aligned}
& \left|\alpha\left(r_{1}, q\right)-\alpha\left(r_{2}, q\right)\right| \\
= & \sum_{m \in B_{q}^{d} \backslash\{0\}} 2^{-q d}\left|\left(\left|2^{-q} m\right|^{r_{1}-d}-\left|2^{-q} m\right|^{r_{2}-d}\right)\right| \\
\leq & \sum_{m \in B_{q}^{d} \backslash\{0\}} 2^{-q d}\left|r_{1}-r_{2}\right|\left(\left|2^{-q} m\right|^{\epsilon-d}+\left|2^{-q} m\right|^{1 / \epsilon-d}\right)\left|\log \left(2^{-q} m\right)\right| \xi_{m}^{2},
\end{aligned}
$$

where in the last step we have used the fact that $\left|\left|2^{-q} m\right|^{r_{1}-d}-\left|2^{-q} m\right|^{r_{2}-d}\right|=$ $\left|\left|2^{-q} m\right|^{\eta-d} \log \left(2^{-q} m\right)\left(r_{1}-r_{2}\right)\right|$ for some $\eta$ that lies between $r_{1}$ and $r_{2}$, and we use the bound $r_{1}, r_{2} \in[\epsilon, 1 / \epsilon]$. Now, we define the random series:

$$
\mathrm{L}(q):=2^{-q d} \sum_{m \in B_{q}^{d} \backslash\{0\}}\left(\left|2^{-q} m\right|^{\epsilon-d}+\left|2^{-q} m\right|^{1 / \epsilon-d}\right)\left|\log \left(2^{-q} m\right)\right| \xi_{m}^{2}
$$

We calculate its variance as follows:

$$
\begin{aligned}
\operatorname{Var}(\mathrm{L}(q)) & \simeq 2^{-2 d q} \sum_{m \in B_{q}^{d} \backslash\{0\}}\left(\left|2^{-q} m\right|^{2 \epsilon-2 d}+\left|2^{-q} m\right|^{2 / \epsilon-2 d}\right) \log ^{2}\left|2^{-q} m\right| \\
& \lesssim 2^{-q d}\left(\int_{2^{-q}}^{1} t^{2 \epsilon-2 d+d-1} \log ^{2} t \mathrm{~d} t+\int_{2^{-q}}^{1} t^{2 / \epsilon-2 d+d-1} \log ^{2} t \mathrm{~d} t\right) \\
& =2^{-q d} \int_{2^{-q}}^{1}\left(t^{2 \epsilon-d-1}+t^{2 / \epsilon-d-1}\right) \log ^{2} t \mathrm{~d} t, \\
& \lesssim 2^{-q d} \int_{2^{-q}}^{1}\left(t^{\epsilon-d-1}+t^{1 / \epsilon-d-1}\right) \mathrm{d} t \lesssim 2^{-q \epsilon} .
\end{aligned}
$$

The last term will go to 0 as $q$ goes to infinity. Thus, $\mathrm{L}(q)$ converges in $L^{2}$ (and thus in probability) to $\mathrm{L}^{*}=\lim _{q \rightarrow \infty} \mathbb{E L}(q)$, which is

$$
\begin{aligned}
\lim _{q \rightarrow \infty} \mathbb{E} \mathrm{~L}(q) & =\lim _{q \rightarrow \infty} 2^{-q d} \sum_{m \in B_{q}^{d} \backslash\{0\}}\left(\left|2^{-q} m\right|^{\epsilon-d}+\left|2^{-q} m\right|^{1 / \epsilon-d}\right) \log ^{2}\left|2^{-q} m\right| \\
& =\int_{[-1 / 2,1 / 2]^{d}}\left(|y|^{\epsilon-d}+|y|^{1 / \epsilon-d}\right) \log ^{2}|y| \mathrm{d} y \\
& \lesssim \int_{[-1 / 2,1 / 2]^{d}}\left(|y|^{\epsilon / 2-d}+|y|^{1 /(2 \epsilon)-d}\right) \mathrm{d} y<\infty
\end{aligned}
$$

Using Markov's inequality we deduce that, for any $\epsilon^{\prime}>0$, it holds that

$$
\mathbb{P}\left(\left|\mathrm{L}(q)-\mathrm{L}^{*}\right| \geq \epsilon^{\prime}\right) \leq \frac{\mathbb{E}\left|\mathrm{L}(q)-\mathrm{L}^{*}\right|^{2}}{\left(\epsilon^{\prime}\right)^{2}} \leq \frac{2^{-q \epsilon}}{\left(\epsilon^{\prime}\right)^{2}}
$$

Thus,

$$
\sum_{q=1}^{\infty} \mathbb{P}\left(\left|\mathrm{L}(q)-\mathrm{L}^{*}\right| \geq \epsilon^{\prime}\right) \leq \sum_{q=1}^{\infty} \frac{2^{-q \epsilon}}{\left(\epsilon^{\prime}\right)^{2}}<\infty .
$$

From the Borel-Cantelli lemma it follows that $\lim _{q \rightarrow \infty} \mathrm{~L}(q)=\mathrm{L}^{*}$ almost surely, and therefore $\mathrm{L}(q)$ is bounded uniformly for $q$ almost surely. Since $\left|\alpha\left(r_{1}, q\right)-\alpha\left(r_{2}, q\right)\right| \leq$ $\mathrm{L}(q)\left|r_{1}-r_{2}\right|$, it follows that $\alpha(r, q)$ is uniformly Lipschitz continuous as a function of $r$ for $q \in \mathbb{N}$. Invoking Exercise 3.2.3 in [277] concludes this case.
For the case $r=0$, we follow the same strategy as in the previous case. First, we
calculate the corresponding variance:

$$
\begin{aligned}
\operatorname{Var}(\alpha(0, q)) & \simeq \frac{1}{q^{2}} \sum_{m \in B_{q}^{d} \backslash\{0\}}|m|^{-2 d} \\
& \lesssim \frac{1}{q^{2}} \int_{1}^{2^{q}} x^{-2 d+d-1} \mathrm{~d} x \lesssim \frac{1}{q^{2}},
\end{aligned}
$$

where the last term goes to 0 as $q$ goes to infinity. Then, we calculate the expectation:

$$
\mathbb{E} \alpha(0, q)=\frac{1}{q} \sum_{m \in B_{q}^{d} \backslash\{0\}}|m|^{-d}
$$

The limit when $q \rightarrow \infty$ is identified through the following calculations:

$$
\begin{aligned}
\lim _{q \rightarrow \infty} \frac{1}{q} \sum_{m \in B_{q}^{d} \backslash\{0\}}|m|^{-d} & =\lim _{q \rightarrow \infty} \sum_{m \in B_{q+1}^{d} \backslash B_{q}^{d}}|m|^{-d} \\
& =\lim _{q \rightarrow \infty} 2^{-q d} \sum_{m \in B_{q+1}^{d} \backslash B_{q}^{d}}\left|2^{-q} m\right|^{-d} \\
& =\int_{[-1,1]^{d} \backslash[-1 / 2,1 / 2]^{d}}|x|^{-d} \mathrm{~d} x<\infty ;
\end{aligned}
$$

here we have used the definition of the Riemann integral. Finally, we conclude that $\lim _{q \rightarrow \infty} \alpha(0, q)=\gamma(0)$ in probability for $\gamma(0) \in(0, \infty)$.

## C.1.5 Proof of Proposition 6.2.18

Proof. First, we have the relation

$$
\log \operatorname{det} K(t, q)=\log \operatorname{det} K(t, q-1)+\log \operatorname{det}(K(t, q) / K(t, q-1)),
$$

where $K(t, q) / K(t, q-1)$ is the Schur complement of $K(t, q-1)$ in $K(t, q)$. Due to the variational property of the Schur complement (see Lemma 13.24 in [204]), the smallest and largest eigenvalues of $K(t, q) / K(t, q-1)$ satisfy (in the dual norm $\|\cdot\|_{-t}$ )

$$
\begin{align*}
& \lambda_{\min }(K(t, q) / K(t, q-1)) \geq \inf _{y \in \mathbb{R}^{|J q|}} \frac{\left\|\sum_{j \in J_{q}} y_{j} \delta\left(x-x_{j}\right)\right\|_{-t}^{2}}{|y|^{2}}, \quad \text { and } \\
& \lambda_{\max }(K(t, q) / K(t, q-1))  \tag{C.1.3}\\
& \quad=\sup _{y \in \mathbb{R}^{\left|J_{q}\right|}} \inf _{z \in \mathbb{R}^{\left|J_{q-1}\right|}} \frac{\left\|\sum_{j \in J_{q}} y_{j} \delta\left(x-x_{j}\right)-\sum_{j^{\prime} \in J_{q-1}} z_{j^{\prime}} \delta\left(x-x_{j^{\prime}}\right)\right\|_{-t}^{2}}{|y|^{2}} .
\end{align*}
$$

These two formulae will be crucial in the subsequent analysis. We start by estimating the smallest and largest eigenvalues of the Schur complement. Let
$w=(-\Delta)^{-t} \sum_{j \in J_{q}} y_{j} \delta\left(x-x_{j}\right)$, whose Fourier coefficients are

$$
\hat{w}(m)= \begin{cases}0, & \text { if } m=0  \tag{C.1.4}\\ \left(4 \pi^{2}\right)^{-t}|m|^{-2 t} g(m), & \text { else }\end{cases}
$$

where, the function $g(m)$ is defined by

$$
\begin{equation*}
g(m)=\sum_{j \in J_{q}} y_{j} \exp \left(2 \pi i\left\langle j 2^{-q}, m\right\rangle\right) . \tag{C.1.5}
\end{equation*}
$$

For the smallest eigenvalue, we write

$$
\begin{aligned}
\left\|\sum_{j \in J_{q}} y_{j} \delta\left(x-x_{j}\right)\right\|_{-t}^{2}=\|w\|_{t}^{2} & =\left(4 \pi^{2}\right)^{t} \sum_{m \in \mathbb{Z}^{d} \backslash\{0\}}|m|^{2 t}|\hat{w}(m)|^{2} \\
& =\left(4 \pi^{2}\right)^{-t} \sum_{m \in \mathbb{Z}^{d} \backslash\{0\}}|m|^{-2 t}|g(m)|^{2} .
\end{aligned}
$$

Notice that

$$
\sum_{m \in \mathbb{Z}^{d} \backslash\{0\}}|m|^{-2 t}|g(m)|^{2}=\sum_{m \in B_{q}^{d}} M_{q}^{t}(m)|g(m)|^{2} \gtrsim 2^{-2 t q} \sum_{m \in B_{q}^{d}}|g(m)|^{2}
$$

and

$$
\begin{align*}
\sum_{m \in B_{q}^{d}}|g(m)|^{2} & =\sum_{m \in B_{q}^{d}}\left|\sum_{j \in J_{q}} y_{j} \exp \left(2 \pi i\left\langle j 2^{-q}, m\right\rangle\right)\right|^{2} \\
& =\sum_{m \in B_{q}^{d}} \sum_{j \in J_{q}} \sum_{l \in J_{q}} y_{j} y_{l} \exp \left(2 \pi i\left\langle(j-l) 2^{-q}, m\right\rangle\right)  \tag{C.1.6}\\
& =\sum_{j \in J_{q}} \sum_{l \in J_{q}} y_{j} y_{l} \sum_{m \in B_{q}^{d}} \exp \left(2 \pi i\left\langle(j-l) 2^{-q}, m\right\rangle\right) \\
& \simeq 2^{q d}|y|^{2}
\end{align*}
$$

In the last line we have used the fact that

$$
\sum_{m \in B_{q}^{d}} \exp \left(2 \pi i\left\langle(j-l) 2^{-q}, m\right\rangle\right)= \begin{cases}0, & \text { if } j-l \neq 0 \\ \sum_{m \in B_{q}^{d}} 1 \simeq 2^{q d}, & \text { if } j-l=0\end{cases}
$$

Thus, combining the above results, we obtain the bound on the smallest eigenvalue

$$
\lambda_{\min }(K(t, q) / K(t, q-1)) \gtrsim 2^{-q(2 t-d)}
$$

We then move to consider the largest eigenvalue. First, notice that

$$
\inf _{z \in \mathbb{R}^{\prime J_{q-1}}}\left\|\sum_{j \in J_{q}} y_{j} \delta\left(x-x_{j}\right)-\sum_{j^{\prime} \in J_{q-1}} z_{j^{\prime}} \delta\left(x-x_{j^{\prime}}\right)\right\|_{-t}^{2}=\inf _{v \in \mathcal{F}_{t, q-1}}\|w-v\|_{t}^{2} .
$$

Naturally, one can express the optimal $v$ in the above variational formulation using the Fourier series representation explained before. However, this will lead to many interactions between different frequencies. To make the analysis cleaner, we adopt another strategy. We first approximate the function $w$ by a band-limited function, whose projection into $\mathcal{F}_{t, q-1}$ will be more concise. Precisely, define a band limited version of $w$, written as $w_{h}$, by

$$
\hat{w}_{h}(m)= \begin{cases}\hat{w}(m), & \text { if } m \in B_{q-1}^{d}  \tag{C.1.7}\\ 0, & \text { if } m \in\left(B_{q-1}^{d}\right)^{c}\end{cases}
$$

To estimate $\inf _{v \in \mathcal{F}_{t, q-1}}\|w-v\|_{t}^{2}$, we follow the two steps below:
Step 1: we prove $\left\|w-w_{h}\right\|_{t}^{2} \lesssim 2^{-q(2 t-d)}|y|^{2}$. Let us calculate the quantity directly:

$$
\begin{aligned}
\left\|w-w_{h}\right\|_{t}^{2} & =\left(4 \pi^{2}\right)^{-t} \sum_{m \in\left(B_{q-1}^{d}\right)^{c}}|m|^{-2 t}|g(m)|^{2} \\
& =\left(4 \pi^{2}\right)^{-t}\left(\sum_{m \in \mathbb{Z}^{d} \backslash\{0\}}|m|^{-2 t}|g(m)|^{2}-\sum_{m \in B_{q-1}^{d}}|m|^{-2 t}|g(m)|^{2}\right) \\
& =\left(4 \pi^{2}\right)^{-t}\left(\sum_{m \in B_{q}^{d}} M_{q}^{t}(m)|g(m)|^{2}-\sum_{m \in B_{q-1}^{d}}|m|^{-2 t}|g(m)|^{2}\right) \\
& \lesssim 2^{-2 q t} \sum_{m \in B_{q}^{d}}|g(m)|^{2} \lesssim 2^{-q(2 t-d)}|y|^{2} .
\end{aligned}
$$

Here we have used the fact that $M_{q}^{t}(m)-|m|^{-2 t} \lesssim 2^{-2 q t}$ for $m \in B_{q-1}^{d}$ and $M_{q}^{t}(m) \lesssim$ $2^{-2 q t}$ for $m \in B_{q}^{d} \backslash B_{q-1}^{d}$, according to the results in Lemma 6.2.15. In the last line, the bound (C.1.6) is applied.

Step 2: We prove $\inf _{v \in \mathcal{F}_{t, q-1}}\left\|w_{h}-v\right\|_{t}^{2} \lesssim 2^{-q(2 t-d)}|y|^{2}$. Based on Theorem 6.2.13, we know the optimal $v$ for this variational problem has the Fourier coefficients

$$
\hat{v}(m)= \begin{cases}0, & \text { if } m=0 \\ |m|^{-2 t \frac{\left(T_{q-1} \hat{w}_{h}\right)(m)}{M_{q-1}^{t}(m)},} & \text { else }\end{cases}
$$

Then, using the Fourier representation of the norm, we get

$$
\begin{aligned}
& \left\|w_{h}-v\right\|_{t}^{2} \\
\simeq & \sum_{m \in \mathbb{Z}^{d} \backslash\{0\}}|m|^{2 t}\left|\hat{w}_{h}(m)-\hat{v}(m)\right|^{2} \\
= & \sum_{m \in B_{q-1}^{d} \backslash\{0\}}|m|^{-2 t}\left|g(m)-\frac{\left(T_{q-1} \hat{w}_{h}\right)(m)}{M_{q-1}^{t}(m)}\right|^{2}+\sum_{m \in\left(B_{q-1}^{d}\right)^{c}}|m|^{-2 t}\left|\frac{\left(T_{q-1} \hat{w}_{h}\right)(m)}{M_{q-1}^{t}(m)}\right|^{2} .
\end{aligned}
$$

For the first term, since $w_{h}$ is band-limited, we know if $m \in B_{q-1}^{d} \backslash\{0\}$, then $\left(T_{q-1} \hat{w}_{h}\right)(m)=|m|^{-2 t} g(m)$. Thus, we can write this term as

$$
\begin{aligned}
& \sum_{m \in B_{q-1}^{d} \backslash\{0\}}|m|^{-2 t}|g(m)|^{2}\left(1-\frac{|m|^{-2 t}}{M_{q-1}^{t}(m)}\right)^{2} \\
&= \sum_{m \in B_{q-1}^{d} \backslash\{0\}}|m|^{-2 t}|g(m)|^{2}\left(\frac{M_{q-1}^{t}(m)-|m|^{-2 t}}{M_{q-1}^{t}(m)}\right)^{2} \\
& \stackrel{a}{\lesssim} \sum_{m \in B_{q-1}^{d} \backslash\{0\}}|m|^{-2 t}|g(m)|^{2}\left(\frac{2^{-4 t q}}{|m|^{-4 t}}\right) \\
& \underset{ }{b)} \sum_{m \in B_{q-1}^{d} \backslash\{0\}} 2^{-2 t q}|g(m)|^{2} \lesssim 2^{-q(2 t-d)}|y|^{2},
\end{aligned}
$$

where in $a$ ) we have used the fact that $M_{q-1}^{t}(m)-|m|^{-2 t} \simeq 2^{-2 t q}$ and $M_{q-1}^{t}(m) \simeq|m|^{-2 t}$ for $m \in B_{q-1}^{d} \backslash\{0\}$ based on Lemma 6.2.15. In $b$ ), we have used $|m| \lesssim 2^{q}$. The last inequality is obtained by recalling (C.1.6).
For the second term, we write

$$
\begin{aligned}
& \sum_{m \in\left(B_{q-1}^{d}\right)^{c}}|m|^{-2 t}\left|\frac{\left(T_{q-1} \hat{w}_{h}\right)(m)}{M_{q-1}^{t}(m)}\right|^{2} \\
&= \sum_{m \in \mathbb{Z}^{d} \backslash\{0\}}|m|^{-2 t}\left|\frac{\left(T_{q-1} \hat{w}_{h}\right)(m)}{M_{q-1}^{t}(m)}\right|^{2}-\sum_{m \in B_{q-1}^{d} \backslash\{0\}}|m|^{-2 t}\left|\frac{\left(T_{q-1} \hat{w}_{h}\right)(m)}{M_{q-1}^{t}(m)}\right|^{2} \\
& \stackrel{c)}{=} \sum_{m \in B_{q-1}^{d} \backslash\{0\}}\left(M_{q-1}^{t}(m)-|m|^{-2 t}\right)\left|\frac{\left(T_{q-1} \hat{w}_{h}\right)(m)}{M_{q-1}^{t}(m)}\right|^{2} \\
&= \sum_{m \in B_{q-1}^{d} \backslash\{0\}}\left(M_{q-1}^{t}(m)-|m|^{-2 t}\right)\left|\frac{|m|^{-2 t} g(m)}{M_{q-1}^{t}(m)}\right|^{2} \\
& \lesssim 2^{-2 t q} \sum_{m \in B_{q-1}^{d} \backslash\{0\}}|g(m)|^{2} \lesssim 2^{-q(2 t-d)}|y|^{2},
\end{aligned}
$$

where in $c$ ), we have used the periodicity of the function $\frac{\left(T_{q-1} \hat{w}_{h}\right)(m)}{M_{q-1}^{t}(m)}$.
Now, combining Step 1 and 2 leads to the conclusion

$$
\inf _{v \in \mathcal{F}_{t, q-1}}\|w-v\|_{t}^{2} \lesssim 2^{-q(2 t-d)}|y|^{2}
$$

and in particular, it implies

$$
\lambda_{\max }(K(t, q) / K(t, q-1)) \lesssim 2^{-q(2 t-d)}
$$

As a consequence of the upper and lower bounds for the eigenvalues of the matrix $K(t, q) / K(t, q-1)$, we deduce that they are all on the scale of $2^{-q(2 t-d)}$. Let $C$ be a constant independent of $t, q$ such that $C^{-1} 2^{-q(2 t-d)} \leq K(t, q) / K(t, q-1) \leq$ $C 2^{-q(2 t-d)}$. Then,

$$
\begin{aligned}
\left(2^{q d}-2^{(q-1) d}\right)((2 t-d)(-q) \log 2-C) & \leq \log \operatorname{det} K(t, q) / K(t, q-1) \\
& \leq\left(2^{q d}-2^{(q-1) d}\right)((2 t-d)(-q) \log 2+C)
\end{aligned}
$$

Using the implied bounds on the recursion relation, we get
$(2 t-d) g_{1}(q)-C g_{2}(q)+K(t, 0) \leq \log \operatorname{det} K(t, q) \leq(2 t-d) g_{1}(q)+C g_{2}(q)+K(t, 0)$,
where $g_{1}(q)=\sum_{k=1}^{q}\left(2^{k d}-2^{(k-1) d}\right)(-k \log 2)$ and $g_{2}(q)=\left(2^{q d}-1\right)(2 t-d)$. Summing the series in $g_{1}(q)$ leads to $g_{1}(q) \simeq-q 2^{q d} \log 2 \simeq-q 2^{q d}$. The proof of Proposition 6.2.18 is completed.

Remark C.1.1. The above technique of using the Schur complements is quite general and could be potentially applied to other operators such as heterogeneous Laplacians; see [204]. However, for the homogeneous Laplacian on the torus in this paper, we may also prove the result via a simpler approach. The key observation is that there is an explicit formula for the spectrum of $K(t, q)$, as also exploited in [258, Sec. 6.7]. Indeed, using the formula for the spectrum given in Lemma C.1.2 below, we get

$$
\begin{aligned}
\log \operatorname{det} K(t, q) & =\sum_{m \in B_{q}^{d}} \log \left(2^{q d}\left(4 \pi^{2}\right)^{-t} M_{q}^{t}(m)\right) \\
& =q d 2^{q d} \log 2-2^{q d} t \log \left(4 \pi^{2}\right)+\sum_{m \in B_{q}^{d}} \log M_{q}^{t}(m) .
\end{aligned}
$$

By Lemma 6.2.15, it holds that

$$
M_{q}^{t}(m) \simeq\left\{\begin{array}{l}
2^{-2 q t}, \text { if } m=0 \\
|m|^{-2 t}, \text { if } m \in B_{q}^{d} \backslash\{0\}
\end{array}\right.
$$

That is, there exists a constant $C$ independent of $t$ such that

$$
-2 t \log |m|-\log C \leq \log M_{q}^{t}(m) \leq-2 t \log |m|+\log C
$$

for $m \in B_{q}^{d} \backslash\{0\}$, and $-2^{q t} \log 2-\log C \leq \log M_{q}^{t}(0) \leq-2^{q t} \log 2+\log C$. Since

$$
\sum_{m \in B_{q}^{d} \backslash\{0\}} \log |m| \simeq \int_{0}^{2^{q}} r^{d-1} \log r \mathrm{~d} r \simeq q 2^{q d}
$$

and $2^{q d}=o\left(q 2^{q d}\right)$, we get

$$
-(2 t-d) q 2^{q d}-C 2^{q d} \lesssim \log \operatorname{det} K(t, q) \lesssim-(2 t-d) q 2^{q d}+C 2^{q d} .
$$

This completes the alternative proof of Proposition 6.2.18.

Lemma C.1.2. The eigenvalues of $K(t, q)$ are $2^{q d}\left(4 \pi^{2}\right)^{-t} M_{q}^{t}(m)$ for $m \in B_{q}^{d}$, where $M_{q}^{t}(m)$ is defined in (6.2.12), with the corresponding eigenfunctions $\phi_{m}\left(\mathcal{X}_{q}\right) \in \mathbb{R}^{q^{q d}}$.

Proof. We can prove this claim using Mercer's decomposition as follows. First, for $x_{i}, x_{j} \in \mathcal{X}_{q}$, it holds that

$$
\begin{aligned}
K(t, q)_{i, j} & =\sum_{m \in \mathbb{Z}^{d} \backslash\{0\}}\left(4 \pi^{2}\right)^{-t}|m|^{-2 t} \phi_{m}\left(x_{i}\right) \phi_{m}^{*}\left(x_{j}\right) \\
& =\sum_{m \in B_{q}^{d}}\left(4 \pi^{2}\right)^{-t} M_{q}^{t}(m) \phi_{m}\left(x_{i}\right) \phi_{m}^{*}\left(x_{j}\right),
\end{aligned}
$$

where we have used the fact that $\phi_{m+2^{q} \beta}\left(x_{i}\right)=\phi_{m}\left(x_{i}\right)$ for any $\beta \in \mathbb{Z}^{d}$ and $x_{i} \in \mathcal{X}_{q}$. Thus, for every $n \in B_{q}^{d}$, we get

$$
\begin{aligned}
\sum_{x_{j} \in X_{q}} K(t, q)_{i, j} \phi_{n}\left(x_{j}\right) & =\sum_{m \in B_{q}^{d}}\left(4 \pi^{2}\right)^{-t} M_{q}^{t}(m) \phi_{m}\left(x_{i}\right) \sum_{x_{j} \in X_{q}} \phi_{m}^{*}\left(x_{j}\right) \phi_{n}\left(x_{j}\right) \\
& =\sum_{m \in B_{q}^{d}}\left(4 \pi^{2}\right)^{-t} M_{q}^{t}(m) \phi_{m}\left(x_{i}\right) 2^{q d} \delta_{m n} \\
& =2^{q d}\left(4 \pi^{2}\right)^{-t} M_{q}^{t}(m) \phi_{n}\left(x_{i}\right)
\end{aligned}
$$

where in the second equality we used the property of Fourier series. This implies $\phi_{n}\left(\mathcal{X}_{q}\right)$ is an eigenfunction. The proof of the lemma is completed.

## C.1.6 Proof of Theorem 6.2.19

Proof. Recall the definition,

$$
s^{\mathrm{EB}}(q)=\underset{t}{\arg \min } \mathrm{~L}^{\mathrm{EB}}(t, q):=\|u(\cdot, t, q)\|_{t}^{2}+\log \operatorname{det} K(t, q)
$$

Define a rescaled version of the loss function by

$$
\begin{equation*}
\tilde{L}_{\mathrm{EB}}(t, q)=\frac{1}{\left|g_{1}(q)\right|} \mathrm{L}^{\mathrm{EB}}(t, q)=\underbrace{\frac{1}{\left|g_{1}(q)\right|}\|u(\cdot, t, q)\|_{t}^{2}}+\underbrace{\frac{1}{\left|g_{1}(q)\right|} \log \operatorname{det} K(t, q)} . \tag{①}
\end{equation*}
$$

We note that by Proposition 6.2.18, we have $\left|g_{1}(q)\right| \sim q 2^{q d}$. Now, we estimate the growth rate of (1) and (2) separately. From Proposition 6.2.16 and 6.2.18, we get

$$
\text { (1) } \simeq \underbrace{\frac{1}{q} 2^{-q(2 s-2 t+d)} \xi_{0}^{2}}_{(3)}+\underbrace{\frac{1}{q} 2^{-q(2 s-2 t)} \sum_{m \in B_{q}^{d} \backslash\{0\}} 2^{-q(2 t-2 s+d)}|m|^{2 t-2 s} \xi_{m}^{2}}_{( }
$$

and for the log det part, it holds that

$$
d-2 t+\frac{-C g_{2}(q)+K(t, 0)}{\left|g_{1}(q)\right|} \leq\left(2 \leq d-2 t+\frac{C g_{2}(q)+K(t, 0)}{\left|g_{1}(q)\right|} .\right.
$$

It follows that $\lim _{q \rightarrow \infty}(2)=d-2 t$. Thus, our remaining task is to analyze terms (3), (4) in (1). We split the problem into four cases.

Case $1: t=s$. It is easy to see $\lim _{q \rightarrow \infty}(3)=0$ and

$$
\text { (4) }=\frac{1}{q} 2^{-q d} \sum_{m \in B_{q}^{d} \backslash\{0\}} \xi_{m}^{2}=\frac{1}{q} \alpha(d, q) \text {, }
$$

so that $\lim _{q \rightarrow \infty}$ (4) $=0$. Here we use the definition of $\alpha$ in Lemma 6.2.17. Therefore, $\lim _{q \rightarrow \infty} \tilde{L}_{\mathrm{EB}}(s, q)=d-2 s$.
Case 2: $1 / \delta \geq t \geq s+\epsilon$. We have (3) $\geq 0$. The term (4) can be written as

$$
\text { (4) }=\frac{1}{q 2^{-q(2 t-2 s)}} \alpha(2 t-2 s+d, q)
$$

where we recall the definition of the function $\alpha$ in Lemma 6.2.17. According to this lemma, we get the uniform convergence

$$
\lim _{q \rightarrow \infty} \alpha(2 t-2 s+d, q)=\gamma(2 t-2 s+d)>0
$$

in probability. In the meantime, $\lim _{q \rightarrow \infty} q 2^{-q(2 t-2 s)}=0$. So, $\lim _{q \rightarrow \infty}$ (4) $=\infty$ in probability, and uniformly in $1 / \delta \geq t \geq s+\epsilon$. In terms of $\tilde{L}_{\mathrm{EB}}(t, q)$, this corresponds to $\lim _{q \rightarrow \infty} \tilde{L}_{\mathrm{EB}}(t, q)=\infty$.
Case 3: $s-\epsilon \geq t \geq s-d / 2+\epsilon$. In this case, $2 t-2 s+d \geq \epsilon$ so Lemma 6.2.17 can be applied. We write the term

$$
\text { (4) }=\frac{2^{-q(2 s-2 t)}}{q} \alpha(2 t-2 s+d, q) \text {. }
$$

This will converge to 0 as $q$ goes to infinity, since $\lim _{q \rightarrow \infty} \frac{2^{-q(2 s-2 t)}}{q}=0$ and $\lim _{q \rightarrow \infty} \alpha(2 t-2 s+d, q)=\gamma(2 t-2 s+d) \in(0, \infty)$. The term (3) also converges to 0 . Thus, $\lim _{q \rightarrow \infty} \tilde{L}_{\mathrm{EB}}(t, q)=d-2 t$ in probability, and uniformly for $s-\epsilon \geq t \geq s-d / 2+\epsilon$.
Case 4: $s-d / 2+\epsilon \geq t \geq d / 2+\delta$. We still have that (3) converges to 0 . For term (4), we have

$$
\text { (4) }=\frac{2^{-q d}}{q} \sum_{m \in B_{q}^{d} \backslash\{0\}}|m|^{2 t-2 s} \xi_{m}^{2} \leq \frac{2^{-q d}}{q} \sum_{m \in B_{q}^{d} \backslash\{0\}}|m|^{2(s-d / 2+\epsilon)-2 s} \xi_{m}^{2} \text {, }
$$

where we have used the monotonicity of the function $|m|^{2 t-2 s}$ with respect to $t$. Then, it reduces to the case $t=s-d / 2+\delta$, which is covered by Case 3. Hence, we have $\lim _{q \rightarrow \infty}$ (4) $=0$ uniformly for $s-d / 2+\delta \geq t \geq d / 2+\delta$. Therefore, we get $\lim _{q \rightarrow \infty} \tilde{L}_{\mathrm{EB}}(t, q)=d-2 t$ in probability, and uniformly for $s-d / 2+\delta \geq t \geq d / 2+\delta$.

Let us make a summary of the arguments above. We have established that, for any small $\epsilon>0, \lim _{q \rightarrow \infty} \tilde{L}_{\mathrm{EB}}(t, q)=\infty$ uniformly for $1 / \delta \geq t \geq s+\epsilon$, and $\lim _{q \rightarrow \infty} \tilde{L}_{\mathrm{EB}}(t, q)=d-2 t$ uniformly for $s-\epsilon \geq t \geq d / 2+\delta$, and $\lim _{q \rightarrow \infty} \tilde{L}_{\mathrm{EB}}(s, q)=$ $d-2 s$. All the convergence is in probability. Note that $s^{\mathrm{EB}}$ is the minimizer of $L_{\mathrm{EB}}(t, q)$, hence also of $\tilde{L}_{\mathrm{EB}}(t, q)$. The above convergence results for $\tilde{L}_{\mathrm{EB}}(t, q)$ imply that $s^{\mathrm{EM}} \in(s-\epsilon, s+\epsilon)$ with probability 1 as $q$ goes to infinity, for any $\epsilon>0$. Thus, we must have

$$
\lim _{q \rightarrow \infty} s^{\mathrm{EB}}(q)=s
$$

The proof is complete.

## C.1.7 Proof of Proposition 6.2.21

Proof. In order to write the interaction terms as a random series with some desired independence pattern for the random variables involved, we need to consider the geometry of the lattice carefully. We introduce another set $S_{q}:=\left\{m \in \mathbb{Z}:-2^{q-2} \leq\right.$
$\left.m \leq 3 \times 2^{q-2}-1\right\}$ and let $S_{q}^{d}=S_{q} \otimes S_{q} \otimes \cdots \otimes S_{q}$ denote the tensor product of $d$ multiples of $S_{q}$. The set $S_{q}$ is a shift of $B_{q}$, and $S_{q}^{d}$ is a shift of $B_{q}^{d}$.
Define the set $B_{q-1}^{d}+2^{q-1} k:=\left\{m+2^{q-1} k: m \in B_{q-1}^{d}\right\}$ for $k \in \mathbb{Z}^{d}$. We have the relation

$$
S_{q}^{d}=\bigcup_{k \in \mathbb{Z}_{2}^{d}}\left(B_{q-1}^{d}+2^{q-1} k\right)
$$

where $\mathbb{Z}_{2}^{d}=\{0,1\}^{d}$. Note that for $k_{1} \neq k_{2}$, the intersection between $B_{q-1}^{d}+2^{q-1} k_{1}$ and $B_{q-1}^{d}+2^{q-1} k_{2}$ is empty.
Using (6.2.13) and the periodicity of the functions involved, we get

$$
\begin{aligned}
& \|u(\cdot, t, q)-u(\cdot, t, q-1)\|_{t}^{2} \\
= & \left(4 \pi^{2}\right)^{t} \sum_{m \in B_{q}^{d}} M_{q}^{t}(m)\left(\frac{T_{q} \hat{u}(m)}{M_{q}^{t}(m)}-\frac{T_{q-1} \hat{u}(m)}{M_{q-1}^{t}(m)}\right)^{2} \\
= & \left(4 \pi^{2}\right)^{t} \sum_{m \in S_{q}^{d}} M_{q}^{t}(m)\left(\frac{T_{q} \hat{u}(m)}{M_{q}^{t}(m)}-\frac{T_{q-1} \hat{u}(m)}{M_{q-1}^{t}(m)}\right)^{2} \\
= & \left(4 \pi^{2}\right)^{t} \sum_{k \in \mathbb{Z}_{2}^{d}} \sum_{m \in\left(B_{q-1}^{d}+2^{q-1} k\right)} M_{q}^{t}(m)\left(\frac{T_{q} \hat{u}(m)}{M_{q}^{t}(m)}-\frac{T_{q-1} \hat{u}(m)}{M_{q-1}^{t}(m)}\right)^{2} .
\end{aligned}
$$

Recall the relation

$$
T_{q-1} \hat{u}(m)=\sum_{l \in \mathbb{Z}_{2}^{d}} T_{q} \hat{u}\left(m+2^{q-1} l\right),
$$

based on which we get

$$
\begin{aligned}
& \frac{T_{q} \hat{u}(m)}{M_{q}^{t}(m)}-\frac{T_{q-1} \hat{u}(m)}{M_{q-1}^{t}(m)} \\
= & \left(\frac{1}{M_{q}^{t}(m)}-\frac{1}{M_{q-1}^{t}(m)}\right) T_{q} \hat{u}(m)-\frac{1}{M_{q-1}^{t}} \sum_{l \in \mathbb{Z}_{2}^{d} \backslash\{0\}} T_{q} \hat{u}\left(m+2^{q-1} l\right) .
\end{aligned}
$$

Since $u^{\dagger} \sim \mathcal{N}\left(0,(-\Delta)^{-s}\right)$, it holds $\hat{u}(m) \sim \mathcal{N}\left(0,\left(4 \pi^{2}\right)^{-s}|m|^{-2 s}\right)$. Moreover, for different $m$, these Gaussian random variables are independent from each other. Thus, for a fixed $k$ and for $m \in\left(B_{q-1}^{d}+2^{q-1} k\right)$, the Gaussian random variables

$$
\frac{T_{q} \hat{u}(m)}{M_{q}^{t}(m)}-\frac{T_{q-1} \hat{u}(m)}{M_{q-1}^{t}(m)}
$$

are independent from each other. Furthermore, by calculating their variance, we can write

$$
\begin{aligned}
& M_{q}^{t}(m)\left(\frac{T_{q} \hat{u}(m)}{M_{q}^{t}(m)}-\frac{T_{q-1} \hat{u}(m)}{M_{q-1}^{t}(m)}\right)^{2} \\
= & \left(4 \pi^{2}\right)^{-s}\left[\left(\frac{1}{M_{q}^{t}(m)}-\frac{1}{M_{q-1}^{t}(m)}\right)^{2} M_{q}^{t}(m) M_{q}^{s}(m)+\frac{M_{q}^{t}(m)}{\left(M_{q-1}^{t}(m)\right)^{2}} \sum_{l \in \mathbb{Z}_{2}^{d} \backslash\{0\}} M_{q}^{s}\left(m+2^{q-1} l\right)\right] \xi_{k, m}^{2} \\
= & \left(4 \pi^{2}\right)^{-s}\left[\frac{M_{q}^{s}(m)\left(M_{q}^{t}(m)-M_{q-1}^{t}(m)\right)^{2}}{M_{q}^{t}(m)\left(M_{q-1}^{t}(m)\right)^{2}}+\frac{M_{q}^{t}(m)}{\left(M_{q-1}^{t}(m)\right)^{2}} \sum_{l \in \mathbb{Z}_{2}^{d} \backslash\{0\}} M_{q}^{s}\left(m+2^{q-1} l\right)\right] \xi_{k, m}^{2} \\
= & : A_{k, m} \xi_{k, m}^{2}
\end{aligned}
$$

where $\left\{\xi_{k, m}\right\}_{m}$ are independent unit scalar Gaussian random variables. Clearly, we have the lower bound

$$
A_{k, m} \geq\left(4 \pi^{2}\right)^{-s} \frac{M_{q}^{t}(m)}{\left(M_{q-1}^{t}(m)\right)^{2}} M_{q}^{s}\left(m-2^{q-1} k\right)
$$

Thus, denoting $e_{1}=(1,0, \ldots, 0) \in \mathbb{Z}^{d}$, we get

$$
\begin{aligned}
&\|u(\cdot, t, q)-u(\cdot, t, q-1)\|_{t}^{2} \\
& \geq\left(4 \pi^{2}\right)^{t-s} \sum_{k \in \mathbb{Z}_{2}^{d}} \sum_{m \in\left(B_{q-1}^{d}+2^{q-1} k\right)} \frac{M_{q}^{t}(m)}{\left(M_{q-1}^{t}(m)\right)^{2}} M_{q}^{s}\left(m-2^{q-1} k\right) \xi_{k, m}^{2} \\
& \geq\left(4 \pi^{2}\right)^{t-s} \sum_{m \in\left(B_{q-1}^{d}+2^{q-1} e_{1}\right)} \frac{M_{q}^{t}(m)}{\left(M_{q-1}^{t}(m)\right)^{2}} M_{q}^{s}\left(m-2^{q-1} e_{1}\right) \xi_{e_{1}, m}^{2} \\
&=\left(4 \pi^{2}\right)^{t-s} \sum_{m \in\left(B_{q-1}^{d}+2^{q-1} e_{1}\right)} \frac{M_{q}^{t}(m)}{\left(M_{q-1}^{t}\left(m-2^{q-1} e_{1}\right)\right)^{2}} M_{q}^{s}\left(m-2^{q-1} e_{1}\right) \xi_{e_{1}, m}^{2} \\
& \geq \sum_{m \in\left(B_{q-1}^{d} \backslash\{0\}+2^{q-1} e_{1}\right)} \frac{2^{-2 q t}}{\left|m-2^{q-1} e_{1}\right|^{-4 t}}\left|m-2^{q-1} e_{1}\right|^{2 s} \xi_{e_{1}, m}^{2} \\
&= \sum_{m \in B_{q-1}^{d} \backslash\{0\}} 2^{-2 q t}|m|^{4 t-2 s} \xi_{e_{1}, m+2^{q-1} e_{1}}^{2} .
\end{aligned}
$$

In the above derivation, we have used the fact that for $m \in B_{q-1}^{d}$, it holds that $M_{q}^{s}(m) \simeq|m|^{-2 s}, M_{q-1}^{t}(m) \simeq|m|^{-2 t}$, and in particular, $M_{q}^{t}(m) \simeq|m|^{-2 t} \simeq 2^{-2 q t}$ for $m \in\left(B_{q-1}^{d} \backslash\{0\}+2^{q-1} e_{1}\right)$. Renaming the subscripts in $\xi_{e_{1}, m+2^{q-1} e_{1}}$ completes the proof.

## C.1.8 Proof of Proposition 6.2.22

Proof. We need to upper bound $A_{k, m}$ for $k \in \mathbb{Z}_{2}^{d}, m \in B_{q-1}^{d}+2^{q-1} k$, which is defined in the proof of Proposition 6.2.21. First, we have

$$
\sum_{l \in \mathbb{Z}_{2}^{d} \backslash\{0\}} M_{q}^{s}\left(m+2^{q-1} l\right)=M_{q-1}^{s}(m)-M_{q}^{s}(m),
$$

and the estimate $0 \leq M_{q-1}^{t}(m)-M_{q}^{t}(m) \leq M_{q-1}^{t}(m)$ for any $d / 2+\delta \leq t \leq 1 / \delta$. Based on this observation, for $k \in \mathbb{Z}^{d} \backslash\{0\}$ and $m \in B_{q-1}^{d} \backslash\{0\}+2^{q-1} k$, we have the bound

$$
\begin{aligned}
A_{k, m} & \lesssim \frac{M_{q}^{s}(m)}{M_{q}^{t}(m)}+M_{q}^{t}(m) \frac{M_{q-1}^{s}(m)}{\left(M_{q-1}^{t}(m)\right)^{2}} \\
& \lesssim 2^{-q(2 s-2 t)}+2^{-2 t q}\left|m-2^{q-1} k\right|^{4 t-2 s},
\end{aligned}
$$

where we have used the fact that for $m \in B_{q-1}^{d} \backslash\{0\}+2^{q-1} k$, it holds that $M_{q}^{s}(m) \simeq$ $2^{-2 s q}, M_{q}^{t}(m) \simeq 2^{-2 t q}, M_{q-1}^{s}(m) \simeq\left|m-2^{q-1} k\right|^{-2 s}, M_{q-1}^{t}(m) \simeq\left|m-2^{q-1} k\right|^{-2 t}$, according to Lemma 6.2.15. For $m=2^{q-1} k$, we get $A_{k, m} \lesssim 2^{-q(2 s-2 t)}$. So in general, we can write $A_{k, m} \lesssim 2^{-q(2 s-2 t)}+2^{-2 t q}\left|m-2^{q-1} k\right|^{4 t-2 s}$ for $m \in B_{q-1}^{d}+2^{q-1} k$ where we use the convention that $|m|^{\alpha}=0$ for $m=0$ and any $\alpha \in \mathbb{R}$ to make the notation more compact.

When $k=0$, using Lemma 6.2.15 again, we get for $m \in B_{q-1}^{d} \backslash\{0\}$,

$$
\begin{aligned}
A_{k, m} & \lesssim \frac{M_{q}^{s}(m)\left(M_{q}^{t}(m)-M_{q-1}^{t}(m)\right)^{2}}{M_{q}^{t}(m)\left(M_{q-1}^{t}(m)\right)^{2}}+\frac{M_{q}^{t}(m)}{\left(M_{q-1}^{t}(m)\right)^{2}}\left(M_{q-1}^{s}(m)-M_{q}^{s}(m)\right) \\
& \lesssim \frac{|m|^{-2 s} 2^{-4 t q}}{|m|^{-6 t}}+\frac{|m|^{-2 t}}{|m|^{-4 t}} 2^{-2 s q} \\
& =|m|^{6 t-2 s} 2^{-4 t q}+|m|^{2 t} 2^{-2 s q} \\
& \lesssim 2^{-2 t q}|m|^{4 t-2 s}+2^{-q(2 s-2 t)}
\end{aligned}
$$

where in the last line we used the relation $|m| \lesssim 2^{q}$. For $m=0$, based on the above calculation, we can get $A_{k, m} \lesssim 2^{-q(2 s-2 t)}$. Thus, generally, we can write $A_{k, m} \lesssim 2^{-2 t q}|m|^{4 t-2 s}+2^{-q(2 s-2 t)}$ for $m \in B_{q-1}^{d}$ by using the notational convention above.

Combining these estimates, we arrive at

$$
\begin{aligned}
& \|u(\cdot, t, q)-u(\cdot, t, q-1)\|_{t}^{2} \\
\lesssim & \sum_{k \in \mathbb{Z}_{2}^{d}} \sum_{m \in\left(B_{q-1}^{d}+2^{q-1} k\right)} A_{k, m} \xi_{k, m}^{2} \\
\lesssim & \sum_{k \in \mathbb{Z}_{2}^{d}} \sum_{m \in\left(B_{q-1}^{d}+2^{q-1} k\right)}\left(2^{-q(2 s-2 t)}+2^{-2 t q}\left|m-2^{q-1} k\right|^{4 t-2 s}\right) \xi_{k, m}^{2} \\
= & \sum_{k \in \mathbb{Z}_{2}^{d}} \sum_{m \in B_{q-1}^{d}}\left(2^{-q(2 s-2 t)}+2^{-2 t q}|m|^{4 t-2 s}\right) \xi_{k, m+2^{q-1} k}^{2}
\end{aligned}
$$

After a change of notation, we get the desired estimate.

## C.1.9 Proof of Theorem 6.2.23

Proof. Recall

$$
s^{\mathrm{KF}}(q)=\underset{t \in[d / 2+\delta, 1 / \delta]}{\arg \min } \mathrm{L}^{\mathrm{KF}}(t, q):=\frac{\|u(\cdot, t, q)-u(\cdot, t, q-1)\|_{t}^{2}}{\|u(\cdot, t, q)\|_{t}^{2}}
$$

We analyze the denominator and numerator separately. We start with the numerator.
Let

$$
V_{1}(t, q)=\frac{1}{q} 2^{q(s-d / 2)}\|u(\cdot, t, q)-u(\cdot, t, q-1)\|_{t}^{2} .
$$

Case 1: $t=\frac{s-d / 2}{2}$. We derive an upper bound on $V_{1}$. By Proposition 6.2.22,

$$
\|u(\cdot, t, q)-u(\cdot, t, q-1)\|_{t}^{2} \lesssim \sum_{k \in \mathbb{Z}_{2}^{d}} \sum_{m \in B_{q-1}^{d}}\left(2^{-q(2 s-2 t)}+2^{-2 t q}|m|^{4 t-2 s}\right) \xi_{k, m}^{2}
$$

Take $t=\frac{s-d / 2}{2}$. For each $k \in \mathbb{Z}_{2}^{d}$, consider the term

$$
\begin{aligned}
V_{1}^{k}(t, q) & =\frac{1}{q} 2^{q(s-d / 2)} \sum_{m \in B_{q-1}^{d}}\left(2^{-q(2 s-2 t)}+2^{-2 t q}|m|^{4 t-2 s}\right) \xi_{k, m}^{2} \\
& =\frac{1}{q} 2^{q(s-d / 2)} \sum_{m \in B_{q-1}^{d}}\left(2^{-q(s+d / 2)}+2^{-q(s-d / 2)}|m|^{-d}\right) \xi_{k, m}^{2} \\
& =\frac{1}{q} \sum_{m \in B_{q-1}^{d}}\left(2^{-q d}+|m|^{-d}\right) \xi_{k, m}^{2} \\
& \lesssim \frac{1}{q} \sum_{m \in B_{q-1}^{d}}|m|^{-d} \xi_{k, m}^{2}
\end{aligned}
$$

By Lemma 6.2.17, $\lim _{q \rightarrow \infty} \frac{1}{q} \sum_{m \in B_{q-1}^{d}}|m|^{-d} \xi_{k, m}^{2}=\gamma(0) \in(0, \infty)$. Thus, $V_{1}^{k}(t, q)$ remains bounded for $q \in \mathbb{N}$. Since $V_{1}(t, q)=\sum_{k \in \mathbb{Z}_{2}^{d}} V_{1}^{k}(t, q)$, it follows that $V_{1}(t, q)$
remains bounded for $q \in \mathbb{N}$, in the case $t=\frac{s-d / 2}{2}$.
Case 2: $1 / \delta \geq t \geq \frac{s-d / 2}{2}+\epsilon$. We provide a lower bound of $V_{1}$ here. Using Proposition 6.2.21, we get

$$
\begin{aligned}
V_{1}(t, q) & \gtrsim \frac{1}{q} 2^{q(s-d / 2)} \sum_{m \in B_{q-1}^{d} \backslash\{0\}} 2^{-2 t q}|m|^{4 t-2 s} \xi_{m}^{2} \\
& =\frac{1}{q} 2^{q(s-d / 2-2 t)} \sum_{m \in B_{q-1}^{d} \backslash\{0\}}|m|^{4 t-2 s} \xi_{m}^{2} \\
& =\frac{1}{q} 2^{q(s-d / 2-2 t)} 2^{(q-1)(4 t-2 s+d)} \cdot\left(2^{-(q-1)(4 t-2 s+d)} \sum_{m \in B_{q-1}^{d} \backslash\{0\}}|m|^{4 t-2 s} \xi_{m}^{2}\right) \\
& =\frac{1}{q} 2^{(q / 2-1)(4 t-2 s+d)} \alpha(4 t-2 s+d, q-1) .
\end{aligned}
$$

By Lemma 6.2.17, $\lim _{q \rightarrow \infty} \alpha(4 t-2 s+d, q-1)=\gamma(4 t-2 s+d)>0$ uniformly for $1 / \delta \geq t \geq \frac{s-d / 2}{2}+\epsilon$. Since $\lim _{q \rightarrow \infty} \frac{1}{q} 2^{(q / 2-1)(4 t-2 s+d)}=\infty$, we get $\lim _{q \rightarrow \infty} V_{1}(t, q)=$ $\infty$ and its growth rate is $\gtrsim \frac{1}{q} 2^{(q / 2-1)(4 t-2 s+d)}$.
Case 3: $\frac{s-d / 2}{2}-\epsilon \geq t \geq d / 2+\delta$. We provide a lower bound on $V_{1}$ here. Similarly to our analysis in Case 2, we have

$$
\begin{aligned}
V_{1}(t, q) & \gtrsim \frac{1}{q} 2^{q(s-d / 2-2 t)} \sum_{m \in B_{q-1}^{d} \backslash\{0\}}|m|^{4 t-2 s} \xi_{m}^{2} \\
& \gtrsim \frac{1}{q} 2^{q(s-d / 2-2 t)} \xi_{1}^{2} .
\end{aligned}
$$

Then, it holds that

$$
\mathbb{P}\left(\frac{1}{q} 2^{q(s-d / 2-2 t)} \xi_{1}^{2} \geq 2^{q(s-d / 2-2 t) / 2}\right)=\mathbb{P}\left(\xi_{1}^{2} \geq q 2^{-q(s-d / 2-2 t) / 2}\right) \rightarrow 1
$$

as $q \rightarrow \infty$. Thus, we get $\lim _{q \rightarrow \infty} V_{1}(t, q)=\infty$ uniformly for this range of $t$ and the growth rate is $\gtrsim 2^{q(s-d / 2-2 t) / 2}$. We have finished the analysis of the numerator. Now we proceed to analyze the denominator, which comprises the norm term. From Proposition 6.2.16, we have

$$
\begin{equation*}
\|u(\cdot, t, q)\|_{t}^{2} \simeq 2^{-q(2 s-2 t)} \xi_{0}^{2}+\sum_{m \in B_{Q}^{d} \backslash\{0\}}|m|^{2 t-2 s} \xi_{m}^{2}, \tag{C.1.8}
\end{equation*}
$$

where $\left\{\xi_{m}\right\}_{m \in B_{q}^{d}}$ are independent unit scalar Gaussian random variables. Recall that our final target in this theorem is to show that, for any $\epsilon>0$,

$$
\lim _{q \rightarrow \infty} \mathbb{P}\left[s^{\mathrm{KF}}(q) \in\left(\frac{s-d / 2}{2}-\epsilon, \frac{s-d / 2}{2}+\epsilon\right)\right]=1
$$

Let $I_{\epsilon}=[d / 2+\delta, 1 / \delta] /\left[\frac{s-d / 2}{2}-\epsilon, \frac{s-d / 2}{2}+\epsilon\right]$. By rewriting the loss function, it suffices to show

$$
\lim _{q \rightarrow \infty} \mathbb{P}\left[\frac{V_{1}\left(\frac{s-d / 2}{2}, q\right)}{\left\|u\left(\cdot, \frac{s-d / 2}{2}, q\right)\right\|_{\frac{s-d / 2}{2}}^{2}} \geq \inf _{t \in I_{\epsilon}} \frac{V_{1}(t, q)}{\|u(\cdot, t, q)\|_{t}^{2}}\right]=0
$$

Let us write

$$
\begin{equation*}
r(t, q)=\frac{V_{1}(t, q)}{V_{1}\left(\frac{s-d / 2}{2}, q\right)} \cdot \frac{\left\|u\left(\cdot, \frac{s-d / 2}{2}, q\right)\right\|_{\frac{s-d / 2}{2}}^{2}}{\|u(\cdot, t, q)\|_{t}^{2}} \tag{C.1.9}
\end{equation*}
$$

then all we need is to show

$$
\lim _{q \rightarrow \infty} \mathbb{P}\left[\inf _{t \in I_{\epsilon}} r(t, q) \leq 1\right]=0
$$

For $t \in I_{\epsilon}^{1}=\left[d / 2+\delta, \frac{s-d / 2}{2}-\epsilon\right]$, according to the analysis for the numerator, we have that for some constant $C$ independent of $q$,

$$
\begin{equation*}
\lim _{q \rightarrow \infty} \mathbb{P}\left[\inf _{t \in I_{\epsilon}^{1}} \frac{V_{1}(t, q)}{2^{q(s-d / 2-2 t) / 2}} \geq C\right]=1 \tag{C.1.10}
\end{equation*}
$$

and also, $V_{1}\left(\frac{s-d / 2}{2}, q\right)$ remains uniformly bounded for $q \in \mathbb{N}$. Furthermore, the equation (C.1.8) implies the following relation:

$$
\begin{equation*}
\inf _{t \in I_{\epsilon}^{1}} \frac{\left\|u\left(\cdot, \frac{s-d / 2}{2}, q\right)\right\|_{\frac{s-d / 2}{2}}^{2}}{\|u(\cdot, t, q)\|_{t}^{2}} \gtrsim 1 \tag{C.1.11}
\end{equation*}
$$

due to the inequality $t \leq \frac{s-d / 2}{2}-\epsilon$. Combining the above two estimates in (C.1.10)(C.1.11), and recalling the expression for $r(t, q)$ in (C.1.9), we get

$$
\begin{equation*}
\lim _{q \rightarrow \infty} \mathbb{P}\left[\inf _{t \in I_{\epsilon}^{1}} r(t, q) \leq 1\right]=0 \tag{C.1.12}
\end{equation*}
$$

Then, let $I_{\epsilon}^{2}=\left[\frac{s-d / 2}{2}+\epsilon, 1 / \delta\right]$. We also need to show $\lim _{q \rightarrow \infty} \mathbb{P}\left[\inf _{t \in I I_{\epsilon}^{2}} r(t, q) \leq\right.$ $1]=0$, or equivalently,

$$
\lim _{q \rightarrow \infty} \mathbb{P}\left[\frac{\left\|u\left(\cdot, \frac{s-d / 2}{2}, q\right)\right\|_{\frac{s-d / 2}{2}}^{2}}{V_{1}\left(\frac{s-d / 2}{2}, q\right)} \leq \sup _{t \in I_{\epsilon}^{2}} \frac{\|u(\cdot, t, q)\|_{t}^{2}}{V_{1}(t, q)}\right]=0
$$

Since $V_{1}\left(\frac{s-d / 2}{2}, q\right)$ remains bounded according to the result in the above Case 1 , it suffices to show

$$
\lim _{q \rightarrow \infty} \sup _{t \in I_{\epsilon}^{2}} \frac{\|u(\cdot, t, q)\|_{t}^{2}}{V_{1}(t, q)}=0
$$

in probability. Using the estimate of $V_{1}(t, q)$ in Case 2 that $V_{1}(t, q) \gtrsim \frac{1}{q} 2^{(q / 2-1)(4 t-2 s+d)}$, it suffices to show

$$
\lim _{q \rightarrow \infty} \sup _{t \in I_{\epsilon}^{2}} q 2^{-(q / 2-1)(4 t-2 s+d)}\|u(\cdot, t, q)\|_{t}^{2}=0
$$

To achieve this, we recall the expression of the norm term and write

$$
\begin{aligned}
& q 2^{-(q / 2-1)(4 t-2 s+d)}\|u(\cdot, t, q)\|_{t}^{2} \\
\simeq & q 2^{-q(s+d)+4 t-2 s+d} \xi_{0}^{2}+q 2^{-(q / 2-1)(4 t-2 s+d)} \sum_{m \in B_{q}^{d} \backslash\{0\}}|m|^{2 t-2 s} \xi_{m}^{2}
\end{aligned}
$$

Clearly, the first term on the right hand side converges to 0 , so we only need to deal with the second term. Let

$$
\beta(t, q)=q 2^{-(q / 2-1)(4 t-2 s+d)} \sum_{m \in B_{q}^{d} \backslash\{0\}}|m|^{2 t-2 s} \xi_{m}^{2}
$$

Consider $t \in\left[s-d / 2+\epsilon^{\prime}, 1 / \delta\right]$ where $\epsilon^{\prime}$ is a parameter to be tuned. We have $2 t-2 s+d \geq \epsilon^{\prime}>0$ so we are able to write

$$
\begin{aligned}
\beta(t, q) & =q 2^{-(q / 2-1)(4 t-2 s+d)} 2^{q(2 t-2 s+d)} \alpha(2 t-2 s+d, q) \\
& =q 2^{-q(s-d / 2)+4 t-2 s+d} \alpha(2 t-2 s+d, q)
\end{aligned}
$$

By Lemma 6.2.17, $\lim _{q \rightarrow \infty} \alpha(2 t-2 s+d, q)=\gamma(2 t-2 s+d)$ in probability uniformly for $t \in\left[s-d / 2+\epsilon^{\prime}, 1 / \delta\right]$. Since $\lim _{q \rightarrow \infty} q 2^{-(q / 2-1)(4 t-2 s+d)} 2^{q(2 t-2 s+d)}=0$, we get $\lim _{q \rightarrow \infty} \sup _{t \in\left[s-d / 2+\epsilon^{\prime}, 1 / \delta\right]} \beta(t, q)=0$.
For $t \in\left[\frac{s-d / 2}{2}+\epsilon, s-d / 2+\epsilon^{\prime}\right]$, we have the estimate

$$
q 2^{-(q / 2-1)(4 t-2 s+d)} \leq\left(q 2^{-(q / 2-1)(4 t-2 s+d)}\right)_{t=\frac{s-d / 2}{2}+\epsilon}=q 2^{-2 q \epsilon+4 \epsilon},
$$

and

$$
\sum_{m \in B_{q}^{d} \backslash\{0\}}|m|^{2 t-2 s} \xi_{m}^{2} \leq \sum_{m \in B_{q}^{d} \backslash\{0\}}|m|^{-d+2 \epsilon^{\prime}} \xi_{m}^{2}
$$

where we have used the fact that $t$ is upper bounded by $s-d / 2+\epsilon^{\prime}$. Hence,

$$
\begin{aligned}
\sup _{t \in\left[\frac{s-d / 2}{2}+\epsilon, s-d / 2+\epsilon^{\prime}\right]} \beta(t, q) & \leq q 2^{-2 q \epsilon+4 \epsilon} \sum_{m \in B_{q}^{d} \backslash\{0\}}|m|^{-d+2 \epsilon^{\prime}} \xi_{m}^{2} \\
& =q 2^{-2 q \epsilon+4 \epsilon} 2^{2 q \epsilon^{\prime}} \alpha\left(2 \epsilon^{\prime}, q\right)
\end{aligned}
$$

Now, we set $\epsilon^{\prime}=\epsilon / 2$ such that $\lim _{q \rightarrow \infty} q 2^{-2 q \epsilon+4 \epsilon} 2^{2 q \epsilon^{\prime}}=0$. Lemma 6.2.17 leads to $\lim _{q \rightarrow \infty} \alpha\left(2 \epsilon^{\prime}, q\right)=\gamma\left(2 \epsilon^{\prime}\right)<\infty$, from which we can conclude $\lim _{q \rightarrow \infty} \sup _{t \in I_{\epsilon}^{2}} \beta(t, q)=$ 0 . Therefore, we get

$$
\begin{equation*}
\lim _{q \rightarrow \infty} \mathbb{P}\left[\inf _{t \in I_{\epsilon}^{2}} r(t, q) \leq 1\right]=0 \tag{C.1.13}
\end{equation*}
$$

Combining (C.1.12) and (C.1.13) gives

$$
\begin{equation*}
\lim _{q \rightarrow \infty} \mathbb{P}\left[\inf _{t \in I_{\epsilon}} r(t, q) \leq 1\right]=0 \tag{C.1.14}
\end{equation*}
$$

Based on the definition of $r(t, q)$ in (C.1.9) and the arguments therein, we obtain

$$
\lim _{q \rightarrow \infty} \mathbb{P}\left[s^{\mathrm{KF}}(q) \in\left(\frac{s-d / 2}{2}-\epsilon, \frac{s-d / 2}{2}+\epsilon\right)\right]=1,
$$

from which the consistency of the KF estimator follows.


[^0]:    ${ }^{1}$ We categorize multiscale methods based on primal and dual perspectives, which may be unconventional in the literature. Nevertheless, we found this view to be convenient and insightful; see our detailed discussions in Sections 1.1.3 and 1.1.4. The readers can also refer to [5] for a comprehensive review of history of multiscale methods.

[^1]:    ${ }^{2}$ Note that the choice of $\omega_{i}^{H}$ and $\omega_{i}^{h}, H$ being cubes here is for convenience of analysis only.

[^2]:    ${ }^{3}$ While the example for illustration does not involve data observations (for simplicity of presentation), the framework we outline can be applied directly to cases where data observations are present, such as IPs.

[^3]:    ${ }^{4}$ Note that the works [241, 240] also employ the connection to multiscale methods and numerical homogenization to provide rigorous analysis of the sparse Cholesky factorization algorithms. However, their analysis relies additionally on operator-valued wavelets and the matrix algebra of exponential decay matrices. Our proof is much simpler and applies to the case of derivative entries.

[^4]:    ${ }^{1}$ For simplicity of presentation, homogeneous boundary conditions are considered here. Generalization to non-homogeneous data is straightforward; see Section 2.5.3 or [46] (Section 5.3).

[^5]:    ${ }^{2}$ This decomposition is inspired by that in the elliptic case [46].

[^6]:    ${ }^{3}$ It is similar to that in our previous work for elliptic equations [46].

[^7]:    ${ }^{4}$ Note that we can apply $I_{H}$ to $\tilde{u}^{h}$ due to the $C^{\alpha}$ estimate of $u$ in Proposition 2.2.1.

[^8]:    ${ }^{5}$ See also the implementation in Subsection 4.2 of [46] on how these matrices are constructed for elliptic problems.

[^9]:    ${ }^{6}$ It is similar to that in Subsection 3.3.1 of [46].

[^10]:    ${ }^{1}$ For illustration, the cube $\omega_{i}^{h, H}$ in the figure is centered in $\omega_{i}^{H}$. However, the relative position of the two cubes is not important in our analysis; see the proofs of Theorem 3.2.1 and 3.2.3. The key is that the subsampled Poincaré inequality developed in [44] does not depend on the relative position of the subdomain and the domain.

[^11]:    ${ }^{1}$ This Gaussian prior notation is equivalent to the GP notation $\mathcal{G P}(0, K)$, where $K$ is the covariance function. See further discussions in Subsection 4.3.4.1.

[^12]:    ${ }^{2}$ This is not the standard RKHS/GP representer theorem [290, Sec. 2.2] in the sense that measurements include the pointwise observation of higher order derivatives of the underlying GP. See [143] and [280, p. xiii] for related spline representation formulas with derivative information.

[^13]:    ${ }^{3}$ Beyond the infinite width neural tangent kernel regime [134, 284].

[^14]:    ${ }^{4}$ Given $s>0$, we call an invertible operator $\mathcal{L}: H_{0}^{s}(\Omega) \rightarrow H^{-s}(\Omega)$ elliptic, if it is positive and symmetric in the sense that $\int_{\Omega} u \mathcal{L} u \geq 0$ and $\int_{\Omega} u \mathcal{L} v=\int_{\Omega} v \mathcal{L} u \geq 0$.

[^15]:    ${ }^{5}$ Relaxing the interpolation constraints renders the invertibility assumption on $\Theta$ unnecessary. Nevertheless we keep it for ease of presentation.

[^16]:    ${ }^{6}$ Note that our proposed method is nothing more than the standard Gauss-Newton algorithm with Euclidean norm $|\cdot|$ defining the least-squares functional replaced with the weighted norm $\left|\Theta^{-1 / 2} \cdot\right|$ [197, Sec. 10.3].

[^17]:    ${ }^{7}$ We use JAX for convenience and all derivatives in our methodology can be computed using standard techniques such as symbolic computation or adjoint methods.

[^18]:    ${ }^{8}$ It would also be possible to look at an incremental in time approach, for example using backward Euler discretization, in which one iteratively in time solves a nonlinear elliptic two point boundary value problem by conditioning a spatial Gaussian process; we do not pursue this here and leave it as a future direction.

[^19]:    ${ }^{9}$ Note that we are concatenating the $I$ measurement functionals defining the data for the IP with the $N$ functionals used to define the PDE at the collocation points.

[^20]:    ${ }^{1}$ The method in [240] was presented to get the lower triangular Cholesky factors. We present the method for solving the upper triangular Cholesky factors since it gives a more concise description. As a consequence of this difference, in the reordering step, we are led to a reversed ordering compared to that in [240].

[^21]:    ${ }^{1}$ Recall that the covariance function $K_{\theta}$ of a Gaussian process $\mathcal{G P}\left(0, K_{\theta}\right)$ is the kernel of the integral operator representation of $C_{\theta}$ in the covariance operator notation $\mathcal{N}\left(0, C_{\theta}\right)$. Connections between these perspectives are reviewed in Subsection 6.2.1. We will use the covariance operator notation more frequently later in this chapter.

[^22]:    ${ }^{2}$ modified maximum likelihood estimation and generalized cross validation.

