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ABSTRACT

Metallic states in two-dimensional quantum matter have a long history and

pose extremely challenging problems. A generic metallic state is described by

a gapless system with a �nite density of particles, along with disorders and

interactions. Such correlated many-body systems are usually di�cult to study,

both analytically and numerically. In this thesis, we are dedicated to certain

simpli�ed cases which enable us to study via analytical approaches. Firstly, we

study the e�ects of quenched disorder and a dissipative Coulomb interaction in

the Dirac composite fermion theory describing the quantum phase transition

of integer quantum Hall plateau and magnetic-�eld tuned 2D supercondutor

The renormalization group study is presented, by considering the quantum

e�ect of disorder and gauge �uctuation. Secondly, we present a study of in-

teger quantum Hall plateau transition using a mean-�eld theory of composite

fermions with a gyromagnetic ratio equal to two. We investigate the stabil-

ity problem in terms of semi-classical approach and derive the corresponding

nonlinear sigma model. Thirdly, we study a single 2D Dirac fermion at �nite

density, subjected to a quenched random magnetic �eld. The low-energy the-

ory can be mapped onto an in�nite collection of 1D chiral fermions coupled

by a random vector potential matrix. The theory is exactly solvable, and the

electrical response is computed non-perturbatively. Lastly, we shift our focus

to a disorder-free system formed by a collection of 1D wires. We provide an ex-

ample of an Ersatz Fermi liquid by deforming the chiral Wess-Zumino-Witten

model with level k greater than unity.
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C h a p t e r 1

INTRODUCTION

The metallic state of matter is de�ned as the system with a large number of

particles forming a Fermi sea, and there is no energy gap between its ground

state and the excitation states. From the electrical transport point of view,

the metal is the state with a �nite value of electrical conductivity at general

temperature and frequency. To have �nite conductivity, the system should

contain mobile charge carriers, which would be neither localized nor ballistic.

Therefore the presence of disorder and/or interaction are usually very crucial.

In this chapter, we will give an overview of the physics of disorder electrons

and some phenomenological evidences about certain anomalous metal occur in

various systems exhibiting universal behaviors, which are poorly understood so

far. The goal of this thesis is trying to address, or at least have a preliminary

understanding of the relevant topics.

1.1 The de�nition of disorder and treating strategy

The term disorder we refer to in this thesis is the quenched randomness that

has a statistical distribution. The term "quenched" implies that the disorder

is frozen or �xed, meaning it does not change with time or temperature. This

is in contrast to "annealed disorder," where the disorder can �uctuate or re-

arrange over time. The statistical distribution means that the con�guration

of the disorder potential V (x) is not a �xed function, but behaves like a ran-

dom variable such that many of the possible con�gurations would result in a

certain distribution function, such as normal distribution, e.g. the probability

distribution of random potential V (x) with kernel K−1 is de�ned as

P [V ] ∝ e−
1
2

∫
dxdx′V (x)K−1(x,x′)V (x′), (1.1)

To handle the disorder e�ect for free theory, the most straightforward way

is to construct many di�erent con�gurations of the disorder such that they

obey the desired statistical distribution form. For a speci�c con�guration,

we can then perform exact diagonalization of the Hamiltonian to obtain the

wave function. Using the wave function as an input allows us to compute

certain physical observable. By Repeating this procedure for various disorder
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con�gurations we can obtain various results for this physical observable. The

desired observable is then obtained by averaging all of them.

The above numerical method is the exact way of treating the disorder non-

perturbatively, which allows us to probe the strong disorder regime. However,

this procedure is easy only for non-interacting theory. Once the interactions are

included, the task would be extremely di�cult, even if we treat the interaction

as perturbation. Therefore, analytical approach to treat disorder is desirable.

As mentioned above, the physical observable O in disorder system is de�ned

as [2]

〈O〉dis,fun ≡
∫
DV P [V ] 〈O(V )〉 fun, (1.2)

〈O(V )〉 fun ≡
∫
Df O(V )e−S[V,f ]∫
Df e−S[V,f ]

, (1.3)

where the functional average is de�ned in the usual way, with generic �elds

operator f . To write in terms of partition function Z, we can imagine that

the observable couple to certain source term I, S[V, f ] → S[V, f ] −
∫
xt
OI,

therefore,

〈O〉 dis,fun =

∫
DV P [V ]

1

Z[V, I = 0]

δ

δI
Z[V, I]

∣∣∣
I=0

=

∫
DV P [V ]

δ

δI
ln Z[V, I]

∣∣∣
I=0
(1.4)

The obstacle of performing the disorder average is the denominator Z[V, I = 0]

which contains the dependence of V . To resolve this issue, the most common

way is resorting to the replica trick, which is

ln Z = lim
R→0

eRlnZ − 1

R
= lim

R→0

ZR − 1

R
→ lim

R→0

ZR

R
(1.5)

The unity term can be dropped out since it's been eliminated by variation of

I. Therefore, to compute any physical observable, we can deform the theory

into a new action de�ned as R copies of the original action. Once we obtain

the result computed from this deformed theory, which is a function of R, we

then take R→ 0 in the end. The step of zero replica limit is not always trivial,

especially for some cases in 1D physics. Aside from this replica trick, there are

also other methods such as supersymmetry or Keldysh approach. All of these

methods are aiming at the denominator, making it not depend on randomness

source.



3

1.2 The scaling theory of disordered electron gas

The presence of the disorder are almost ubiquitous in the actual materials.

The earliest studies about the e�ect of disorder is in 1950s by Philip Ander-

son. He realized that the impurity would induce the quantum mechanical

inferences making the electron possibly localized. Later on, Abrahams, An-

derson, Licciardello, and Ramakrishnan proposed an one-parameter scaling

theory [1] to explain how the conductivity �ow under RG in d = 1, 2, 3 spatial

dimension. They predict that for d ≤ 2 there is no metallic state. For d = 3,

there is a critical value gc, when the conductivity g go across gc, it undergoes

a metal-insulator transition.

Figure 1.1: The conductivity evolution via scaling theory, �gure is taken from
the original paper[1]

To go beyond the phenomenological scaling theory, the renormalization be-

havior of the conductance can be understood by considering the quantum

correction of the Cooperon and Di�uson four-fermion interaction kernel, the

leading order quantum correction of the conductivity turns out to be

σ = σ0 + ∆σ, (1.6)

where σ0 is the lowest order and ∆σ is the quantum correction including the

e�ect of disorder-induced four-fermion interaction, which are

∆σ ∼ −e
2

(2π)2
(

1

LUV

− 1

LIR

) (3D) (1.7)

∆σ ∼ −e
2

2π2
log(

LIR

LUV

) (2D) (1.8)

∆σ ∼ −e
2

2π
LIR (1D) (1.9)

where LIR � LUV is the length scale of UV and IR. One can see that, as the

system size increase, i.e. LIR → ∞, the correction ∆σ is getting larger for
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d ≤ 2, thereby the total conductivity gradually decrease to zero. This is the

well-known weak-localization.

1.3 Nonlinear sigma model for disordered non-interacting electron

gas

A more general and systematic approach to study the quantum �uctuation of

disorder can be formulated as a nonlinear sigma model (NLSM) �eld theory

description with conductivity as its Lagrangian parameters, the localization

behaviour can be examined by expanding around the saddle point of the Gold-

stone boson.

To sketch the idea, we can start from considering the functional integral of the

retarded and advanced Greens function,

GR
ε (ra, rb) = 〈ra|

1

ε− Ĥ + iδ
|rb〉 =

∫
dΦ†RdΦR Φ†αR(ra) ΦαR(rb)e

Φ†R

[
ε−Ĥ+iδ

]
ΦR

(1.10)

GA
ε (ra, rb) = 〈ra|

1

ε− Ĥ − iδ
|rb〉 =

∫
dΦ†AdΦA Φ†βA(ra) ΦβA(rb)e

Φ†A

[
ε−Ĥ−iδ

]
ΦA

(1.11)

Examining the Kubo formula, the functional we construct should include

the product of retarded-retarded, retarded-advanced, and advanced-advanced

Greens function, with the energy dependency ε and ε− ω. The index α, β are

a speci�c replica index.

Hence, the free action S0 is motivated to choose as

S0 = SR(ε) + SA(ε− ω) = Ψ†
[
(ε− ω

2
− Ĥ) +

ω

2
Λ + iδΛ

]
RA

Ψ, Ψ ≡

(
ΦR

ΦA

)
(1.12)

Sdis =
−g0

2

∫
r

(Ψ†Ψ)r(Ψ
†Ψ)r (1.13)

where the disorder action is taken to be Gaussian short-range kernel, as illus-

tration purpose

Then we can apply Hubbard�Stratonovich transformation to rewrite the four-

fermion interaction as the fermion coupled to boson Q action. And then we

integrate out the fermion, perform gradient expansion around the saddle point

of 〈Q〉, take d = 2 as an example, it reads

S[Q] =

∫
d2x

σ
(0)
xx

8
Tr[(∇Q)2], (1.14)
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where the superscript stands for the bare value.

To further examine the quantum �uctuation that leads to the localization

behavior, we can expand the boson Q around its saddle point, we parametrize

the �uctuation of Q as

Q = (1− W

2
) Λ (1− W

2
)−1 = Λ(1 +W +

1

2
W 2 +

W 3

4
+
W 4

8
+ ....),(1.15)

Once we include the correction from W , the weak-localization e�ect would

agree with eq. 1.7-1.9.

1.4 Nonlinear sigma model for Integer Quantum Hall transition

The formalism of NLSM describing disorder non-interacting electron can also

be generalized to the system with strong magnetic �eld. The e�ective action

of integer quantum Hall plateaus and their transitions can be described as

S[Q] =

∫
d2x

σ
(0)
xx

8
Tr[(∇Q)2]− σ

(0)
xy

8
Tr[Qεij∂iQ∂jQ] (1.16)

Figure 1.2: The NLSM RG �ow for integer quantum Hall e�ect; �gure is taken
from the original paper [4].

The renormalization e�ect of the parameter (σxx, σxy) in this integer quantum

Hall case is more involved. The �rst study of the RG e�ect is done by Pruisken

[4]. He found that when Hall conductivity σxy is half-integer, the longitudinal

conductivity σxx would be �nite, otherwise it �ows to zero, corresponding to

an insulator state.

We know that the integer quantum Hall plateau is an insulator in the bulk

because the states are localized. When one tune the chemical potential near

the regime of transition between two plateaus, the extended states would then
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contribute to the longitudinal conductance. If one takes the middle point

between two plateaus as the integer quantum Hall transition critical point,

then the prediction from Pruisken's RG analysis seem to be consistent with

the truth of the metallic nature of the critical point.

However, Pruisken's NLSM study cannot provide any quantitative predictions.

Firstly, the RG �ow does not have any IR stable �xed point, the RG �ow

would run to insulating phases when Hall conductivity slightly deviate away

from half-integer. Secondly, the construction of NLSM is in the regime of

σxx � 1, the weak disorder regime. Near the critical point of IQHT with

σxx of order unity correspond to the strong-disorder regime. Thirdly, the

NLSM itself does not contain any information of critical exponent. Indeed,

numerous numerical and experimental pieces of evidence suggest that while

the integer quantum Hall plateau can be explained by non-interacting theory,

the presence of interacting e�ects becomes crucial in the vicinity of the critical

point. Therefore, it is necessary to go beyond the NLSM description to fully

understand the IQHT.

Before ending up the NLSM discussion, it worth mention that the extension of

the NLSM to more general free theory cases is possible. The above discussion

about NLSM only consider simplest case with spinless fermion. If Hilbert

space is larger, say including the spin or other possible quantum numbers, one

can use the ten-fold symmetry classi�cation for di�erent type of NLSM. The

fundamental transformations contain time-reversal and particle-hole, or can

combining together into chiral transform. It can be �gured out that there are

only ten possibility of the Hamiltonian [3]. In each case, the target manifold

that the sigma model �eld live in would be di�erent. It was shown that, nine

out of ten classes exhibit either topological term or Wess-Zumino Witten term

can prevent from localization and thus lead to metallic state at criticality.

1.5 Some phenomenon of metallic states in 2D thin tuned by mag-

netic �eld

The scaling theory conclude at T = 0 there is no metallic ground state in

two dimensions, which is generally not correct based on many of experimental

evidences and theoretical studies. The reason is that the scaling theory does

not include the interaction within the fermion nor other possible experimental-

control sources, such as background magnetic �eld or gate voltage. The IQHT
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example mentioned above in terms of NLSM is one typical example of metallic

state, which occurs near quantum critical point. Aside from IQHT, there are

also other metallic states in magnetic �eld-tuned systems. We will focus on

the two dimensional system throughout the remaining of the discussion. In the

following, we would introduce the bosonic and fermionic examples of magnetic

�ned-tuned metal.

For the bosoinc system, the superconductor-insulator transition (SIT) is one

of the typical example. SIT is a phenomenon that occurs in certain materials

when they are subjected to a magnetic �eld. When we adjust the magnetic

�eld from zero to a certain critical value, there is a transition between the

superconducting phase and the insulating phase. At or near the critical point,

the state would be metallic with �nite resistivity. It's been aware that near

the critical point of SIT, the conductivity tensor is proportional to the vortex-

resistivity tensor, which leads to the famous semi-circle law at the self-dual

point,

σ2
xx + σ2

xy = (
4e2

h
)2 (1.17)

The particle-vortex duality can only determine the sum of their squares. How-

ever, experimental measurement near T → 0 found that σxy = 0 and σxx = 4e2

h
.

How to explain this universal value of conductivity so far is still an open ques-

tion from the theoretical side.

For the fermionic system, the intriguing metallic states are the quantum Hall

transition criticalities, which are the intervening states between two plateaus,

either integer or fractional. It is widely believe that the integer quantum Hall

states can be understood in terms of free fermion, while the interaction is

crucial for fractional quantum Hall states because the interaction e�ects are

responsible for the emergence of the energy gap and collective behavior of

fractional excitation. However, many evidences indicate that, for either the

integer quantum Hall transition critical points, or the fractional quantum Hall

plateau critical points, the e�ects of interactions are both important and not

negligible. More surprisingly, these critical points share the same critical ex-

ponents ν ≈ 7
3
and z ≈ 1. The exponent ν is the one that characterizes the

divergence of the correlation length near the critical point, and the dynamical

exponent z is the one that quanti�es how time or frequency scales with respect

to length scales near the critical point, namely ω → λz ω if one de�ned the
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momentum scaled as p → λp. This fact that the critical behavior near these

phase transitions exhibits universal properties that are independent of the mi-

croscopic details of the system is refereed as superuniversality. How to explain

this class of superuniversal metallic states with order unity conductivity is a

mysterious question that still poorly understood.

1.6 Fermi surface and non-Fermi liquid

Another motivation of studying metallic state of matter is to have a better un-

derstanding of the non-Fermi liquid (NFL). For the regular Fermi liquid, the

low-energy excitations near the Fermi surface can be described by well-de�ned

quasi-particles with de�nite properties, such as charge, spin, and energy. How-

ever, in NFL metallic states, the notion of quasi-particles breaks down, and

the low-energy excitations display unconventional or exotic behavior. From

the spectrum function point of view, the existence of quasi-particle means

that there is a well-de�ned localized peak when the dispersion relation is near

the on-shell regime. On the other hand, in a NFL state, the spectrum func-

tion does not exhibit well-de�ned quasi-particle peaks; instead, the spectrum

usually displays broad or continuum distribution features. Mathematically,

the quasi-particle corresponds to simple-pole structure of the Greens function,

while the NFL state Greens function usually have branch-point or other exotic

analytical structure.

Though NFL does not have to originate from the quantum critical points,

many theoretical examples suggest that the �nite Fermi surface couple to gap-

less boson (usually an order parameter �eld variables) system, within certain

kinetic regime, can form NFL state.

As for the experimental signature of NFL, the linear temperature-dependent

resistivity is one of the key features. To be speci�c, the electrical conductivity

(focus on the real part)

ρ−1
xx ∼ σxx(ω, T ) = Drude +

1

T ξ

(
c0 + c1(

ω

T
)1 + c2(

ω

T
)2 + ...

)
, (1.18)

where the Drude part is the temperature independent part. The famous linear

in T behavior occur when ξ = 1 and c0 6= 0

The other suggestive signature is the violation of the Wiedemann-Franz Law.

The Wiedemann-Franz law is a relationship between the electrical conductivity

and the thermal conductivity of a metal. The statement is that the ratio of
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thermal conductivity and electrical conductivity is equal to a constant over

temperature. The law suggests that metals with high electrical conductivity

also have high thermal conductivity, and vice versa. This is because both

electrical and thermal conductivities are related to the ability of electrons to

move through the material. This interpretation already assumes the existence

of a well-de�ned quasi-particle. By directly examining the Kubo formula, one

can prove that the thermal conductivity is related to the electrical one in terms

of single particle Greens function convolutions. Therefore the deviation from

the Wiedemann-Franz law is the evidence of the break-down of quasi-particle.
1

1.7 Organization of this thesis

In fact, for �nite density systems, even in the cases that only interaction or only

disorder are present, we usually don't have a simple analytically controllable

perturbation theory to tackle the problems. The �nite Fermi surface couple to

gapless �uctuating boson mediating the interaction usually requires arti�cial

double parameters expansion to make it controllable. The non-interacting

Fermi surface in the presence of disorder generally �ows to strong-disorder

�xed points if the system does not have particular symmetry constraints. Thus

there is very limited quantitative prediction can we make.

Though we're unable to resolve the generic strong-correlated disordered metal-

lic systems, we can alternatively step back to investigate relevant but simpli�ed

models, which is the primary goal of this thesis.

In Chapter 2, we study the renormalization group �ow of Dirac composite

fermion model at zero density perturbed by gauge �uctuation and various

disorders.

In Chapter 3, we consider a theory of fermion with gyromagnetic ratio g = 2

with emergent particle-hole symmetry with the assistant of disorder. We study

the stability problems at leading order when more than one disorder is present

simultaneously.

In Chapter 4, we study Dirac fermion at �nite density with random mag-

netic �ux. The low energy projection allows us to treat the disorder non-

1Nevertheless, the violation of Wiedemann-Franz law is only an indirect evidence of
NFL state. In fact, there are examples of NFL state in one dimension that still satisfy the
Wiedemann-Franz law.
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perturbatively. We compute di�usive observables directly by evaluating the

statistical average of the products of exponential of random matrix.

In Chapter 5, we consider a clean Fermi liquid theory constructed from the

multiple chiral fermion wires. Turning on the hopping operator within the

wires allows it to form 2D gapless states. Then we generalize to the case with

interaction e�ect is included.

In Chapter 6, we highlight the result of each chapter and make a brief summary

of this thesis.
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C h a p t e r 2

SCALING AND DIFFUSION OF DIRAC COMPOSITE

FERMIONS

2.1 Introduction

Delocalization transitions determine the phase diagrams of various electronic

systems [48, 7, 46]. In three spatial dimensions, such transitions can occur

between a di�usive metal and a localized insulator. In two dimensions (and

fewer), localization generally relegates T = 0 metallic states to isolated critical

points. The integer quantum Hall transition (IQHT) and the superconductor-

insulator transition (SIT) are prototypical examples of such two-dimensional

di�usive quantum critical points, having been well characterized by extensive

experimental and numerical work over the past 30 years (see [72, 50, 51, 49]

and references therein). Nevertheless, our understanding of these quantum

states remains incomplete.

Theories of noninteracting electrons have provided valuable insight to the

IQHT [36]. As the critical point is approached by tuning the external magnetic

�eld or electron density to criticality δ → 0, the localization length is found

to diverge as |δ|−ν with ν = 2.593(5) [69], while νexpt ≈ 2.38 experimentally

[50, 51]. On the other hand, a diverging timescale ξt ∼ ξ−νz is also expected

near the quantum critical point. Theories of noninteracting electrons yield a

dynamical critical exponent z = 2 [36, 11, 38]; zexpt ≈ 1 [72, 51] (although see

[65]).1 The challenge is to develop a framework that combines the e�ects of

electron interactions with those of disorder [37].

Duality is a powerful tool for understanding the behavior of strongly interact-

ing systems. Recent work has uncovered a duality web that relates various

(2+1)d relativistic quantum �eld theories (see [67] and references therein).

Included in this set are simple, toy models for integer quantum Hall and

superconductor-insulator transitions. In this paper, we study the combined

e�ects of quenched disorder and a dissipative Coulomb interaction on the crit-

ical properties of two such models. The hope is to abstract lessons that may be

1For the magnetic �eld-tuned SIT, νexpt ≈ 4/3 or νexpt ≈ 7/3 and zexpt ≈ 1 experimen-
tally [53].
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valid more generally. As we discuss, these theories have a rich set of random

critical behaviors.

For the �rst member of the duality web, consider a system of spinless electrons

hopping on a square lattice with a half-unit of magnetic �ux penetrating each

plaquette [52] ([30] may alternatively be considered). An IQHT obtains as the

ratio of the (staggered) chemical potential to next-neighbor hopping is varied.

The critical properties of the transition are controlled by a free Dirac fermion

Ψ with Lagrangian,2

LDirac = Ψi /DAΨ−MΨΨ +
1

2

1

4π
AdA, (2.1)

where Aµ is a non-dynamical U(1) gauge �eld and the Chern-Simons term

AdA = εµνρAµ∂νAρ. The mass M vanishes at criticality. In the presence of an

external magnetic �eld, (2.1) describes the particle-hole symmetric limit of the

half-�lled zeroth/lowest Landau level of Dirac/nonrelativistic electrons [71]. In

this paper, we consider vanishing magnetic �eld. A dual e�ective theory to

(2.1) consists of a Dirac fermion ψ coupled to a dynamical (emergent) U(1)

gauge �eld aµ,

LF = ψi /Daψ −mψψ −
1

2

1

2π
adA+

1

2

1

4π
AdA− 1

4
f 2
µν , (2.2)

where the mass m ∝ M and the �eld strength fµν = ∂µaν − ∂νaµ.3 (2.2) was

�rst introduced as a dual description of the half-�lled Landau level [71] or the

gapless surface state of a time-reversal invariant topological insulator [76, 56]

(when the AdA term is absent) with ψ being the Dirac composite fermion; its

inclusion in the duality web was explained in [66, 45, 60]. When the external

magnetic �eld is zero, the Dirac composite fermion chemical potential sits at

the Dirac point.

For the second member of the duality web, consider a collection of repul-

sive bosons in a periodic potential [23]. For commensurate �lling, the system

exhibits a super�uid to Mott insulator transition with a charge-conjugation

symmetry as the ratio of the boson hopping strength to repulsion is tuned.

The long wavelength critical properties are described by the 3d XY model,

LXY = |DAΦ|2 −M |Φ|2 − |Φ|4. (2.3)

2Additional details for the Lagrangians appearing in this section are given in �3.2.
3We use �condensed matter" notation when writing these Lagrangians; see [66] for a

precise explanation of the meaning of, e.g., Chern-Simons terms with half-integer levels.
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(Broken charge-conjugation symmetry generally results in a term proportional

to Φ∗i∂tΦ.) In mean-�eld theory, the M < 0 region is a super�uid, while the

M > 0 region is an insulator; we'll view (2.3) as describing a SIT. A dual

e�ective theory [13, 6, 58] to (2.3) is

LB = ψi /Daψ −mψψ +
1

2

1

4π
ada− 1

2π
adA+

1

4π
AdA− 1

4
f 2
µν . (2.4)

The statistics of the particles that (2.2) and (2.4) describe is controlled by the

coe�cient of the ada term.

Quenched disorder can have a profound e�ect on the nature of the above criti-

cal points and lead to new universality classes. Ref. [52] considered the e�ects

of quenched randomness on the free Dirac fermion �xed point in (2.1). While

for generic disorder the theory �ows to strong coupling, if only a random vec-

tor potential A(x) is present the theory features a line of di�usive �xed points

characterized by a continuously variable dynamical exponent z; the clean �xed

point is stable to random mass disorder M(x). Sachdev and Ye [82, 81] gen-

eralized this study to fractional quantum Hall transitions in the presence of

an unscreened Coulomb interaction using a model closely related to (2.4). Re-

cently, Goswami, Goldman, and Raghu [28] and Thomson and Sachdev [73]

considered the e�ects of randomness on (2.2) with 2Nf fermion �avors. We use

the large Nf expansion and the dimensional reduction renormalization group

(RG) scheme4 to reexamine these works and extend them to include the e�ects

of �topological disorder" (�2.2) and a dissipative Coulomb interaction, gener-

ally �nding agreement with this prior work that found interacting, di�usive

�xed points. Related work studying the e�ects of quenched randomness on

theories of Dirac fermions coupled to a �uctuating boson include [24, 83].

In contrast to the fermion models, only random mass disorder M(x) has re-

sulted in accessible di�usive �xed points of the XY model. Early work [20, 9,

47, 78] studying the O(2Nf ) generalization of (2.3) used a double-ε expansion

to �nd an interacting, �nite disorder �xed point. However, the nature of the

renormalization group �ow in the vicinity of the �xed point is peculiar, exhibit-

ing an anomalously long �time" to achieve criticality. Recently, this problem

was reexamined within a large Nf expansion by Goldman, Thomson, Nie, and

Bi [27], where it was argued that the anomalous renormalization group trajec-

tories [20, 9, 47, 78] are a relic of the double-ε expansion. Furthermore, [27]
4This scheme is valid for theories with or without Chern-Simons terms and is closely

related to the approach in [82, 81, 73].
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�nd remarkable agreement with the critical exponents of the dirty XY model

calculated by numerical simulation [63, 61, 55, 75]. We consider this analysis

from the perspective of the �fermionic dual" of the XY model in 2.4, providing

qualitative con�rmation of the renormalization group �ow found in [27]. To

O(1/Nf ), we �nd a �nite-disorder �xed point with critical exponents,

ν−1 = 1 and z = 1 +
1.411

Nf

; (2.5)

ν = 1 and z = 1 + .54/Nf is reported in [27]. We also consider other types of

disorder that is sourced by the random gauge �eld Aµ(x).

The important in�uence of a Coulomb interaction on the critical properties

of the above transitions was stressed long ago [22], where it was argued that

an unscreened Coulomb interaction generically results in a dynamical critical

exponent z = 1. In addition, the observed IQHT and SIT appear to be sensi-

tive to the precise nature of the Coulomb interaction ([43, 77] and references

therein). For example, a capacitively-coupled screening plane has been found

to a�ect the metallic behavior in thin �lms [54], lifting an anomalous low-

temperature metallic regime that intervenes a direct magnetic �eld-tuned SIT.

To investigate such e�ects, we consider a Coulomb interaction that is screened

by a di�usive two-dimensional Fermi gas [74]. The dissipative Coulomb in-

teraction that results allows for two types of �xed points: those with a �nite,

nonzero Coulomb coupling and z = 1 and those with an e�ectively in�nite

Coulomb interaction and z 6= 1 [70]. For the �fermionic dual" of the XY model

with random mass disorder, we �nd critical exponents,

ν−1 = 1 and 1 ≤ z < 2, (2.6)

with z saturating the lower bound for the unscreened Coulomb interaction

and varying continuously with an e�ective dissipation parameter for z > 1.

In our approach, we're unable to access the �in�nite z" �xed point found in

the study of the dissipative XY model in [3]. Our result di�ers from that

of Vishwanath, Moore, and Senthil [74] who studied the e�ects a dissipative

Coulomb interaction on the dirty XY model using the double-ε expansion and

found a line of �xed points with z = 1 and continuously varying ν. We also

consider the e�ects of other types of disorder on the theories in (2.4) (and

(2.2)) when a dissipative Coulomb interaction is present.
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2.2 Setup

In this section, we introduce the e�ective model that realizes an IQHT/SIT

and whose critical properties we'll analyze in �2.3.

Consider the (2+1)d theory of Nf Dirac fermions ψI coupled to a U(1) Chern-

Simons gauge �eld aµ at level (θ − 1/2)5

L(1) =

Nf∑
I=1

ψI(i /Da −m)ψI −
1

2

1

4π
ada+

θ

4π
(a− A)d(a− A)− 1

4
f 2
µν . (2.7)

When Nf = 2θ = 1, we recover (2.2), the dual of a free Dirac fermion; when

Nf = θ = 1, we �nd the dual (2.4) to the 3d XY model. Reminiscent of

conventional �ux attachment [41, 25], θ−1 quanti�es the number of attached

�ux quanta; for general θ, L(1) is the model for an anyon gas introduced by

Chen, Fisher, and Wu [13]. We refer to ψI as a Dirac composite fermion. Aµ

is a nondynamical U(1) gauge �eld that we identify with electromagnetism.6

In �2.2 and �5.27, where we discuss the phase diagram and symmetry of (2.7),

we take Nf = 1. Otherwise, Nf is an arbitrary parameter that allows for

analytic control as Nf →∞.

Mean-Field Phase Diagram at Nf = 1

For a given θ, the mean-�eld phase diagram of (2.7) at Nf = 1 is parameterized

by the Dirac composite fermion mass m. At energies less than |m|, we may

integrate out7 the Dirac composite fermion to obtain the e�ective Lagrangian,

Leff =
sign(m)− 1 + 2θ

2

1

4π
ada− θ

2π
adA+

θ

4π
AdA− 1

4
f 2
µν . (2.8)

Higher-order terms in aµ can be ignored as |m| → ∞. The Maxwell term f 2
µν

can also be dropped in this long wavelength analysis.

5The notation in (2.7) is as follows: ψ̄ = ψ†γ0; /Da = (∂µ − iaµ)γµ with µ ∈
{0, 1, 2} = {t, x, y}; and a Chern-Simons term AdA = εµνρAµ∂νAρ. For the purpose of
discussing the symmetries of (2.7) later in this section, we choose Minkowski signature
ηµν = diag(+1,−1,−1) and γ-matrices (γ0, γ1, γ2) = (σ3, iσ1, iσ2) where σj are the Pauli
σ-matrices; in the renormalization group analysis in �2.3, we'll work in Euclidean signature.

6In �2.2 we give A0 dynamics to discuss the Coulomb interaction.
7By �integrate out," we refer to path integral relations of the form:

∫
Dφ ei

∫
( 1
2φKφ+φJ) ∝

ei
∫
(− 1

2JK
−1J), where φ and J are real �elds and K is some kernel, e.g., a kinetic term for φ.

Thus, we equate the Lagrangians 1
2φKφ + φJ = − 1

2JK
−1J upon integrating out φ. Such

identities follow directly from the φ equation of motion when φ appears quadratically in the
Lagrangian.
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θ = 1/2

Setting θ = 1/2, there are two phases. For m > 0 we �nd the e�ective

Lagrangian for an insulator at zero temperature,

LINS =
1

2

( 1

4π
ada− 1

2π
adA+

1

4π
AdA

)
= 0, (2.9)

where the second equality follows from integrating out aµ. For m < 0 we �nd

the long wavelength Lagrangian for an integer Hall state,

LIQH =
1

2

(
− 1

4π
ada− 1

2π
adA+

1

4π
AdA

)
=

1

4π
AdA. (2.10)

θ = 1

Next set θ = 1. We again �nd the insulator when m > 0,

LINS =
1

4π
ada− 1

2π
adA+

1

4π
AdA = 0. (2.11)

To identify them < 0 phase, it's helpful to include the charge e∗ = q (measured

in units of the electric charge e) carried by the boson Φ in (2.3) by substituting

Aµ → qAµ:

LSC = − q

2π
adA+

q2

4π
AdA. (2.12)

(2.12) describes a Z/q gauge theory, the long wavelength description of a

superconductor with charge-q condensate [32, 44].

Discrete Symmetry at Nf = 1

The types of randomness that can be added to (2.7) are characterized by

charge-conjugation C and time-reversal T symmetries. (Parity, i.e., spatial

re�ection, is necessarily broken in the presence of quenched disorder.) These

symmetries are de�ned with respect to the electron and boson Lagrangians in

Eqs (2.1) and (2.3). We discuss their implementation [71, 66, 57, 34, 12] in

the dual Lagrangian (2.7) at Nf = 1 at criticality m = 0.

θ = 1/2

The free Dirac Lagrangian in (2.1) is invariant under charge-conjugation C,

Ψ 7→ σ1Ψ∗, Aµ 7→ −Aµ. (2.13)



18

The presence of the Chern-Simons term for Aµ re�ects the violation of time-

reversal T :

t 7→ −t, Ψ 7→ −iσ2Ψ, (A0, Ai) 7→ (A0,−Ai), (2.14)

which is anti-unitary (i 7→ −i). On the surface of a time-reversal invariant

topological insulator, this Chern-Simons term is absent and so T can be pre-

served.

The dual Lagrangian (2.7) at θ = 1/2 is also invariant under C:

ψ 7→ σ1ψ, aµ 7→ −aµ, Aµ 7→ −Aµ. (2.15)

Identifying the electromagnetic currents across the duality between (2.1) and

(2.7), δLDirac
δAµ

= δL(1)

δAµ
, we equate

Ψ̄γµΨ =
1

4π
εµνρ∂νaρ. (2.16)

Similarly, the a0 equation of motion relates

1

4π
εµνρ∂νAρ = ψ̄γµψ. (2.17)

Eqs. (2.16) and (2.17) imply that in (2.7), CT :

t 7→ −t, ψ 7→ −iσ2ψ∗, (a0, ai) 7→ (a0,−ai), (A0, Ai) 7→ (−A0, Ai).

(2.18)

Thus, T and CT are exchanged across the duality: the T transformations on Ψ

and Aµ is identical to the CT transformations on ψ and aµ, and vice versa. In

the absence of the Chern-Simons term for Aµ, (2.7) is time-reversal invariant.

While the dual Lagrangians in (2.1) and (2.7) violate time-reversal invariance

as (2+1)d theories, they do preserve a �non-local" particle-hole (PH) trans-

formation. To de�ne this, consider the following transformations of a general

Lagrangian L(A) which has a U(1) symmetry current that is coupled to a

non-dynamical �eld Aµ [80]:

T : L(A) 7→ L(A) +
1

4π
AdA; (2.19)

S : L(A) 7→ L(c) +
1

2π
cdA. (2.20)

T shifts the Hall conductivity by a unit; S converts Aµ into a dynamical U(1)

gauge �eld cµ and adds a BF term, which couples the �eld strength dc to a



19

new external �eld Aµ. (2.19) and (2.20) implement modular transformations

on the conductivity tensor of the U(1) symmetry current coupling to Aµ. The

PH transformation is de�ned as T followed by the modular T transformation

(2.19). Notice that the Dirac masses Ψ̄Ψ and ψ̄ψ are odd under PH symmetry

and even under C. The S transformation will play a role in our discussion of

the SIT theory.

θ = 1

The XY model in (2.3) is invariant under charge-conjugation C,

Φ 7→ Φ∗, Aµ 7→ −Aµ, (2.21)

and time-reversal T ,

t 7→ −t, Φ 7→ Φ, (A0, Ai) 7→ (A0,−Ai). (2.22)

The dual Lagrangian in (2.7) at θ = 1 is only invariant under C de�ned in

(2.15); it isn't invariant under T ,

t 7→ −t, ψ 7→ −σ3ψ∗, (a0, ai) 7→ (−a0, ai), (A0, Ai) 7→ (A0,−Ai),
(2.23)

with i 7→ −i. Instead, time-reversal is an emergent symmetry of the long

wavelength physics [66, 57]. In addition, (2.7) is invariant under a �non-local"

particle-vortex (PV) transformation:

t 7→ −t, ψ 7→ −iσ2ψ, (a0, ai) 7→ (a0,−ai), (A0, Ai) 7→ (−A0, Ai),

(2.24)

followed by the modular S transformation (2.20). The PV transformation is

analogous to the PH transformation of the previous section [59]; it maps the

3d XY model to its scalar quantum electrodynamics dual [62, 19], and vice

versa.

Duality maps |Φ|2 ↔ ψ̄ψ. While it's clear that the Dirac mass is even under

C, it's less obvious that perturbation by ψ̄ψ is time-reversal invariant. This

can be understood in the following sense: Perturbation of (2.7) by ψ̄ψ and its

time-reversal, obtained using (2.23), by −ψ̄ψ result in identical phases.
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Symmetry Assignment Summary

Table 2.1 summarizes the transformations of the operators that appear in (2.7)

under charge-conjugation C and time-reversal T symmetries. We use these

transformation assignments to characterize the types of randomness that may

be added to L(1) for general Nf .

C T
ψψ + -

ψγ0ψ - -

ψγjψ - +
a0 - -
aj - +

b = ∂xay − ∂yax - +
ej = ∂0aj − ∂ja0 - -

Table 2.1: Charge-conjugation C and time-reversal T symmetry assignments
of various operators.

Dissipative Coulomb Interaction

Dualizing the Coulomb Interaction

The Coulomb interaction between fermions/bosons carrying charge e∗ arises

from the exchange of a dynamical (3+1)d electromagnetic scalar potential A0.

In Fourier space, we consider the action that couples a (2+1)d charge density

J0(k0, k) to the scalar potential A0(k0, ~k):

− 1

2e2
∗

∫
d4k A0(k0, ~k)

(
~k2
)
A0(−k0,−~k)−

∫
d3kJ0(k0, k)

∫
dk3A0(−k0,−~k),

(2.25)

where k = (k1, k2) and ~k = (k1, k2, k3). J0(k0, k) is the Fourier transform of

Ψ̄γ0Ψ(x) for the free Dirac fermion (2.1) or iΦ∗∂0Φ(x) − i(∂0Φ∗)Φ(x) for the

XY model (2.3). The absence of an A0k
2
0A0 term means that A0 mediates an

instantaneous interaction for particles moving at speeds much less than the

photon velocity. Integrating out the A0 �eld we �nd the unscreened Coulomb

interaction,

Sunscreened = −π
2

∫
d3k J0(k0, k)

e2
∗
|k|
J0(−k0,−k), (2.26)
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between (2 + 1)d particles. It's convenient to interpret Sunscreened as arising

from the exchange of a purely (2 + 1)d gauge �eld Ã0 with kinetic term and

coupling to J0 as

SÃ0
= −

∫
d3k

(
Ã0(k0, k)

|k|
πe2
∗
Ã0(−k0,−k) + J0(k0, k)Ã0(−k0,−k)

)
. (2.27)

The electromagnetic charge density J0(x) dualizes in (2.7) according to

J0(x) =
δL(1)

δA0

= − θ

2π
εij∂iaj, (2.28)

for vanishing Aj. Decomposing the gauge �eld ai(k0, k) = i ki|k|aL(k0, k) −
i
kj
|k|εjiaT (k0, k) in terms of its longitudinal and transverse components, the

(unscreened) Coulomb interaction becomes a kinetic term for aT [42]:

Sunscreened = −e
2
∗θ

2

8π

∫
d3k aT (k0, k)|k|aT (−k0,−k). (2.29)

A similar transformation of the Coulomb interaction occurs in nonrelativistic

composite fermion theories [31]. Notice that the unscreened Coulomb interac-

tion results in a kinetic term that dominates a possible Maxwell coupling for

aµ at long wavelengths.

Dissipation

To model dissipation following [74], we consider an auxiliary system consist-

ing of a parallel two-dimensional electron gas (2DEG) that is coupled to (2.7)

through the Coulomb interaction, speci�cally, through Ã0. The spatial sepa-

ration between the system (2.7) and electron gas is assumed negligible. The

electron Green's function is assumed to take a di�usive form,

G−1
2D(ik0, k) = ik0 − (

k2

2m
− εF ) +

i

2τ
sign(k0). (2.30)

The dissipative e�ects arising from the coupling to the two-dimensional elec-

tron gas are encoded in a correction to the Ã0 kinetic term in SÃ0
[4, 16],

δSÃ0
=

∫
d3k Ã0(k0, k)

σek
2

|k0|+Dek2
Ã0(−k0,−k), (2.31)

where the Drude conductivity σ̃e = q2
eNDe with N the density of states

at Fermi energy εF of the two-dimensional electron gas and De its di�usiv-

ity. Higher-order corrections due to the two-dimensional electron gas will be
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ignored. Including δSÃ0
we obtain the dissipation-corrected density-density

(2.28) interaction upon integrating out Ã0:

S(2) = −e
2
∗θ

2

8π

∫
d3k aT (k0, k)

( k2

|k|+ f(k0, k)

)
aT (−k0,−k), (2.32)

where

f(k0, k) =
σek

2

|k0|+Dek2
, σe = e2

∗σ̃e. (2.33)

We recover the dual of an unscreened Coulomb interaction when qe = 0, as

expected, or as |k|/|k0| → 0. The Coulomb interaction is shortranged as

De →∞ at �nite density of states N or when |k0|/|k| → 0; in either of these

limits, we �nd a Maxwell-like kinetic term for aT (albeit with inverted charge

1/e∗).

Quenched Randomness

We consider the e�ects of quenched disorder that's induced by random Aµ(x)

and M(x). In this discussion, we assume the Coulomb interaction has been

included via (2.32) and Aµ(x) is a non-dynamical quenched random variable.

Since m(x) ∝M(x), these perturbations readily map across the duality to

δL = −m(x)ψψ(x)− θ

2π
A(x)da(x), (2.34)

where x = (x1, x2) and x = (x0, x1, x2). The second term in Eq. (2.34) is �topo-

logical disorder," i.e., a random source to the �eld strength or �topological"

current da. We have dropped a possible term proportional to εijA0(x)∂iAj(x)

arising from the Chern-Simons term for A in (2.7).

Interactions generate additional operators with random couplings, consistent

with the symmetries ofAµ(x) andm(x). The Harris criterion [33] (for Gaussian-

correlated randomness) implies the relevant terms at low energies correspond

to operators with scaling dimensions ∆ ≤ z + 1. At large Nf [8, 15, 13] the

most generic random terms to include are [73]

Ldis = m(x)ψ̄ψ(x) + iã0(x)ψ̄γ0ψ(x) + iãj(x)ψ̄γjψ(x)− A0(x)b(x) + εjkAj(x)ek(x),

(2.35)

where b = εij∂iaj and ek = ∂0ak − ∂ka0. The random couplings are assumed

to be independent Gaussian-correlated quenched random variables with zero
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mean:

〈m(x)m(x′)〉dis = gmδ
(2)(x− x′),

〈ã0(x)ã0(x′)〉dis = g0δ
(2)(x− x′),

〈ãk(x)ãk(x
′)〉dis = gjδ

(2)(x− x′), k ∈ {x, y},

〈A0(x)A0(x′)〉dis = ∆0δ
(2)(x− x′),

〈Ak(x)Ak(x
′)〉dis = ∆jδ

(2)(x− x′), k ∈ {x, y}, (2.36)

where 〈 · 〉dis indicates a disorder average and there is no sum over k. The

disorder variances gm, g0, gj,∆0,∆j are positive constants.

We study the e�ects of the randomness in (2.35) using the replica trick, which

enables the calculation of the disorder-averaged free energy and all observables

that derive from it. To this end, we introduce nr replicas ψI,` and aµ,` with

` ∈ {1, . . . , nr} and consider the replicated partition function,

Znr =
∏
`

(∫
Dψ`Dψ̄`Da`

)
e
i
∑
`

(
S(1)[ψ`,a`]+S

(2)[a`]+Sdis[ψ`,a`]

)
, (2.37)

where S(1)[ψ`, a`] =
∫
d3xL(1)(ψ`, a`) with L(1) given in (2.7), S(2)[a`] is given

in (2.32), and Sdis[ψ`, a`] =
∫
d3xLdis(ψ`, a` with Ldis given in (2.35). Using

the identity,

logZ = lim
nr→0

Znr − 1

nr
, (2.38)

the disorder-averaged free energy, proportional to 〈logZ〉dis, is found upon

disorder-averaging. Using (2.36):

〈Znr〉dis =
∏
`

(∫
Dψ`Dψ̄`Da`

)
e
i
∑
`

(
S(1)[ψ`,a`]+S

(2)[a`]+iS
(3)[ψ`,a`]

)
, (2.39)

where

S(3)[ψ`, a`] = −1

2

∑
k

∫
dtdt′d2x

[
gm

(
ψ̄`ψ`

)
(t)
(
ψ̄kψk

)
(t′) + g0

(
ψ̄`γ

0ψ`

)
(t)
(
ψ̄kγ

0ψk

)
(t′)

+ gj

(
ψ̄`γ

jψ`

)
(t)
(
ψ̄kγ

jψk

)
(t′) + ∆0b`(t)bk(t

′) + ∆je`(t) · ek(t′)
]
,

(2.40)(
ψ̄

(I)
` ψ

(I)
`

)
(t)
(
ψ̄

(J)
k ψ

(J)
k

)
(t′) ≡ ψ̄

(I)
` (x, t)ψ

(I)
` (x, t)ψ̄

(J)
k (x, t′)ψ

(J)
k (x, t′) and simi-

larly for the other terms appearing in S
(3)
E .
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2.3 Renormalization Group Analysis

We now study the critical properties of the model introduced in �3.2. Details

of our calculations are presented in Appendix 2.A.

Large Nf Expansion and Renormalization Group Scheme

The Euclidean e�ective action in D + 1 dimensions is

SE = S
(1)
E + S

(2)
E + S

(3)
E (2.41)

where8:

S
(1)
E =

∫
dτdDx

[
ψ̄

(I)
`

(
γτ (∂τ + i

g√
Nf

aτ,`) + vγj(∂j + i
g√
Nf

aj,`)
)
ψ

(I)
` +mψ̄

(I)
` ψ

(I)
`

+
iκ

2
a`da`

]
,

(2.42)

S
(2)
E =

∫
dωdDk

wx
2
a`,T (ω, k)

k2

|k|+ f(ω, k)
aT,`(−ω,−k), (2.43)

S
(3)
E = −1

2

∫
dτdτ ′dDx

[
gm

(
ψ̄

(I)
` ψ

(I)
`

)
(τ)
(
ψ̄

(J)
k ψ

(J)
k

)
(τ ′) + g0

(
ψ̄

(I)
` γ0ψ

(I)
`

)
(τ)
(
ψ̄

(J)
k γ0ψ

(J)
k

)
(τ ′)

+ gj

(
ψ̄

(I)
` γjψ

(I)
`

)
(τ)
(
ψ̄

(J)
k γjψ

(J)
k

)
(τ ′) + ∆0b`(τ)bk(τ

′) + ∆je`(τ) · ek(τ ′)
]
.(2.44)

We've set the longitudinal component of ai to zero (Coulomb gauge): ai(ω, k) =

i
kj
|k|εjiaT (ω, k). The gauge coupling is g/

√
Nf with g �xed and Nf →∞ [17],

v is the Dirac composite fermion velocity, and the Dirac mass m vanishes at

criticality. The disorder variances gm, g0, gj,∆0,∆j are assumed to scale as

1/Nf . The Chern-Simons level is controlled by κ = 2θ−1
4π

: κ = 0 gives an

IQHT and κ = 1/4π gives a SIT. wx = e2∗
4π

parameterizes the strength of the

dissipative Coulomb interaction and f(ω, k) = σek2

|ω|+Dek2 . The non-dynamical

(electromagnetic) �eld Aµ = 0. In the remainder, we'll often leave replica and

�avor indices, as well as the spacetime dependence of �elds implicit.

We regularize UV divergent integrals that appear in our renormalization group

analysis of SE using d imensional reduction [68, 14, 13]. This is the standard

approach (e.g., [5, 14, 13, 26, 2] and references therein) used in the study

of theories of Chern-Simons gauge �elds coupled to matter and, in contrast

to dimensional regularization, has been shown to preserve gauge invariance

8Replica indices `, k ∈ {1, . . . , nr} and �avor indices I, J ∈ {1, . . . , Nf} with repeated
indices summed. In Euclidean signature (+,+,+), the coordinates (τ, xj) = (it, xj), Fourier
space variables (ω, kj) = (−ik0, kj), and the γ-matrices (γ0, γ1, γ2) = (σ3, σ1, σ2).
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at least to 2-loop order in the perturbative analysis of S
(1)
E [14]. We assume

without proof that this regularization procedure maintains gauge invariance

in our large Nf study of SE, which involves 3-loop integrals. We consider

a slight variation of the conventional dimensional reduction approach. First,

all vector, tensor, and spinor algebra is performed in 3d; in particular, the

antisymmetric symbol εµνρ obeys the usual 3d identities. Second, loop integrals

are analytically continued to general (Euclidean) spatial dimension D ≤ 2:∫
dωd2k

(2π)3
→ µε

∫
dωdDk

(2π)D+1
, (2.45)

where ε = 2 − D and µ is the renormalization group scale.9 Simple poles

proportional to 2/ε are identi�ed with logarithmic divergences proportional to

log(Λ2/µ2) in a theory with momentum cuto� Λ; power-law divergences are

set to zero.

Figure 2.1: Feynman rules of SE. The wavy line denotes the e�ective gauge
�eld propagator and the directed solid line indicates the fermion propagator
with m = 0. Disorder is represented by a solid line without an arrow and
speci�ed by its disorder variance (gm, g0, gj). Screening of the disorder (g0, gj)
and topological disorder (∆0,∆j) are discussed in the Appendix 2.C.

The large Nf Feynman rules that derive from SE at m = 0 are given in

Fig. 2.1. We've summed once and for all the geometric series of fermion bub-

ble diagrams in Fig. 2.2 and replaced the bare gauge �eld propagator by the

9Typically in dimensional reduction the spacetime dimension is analytically continued.
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e�ective propagator,

Gmn =

(
g2

16
k2

√
ω2+v2k2 iκ|k|
iκ|k| wx

k2

|k|+f(ω,k)
+ g2

16

√
ω2 + v2k2

)−1

mn

, (2.46)

where m,n ∈ {0, T} correspond to the zeroth and transverse components of

aµ. At large Nf this resummation is equivalent to the random phase approx-

Figure 2.2: The e�ective gauge �eld propagator G. The dotted line G0 rep-
resents the bare gauge �eld propagator and Πµν is the 1-loop gauge �eld self-
energy. Each term in this geometric series of diagrams produces an O(N0

f )
correction to the gauge �eld propagator, since each fermion loop contributes
a factor of Nf and the two vertices associated to each loop contribute an ad-
ditional factor of g2/Nf .

imation. The same e�ect also leads to a screening of the g0 and gj disorders

(see Appendix 2.C) [81, 28]. Aside from a few exceptions that we'll discuss,

we've found disorder screening to be a subleading e�ect in our analysis.

We use minimal subtraction [1, 79] to renormalize SE. In this scheme, simple

poles in ε appear in counterterms bλa(~λ
R)/ε that relate bare (B) and renor-

malized (R) couplings:

λBa µ
−∆a(ε) = λRa (µ, ε) +

bλa(~λ
R(µ, ε))

ε
, (2.47)

where the vector of coupling constants (either B or R)

~λ =
( g2

Nf

, v,m, κ, wx, σe, De, gm, g0, gj,∆0,∆j

)T
. (2.48)

The renormalized couplings λRa (µ, ε) and residues bλa(~λ
R(µ, ε)) are analytic

in ε. The higher-order poles that generally occur on the right-hand side of

Eq. (2.47) can be set to zero. The bare couplings λBa have engineering di-

mensions equal to ∆λa(ε) while the renormalized couplings are dimensionless.

Appendix 2.A details the calculation of the counterterms bλa(~λ
R)/ε.

The engineering dimensions ∆λa(ε) of the bare couplings are given in Table 2.2.

These dimensions are determined as follows. Each term in S
(1)
E is dimensionless
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λa ∆λa(ε) ∆̄λa ρλa
g2

Nf
ε 0 1

{v, wx, σe} z − 1 z − 1 0
m z z 0

{κ,∆j} 0 0 0
De z − 2 z − 2 0

{gm, g0, gj} 2z −D 2z − 2 1
∆0 2z − 2 2z − 2 0

Table 2.2: Engineering dimension ∆λa(ε) = ∆̄λa +ρλaε of bare coupling λ
B
a (B

superscript omitted in the table), where ∆̄λa is independent of ε = 2−D and
ρλa is the constant coe�cient of ε.

with the assignments:

∆τ = −∆ω = −z, ∆x = −∆k = −1, (2.49)

∆ψ(τ,x) =
1

2
− ε

2
, ∆aE0 (τ,x) = z − ηε, ∆aEj (τ,x) = 1− ηε, (2.50)

and

∆g2/Nf = 2ηε, ∆v = z − 1, ∆m = z, ∆κ = (2η − 1)ε, (2.51)

where η is an arbitrary constant. We've introduced the dynamical critical

exponent z with a value to be determined later; in the absence of S
(2)
E and

S
(3)
E , relativistic symmetry requires that v be dimensionless and z = 1. In

the large Nf expansion, g is �xed and we formally take ∆Nf = −2ηε. The

e�ective gauge �eld propagator is consistent with the engineering dimensions

∆aE0 (ω,k) = −D−ηε and ∆aEj (ω,k) = (1−z)−D−ηε if η = 1/2. The dimensions

of the remaining couplings ensure the terms in S
(2)
E and S

(3)
E are dimensionless.

The beta functions βλa at ε = 0 are read o� from the residues bλa(~λ
R) using

βλa(~λ
R) ≡ −µ∂λ

R
a

∂µ
= ∆̄λaλ

R
a + ρλabλa(~λ

R)−
∑
c

ρλcλ
R
c

∂bλa(~λ
R)

∂λRc
. (2.52)

There is no sum over a in Eq. (2.52). The minus sign in front of µ∂λ
R
a

∂µ
means

that a relevant/irrelevant coupling has a positive/negative beta function. No-

tice that only g2/Nf and the variances gm, g0, gj can contribute to the derivative

term on the right-hand side of Eq. (2.52).
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We characterize any �xed points βλa(~λ
R) = 0 by the dynamical critical expo-

nent z and correlation length exponent ν, evaluated at the �xed point. The

dynamical critical exponent enters the beta functions (2.52) via ∆̄λa (see Ta-

ble 2.2) and we determine its value by the condition of vanishing velocity beta

function βv(~λ
R) = 010:

z = 1 +
1

vR

∑
c

ρλcλ
R
c

∂bv(~λ
R)

∂λRc
. (2.53)

Since the transitions we consider in this paper are tuned by the Dirac mass,

we de�ne the correlation length ξ as the inverse momentum scale µ−1
0 at which

vR(µ0)/mR(µ0) = 1.11 We write the mass beta function as

βm(~λR) =
(
z − γψ̄ψ(~λR)

)
mR, (2.54)

where the anomalous dimension γψ̄ψ controls the asymptotic scaling of the

correlation function 〈ψ̄ψ(τ, x)ψ̄ψ(0)〉 ∼ |v2τ 2 + x2|−(D+γψ̄ψ). Using Eqs. (2.52)

- (2.54), we �nd

ξ = Λ−1
(mΛ/vΛ

Λ

)−ν
(2.55)

where Λ is an arbitrary momentum cuto� de�ning the �initial conditions,"

mR(Λ) = mΛ/Λ
z and vR(Λ) = vΛ/Λ

z−1, and the inverse correlation length

exponent

ν−1 = z − γψ̄ψ. (2.56)

Note that mR does not enter the residues bλa(~λ
R) with λRa 6= mR and only

appears linearly in bm(~λR).

In the remainder of the main text, we drop the B and R superscripts for

notional clarity.

10Nonzero βv implies a quantum correction to the tree-level dynamical exponent, i.e., the
engineering dimension −∆τ . This follows from the fermion dispersion relation |ω| = v|k|
(see, e.g., [70]). We've chosen to introduce an arbitrary z in Table 3 with a value to be
determined by vanishing renormalization of the velocity. An equivalent choice is to take
engineering dimensions consistent with conformal invariance and infer any correction to the
tree-level dynamical scaling from a nonzero velocity beta function.

11The factor of vR(µ0) accounts for possible running of the velocity in the equivalent ap-
proach where z = 1 is chosen in Table 2.2 and the nonzero velocity beta function determines
the correction z − 1 to dynamical scaling.
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General Analysis

We now present the results of our renormalization group calculation, which is

valid to order 1/Nf in the large Nf expansion. See Appendix 2.A for details.

Vanishing velocity beta function determines the dynamical critical exponent

to be

z = 1 + gm + g0 + 2gj − Fw(wx, κ, σe), (2.57)

where g1 = g2/16, the rescaled couplings are

m =
m

v
,wx =

wx
v
, σe =

σe
v
, gm =

gm
2πv2

, g0 =
g0

2πv2
, gj =

gj
2πv2

,∆0 = ∆0,∆j = ∆j v
2,

(2.58)

and

Fw(wx, κ, σe) =
1

4π2Nf

∫ ∞
−∞

dy
g1(−1 + 2y2)(σe + |y|) + wx|y|

√
1 + y2

(1 + y2)2
(√

1 + y2(g2
1 + κ2)(σe + |y|) + g1wx |y|

) .(2.59)
The beta functions βλa = −µ∂λa

∂µ
for the remaining couplings take the form:

βwx = wx
(
z − 1

)
, (2.60)

βσe = σe
(
z − 1

)
, (2.61)

βDe = De

(
z − 2

)
, (2.62)

βm = m
(
z − γψ̄ψ

)
, (2.63)

βgm = 2gm
(
z − 1 +

2g0 gj
gm

− γψ̄ψ
)
, (2.64)

βg0 = 2g0

(
z − 1 +

2gj gm
g0

)
, (2.65)

βgj = 2gj
(
z − 1 +

gm g0

gj
− gm − g0 − 2gj + Fw(wx, κ, σe)

)
, (2.66)

β∆0
= ∆0(2z − 2) +

gm
(
∆j(g1 + wx)

2 + ∆0κ
2
)

64
(
g1(g1 + wx)

)2 +
g0 gmNf π v

2

32
, (2.67)

β∆j
=

gm (g2
1 ∆0 + κ2 ∆j)

128
(
g1(g1 + wx) + κ2

)2 +
gj gmNfπv

4

64
, (2.68)

where z is given in Eq. (2.57), the mass anomalous dimension

γψ̄ψ = 2gm + 2g0 −
g0g1 − gj(g1 + wx)

g2
1 + g1wx + κ2

+ Fm(wx, κ, σe)− Fw(wx, κ, σe),

(2.69)
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and

Fm(wx, κ, σe) =
1

4π2Nf

∫ ∞
−∞

dy
[ g1(σe + |y|)(−2y2 − 3)− wx

√
1 + y2|y|

(1 + y2)2
[√

1 + y2(g2
1 + κ2)(σe + |y|) + g1wx |y|

]

+

(σe + |y|)
(√

1 + y2(g2
1 − κ2)(σe + |y|) + g1wx|y|

)
2(1 + y2)

[√
1 + y2(g2

1 + κ2)(σe + |y|) + g1wx|y|
]2

]
.

(2.70)

To simplify the above expressions, we have ignored terms that arise from the

screening of the g0, gj disorders (see Appendix 2.C); our detailed analysis

below includes such e�ects whenever relevant. The gauge coupling g/
√
Nf

is marginal once the large Nf e�ective gauge �eld propagator in Fig. 2.2 is

adopted and so its beta function is not included.

Let's make a few additional comments about these expressions.

1. In general, the above beta functions don't have an IR stable solution

at m = 0, even when disorder screening is included. In the remaining

sections, we analyze cases for which we have found �xed points when a

symmetry is present.

2. We've taken the variances to scale as 1/Nf for Nf → ∞. The beta

functions have terms that scale as 1/Nf and 1/N2
f . The �classical" con-

tributions to the beta functions arising from the engineering dimensions

of couplings scale as 1/Nf ; the �quantum" corrections generally scale as

1/N2
f . The exception to the latter appears in the third term in β∆0

and

the second term in β∆j
.

3. The �rst three beta functions βwx , βσe , βDe characterize the dissipative

Coulomb interaction. In our analysis, we consider z < 2 and so the

di�usion constant De is an irrelevant parameter that will be set to zero.

A nonzero Coulomb interaction allows for two classes of �xed points: (1)

a f inite Coulomb interaction either with wx, σe 6= 0 and z = 1 or with

wx = σe = 0 and z determined by Eq. (2.57); (2) an in�nite Coulomb

interaction with wx →∞, σe →∞, and 1 < z < 2 that is controlled by

the dissipation parameter σe/wx.

4. Whenever two of the three disorder variances gm, g0, gj are considered,

the third variance is radiatively generated. When all three variances
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gm, g0, gj are present, both types of topological disorder ∆0,∆j are gen-

erated. This is consistent with the symmetry assignments in Table 2.1.

Finite Coulomb Interaction

No Disorder

In the absence of any disorder, the only nontrivial beta functions are associated

to the Coulomb interaction,

βwx = −wx Fw(wx, κ, σe). (2.71)

Since 1
σe
βσe = 1

wx
βwx , it's su�cient to consider the behavior of wx when study-

ing a �nite Coulomb interaction. The integral that de�nes Fw in Eq. (2.59) can

only be evaluated numerically for general σe. We've found that Fw is positive

for any κ when wx 6= 0. Consequently, the clean �xed point with wx = σe = 0

is perturbatively stable to the addition of a Coulomb interaction and z = 1.

Two examples for the behavior of βwx are displayed in Fig. 2.3.

Figure 2.3: βwx as a function of wx and κ

In particular, in the limit of σe = 0 the beta function for wx is always negative

for any Chern-Simons coupling κ. This result should be contrasted with earlier

work [82] where a critical value of |κ| was reported above which the Coulomb

interaction was found to be relevant.12 As a check on our calculation, we �nd

the mass anomalous dimension is given by

γψ̄ψ =
128

3π2Nf

1− 512κ2

(1 + 256κ2)2
(2.72)

in agreement with [13, 64, 15, 40] for general κ. For the IQHT (κ = 0),

ν−1 ≈ 1− 4.3/Nf ; for the SIT (κ = 1/4π), ν−1 ≈ 1 + 1.4/Nf .

12The discrepancy seems to arise from assigning the Chern-Simons coupling κ an engi-
neering dimension proportional to ε = 2−D. This choice, which appears to be inconsistent
with the scaling of the e�ective gauge �eld propagator in the large Nf expansion, results in
additional derivatives with respect to κ in the beta function in (2.52).
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C Symmetry

According to Table 2.1, the Coulomb couplings and random mass disorder (gm)

are allowed when there is charge-conjugation symmetry. The beta functions

are

βwx = wx

(
gm − Fw(wx, κ, σe)

)
, (2.73)

βgm = −2gm

(
gm + Fm(wx, κ, σe)

)
, (2.74)

where Fw and Fm are de�ned in Eqs. (2.59) and (2.70). The �ow of the

random mass is controlled by the mass anomalous dimension γψ̄ψ = 2gm −
Fw(wx, κ, σe) + Fm(wx, κ, σe). Within the large Nf approximation, random

mass disorder is only a relevant perturbation to the clean �xed point of the

previous section (wx = σe = 0) when γψ̄ψ < 0, i.e., when 1 < 512κ2 (see

Eq. (2.72)), in agreement with [73]. The presence of a Coulomb interaction

does not appear to alter this conclusion within our analysis. For κ = 1/4π (or

any κ2 > 1/512), there exists a line of �xed points with �nite disorder and

Coulomb interaction parameterized by σe. Fig. 2.4 shows a few examples of

this behavior. Since βwx ∝ z− 1 and βgm ∝ −γψ̄ψ when z = 1, any �xed point

Figure 2.4: RG �ow of wx vs. gm.

with �nite disorder and Coulomb interaction has

ν−1 = z = 1. (2.75)

At the (generally unstable) �xed point with nonzero random mass disorder

and vanishing Coulomb interaction,

ν−1 = 1 and z = 1− 128

3π2Nf

1− 512κ2

(1 + 256κ2)2
, (2.76)
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where κ2 > 1/512. For κ = 1/4π, z ≈ 1 + 1.4/Nf .

It's interesting to compare our results for the critical exponents with recent

analytic and numerical studies of the dirty XY model. In a large Nf expansion

[27] report ν = 1 and z = 1+ .5/Nf ; numerics [75] directly probes Nf = 1 with

the result ν = 1.16(5) and z = 1.52(3). In [28], a �nite disorder �xed point

of quantum electrodynamics without Chern-Simons term was found using an

ε expansion about (3 + 1)d. Since our approximation schemes are di�erent,

there is no contradiction with our conclusion that random mass disorder is

irrelevant when κ = 0. Nevertheless, it would be interesting to consider this

issue further.

CT Symmetry

According to Table 2.1, the Coulomb coupling, random scalar potential g0,

and topological disorder ∆j are allowed by CT symmetry. Because a nonzero

Chern-Simons term is odd under time-reversal symmetry, we only consider

κ = 0 in the next two subsections that study CT and T preserving disorder.

The beta functions are

βwx = wx

(
g0(1− φ1)− Fw(wx, κ = 0, σe)

)
, (2.77)

βg0 =
2g0

wx
βwx , (2.78)

β∆j
= 0, (2.79)

where φ1 isolates any terms that arise from the screening of the disorder:

φ1 = 0 means disorder screening is ignored; φ1 = 1 means that disorder

screening is included. While we're unaware of a general reason to exclude

disorder screening, we'll discuss the behavior of the above beta functions both

with and without screening to illustrate its e�ect.

As mentioned previously, Fw in Eq. (2.59) is positive for any κ when wx is

nonzero; in particular when σe = 0, Fw(wx, 0, 0) is a monotonically increas-

ing function that approaches 8
Nfπ2 for wx → ∞. When disorder screening is

ignored (φ1 = 0), there is a �xed surface de�ned by g0 = Fw, which is param-

eterized by (wx, g0,∆j), in agreement with [73]. This �xed surface is unstable,

e.g., consider perturbation to g0 at �xed wx and ∆j. When disorder screening

is included (φ1 = 1), there is a line of stable �xed points parameterized by

(wx, g0,∆j) = (0, 0,∆j). This result is consistent with [28]. This behavior
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is illustrated in Fig. 2.5. The corresponding critical exponents at the stable

Figure 2.5: RG �ow of wx vs. g0.

�xed point (φ1 = 1) reduce to those of the clean theory without Coulomb in-

teractions. Recall that g0 and ∆j disorders are generated by random electrical

vector potential Aj(x) in the free Dirac fermion dual at Nf = 1 for which a

line of di�usive �xed points was found in [52]. It's unclear to what extent the

line of �xed points parameterized by ∆j is related.

If CT and T are emergent symmetries of the SIT theory we consider, then the

beta functions should only have �xed point solutions respecting these sym-

metries at κ = 1/4π. Unfortunately, the leading terms in the large Nf beta

functions don't produce any such nontrivial �xed points. Even if gm is initially

tuned to zero, the random mass beta function receives a positive correction

from disorder screening equal to

δβgm =
8g0

2g2
1κ

4

(g2
1 + g1wx + κ2)4

. (2.80)

Nonzero g0 and gm then results in the generation of all couplings, for which

we �nd runaway �ow.

T Symmetry

According to Table 2.1, the Coulomb coupling, random vector potential gj,

and topological disorder ∆0 are allowed by T symmetry. The beta functions

are

βwx = wx
(
2gj

(
1− φ1

g1 (g1 + 2wx)

(g1 + wx)2

)
− Fw(wx, κ = 0, σe)

)
, (2.81)

βgj = 0, (2.82)

β∆0
=

2∆0

wx
βwx , (2.83)
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where we continue to use φ1 to isolate terms that arise from the screening of

the disorder.

If screening is ignored (φ1 = 0), there is a surface of �xed points de�ned by

2gj = Fw(wx, 0, σe) and parameterized by (wx, gj,∆0) with gj < 4/Nfπ
2 and

non-negative ∆0. On this surface z = 1 and ν−1 = 1+2gj− gj
g1
−Fm(wx, 0, σe);

Fm is a monotonically decreasing function of wx when κ = σe = 0: 128
3π2Nf

≥
Fm(wx) ≥ − 8

π2Nf
. For �xed gj, this surface is stable to small deformation by

wx since Fw is an increasing function of wx. For gj > 4/Nfπ
2, we �nd runaway

�ows. This behavior is shown in Fig. 2.6. If screening is included (φ1 = 1),

Figure 2.6: RG �ow of wx vs. ∆0.

the �xed points are determined by the equation,

gj
∗ =

Fw(wx)

2[1− φ1
g1(g1+2wx)
(g1+wx)2 ]

≡ fs(wx) (2.84)

where fs(wx) monotonically decreases from fs(wx = 0) = ∞ to fs(wx →
∞) = 4

Nfπ2 . If gj is chosen to be smaller than 4
Nfπ2 , then the RG �ows to

(wx
∗,∆0

∗
) = (0, 0) because βwx is nonnegative and only vanishes when wx = 0.

If gj >
4

Nfπ2 , then there exists a �nite value of wx for which the beta function

vanishes, however, the resulting �xed point is IR unstable.
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In�nite Coulomb Interaction

Dissipation has played only a minor role in the above analysis. We'll now

discuss how dissipation allows for �xed points with z 6= 1 in the presence of a

nonzero Coulomb interaction [70].

The runnings of the Coulomb interaction parameters wx and σe are determined

by their engineering dimensions, which are both equal to z−1 (see Eqs. (2.60)

and (2.61)), in the large Nf expansion. Any situation with nonzero Coulomb

interaction and z > 1 necessarily requires wx and σe individually �owing to

strong coupling. Note, however, that it is their dimensionless ratio σe/wx

that appears in the action SE in the limit wx, σe → ∞. Consequently, we

can parameterize this in�nite Coulomb interaction limit with the marginal

parameter α = σe/wx. We refer to α as the dissipation strength. z > 1

is required for any �xed point with in�nite Coulomb interaction to be IR

attractive; treating α as a tuning parameter, we'll view any in�nite Coulomb

interaction �xed point with 0 < z < 1 as an IR unstable �xed point.

For wx →∞, Fw in (2.59) reduces to

F∞(κ, α) ≡
∫ ∞
−∞

dy
g1

√
1 + y2(−1 + 2y2)α + (1 + y2) |y|

4π2Nf (1 + y2)
5
2

(√
1 + y2(g2

1 + κ2)α + g1 |y|
) (2.85)

For any κ and α ≥ 0, 0 ≤ F∞(κ, α) ≤ 8
Nf π2 . In this limit, the dynamical

critical exponent at in�nite Coulomb coupling is

z∞ = 1 + gm + g0 + 2gj − φ1 g0 − F∞(κ, α), (2.86)

where we've explicitly indicated how screening appears in z∞.

C Symmetry

At in�nite Coulomb coupling and in the presence of charge-conjugation sym-

metry, there exist nontrivial �xed points for any κ. These occur at small values

of gm and are found by solving βgm = 0 from (2.64) using Eq. (2.86):

gm
∗(α) = Fm(α, κ)

≡
∫ ∞
−∞

dy

√
1 + y2 |y|+ g1 α (3 + 2y2)

4Nfπ2(1 + y2)2
[
g1|y|+ α

√
1 + y2(g2

1 + κ2)
]

−
α
[
g1

√
1 + y2 |y|+ (1 + y2)(g2

1 − κ2)α
]

8Nfπ2(1 + y2)
3
2

[
g1|y|+ α

√
1 + y2(g2

1 + κ2)
]2 . (2.87)
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Figure 2.7: RG �ow of α vs. gm. The dissipation parameter α is exactly
marginal, so it's a free parameter that can be tuned.

Fig. (2.7) shows the behavior of the renormalization group �ows for κ = 0 and

κ = 1/4π.

Note that the beta functions for wx →∞ are di�erent from the case of �nite

wx, even when α = 0: nontrivial �xed points exist for any value of κ. The

correlation length exponent ν−1 = 1 because the �xed points are solved from

βgm = 0 (see Eq. (2.69)). The dynamical critical expoennt z∞ is found using

(2.86):

z∞(α) = gm
∗(α)− F∞(κ, α). (2.88)

To guarantee the irrelevancy of the di�usion constant De of the 2DEG bath,

z∞ < 2 is required. Fortunately, z∞ does not exceed two for the values of α

we've considered�see Fig. (2.8).

CT Symmetry

As with �nite Coulomb coupling, we focus on κ = 0 in this and the next

subsection because the Chern-Simons term is odd under CT and T .

In the wx →∞ limit, only βg0 = 0 is nontrivial:

2g0
2(−1 + φ1) + 2 g0 F∞(κ = 0, α) = 0 (2.89)

Including disorder screening (φ1 = 1), g0 is marginally irrelevant. If disorder

screening is ignored, an unstable �xed point lies at g0
∗ = F∞(κ = 0, α).
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Figure 2.8: Dynamical critical exponent z∞ versus e�ective dissipation
strength α evaluated on the �xed points when Nf = 3. The green line cor-
responds to a z∞ < 1, which is an unstable wx → ∞ �xed point. When
κ = 1/4π, 1 < z∞ < 2 for α ≥ 1.47.

Perturbation by g0 about this �xed point results either in �ow (along the g0

direction) towards strong coupling or towards the in�nite Coulomb interaction

clean �xed point with critical exponents:

z∞(α) = 1− F∞(κ = 0, α) < 1, (2.90)

ν−1 = 1− Fm(α, κ = 0). (2.91)

Since z∞ < 1, these in�nite Coulomb coupling �xed points are IR unstable.

This renormalization group �ow is shown in Fig. 2.9.

Figure 2.9: The RG �ow of g0 with respect to α.

T Symmetry

When time-reversal symmetry is preserved and κ = 0, the only nontrivial

beta function is β∆0
. In the limit of strong Coulomb coupling, the disorder
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screening terms vanish. Solving β∆0
= 0 gives the condition

gj
∗ =

1

2
F∞(α, κ = 0) (2.92)

on the marginal couplings gj and α. The resulting �xed point is IR unstable

along the ∆0 direction and, depending on the values of gj and α, �ows either

to strong coupling or to zero when perturbed about this �xed point. This

is shown in Fig. 2.10. Using Eq. (2.86), we see that z∞ = 1 at the �xed

ΒD0 >0 , strong-coupled

ΒD0 <0 , irrelevant ΒD0 =0

0 2 4 6 8 10
Α

0.04
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0.10
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0.16

gj

Figure 2.10: In the case of wx →∞, the �xed point solution for ∆0 is obtained
by tuning gj and α so as to sit on the curve above.

point de�ned by β∆0
= 0. The correlation length exponent is given by ν−1 =

1 + 2gj − Fm(α, κ = 0) − gj
g1

= 1 − 7F∞(α, κ = 0) − Fm(α, κ = 0), where

the second equality is obtained after evaluating on the �xed point de�ned by

Eq. (2.92).

2.4 Discussion

In this paper, we studied the in�uence of quenched disorder and a dissipative

Coulomb interaction on two di�erent quantum phase transitions: an integer

quantum Hall transition (IQHT) and a superconductor-insulator transition

(SIT). We considered both transitions using e�ective theories that consist of a

Dirac fermion coupled to a U(1) Chern-Simons gauge �eld at level (θ − 1/2):

θ = 1/2 corresponds to the IQHT, while θ = 1 corresponds to the SIT. We per-

formed a renormalization group analysis using a large Nf expansion in which

the number fermion �avors Nf → ∞ to study the critical properties of these

theories. We found both theories to be stable to the addition of a Coulomb

interaction. The IQHT was stable to C preserving disorder and exhibited a

line of di�usive �xed points with CT disorder. (C is charge-conjugation sym-

metry and T is time-reversal symmetry.) The SIT exhibited a line of �xed

points parameterized by the Coulomb coupling when C is preserved. Other

cases resulted in runaway �ow.
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Without disorder, the free Dirac fermion in (2.1) has a correlation length

exponent ν−1
Dirac = 1, while the 3d XY model in (2.3) has a correlation length

exponent ν−1
Bose ≈ 3/2. In the large Nf expansion, we �nd ν−1(θ = 1/2) ≈

1 − 4.3/Nf and ν−1(θ = 1) ≈ 1 + 1.4/Nf , in agreement with [13, 64, 15,

40]. Evidently the leading order term in the large Nf expansion provides

a poor approximation to the critical exponents of the clean �xed points [13].

Comparing our results (ν−1 = 1, z = 1+1.4/Nf ) for the correlation length and

dynamical critical exponents with recent numerical (ν ≈ 1.2, z ≈ 1.5) [63, 61,

55, 75] and analytic (ν = 1, z ≈ 1 + .5/Nf ) [27] studies (without a Coulomb

interaction) suggests this may also be the case for the dirty 3d XY model.

Higher-order O(1/N2
f ) terms may improve the comparison. Interestingly, the

free Dirac fermion and 3d XY model admit duals involving a Dirac fermion

coupled to a non-Abelian U(N) Chern-Simons gauge �eld for any N > 1

[35, 39]. Such formulations suggest alternative approximation schemes. For

instance, without disorder, these theories have a correlation length exponent

equal to unity at 2-loop order in the planar limit [26]. Might the planar limit

furnish better approximations to such theories, compared with the large Nf

expansion?

There are a variety of other observables and generalizations to consider. For

example, scaling dimensions of the lowest dimension monopole operators in

the Chern-Simons theories we studied should correspond to the η exponents

of the Dirac and XY models. In (2 + 1)d, the dc T → 0 conductivity tensor

can be universal [22, 18]; it would be interesting to calculate and compare

across the duality [29]. Perhaps considering the e�ects of �nite density is most

pressing, given that the electronic systems inspiring this work have a �nite

density of states.

One of the motivations of the current work was to better understand the

emergent symmetries that are found at IQHTs and SITs via electrical trans-

port experiments. For concreteness, consider the magnetic �eld-tuned SIT at

which a �self-duality"13 with dc σxx ≈ (2e)2/h and σxy ≈ 0 is found at low

temperatures [10]. It was argued in [58] that PV symmetry (see �5.27) of the

�fermionic dual" to the XY model in 2.7 results in self-dual transport. How

this symmetry might be preserved quantum mechanically is unclear [34]. This

question is related to the emergent time-reversal symmetry of this �fermionic

13�Self-duality" requires that the electrical conductivity tensor of the 3d XY model satisfy:
σ2
xx + σ2

xy = (e2∗/h)2, where e∗ is the electromagnetic charge of the bosons [21].
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dual" at zero Dirac composite fermion density. Perhaps unsurprisingly, the

leading order large Nf beta functions that we studied do not appear to respect

the emergent time-reversal symmetry; at least, we haven't found nontrivial so-

lutions with an emergent time-reversal invariance at κ = 1/4π. It would be

interesting to further understand this apparent shortcoming.
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APPENDIX

2.A Calculation Overview

In this appendix we derive the residues bλa(~λ
R(µ, ε)) in Eq. (2.47),

λBa µ
−∆a(ε) = λRa (µ, ε) +

bλa(~λ
R(µ, ε))

ε
, (2.93)

that determine the beta functions at ε = 0 via Eq. (2.52):

βλa(~λ
R) ≡ −µ∂λ

R
a

∂µ
= ∆̄λaλ

R
a + ρλabλa(~λ

R)−
∑
c

ρλcλ
R
c

∂bλa(~λ
R)

∂λRc
. (2.94)

After establishing notation, we'll list the main results used in the main text.

Later sections provide algebraic details.

Setup

Identify SE in Eqs. (2.42) - (2.44) with the bare action SB by endowing all �elds

and couplings with bare (B) subscripts/superscripts. To simplify notation,

we'll leave replica and �avor indices implicit. De�ne renormalized (R) �elds

and couplings,

ψB = Z
1/2
f ψR, a0

B = Z
1/2
a,0 a

0
R, ajB = Z

1/2
a,j a

j
R, λBc = Z−1/2

c λRc (2.95)

where the vector of couplings (either B or R)

~λ =
( g2

Nf

, v,m, κ, wx, σe, De, gm, g0, gj,∆0,∆j

)T
. (2.96)

Separate SB into physical and counterterm actions:

SB = S
(1)
phys + S

(2)
phys + S

(3)
phys + S

(1)
CT + S

(2)
CT + S

(3)
CT (2.97)

with

S
(1)
phys =

∫
dτdDx

[
ψ̄R

(
γτ (∂

τ + i
gRµ

ε/2√
Nf

aτR) + vRµ
z−1γj(∂

j + i
gRµ

ε/2√
Nf

ajR)
)
ψR

+ µzmRψ̄RψR +
iκR
2
aRdaR

]
,

(2.98)

S
(2)
phys =

∫
dωdDk

wRµ
z−1

2
aTR(−ω,−k)

k2

|k|+ fR(ω, k)
aTR(ω, k), (2.99)

S
(3)
phys = −1

2

∫
dτdτ ′dDx

[
(gm)Rµ

2z−D(ψ̄RψR)(ψ̄RψR) + (g0)Rµ
2z−D(ψ̄Rγ

0ψR)(ψ̄Rγ
0ψR)

+ (gj)Rµ
2z−D(ψ̄Rγ

jψR)(ψ̄Rγ
jψR) + (∆0)Rµ

2z−2bRbR + (∆j)ReR · eR
]
,(2.100)
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S
(1)
CT =

∫
dτdDx

[
ψ̄R

(
γτ (∂

τ + i
gRµ

ε/2√
Nf

aτR)δ1 + vRµ
z−1γj(∂

j + i
gRµ

ε/2√
Nf

ajR)δ2

)
ψR

+ µzmRψ̄RψRδm +
iκR
2
aRdaRδκ

]
,

(2.101)

S
(2)
CT =

∫
dωdDk

wRµ
z−1δw
2

aTR(−ω,−k)
k2

|k|+ fR(ω, k)
aTR(ω, k), (2.102)

S
(3)
CT = −1

2

∫
dτdτ ′dDx

[
(gm)Rµ

2z−Dδgm(ψ̄RψR)(ψ̄RψR) + (g0)Rµ
2z−Dδg0(ψ̄Rγ

0ψR)(ψ̄Rγ
0ψR)

+ (gj)Rµ
2z−Dδgj(ψ̄Rγ

jψR)(ψ̄Rγ
jψR) + (∆0)Rµ

2z−2δ∆0bRbR + (∆j)Rδ∆j
eR · eR

]
,(2.103)

fR =
e2
∗(σe)Rµ

z−1

|ω|+ (De)Rµz−2k2
, (2.104)

and the renormalization group scale µ enters in accord with the engineering

dimensions listed in Table 2.2. The counterterms δX have poles in ε with co-

e�cients determined by the requirement that correlation functions of physical

�elds have no divergences as ε → 0. We focus exclusively on the terms in δX

proportional to 1/ε. Using Eq. (2.95) to impose Eq. (2.97), we relate the bare

and renormalized couplings:

vBµ1−z = vR(1 + δ2 − δ1), (2.105)

mBµ−z = mR(1 + δm − δ1), (2.106)

κB = κR(1 + δκ), (2.107)

wBx µ
1−z = wRx (1 + δw), (2.108)

gBXµ
D−2z = gRX(1− 2δ1 + δgX ), gX ∈ {gm, g0, gj}, (2.109)

∆B
0 µ

2−2z = ∆R
0 (1 + δ∆0), (2.110)

∆B
j = ∆R

j (1 + δ∆j
), (2.111)

σBe µ
1−z = σRe (1 + δσe), (2.112)

DB
e = DR

e (1 + δD). (2.113)

(2.114)
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Thus, we can read o� the residues:

bv = vR(δ2 − δ1)ε (2.115)

bm = mR(δm − δ1)ε (2.116)

bκ = κRδκε (2.117)

bw = wRx δwε (2.118)

bgX = −gRX(2δ1 − δgX )ε, gX ∈ {gm, g0, gj}, (2.119)

b∆X
= ∆R

Xδ∆X
ε, ∆X ∈ {∆0,∆j}, (2.120)

bσe = σRe δσε, (2.121)

bDe = DR
e δDε. (2.122)

2.B Counterterms

As discussed in the main text, we choose the dynamical critical exponent z

in such a way that the fermion velocity v does not run, i.e., the velocity beta

function is zero. In the expressions below, it's convenient to rede�ne couplings

to absorb the velocity dependence as follows:

gm =
gm

2πv2
, g0 =

g0

2πv2
, gj =

gj
2πv2

, ∆0 = ∆0 , ∆j = ∆j v
2 ,

wx =
wx
v
, σe =

σe
v
,

∫ ∞
−∞

dzF (z) =

∫ ∞
−∞

v dy F (y =
z

v
), (2.123)

where the function F (z) is introduced below. We also de�ne g1 = g/16 and

m = m/v.

Let us make a few remarks about the expressions below.

� We use φ1 to parameterize the screening of the disorder described in

Appendix 2.C. φ1 = 0 means the screening is ignored; φ1 = 1 means the

screening is included.

� Terms proportional to ξ are divergent. However, this is an unphysical

divergence due to our gauge choice: This divergence does not appear in

physical quantities such as critical exponents.

� The Ward identity guarantees the gauge �eld corrections to δ1 and δg0

cancel; the ones in δ2 and δgj likewise cancel. In the absence of the

Coulomb interaction, the equality of the gauge corrections in δ1 and δ2 is

a coincidence, which makes βg0 , βgj independent of the gauge corrections.
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When the Coulomb interaction is included, βg0 receives corrections from

the gauge �eld, while βgj does not.

δκ, δw, δσ, and δD Counterterms

Quantization of the Chern-Simons level and �niteness of the gauge �eld self-

energy in 3d implies

δκ = δw = δσ = δD = 0. (2.124)

Consequently, renormalizations of κ,wx, σe, and De are controlled by their

engineering dimensions.

δ1 Counterterm

The diagrams that contribute to δ1 are given by taking the temporal compo-

nent of Fig. 2.B.1:

δ1 ε = −(gm + g0 + 2gj) + φ1

[
g2

1wx (g1gj − g1g0 − g0 wx)

(g2
1 + g1wx + κ2)2

+
g1 (g1gj + g1g0 + 2g0 wx)

g2
1 + g1wx + κ2

]
+

∫ ∞
−∞

1

4π2Nf

(1− y2)(g1 σe y
2 + wx

√
1 + y2 |y| ) + g1 |y| y2 (1− y2 ξ)

(1 + y2)2
[√

1 + y2(g2
1 + κ2)(σe + |y|) + g1wx |y|

] .

(2.125)

δ2 Counterterm

The diagrams that contribute to δ2 are given by taking the spatial component

of Fig. 2.B.1:

δ2 ε = −φ1

g2
1

[
g2

1gj + 2g1gj wx − (g0 − 2gj)κ
2
]

(g2
1 + g1wx + κ2)2

+

∫ ∞
−∞

dy
1

4π2Nf

g1(1− y2 − y4)σe − (wx y
2
√

1 + y2) |y|+ g1(1− y2 − y4ξ) |y|

(1 + y2)2
[√

1 + y2(g2
1 + κ2)(σe + |y|) + g1wx |y|

] .

(2.126)
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Figure 2.B.1: Diagrams contributing to δ1, δ2.

Figure 2.B.2: 2-PI diagrams contributing to δgm , δg0 , δgj .

δgm Counterterm

δgm is extracted from the diagrams in Figs. 2.B.2 and 2.B.3:

δgmε =

[
2(g0 + gm)(gm − 2gj)

gm
+ 2

g1(gj − g0) + gj wx
g2

1 + g1wx + κ2

]
+φ1

[
4g1

g1κ
2(−g0

2 − gj2) + gj g0

[
2g3

1 + 4g2
1wx + 2wxκ

2 + g1(wx
2 + 4κ2)

]
gm [g2

1 + g1wx + κ2]2

]
+φ1

[
g5

1(g0 − gj) + g4
1 wx (2g0 − 3gj) + g3

1 (g0wx
2 − 2gj wx

2 + 3g0 κ
2 − 3gj κ

2 )

[g2
1 + g1wx + κ2]3

+
g2

1κ
2(3g0wx) + 2g1κ

4(gj − g0)

[g2
1 + g1wx + κ2]3

]
+φ1

[
2g4

1(gj − g0) + 4g3
1 wx(gj − g0) + g2

1(−2g0wx
2 − 6g0κ

2 + 6gj κ
2)− 4g1 g0wx κ

2

[g2
1 + g1wx + κ2]2

]
+φ2

1

[
4g2

1gj
2κ2[g2

1(g2
1 + 2g1wx − wx2) + 2g1(g1 − wx)κ2 − κ4 ]

gm[g2
1 + g1wx + κ2]4

+
4g2

1g0
2κ2[g2

1(g2
1 + 2g1wx + wx

2) + 2g1(g1 + wx)κ
2 − κ4]

gm[g2
1 + g1wx + κ2]4

+
4g0 gjg

2
1

[
− g3

1(g1 + wx)
2(g1 + 2wx)− 2g2

1(g1 + wx)(2g1 + 3wx)κ
2 − g1(5g1 + 2wx)κ

4 + 2κ6
]

gm[g2
1 + g1wx + κ2]4

]

−
∫ ∞
−∞

dy
g1(y2 + 2)(1 + y2)σe +

(
wx (1 + y2)

√
1 + y2 + g1(2 + 3y2 + y4ξ)

)
|y|

2π2Nf (1 + y2)2
[√

1 + y2(g2
1 + κ2)(σe + |y|) + g1wx |y|

]

+

∫ ∞
−∞

dy

(σe + |y|)
(

(1 + y2)(g2
1 − κ2) (σe + |y| ) + (g1wx

√
1 + y2) |y|

)
4π2Nf (1 + y2)

3
2

[√
1 + y2(g2

1 + κ2)(σe + |y|) + g1wx |y|
]2 . (2.127)
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Figure 2.B.3: The mass vertex contributions to δgm

δm Counterterm

δm is extracted from the diagrams in 2.B.3:

mε δm =
1

2
gm ε

(
δgm − [2-PI boxes]

)
= g0 − 2gj + gm −

g1(g0 − gj)− gj wx
2(g2

1 + g1wx + κ2)
+ φ1

(
− g1(g0 − gj) + 3g1(g0 − gj) + 2g0wx

g2
1 + g1wx + κ2

− g2
1

gj[4g
2
1 + 4wx + g1(7 + 2wx) ]− g0[4g2

1 + wx(7 + 2wx) + g1(7 + 6wx)]

2(g2
1 + g1wx + κ2)2

− −2g3
1(g1 + wx)[−g1gj + g0(g1 + wx) ]

(g2
1 + g1wx + κ2)3

)
−
∫ ∞
−∞

dy
g1(y2 + 2)(1 + y2)σe +

(
wx (1 + y2)

√
1 + y2 + g1(2 + 3y2 + y4ξ)

)
|y|

4π2Nf (1 + y2)2
[√

1 + y2(g2
1 + κ2)(σe + |y|) + g1wx |y|

]

+

∫ ∞
−∞

dy

(σe + |y|)
(

(1 + y2)(g2
1 − κ2) (σe + |y| ) + (g1wx

√
1 + y2) |y|

)
8π2Nf (1 + y2)

3
2

[√
1 + y2(g2

1 + κ2)(σe + |y|) + g1wx |y|
]2 ,

(2.128)

where [2-PI boxes] refers to the contributions to δgm from the diagrams in

Fig. 2.B.2.
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δg0 Counterterm

δg0 is extracted from the diagrams in Figs. 2.B.2 and 2.B.4:

δg0ε =
−2(g0 + 2gj) (g0 + gm)

g0

+φ1

[
4g2

1 gj gm (g2
1 + 2g1wx + 2κ2)

g0 [g2
1 + g1wx + κ2]2

+
2g2

1

(
g2

1gj + 2g1gj wx + (gj − 2gm)κ2
)

[g2
1 + g1wx + κ2]2

+
2g0g1

(
g3

1 + 2g2
1wx + 2κ2wx + g1wx

2 + g1κ
2
)

[g2
1 + g1wx + κ2]2

]
+

∫ ∞
−∞

dy
g1 y

2(1− y2)σe + g1 y
2(1− y2 ξ) |y|+ (1− y2)wx

√
1 + y2 |y|

2π2Nf (1 + y2)2
[√

1 + y2(g2
1 + κ2)(σe + |y|) + g1wx |y|

] . (2.129)

Figure 2.B.4: γµ=0 vertex component contributions to δg0

Figure 2.B.5: γµ=j vertex component contributions to δgj

δgj Counterterm

δgj is extracted from the diagrams in Figs. 2.B.2 and 2.B.5:

δgjε =
−2g0 gm

gj
+ φ1

[
2g2

1(g0 − gm)κ2

[g2
1 + g1wx + κ2]2

]

+φ1

[2g1 g0 gm

(
g3

1 + 2g2
1 wx + 2wx κ

2 + g1wx
2 + 2g1κ

2
)

[g2
1 + g1wx + κ2]2

]
+

∫ ∞
−∞

dy
1

2π2Nf

g1(1− y2 − y4)σe − (wx y
2
√

1 + y2) |y|+ g1(1− y2 − y4ξ) |y|

(1 + y2)2
[√

1 + y2(g2
1 + κ2)(σe + |y|) + g1wx |y|

] .(2.130)
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Figure 2.B.6: Diagrams contributing to δ∆0 , δ∆j

δ∆0 Counterterm

δ∆0 is extracted from the diagram in Fig. 2.B.6:

δ∆0ε =
−gm (g2

1 ∆j + 2g1wx ∆j + wx
2 ∆j + ∆0 κ

2)

64∆0 (g2
1 + g1wx + κ2)2

+
[ −g0 gmNf π v

2

32∆0

+ φ1
g1gmNf π v

2[−g1gjκ
2 + g0(g1 + wx)(g

2
1 + g1wx + 2κ2) ]

32∆0 (g2
1 + g1wx + κ2)2

]
.(2.131)

δ∆j
Counterterm

δ∆j
is extracted from the diagram in Fig. 2.B.6:

δ∆j
ε =

−gm(g2
1∆0 + ∆j κ

2)

128∆j (g2
1 + g1wx + κ2)2

+
[ −gj gmNf πv

2

64 ∆j

+ φ1
g2

1 gmNf πv
2[g2

1 gj + 2g1 gj wx − (g0 − 2gj)κ
2 ]

64∆j (g2
1 + g1wx + κ2)2

]
.(2.132)

2.C Feynman Rules for Disorder and Screening

Feynman Rules for Disorder Vertices

From the action (2.100), we can read the Feynman rules for the various types

of disorder.

4-fermion mass vertex:

1

2
(ψ̄ψ)(ψ̄ψ) ⇒ +gm 2πδ(ω = 0) . (2.133)

4-fermion density vertex:

1

2
(ψ̄γ0ψ)(ψ̄γ0ψ) ⇒ (g0)(γ0)(γ0)2πδ(ω = 0) . (2.134)

4-fermion current vertex along the k-direction, k = x or y:

1

2
(ψ̄iγkψ)(ψ̄iγkψ) ⇒ (+gj)(iγ

k) (iγk)2πδ(ω = 0) . (2.135)
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b(τ)b(τ ′) disordered 2-pt vertex rule:

1

2
bz bz ⇒ ∆0 (δijk

2 − kikj)2πδ(ω)ai(k)aj(−k) . (2.136)

ej(τ)ej(τ
′) disordered 2-pt vertex:

1

2
(ex ex + ey ey) ⇒ (−∆j c

2) (k2
x + k2

y) 2πδ(ω) a0(k)a0(−k) .(2.137)

The factor of 1
2
factor is canceled by symmetry factor equal to two. The 2π

factor always cancels with the 1/2π that accompanies any frequency integral∫
dω
2π
.

Gauge Propagator

Vacuum Polarization Tensor

Πµν(k0,k) = (
−ig√
Nf

)2(
v

c
)2−δµ0−δν0 ×Nf × (−1)

∫
d2pE
(2π)3

Tr[γµSF (k + p)γνSF (p)] (2.138)

= (+g2)(−i)2 (
v

c
)2−δµ0−δν0

1

v2

∫
d2p̄Edp0

(2π)3
Tr[γµγαγνγβ]

(k̄ + p̄)α(p̄)β
[x(k̄ + p̄)2 + (1− x)p̄2]2

, (2.139)

Πµν(k0,k) =
−1

16

g2

v2
(
v

c
)2−δµ0−δν0

1

|k̄|
[δµν k̄

2 − k̄µk̄ν ] , k̄ = (ω, v k) , |k̄| =
√
ω2 + v2k2. (2.140)

The minus sign comes from the fermion loop. The ratio v/c can be set to v in

future equations.

�1-µ "Vacuum Polarization Vector

Πµ(k0,k) =
√
gm(
−ig√
Nf

)(
v

c
)1−δµ0 ×Nf × (−1)

∫
d2pE
(2π)3

Tr[γµSF (k + p) 1 SF (p)] (2.141)

=
√
gm (+ig)(−i)2 (

v

c
)1−δµ0

1

v2

∫
d2p̄Edp0

(2π)3
Tr[γµγα γβ]

(k̄ + p̄)α(p̄)β
[x(k̄ + p̄)2 + (1− x)p̄2]2

= 0. (2.142)

The momentum part is proportional to δαβ p
2, while the trace is proportional

to the εµαβ tensor, and so it vanishes.
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�1-1"Vacuum polarization scalar

Πm(k0,k) = (
√
gm)2Nf × (−1)

∫
d2pE
(2π)3

Tr[ 1 SF (k + p) 1 SF (p)](2.143)

= gm
1

v2

∫
d2p̄Edp0

(2π)3
Tr[ γα γβ]

(k̄ + p̄)α(p̄)β
[x(k̄ + p̄)2 + (1− x)p̄2]2

=
−|k| gm

8v2
.(2.144)

Although nonzero, when connecting external fermion lines, the resulting dia-

gram would be proportional to the number of replicas nR and vanish in the

nr → 0 limit.

E�ective Gauge Propagator

In Coulomb gauge (longitundal component aL = 0), the kinetic term for the

gauge �eld is

Sgauge =
1

2

∫
dk2dω

(
a0 aT

)(g2

16
k2

√
ω2+v2k2 iκ|k|
iκ|k| wx

k2

|k|+f(ω,k)
+ g2

16

√
ω2 + v2k2

)(
a0

aT

)
, (2.145)

where (k2 ≡ |k|2). Recall that g1 ≡ g2

16
= 1

16
, the e�ective coulomb coupling

wx ≡ +e2

4π2 , and f(k, ω) ≡ σe k
2

|ω|+Dek2 . The transverse component of the gauge

�eld is aT (k, ω) ≡ ik̂xay(k, ω)− ik̂yax(k, ω), where k̂j = kj/|k|.

When dealing with the gamma matrix contraction in Feynman diagram calcu-

lations, we have to write the e�ective gauge propagator obtained from Sgauge

in the a0, ax, ay basis (i, j = x, y):

G00 =
1

k2

g1

√
ω2 + v2k2 + F (k, ω)

g2
1 + κ2 + g1 F (k,ω)√

ω2+v2k2

(2.146)

G0i =
κ

k2

−εijkj
g2

1 + κ2 + g1 F (k,ω)√
ω2+v2k2

, Gi0 = −G0i =
κ

k2

+εijkj

g2
1 + κ2 + g1 F (k,ω)√

ω2+v2k2

(2.147)

Gij = (δij −
kikj

k2 )

g1√
ω2+v2k2[

g2
1 + κ2 + g1 F (k,ω)√

ω2+v2k2

] (2.148)

where F (k, ω) ≡ +e2

4π2

|k|2

|k|+ f(k, ω)
=

+e2

4π2

|k|2

|k|+ σe k
2

|ω|+Dek2

critical limit,De=0−−−−−−−−−−→ +e2

4π2

|k|2

|k|+ σe k
2

|ω|

(2.149)

Screened Disorder Wµν

The disorders g0, gj are screened by the fermion polarization. The Feynman

rules in (2.134)-(2.135) have to be adjusted to account for this screening:

Wµν = W (0)
µν + φ1W

(sc)
µν , (2.150)
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where W
(0)
µν = Diag (g0, i

2gj, i
2gj) is the bare part in (2.134),(2.135) and W

(sc)
µν

is the screening part from the summation of fermion bubbles.

The prefactor φ1 isolates the screened and un-screened contributions: φ1 = 0

means that disorder screening is ignored; φ1 = 1 means that disorder screening

is included. When disorder connects with the gauge propagator, we should set

σe = 0 before setting ω = 0 (due to the presence of the δ(ω)) factor. Other-

wise, there is no disorder screening. Note that the vertex factors are included

in Wµν , so when applying the Feynman rules, we only need to multiply by γµ

without any constant or velocity factor.

We separate the screening part into symmetric and antisymmetric components:

W (sc) = W sym +W as, (2.151)

W sym
00 = g1

−g1gjκ
2 + g0(g1 + wx) (g2

1 + g1wx + 2κ2)

(g2
1 + g1wx + κ2)2

, (2.152)

W sym
ij =

g2
1(g2

1gj + 2g1gjwx − (g0 − 2gj)κ
2)

(g2
1 + g1wx + κ2)2

1

k2
(k2δij − kikj),(2.153)

W as
0i =

g1κ (g1gjwx + (−g0 + gj)κ
2)

[g2
1 + g1wx + κ2]2

−εijkj
k

. (2.154)

Other components of W (sc) not included above vanish.

E�ective Gauge Disorder Ddis
µν

The expressions in (2.136) and (2.137) 2-point vertex rules: each side of the

vertex connects with dressed propagator found in (2.146)-(2.148). The e�ective

gauge disorder is de�ned by

Ddis
µν = GµαD

0,dis
αβ Gβν , (2.155)

where D0,dis
00 = −∆j k

2 de�ned in (2.137), D0,dis
ij = ∆0 (δijk

2 − kikj) de�ned

in (2.136), and D0,dis
0i = D0,dis

i0 = 0. We decompose Ddis
µν into symmetric and



53

antisymmetric components:

Ddis
µν = DS

µν +DAS
µν , (2.156)

DS
00 = −g

2
1v

2∆j + 2g1v
2wx∆j + v2wx

2∆j + ∆0κ
2

(g2
1 + g1wx + κ2)2

, (2.157)

DS
ij =

(g12∆0 + v2∆jκ
2)

v2(g2
1 + g1wx + κ2)2

k2δij − kikj
k2

, (2.158)

DAS
0i =

κ (−g1∆0 + g1v
2∆j + v2wx∆j)

v (g2
1 + g1wx + κ2)2

εijkj
k

. (2.159)

Components of Ddis not listed above are zero.

Since Gµν is constructed by the RPA sum of fermion loops, Gµν can no longer

connect any more fermion loop. Consequently, Ddis
µν does not include any

fermion loops. Note that Ddis
µν generates

∆0,j

Nf
. This disorder renormalizes

∆0,∆j at 3-loop order.

2.D Fermion Self-energy

Self-energy�Screened Disorder Correction Wµν

Σd(p0,p) =

∫
d2k

(2π)2
(12×2) SF (p0 − 0,p− k) (12×2)gm +

∫
d2k

(2π)2
γνSF (p0 − 0,p− k)γµWµν(k)

=

∫
d2k

(2π)2
(12×2) SF (p0 − 0,p− k) (12×2)gm +

∫
d2k

(2π)2
γν

[
(+i)

γ0p0 + v(p− k)iγi
p2

0 + v2(p− k)2

]
γµ Wµν(k)

=
+i

v2

p0γ0

2πε
[gm] +

∫
d2k

(2π)2
γν

[
(+i)

γ0p0 + v(p− k)iγi
p2

0 + v2(p− k)2

]
γµ Wµν(k) (2.160)

=
+ip0γ0

2πεv2
gm +

+ip0γ0

2πεv2
(g0 + 2gj)

+φ1

[
g2

1wx (g1gj − g1g0 − g0 wx)

(g2
1 + g1wx + κ2)2

+
g1 (g1gj + g1g0 + 2g0 wx)

g2
1 + g1wx + κ2

]
−i
ε
p0 γ0

+φ1

(−1)g2
1

[
g2

1gj + 2g1gj wx − (g0 − 2gj)κ
2
]

(g2
1 + g1wx + κ2)2

−i
ε
vpj γj. (2.161)

Self-energy�Gauge Correction

Only the symmetric part of the gauge propagator produces a divergence at

O( 1
Nf

).

Σg(p0,p) = (
−ig√
Nf

)2
(v
c

)2−δµ0−δν0

∫
d3k

(2π)3
γνSF (p− k)γµ Gµν(k0,k) (2.162)

=
−g2

Nf

(+i)
(v
c

)2−δµ0−δν0 1

v2

∫
d2k̄ dk0

(2π)3

[
γν

(p0 − k0)γ0 + (p̄− k̄)aγa
(p0 − k0)2 + (p̄− k̄)2

γµ

]
Gµν(k0, k̄).(2.163)
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Carrying out the momentum integral and setting c = 1:

− Σg(p0,p)

=

∫ ∞
−∞

dz

ig2

(
(v2 − z2)g1 z

2σe +
[
g1z

2v2 − g1z
4 × ξ + wx

√
v2 + z2(v2 − z2)

]∣∣z∣∣)(p0γ0)

4 ε Nf π2 (v2 + z2)2

[√
v2 + z2

(
g2

1 + κ2
)
σe + |z|

(
(g2

1 + κ2)
√
v2 + z2 + g1wx

)]

+

∫ ∞
−∞

dz

ig2

(
g1(v4 − v2z2 − z4)σe −

[
wxz

2
√
v2 + z2 + g1(−v4 + v2z2 + z4 × ξ)

]∣∣z∣∣)(vpjγj)

4 ε Nf π2 (v2 + z2)2

[√
v2 + z2

(
g2

1 + κ2
)
σe + |z|

(
(g2

1 + κ2)
√
v2 + z2 + g1wx

)]
(2.164)

To obtain the above expression, we �rst perform a gradient expansion of

Σ(p0,p) around p0 = p = 0. Next, focus on the linear term in p0,p and

replace the frequency integral k0 → z |k|. When the 2d spatial momentum in-

tegral is done, the result is the expression shown above. The above expression

is integrable only at σe = 0. The ξ term is a divergent integral that arises

from the choice of Coulomb gauge. Physical observables are free from any ξ

dependence.

Self-Energy�E�ective Gauge Disorder Ddis
µν , O(∆X

Nf
)

Σb(p0,p) = (
−i g√
Nf

)2
(v
c

)2−δµ0−δν0

∫
d2k

(2π)2
γνSF (p0 − 0,p− k)γµD

dis
µν (k)(2.165)

=
+i(∆0 + v2∆j)

2Nfπv2ε(g2
1 + κ2)

γ0p0 +
−i (g2

1∆0 + κ2v2∆j)

2Nfπv2ε(g2
1 + κ2)2

(v γjpj). (2.166)

2.E 3-point Vertex ū(q) δΓµ u(p)
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Γµ�Gauge Correction

Γµ1 =
( −ig√

Nf

)3(v
c

)3−δα0−δβ0−δµ0

∫
d2kdω

(2π)3
γαSF (q − k)γµSF (p− k)γβGβα(k, ω) (2.167)

=
( −ig√

Nf

)3(v
c

)3−δα0−δβ0−δµ0 1

v2

×
∫
d2k̄dω

(2π)3
γα(+i)

γ0(q0 − k0) + γc(q̄ − k̄)c
(q0 − k0)2 + (q̄ − k̄)2

γµ(+i)
γ0(p0 − k0) + γd(p̄− k̄)d

(p0 − k0)2 + (p̄− k̄)2
γβGβα(k, ω) (2.168)

To isolate the divergent part, one can set the external momentum p = q = 0.

Following the same steps we used in the self energy diagram evaluation, we

obtain

Γµ1 =
−ig√
Nf

(−g2)

(
(v2 − z2)g1 z

2σe +
[
g1z

2v2 − g1z
4 × ξ + wx

√
v2 + z2(v2 − z2)

]∣∣z∣∣)
4 ε Nf π2 (v2 + z2)2

[√
v2 + z2

(
g2

1 + κ2
)
σe + |z|

(
(g2

1 + κ2)
√
v2 + z2 + g1wx

)](γ0)

+
−ig√
Nf

v

1

(−g2)

(
g1(v4 − v2z2 − z4)σe −

[
wxz

2
√
v2 + z2 + g1(−v4 + v2z2 + z4 × ξ)

]∣∣z∣∣)
4 ε Nf π2 (v2 + z2)2

[√
v2 + z2

(
g2

1 + κ2
)
σe + |z|

(
(g2

1 + κ2)
√
v2 + z2 + g1wx

)](γj).

(2.169)

As before, ξ labels the divergent part. Gauge invariance is easy to check by

comparing with Eq. (2.164): Γt1 = −g√
Nf

∂Σg
∂p0

, Γj1 = −g√
Nf

∂Σg
∂pj

.

Γµ�E�ective Gauge Disorder Correction

Γµ2 =
( −ig√

Nf

)3(v
c

)3−δα0−δβ0−δµ0

∫
d2k

(2π)2
γαSF (q − k)γµSF (p− k)γβD

dis
βα (k)(2.170)

=
−i(∆0 + v2∆j)

2N
3/2
f πv2ε(g2

1 + κ2)
γ0 +

i(g2
1∆0 + v2κ2∆j)

2N
3/2
f πvε(g2

1 + κ2)2
γj. (2.171)

Γµ�Screened Disorder Correction Wµν

Γµ3 = (
−ig√
Nf

)
(v
c

)1−δµ0 ×
∫

d2k

(2π)2
γαSF (q − k)γµSF (p− k)γβWβα (2.172)

=
−ig√
Nf

1

ε

(
g0 + 2gj

2πv2
+ φ1

[g2
1wx (−g1gj + g1g0 + g0 wx)

(g2
1 + g1wx + κ2)2

− g1 (g1gj + g1g0 + 2g0 wx)

g2
1 + g1wx + κ2

])
γ0

+
−ig√
Nf

φ1
1

ε

(g2
1

[
g2

1gj + 2g1gj wx − (g0 − 2gj)κ
2
]

(g2
1 + g1wx + κ2)2

)
γj. (2.173)
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Γµ-Random Mass Correction gm

Γµ4 = (
−ig√
Nf

)
(v
c

)1−δµ0 ×
∫

d2k

(2π)2
1 SF (q − k)γµSF (p− k) 1 gm =

−ig√
Nf

gm
2πv2ε

γ0 + 0 γj. (2.174)

2.F 3-point Vertex ū(q) 12×2 u(p)

12×2�Gauge Correction

Γm1 = (
−ig√
Nf

)2(
v

c
)2−δα0−δβ0

1

v2
(+i)2

×
∫
d2k̄dω

(2π)3
γα
γ0(q0 − ω) + γc(q̄ − k̄)c

(q0 − ω)2 + (q̄ − k̄)2
1
γ0(p0 − ω) + γd(p̄− k̄)d

(p0 − ω)2 + (p̄− k̄)2
γβ Gαβ.(2.175)

Γm1 =

(v2 + z2) g2

[
g1(2v2 + z2)σe + wx

√
v2 + z2 + g1(2v2 + z2) |z|

]
4 ε Nf π2 (v2 + z2)2

[√
v2 + z2

(
g2

1 + κ2
)
σe + |z|

(
(g2

1 + κ2)
√
v2 + z2 + g1wx

)] 12×2

=

g2

[
g1(2v2 + z2)(v2 + z2) σe + wx (v2 + z2)

√
v2 + z2 + g1(2v4 + 3z2v2 + ξ z4) |z|

]
4 ε Nf π2 (v2 + z2)2

[√
v2 + z2

(
g2

1 + κ2
)
σe + |z|

(
(g2

1 + κ2)
√
v2 + z2 + g1wx

)] 12×2.(2.176)

12×2�E�ective Gauge Disorder Correction

Γm2 =
( −ig√

Nf

)2(v
c

)2−δα0−δβ0

∫
d2k

(2π)2
γαSF (q − k) 1 SF (p− k)γβD

dis
βα (k)

=
(∆0 − v2∆j)(g

2
1 − c4κ2)

2πNfv2ε(g2
1 + c4κ2)2

12×2. (2.177)
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12×2�Screened Disorder Correction Wµν

Γm3 =

∫
d2k

(2π)2
γαSF (q − k)1SF (p− k)γβWβα

=

[
−g0 + 2gj

2πv2ε
+ φ1

1

ε

(
− g2

1(2g1 + wx)(−g1gj + g0 g1 + g0wx
(g2

1 + g1wx + κ2)2
+
g1(3g0 g1 − 3g1gj + 2g0wx)

g2
1 + g1wx + κ2

)]
12×2.

(2.178)

12×2�Random Mass Correction gm

Γm4 = (
−ig√
Nf

)×
∫

d2k

(2π)2
1 SF (q − k) 1 SF (p− k) 1 gm =

−gm
2πv2ε

12×2.(2.179)

2.G 4-point Fermion-Fermion Interaction

De�ne

Hµν ≡ Ddis
µν (
−ig√
Nf

)2(
v

c
)2−δµ0−δν0 . (2.180)

Note that Wµν ∼ O( 1
N0
f
) and Hµν ∼ O( 1

Nf
). Take the external three momenta

to be p1, p2, p3, p4, where pi = (ωi,pi). Schematically, the interaction has the

form, [ψ(p3)...ψ(p1)] [ψ(p4)..ψ(p2)]. De�ne:

ΓA ≡ (γ7, γ0,+γx,+γy) , γ7 ≡ 12×2 , T
A1 = (1 gm,Wµν , Hµν) , T̃

A1 = (1 gm,W
(0)
µν , Hµν)(2.181)

W (0)
µν = Diag(g0, i

2gj, i
2gj) (2.182)

We use A,B,C,D = {1, 2, 3, 4} indices to label 1, γ0, γx, γy and number sub-

scripts, e.g., A1, A2, to label which interaction we choose: A1 = 1 for the gm

interaction; A1 = 2 for the Wµν interaction; A1 = 3 for the Hµν interaction.
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The diagrams below correspond to the following expressions:

B1 =

∫
d2k

(2π)2
ψ(p3)ΓBSF (p1 + k)ΓAψ(p1) ψ(p4)ΓDSF (p2 − k)ΓCψ(p2)

× TA1
CA(k, ω = 0) TA2

BD(p1 + k − p3, ω = 0), (2.183)

B2 =

∫
d2k

(2π)2
ψ(p3)ΓBSF (p1 + k)ΓAψ(p1) ψ(p4)ΓCSF (p4 + k)ΓDψ(p2)

× TA1
CA(k, ω = 0) TA2

BD(p1 − p3 + k, ω = 0), (2.184)

B3 =

∫
d2k

(2π)2
ψ(p3)ΓDSF (p3 − k)ΓASF (p1 − k)ΓBψ(p1)

× TA2
BD(k, ω = 0), ψ(p4)ΓCψ(p2) T̃A1

AC(p3 − p1, ω = 0), (2.185)

B4 =

∫
d2k

(2π)2
ψ(p3)ΓAψ(p1) T̃A1

AC(p3 − p1, ω = 0)

× ψ(p4)ΓDSF (p4 − k) ΓCSF (p2 − k)ΓBψ(p2) TA2
BD(k, ω = 0).

(2.186)

For diagrams B3, B4, the TA1 vertex is un-dressed, i.e., W 0
µν , which is directly

related to the random coupling being renormalized.

4-point Interaction�Boxes B3, B4

Diagrams of type B3, B4 can be directly obtained from the 3-point vertex

corrections in Appendices (2.E) and (2.F) with symmetry factor 2 (counting

upper or lower vertices), so we don't have to recompute them at here. The

terms in Γµ renormalize g0, gj and the terms in Γm renormalize gm.

4-point Fermion Interaction�Boxes B1, B2

Diagrams for boxes B1, B2 are presented below.
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The W -H diagrams are O(∆X gX
Nf

). The H-H diagrams are O(
∆2
X

N2
f

).

For each interaction, (ψ̄ψ)(ψ̄ψ), (ψ̄γ0ψ)(ψ̄γ0ψ), (ψ̄iγjψ)(ψ̄iγjψ), we sum all

these diagrams with the help of computer software to O(g2
X ,

gX
Nf

). The contri-

bution from diagrams B1, B2 are the following.

BOX11 =

[
2g0gj

πv2 ε gm
+ φ1(−4g1)

g1 g0 gj(2g
2
1 + 4g1wx + wx

2)− κ2[g0
2g1 + g1gj

2 − 2g0 gj(2g1 + wx)]

ε (g2
1 + g1wx + κ2)2

−φ
2
1

ε

(4g2
1gj

2κ2[g2
1(g2

1 + 2g1wx − wx2) + 2g1(g1 − wx)κ2 − κ4 ]

gm[g2
1 + g1wx + κ2]4

+
4g2

1g0
2κ2[g2

1(g2
1 + 2g1wx + wx

2) + 2g1(g1 + wx)κ
2 − κ4]

gm[g2
1 + g1wx + κ2]4

+
4g0 gjg

2
1

[
− g3

1(g1 + wx)
2(g1 + 2wx)− 2g2

1(g1 + wx)(2g1 + 3wx)κ
2 − g1(5g1 + 2wx)κ

4 + 2κ6
]

gm[g2
1 + g1wx + κ2]4

)]
×(ψ̄1ψ)(ψ̄1ψ). (2.187)

BOXγ0γ0 =

[
2gjgm
πv2 ε g0

− φ1
4g2

1 gm[g2
1gj + 2g1gj wx − (g0 − 2gj)κ

2]

g0 ε[g2
1 + g1wx + κ2]2

]
(ψ̄γ0ψ)(ψ̄γ0ψ). (2.188)

BOXγjγj =

[
2g0gm
πv2εgj

− φ1
g1gm[−g1gjκ

2 + g0(g3
1 + 2g2

1wx + 2wxκ
2) + g1(wx

2 + 2κ2) ]

gjε[g2
1 + g1wx + κ2]2

]
(ψ̄iγjψ)(ψ̄iγjψ).

(2.189)

As mentioned before, the index j = x or y; there is no index sum here. And

we assume the random current disorder variance gx = gy ≡ gj(isotropic).
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2.H 2-loop Vertex Corrections

At leading order, the generic two-loop diagram has the form pictured below.

The interaction legs X1 and X2 can be chosen to be the gauge propagator Gµν

or disorder Eµν ∈ {Wµν , gm}. In principal there are four possibible choice:

(X1, X2) = (G,G), (E,G), (G,E), or (E,E). In the replica limit nr → 0, the

(E,E) diagram vanishes because the fermion bubble is proportional to nR.

Also, (E,G) and (G,E) are the same diagrams so we only need to compute

one of them. The top vertex can be either γµ or 12×2. However, we'll see below

that diagrams using the γµ vertex are zero.

Mass Vertex u 12×2 u�one leg gauge, one leg disorder

ΓX1 =
1

v2

∫
d2q̄dq0

(2π)3

1

v2

∫
d2k̄

(2π)2
u(p3)

(
1

γβ

)
SF (p1 − k)[

−ig√
Nf

(
v

c
)1−δµ0γµ]u(p1) Gµν(k) (−1)×Nf

× Tr
[
[
−ig√
Nf

(
v

c
)1−δν0γν ]SF (q − p1 + p3) 1 SF (q)

(
1

γα

)
SF (k + q − p1 + p3)

](
gm

Wαβ(k − p1 + p3)

)
.

(2.190)

Γ̃X1 =
1

v2

∫
d2q̄dq0

(2π)3

1

v2

∫
d2k̄

(2π)2
u(p3)

(
1

γβ

)
SF (p1 − k)[

−ig√
Nf

(
v

c
)1−δµ0γµ]u(p1) Gµν(k) (−1)×Nf

× Tr
[
[
−ig√
Nf

(
v

c
)1−δν0γν ]SF (q − k)

(
1

γα

)
SF (q − p1 + p3) 1 SF (q)

](
gm

Wαβ(k − p1 + p3)

)
.

(2.191)
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The direction of the fermionic loop momenta is di�erent in Γ and Γ̃. We use

the upper/lower components to distinguish the diagrams that arise from either

gm/Wµν .

To extract the UV divergence, we can set p1 = p3 = 0. For gm, the divergences

in ΓX1 and Γ̃X1 cancel (upon changing variables q → −q in Γ̃X1 and using basic

properties of the trace). For Wαβ, ΓX1 and Γ̃X1 have identical divergences.

ΓX1 =
−g2

1
(
v

c
)2−δµ0−δν0

∫
d3k

(2π)3
ū(p3)

[
γβ

k0γ0 + v kcγc
k2

0 + v2k2
γµ

]
u(p1)

× Gµν(k) ×Wαβ(k)×
∫

d3q

(2π)3
Tr

[
γν

q0γ0 + v qdγd
q2

0 + v2q2
1
q0γ0 + v qeγe
q2

0 + v2q2
γα

(k0 + q0)γ0 + v (kf + qf )γf
(k0 + q0)2 + v2(k + q)2

]
. (2.192)

Refer to the calculations in (2.204) to compute∫
d3q

(2π)3
Tr

[
γν

q0γ0 + v qdγd
q2

0 + v2q2

q0γ0 + v qeγe
q2

0 + v2q2
γα

(k0 + q0)γ0 + v (kf + qf )γf
(k0 + q0)2 + v2(k + q)2

]
=
i ενασ (k0, v k)σ

8v2
√
k2

0 + v2k2
. (2.193)

After setting g = c = 1,

ΓX1 =
−g2

1
(
v

c
)2−δµ−δν0

∫
d3k

(2π)3
ū(p3)

[
γβ

k0γ0 + v kcγc
k2

0 + v2k2
γµ

]
u(p1)×Gµν(k)×Wαβ(k)× i ενασ (k0, v k)σ

8v2
√
k2

0 + v2k2

=
(g0 g1 − gjg1 − gjwx)

4πv2ε(g2
1 + g1wx + κ2)

+φ1

[
2g3

1(g1 + wx)(−g1 gj + g1g0 + g0wx)

ε (g2
1 + g1wx + κ2)3

− g2
1[7g0(g1 + wx)− gj(7g1 + 4wx)]

2ε (g2
1 + g1wx + κ2)2

+
g1(g0 − gj)

ε (g2
1 + g1wx + κ2)

]
.

(2.194)

In total, we need to multiply by a factor of 4 to count the clockwise/counterclockwise

fermion loops and the exchange of W ↔ G in the diagrams.

ΓX1 + Γ̃X1 +
(

ΓX1 + Γ̃X1

)
W↔G

= 4ΓX1 (2.195)

Vector Vertex u γρ u�one leg gauge, one leg disorder

Replace the mass-vertex expressions 1 by γρ
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ΓXρ =
1

v2

∫
d2q̄dq0

(2π)3

1

v2

∫
d2k̄

(2π)2
u(p3)

(
1

γβ

)
SF (p1 − k)[

−ig√
Nf

(
v

c
)1−δµ0γµ]u(p1) Gµν(k) (−1)×Nf

× Tr
[
[
−ig√
Nf

(
v

c
)1−δν0γν ]SF (q − p1 + p3) γρ SF (q)

(
1

γα

)
SF (k + q − p1 + p3)

](
gm

Wαβ(k − p1 + p3)

)
.

(2.196)

Γ̃Xρ =
1

v2

∫
d2q̄dq0

(2π)3

1

v2

∫
d2k̄

(2π)2
u(p3)

(
1

γβ

)
SF (p1 − k)[

−ig√
Nf

(
v

c
)1−δµ0γµ]u(p1) Gµν(k) (−1)×Nf

× Tr
[
[
−ig√
Nf

(
v

c
)1−δν0γν ]SF (q − k)

(
1

γα

)
SF (q − p1 + p3) γρSF (q)

](
gm

Wαβ(k − p1 + p3)

)
.

(2.197)

By similar argument, the term with an even number of γ's in the trace would

cancel between Γ and Γ̃, so in this case we only need to compute upper com-

ponent (gm). Set p1 = p3 = 0, straightforward calculation gives

ΓXρ = (−Nf )(−i)4(
−ig√
Nf

)2(
v

c
)2−δµ0−δν0

1

v2

∫
d3q

(2π)3

1

v2

∫
d2k

(2π)2

×
[
ū(p3)

(−k)c

k2
γcγµ u(p1)

]
Tr[γν/qγρ/q(/q + /k)]

1

q2 q2(k + q)2
Gµν(k, ω = 0) gm

= 0. (2.198)

So there is no contribution from ΓXρ , Γ̃Xρ
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Mass Vertex u 12×2 u�both legs are gauge propagators

ΓZ1 = (
−ig√
Nf

)4 (
v

c
)4−δµ0−δν0−δα0−δβ0 × (−1)× (Nf )

∫
d3kd3q

(2π)3(2π)3
u(p3) γβ SF (p1 − k) γµ u(p1)

×Gµν(k)Tr

[
γνSF (q − p1 + p3) 1 SF (q) γα SF (k + q − p1 + p3)

]
Gαβ(k − p1 + p3).

(2.199)

Γ̃Z1 = (
−ig√
Nf

)4 (
v

c
)4−δµ0−δν0−δα0−δβ0 × (−1)× (Nf )

∫
d3kd3q

(2π)3(2π)3
u(p3) γβ SF (p1 − k) γµ u(p1)

×Gµν(k)Tr

[
γνSF (−k + q + p1 − p3) γα SF (q) 1 SF (q + p1 − p3)

]
Gαβ(k − p1 + p3).

(2.200)

Upon taking the external momenta to zero,

ΓZ1 =
g4

Nf

(
v

c
)4−δµ0−δν0−δα0−δβ0

∫
d3k

(2π)3
ū(p3)

[
γβ

k0γ0 + v kcγc
k2

0 + v2k2
γµ

]
u(p1)

×Gµν(k) Gαβ(k)×
∫

d3q

(2π)3
Tr

[
γν

q0γ0 + v qdγd
q2

0 + v2q2
1
q0γ0 + v qeγe
q2

0 + v2q2
γα

(k0 + q0)γ0 + v (kf + qf )γf
(k0 + q0)2 + v2(k + q)2

]
.

(2.201)

Perform the q integral �rst,

FΓz(k) ≡
∫

d3q

(2π)3
Tr

[
γν

q0γ0 + v qdγd
q2

0 + v2q2

q0γ0 + v qeγe
q2

0 + v2q2
γα

(k0 + q0)γ0 + v (kf + qf )γf
(k0 + q0)2 + v2(k + q)2

]
(2.202)

=
1

v2

∫
d3Q

(2π)3
Tr

[
γν

Qλγλ
Q2

Qργρ
Q2

γα
(K +Q)σ γσ

(K +Q)2

]
. (2.203)

Here we de�ne Q ≡ (q0, v q) , d3Q ≡ dq0d
2(vq) , K ≡ (k0, v k)

Standard Feynman tricks give

FΓz(k) =
i ενασ (k0, v k)σ

8v2
√
k2

0 + v2k2
. (2.204)
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So we have (k0 = ω)

ΓZ1 =
g4

Nf

(
v

c
)4−δµ0−δν0−δα0−δβ0

∫
d3k

(2π)3
ū(p3)

[
γβ

k0γ0 + v kcγc
k2

0 + v2k2
γµ

]
u(p1)

×Gµν(k) Gαβ(k)

(
i ενασ (k0, v k)σ

8v2
√
k2

0 + v2k2

)
= ū(p3) 12×2 u(p1)

×
∫ ∞
−∞

dz

−g4v2(σe + |z|)
[
(v2 + z2)(g2

1 − κ2)σe + |z|
(
g1wx

√
v2 + z2 + (g2

1 − κ2) (v2 + z2)
) ]

16 εNf π2(v2 + z2)
3
2

[√
v2 + z2(g2

1 + κ2)σe + |z|
(
g2

1

√
v2 + z2 + (g1wx +

√
v2 + z2 κ2)

)]2 .

(2.205)

The same manipulations are used in the computations of δ1, δ2. Note that

unlike the case of δ1, δ2, this term renormalizes gm without any divergent in-

tegration, labeled by ξ.

Taking the limit σe = wx = 0, the expression reduces to

ΓZ1

∣∣∣
σe=wx=0

= ū(p3) 12×2 u(p1) × −g4 (g2
1 − κ2)

8 εNf π2(g2
1 + κ2)2

, (2.206)

which agrees with the result in [13] Unlike the case of ΓX1 , the two legs are

identical so the symmetry factor is 2:

ΓZ1 + Γ̃Z1 = 2ΓZ1 . (2.207)

Vector Vertex u γρ u� both legs are gauge propagators

Replace 1 by γρ to obtain the vector counterparts

ΓZρ = (
−ig√
Nf

)4 (
v

c
)4−δµ0−δν0−δα0−δβ0 × (−1)× (Nf )

∫
d3kd3q

(2π)3(2π)3
u(p3) γβ SF (p1 − k) γµ u(p1)

×Gµν(k)Tr

[
γνSF (q − p1 + p3) γρ SF (q) γα SF (k + q − p1 + p3)

]
Gαβ(k − p1 + p3).

(2.208)
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Γ̃Zρ = (
−ig√
Nf

)4 (
v

c
)4−δµ0−δν0−δα0−δβ0 × (−1)× (Nf )

∫
d3kd3q

(2π)3(2π)3
u(p3) γβ SF (p1 − k) γµ u(p1)

×Gµν(k)Tr

[
γνSF (−k + q + p1 − p3) γα SF (q) γρ SF (q + p1 − p3)

]
Gαβ(k − p1 + p3).

(2.209)

By the same argument as before, there are six γ's in the trace, so ΓZρ and Γ̃Zρ

cancel one another:

ΓZρ + Γ̃Zρ = 0. (2.210)

2.I 3-loop Corrections of Disorders ∆0,∆j

With Ddis
αβ Propagator

πµν1 =

∫
d3k

(2π)3

∫
d3q

(2π)3

∫
d2QdQ0

(2π)2

( −ig√
Nf

)4(v
c

)4−δµ0−δν0−δα0−δβ0 (−1)2(Nf )
2

× Tr
[
γµ SF (k − p) 1SF (k −Q)γα SF (k)

]
× gm δ(p0 −Q0)δ(Q0)Ddis

αβ (Q, Q0 = 0) × Tr
[
γνSF (q)γβSF (q −Q) 1SF (q − p)

]
(2.211)

(�ipping the signs for k and q variables )

=

∫
d2Q

(2π)2

[ ∫
d3k

(2π)3

(v
c

)2−δµ0−δα0Tr
[
γµ SF (k + p) 1SF (k +Q)γα SF (k)

]]
×
[ ∫

d3q

(2π)3

(v
c

)2−δν0−δβ0Tr
[
γνSF (q)γβSF (q +Q) 1SF (q + p)

]]
×
[
gm
( −ig√

Nf

)4
N2
f D

dis
αβ (Q, Q0 = 0) δ(p0 = 0)

]
. (2.212)

Naively evaluating this diagram is problematic because the Feynman parame-

ter integrals are not doable. To extract the divergence, we Taylor expand the
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expression to second order in p. First, we de�ne

T µα(Q, p) =

[ ∫
d3k

(2π)3

(v
c

)2−δµ0−δα0Tr
[
γµ SF (k + p) 1SF (k +Q)γα SF (k)

]]
.(2.213)

By reversing the trace order , we have[ ∫
d3q

(2π)3

(v
c

)2−δν0−δβ0Tr
[
γνSF (q)γβSF (q +Q) 1SF (q + p)

]]
(2.214)

= (−1)5

[ ∫
d3q

(2π)3

(v
c

)2−δν0−δβ0Tr
[
γν SF (q + p)S(q +Q)γβSF (q)

]]
= −T νβ(Q, p).(2.215)

Let

πµν1 =

∫
d2Q

(2π)2
[T µα(Q, p)] [−T νβ(Q, p)]×

[
gm
( −ig√

Nf

)4
N2
f D

dis
αβ (Q, Q0 = 0) δ(p0 = 0)

]
(2.216)

and

T2(Q, p) ≡ T µαT νβ (2.217)

T2(Q, p) = T2(Q, 0) +
∂T2

∂px
px +

∂T2

∂py
py +

1

2

[
∂2T2

∂p2
x

p2
x +

∂2T2

∂p2
y

p2
y + 2

∂2T2

∂pxpy
px py

]
+O(p3). (2.218)

=

(
∂T µα

∂px

∂T νβ

∂px

)∣∣∣∣
p=0

p2
x +

(
∂T µα

∂py

∂T νβ

∂py

)∣∣∣∣
p=0

p2
y +

(
∂T µα

∂px

∂T νβ

∂py
+
∂T µα

∂py

∂T νβ

∂px

)∣∣∣∣
p=0

px py +O(p3)

(2.219)

Straightforward calculation gives

T µα(Q, p = 0) = 0. (2.220)

For �rst order derivatives, we can also obtain (after lengthy algebra)

∂T µα

∂pj
=
(v
c

)2−δµ0−δα0 1

v2

i(−i)3

32|Q̄|

(
εµαj +

1

Q̄2

[
εµατ Q̄τ Q̄j + εαjτ Q̄τ Q̄µ − εjµτ Q̄τ Q̄α

])
.(2.221)

Notice that this result is true in 3d with general temporal component Q0

Plugging into Eq. (2.212) and taking the four diagrams into consideration

(each triangle has either clockwise or counterclockwise �owing momenta), the

total result is

πtotµν = 4πµν , (2.222)

where

π11 = (−1)
gm(g2

1∆0 + v2∆jκ
2)

1024πv4ε(g2
1 + g1

wx
v

+ κ2)2
(p̄2
y + p̄2

x), (2.223)

πij = (+1)
gm(g2

1v
2∆j + 2g1v wx∆j + w2

x∆j + ∆0κ
2)

512πv4ε(g2
1 + g1

wx
v

+ κ2)2
(δijp̄

2 − p̄ip̄j),(2.224)
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and p̄i = v pi. π11 renormalizes ∆j and πij renormalizes ∆0. This diagram

scales as 1/N2
f if gm,∆0,∆j scale as 1/Nf .

With Wαβ Propagator

Replace the internal propagator with Wαβ, the remaining calculations are the

same:

π̃totµν = 4π̃µν , (2.225)

where

π̃11 = (−1)
gm gj Nf

1024πv4ε
(p̄2
y + p̄2

x) + φ1

g2
1gmNf (g2

1gj + 2g1gj
wx
v

+ (2gj − g0)κ2 )

1024πv4 ε (g2
1 + g1

wx
v

+ κ2)2
(p̄2
y + p̄2

x)(2.226)

π̃ij = (+1)
g0gmNf

512πv4ε
(δijp̄

2 − p̄ip̄j)

+φ1

g1gmNf

[
g1gjκ

2 − g0(g1 + wx
v

) (g2
1 + g1

wx
v

+ 2κ2)
]

512πv4 ε (g2
1 + g1

wx
v

+ κ2)2
(δijp̄

2 − p̄ip̄j)

(2.227)

and p̄i = v pi. π̃11 renormalizes ∆j, and π̃ij renormalizes ∆0. This diagram

scales as 1/Nf if gm, gj scale as 1/Nf .

With Gauge Propagator Gαβ

By dimensional analysis, this term should be UV �nite,

∼
∫
d2Q

1

Q

1

Q
p2 1

Q

∣∣∣∣
Q0=p0

.

2.J Summary

δ̄1 p0γ
0 + δ̄2 v pjγ

j = Σd + Σg + Σb (2.228)

δgm (ψ̄1ψ) (ψ̄1ψ) = BOX11 + 2
(

Γm1 + Γm3 + Γm4 + 4ΓX1 + 2ΓZ1

)
+ 2Γm2(2.229)
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δg0 (ψ̄γ0ψ) (ψ̄γ0ψ) = BOXγ0γ0 + 2
(

Γµ1 + Γµ3 + Γµ4

)
µ=1

(
−ig√
Nf

)−1 + 2Γµ=1
2 (

−ig√
Nf

)−1(2.230)

δgj (ψ̄iγjψ) (ψ̄iγjψ) = BOXγjγj + 2
(

Γµ1 + Γµ3 + Γµ4

)
µ=j

(
−ig√
Nf

v)−1 + 2Γµ=j
2 (

−ig√
Nf

v)−1(2.231)

where Σb, Γm2 , Γµ=1
2 , Γµ=j

2 are the subleading order terms in the above expres-

sions.

δ̄∆0(δijp
2 − pipj) = 4πij + 4π̃ij (2.232)

δ̄∆j
(p2
x + p2

y) = 4π11 + 4π̃11 (2.233)
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C h a p t e r 3

COMPOSITE FERMION NONLINEAR SIGMA MODELS

3.1 Introduction

Composite fermions [8, 17] provide a powerful alternative perspective of the

quantum Hall e�ect, one in which the integer and fractional e�ects are realized

as integer quantum Hall mean-�eld states. Over the last few years the possible

relevance of composite fermion mean-�eld theory to the entire phase diagram

and, in particular, quantum Hall plateau transitions has been emphasized.

Although mean-�eld theory is inadequate to fully account for the e�ects of

electron interactions, semiclassical reasoning [45] and numerical calculations

[48, 24, 13] indicate that composite fermion mean-�eld theory has several

advantages over the noninteracting electron approach [14] (see, e.g., [49, 26,

37] for some recent work): (1) integer and fractional quantum Hall transitions

[41] are united within a single composite fermion framework (e.g., [39, 15]);

(2) composite fermion mean-�eld theory produces �nite, nonzero quantum

critical conductivity without recourse to residual electron interactions [47];

(3) composite fermion theories can manifestly preserve [40, 38, 23] possible

emergent re�ection symmetries of the electron system [32].

There has been signi�cant progress towards an analytical description of this

quantum criticality [22, 25]. Speci�cally in [22] it was shown that the nonlinear

sigma model (NLSM) for composite fermion di�usion,

SNLSM =

∫
d2x Tr

( 1

2g
(∂jQ)2 + i

θ

16π
εijQ∂iQ∂jQ

)
, (3.1)

contains a topological θ = π term. Here, Q ∈ U(2n)/U(n) × U(n) parame-

terizes composite fermion charge density �uctuations and the replica n → 0

limit is understood. This result holds for both the Halperin, Lee, and Read

(HLR) [12] and Dirac [40, 46, 28] composite fermion theories; it assumes a

quenched disorder ensemble that preserves particle-hole symmetry (see be-

low Eq. (3.6)). In (3.1) g ∝ 1/σcfxx is a marginally-relevant coupling [6] that

characterizes the evolution from the ballistic to the di�usive regime of �nite

(impurity-averaged) conductivity σcfij , measured in units of e2/h. The topo-
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logical θ term 1�familiar from the seminal work of Pruisken et al. [35, 27] on

the integer quantum Hall transition and from theoretical studies of disordered

Dirac fermions in graphene and related systems [2, 43, 30, 31, 1]�is believed to

prevent localization and thereby provide an explanation for the di�usive quan-

tum criticality of the transition. θ = π indicates particle-hole symmetric dc

electrical transport [20, 40]: For the nonrelativistic (HLR) composite fermion,

θ = 2πσcfxy (mod 2π) [35]; for the Dirac composite fermion, θ = π+2πσcfxy (mod

2π) [22, 30].

In this paper we consider the stability of this result to certain particle-hole

symmetry violating perturbations. Consider the mean-�eld composite fermion

Lagrangians for HLR (η = 1) and Dirac (η = 0) composite fermion theories

(see Appendix 3.A for a review), expressed in a standard Dirac notation,

L = Ψ̄
(
i/∂ + /a

)
Ψ− ηΨ†P2

(
i∂0 + a0

)
Ψ +m1Ψ†Ψ +m2Ψ̄Ψ. (3.2)

Above, a0 and aj for j ∈ {1, 2} are uncorrelated quenched scalar and vector

potential disorders; P2 projects onto the second component of Ψ; m1 is a

chemical potential determined by the composite fermion density; and m2 is a

mass that is odd under particle-hole symmetry. We generalize the study in

[22] to include uniform m2 and random a0. We show the θ = π term to be

stable to the addition of nonzero m2. This represents an emergent particle-

hole symmetry of the di�usive quantum critical point. When a0 is included,

we �nd that the topological θ term varies continuously with the strength of

this particle-hole symmetry violating disorder. We are unable to determine

within this NLSM approach (valid for σcfxx � 1) whether the ultimate low

temperature �xed point of the sigma model with θ 6= π is an insulator or a

quantum critical metal with varying Hall conductivity.

The remainder of this paper is organized as follows. We start with a descrip-

tion of the generating functional for disorder-averaged products of retarded

and advanced composite fermion Green's functions. Encoded in this generat-

ing functional are observables such as the composite fermion density of states

and conductivity. We then derive the NLSM for composite fermion mean-�eld

theory, focusing on the topological θ term. We separately consider the e�ects

of particle-hole symmetry preserving and particle-hole breaking quenched dis-

order. We conclude with a discussion of the HLR and Dirac composite fermion

1The θ angle is well de�ned modulo 2π because 1
16π

∫
εijTr(Q∂iQ∂jQ) is integrally

quantized for smooth con�gurations of Q.
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NLSMs and of possibilities for future work. HLR and Dirac composite fermion

mean-�eld theories are de�ned in Appendix 3.A. Additional appendices supple-

ment arguments in the main text. Unless stated otherwise we take e2 = ~ = 1.

3.2 Green's Function Generating Functional

We begin with the generating functional of composite fermion Green's func-

tions. For a suitable choice of parameters this generating functional applies

to both the HLR and Dirac composite fermion theories. We discuss both, in

turn, before focusing for de�niteness on the HLR theory in the next section.

Setup

HLR

Composite fermion mean-�eld states are described by a 2d �eld theory. Within

the replica approach (see, e.g., [29, 3]), disorder-averaged retarded and ad-

vanced HLR composite fermion Green's functions obtain from the disorder

average of the path integral,

Z =

∫
D[ψ]D[ψ†]e−S (3.3)

with action

S = −
∫
d2x ψ†

( 1

2m
D2
j + V + EF + (ω + iε)τ 3

)
ψ. (3.4)

Here ψ† = ψ†I(x) creates an HLR composite fermion of energy EF + ω at

x = (x1, x2); I ∈ {1, . . . , n} refer to retarded fermions and I ∈ {n+ 1, . . . , 2n}
refer to advanced fermions; Dj = ∂j− iaj is a covariant derivative with respect

to possible quenched vector potential disorder aj(x); ε > 0 is an in�nitesimal;

and the diagonal matrix τ 3
IJ = δIJ for I, J ∈ {1, . . . , n} and τ 3

IJ = −δIJ for

I, J ∈ {n+ 1, . . . , 2n}. This last term reduces the symmetry of S to UR(n)×
UA(n) ⊂ U(2n), thereby distinguishing retarded and advanced fermions. The

replica limit n → 0 is understood to be taken after disorder averaging any

correlation function obtained from Z.

Within this mean-�eld approach EF > 0 is the Fermi energy and m/EF is

a �nite nonzero parameter. In particular, we don't constrain the composite

fermion mass m by Kohn's theorem [21]. See Appendix 3.A for additional

details about HLR mean-�eld theory.
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As a consequence of �ux attachment, HLR mean-�eld theory realizes weak,

quenched electron scalar potential disorder V (x) as anticorrelated vector and

scalar potential randomness [19, 45]:

εij∂iaj(x) = −2mV (x). (3.5)

We take the vector potential to be a transverse Gaussian random variable with

zero mean and variance W > 0:

ai(x) = 0, ai(x)aj(x′) = Wδijδ(x− x′). (3.6)

Particle-hole symmetric disorder ensembles have vanishing odd moments V (x1) · · ·V (x2p+1) =

0. Delta-function correlated vector potentials (3.6) arise from power-law cor-

related scalar potentials V (x)V (x′) ∝ |x−x′|−4 [11]. (Nonrelativistic fermions

coupled to power-law correlated vector potential disorder (without scalar po-

tential disorder) obtain singular single-particle properties; two-particle prop-

erties remain regular and appear to coincide with delta-function correlated

vector potential disorder [4, 18, 5].)

Following [22] we relate Z to a Euclidean 2d Dirac theory. First we factorize

the derivative terms in S,

S =

∫
d2x

(
ψ†iv(D1 + iD2)χ+ χ†iv(D1 − iD2)ψ − ψ†

(
EF + (ω + iε)τ 3

)
ψ − 2mv2χ†χ

)
,

(3.7)

using Eq. (3.5) and the auxiliary fermion [40]:

χ =
i

2mv
(D1 − iD2)ψ, χ† = − i

2mv
(D∗1 + iD∗2)ψ† (3.8)

where the arbitrary velocity v > 0 can be set to unity upon a rescaling of

the coordinates and vector potential disorder. Next we de�ne the Euclidean

spinors [44],

Ψ =

(
ψ

χ

)
, Ψ† =

(
ψ† χ†

)
, (3.9)

and choose gamma matrices,

γ1 =

(
0 −i
i 0

)
, γ2 =

(
0 1

1 0

)
, γ5 =

(
−1 0

0 1

)
. (3.10)



80

S becomes the Euclidean 2d Dirac action:

S =

∫
d2x Ψ†

(
γ5γjDj −M1 −M2γ

5
)

Ψ, (3.11)

where the mass matrices are

M1 =
(
m+

EF
2

)
τ 0 +

ω + iε

2
τ 3, M2 =

(
m− EF

2

)
τ 0 +

ω + iε

2
τ 3, (3.12)

where τ 0 is the 2n×2n identity matrix. We choose a regularization preserving

the U(2n) symmetry (present at ω = ε = 0) that identically rotates the spinor

components ψ = 1
2
(1− γ5)Ψ and χ = 1

2
(1 + γ5)Ψ.

Dirac

The corresponding action that appears in the generating functional of Dirac

composite fermion retarded and advanced Green's functions has precisely the

same form as (3.11) with the replacement of the mass matrices by

MD
1 = EF τ

0 +
(
ω + iε

)
τ 3, MD

2 = mDτ
0. (3.13)

See Appendix 3.A for additional details. At ω = ε = 0, the 2d actions gov-

erning HLR and Dirac Green's functions are identical upon the replacements

m + EF/2 ↔ EF and m − EF/2 ↔ mD. Consequently, it's su�cient to con-

sider the HLR generating functional for dc quantities and rename parameters

as appropriate to �nd the corresponding result for Dirac composite fermion

theory.

Euclidean Discrete Symmetries

Hermitian conjugation complex conjugates the masses and leaves the remain-

ing terms unchanged:

S† =

∫
d2x Ψ†

(
γ5γjDj −M∗

1 −M∗
2γ

5
)

Ψ. (3.14)

The retarded and advanced parts of S are Hermitian conjugates at ω = 0 for

particle-hole symmetric disorder aj. We take charge conjugation to act as

CΨC = γ2Ψ∗. (3.15)

Since Ψ†γ5γjΨ and Ψ†Ψ are odd under charge conjugation,

CSC =

∫
d2x Ψ†

(
γ5γjD∗j +M1 −M2γ

5
)

Ψ. (3.16)
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This is consistent with the usual de�nition of charge conjugation (e.g., [33]) and

the identi�cations of iM1 andM2 as �γ5-type" and �conventional" Dirac masses

in the Minkowski signature version of this Euclidean action�see Appendix 3.B.

Because Hermitian conjugation and Wick rotation don't commute, we use the

Minkowski action (3.57) to determine that Ψ and Ψ† transform under a U(1)

chiral rotation as

Ψ→ eiαγ
5

Ψ, Ψ† → Ψ†eiαγ
5

. (3.17)

The derivative terms in S are invariant under continuous chiral transforma-

tions; the mass terms only preserve chiral transformations with α ∈ πZ.

The Dirac composite fermion mass mD changes sign under a particle-hole

transformation of the (2+1)d theory [40]. Notice that M1 is invariant under

the combination of charge-conjugation and a chiral rotation with α = π/2,

while M2 changes sign under this operation. Consequently, we identify this

transformation as the realization of electron particle-hole symmetry in the 2d

Euclidean theory. Consistent with this interpretation, we'll �nd that nonzero

M2 is associated to particle-hole symmetry violating Hall response.

3.3 E�ective Action for Charge Di�usion

In this section we derive the NLSM (3.1) for HLR composite fermion mean-

�eld theory dc charge di�usion. This derivation holds for the Dirac composite

fermion theory with the replacements: m+EF/2→ EF and m−EF/2→ mD

(see (3.12), (3.13) and Appendix 3.A). We focus on the θ angle and its physical

interpretation; the derivation of the leading non-topological term in the NLSM

and further details on the calculation of the topological term can be found in

Appendix 3.D.

Particle-hole Symmetric Disorder

In the dc zero-temperature limit we set the frequency ω = 0 and use Eq. (3.6)

to replace the action in (3.11) with its disorder average:

S = S
(1)

+ S
(2)
, (3.18)

where

S
(1)

=

∫
d2x Ψ†

(
γ5γj∂j −M1 −M2γ

5
)

Ψ, (3.19)

S
(2)

=
W

2

∫
d2x

(
Ψ†Iγ

5γjΨI

)(
Ψ†Jγ

5γjΨJ

)
, (3.20)
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and the parentheses around fermion bilinears indicate gamma matrix index

contraction, e.g.,
(
Ψ†Iγ

5γjΨI

)
≡ Ψ†a,Iγ

5
abγ

j
bcΨc,I for a, b, c ∈ {1, 2}. To under-

stand the e�ects of the interaction S
(2)
, we rewrite it as

S
(2)

=
W

2

∫
d2x

((
Ψ†IΨJ

)(
Ψ†JΨI

)
−
(
Ψ†Iγ

5ΨJ

)(
Ψ†Jγ

5ΨI

))
(3.21)

and decouple the resulting 4-fermion terms using the Hubbard-Stratonovich

�elds XIJ and YIJ ,

e−S
(2)

=

∫
D[X]D[Y ]e

−
∫
d2x

(
1

2W
TrX2+ 1

2W
TrY 2−iXIJΨ†JΨI−YIJΨ†Jγ

5ΨI

)
, (3.22)

where TrX2 ≡ XJIXIJ and TrY 2 ≡ YJIYIJ . XIJ and YIJ each transform in

the adjoint rep of U(2n).

The saddle-point equations that determine 〈XIJ〉 and 〈YIJ〉 have the form:

X =
W

2
Trγ

(∫ d2k

(2π)2

i

iγ5γjkj − (M1 + iX)− (M2 + Y )γ5

)
, (3.23)

Y =
W

2
Trγ

(∫ d2k

(2π)2

γ5

iγ5γjkj − (M1 + iX)− (M2 + Y )γ5

)
, (3.24)

where the trace Trγ is only taken over the gamma matrix indices. We consider

an ansatz for XIJ and YIJ that preserves the UR(n)× UA(n) symmetry:

〈X〉 = Γτ 3 + iΣτ 0, 〈Y 〉 = Y0τ
0, (3.25)

where Γ,Σ, Y0 are real. We've ignored here and below a possible addition to the

〈Y 〉 ansatz proportional to τ 3 that appears to result in broken UR(n)×UA(n)

symmetry. Σ is a logarithmic divergence that we absorb into a rede�nition

of the Fermi energy and composite fermion mass. For general renormalized

M2 there's no solution to (3.24) consistent with our ansatz; however when

M2 = 0 we �nd a nontrivial solution (at ε = 0) indicative of composite fermion

di�usion. This solution produces the �nite scattering rate Γ ∝ WEF for both

spinor components of Ψ. This is di�erent from the replacement of ε by Γ,

which would instead only a�ect 1−γ5

2
Ψ. Eq. (3.24) is solved at �nite Γ by

taking Y0 = 0; thus, YIJ is massive and can be ignored at su�ciently low

energies.

The saddle-point solution requires vanishing particle-hole symmetry violating

mass (recall �3.2). Our interpretation is that even if initial conditions are

chosen such thatM2 6= 0, the saddle-point requires such particle-hole violating
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perturbations to renormalize to zero. This implies the irrelevance of the mD

mass in Dirac composite fermion mean-�eld theory near the di�usive integer

quantum Hall transition; it represents an emergent particle-hole symmetry in

the HLR theory.

The saddle-point solution spontaneously breaks U(2n)→ UR(n)×UA(n). The

Goldstone �uctuations of XIJ about this saddle-point are parameterized by

writing Q(x) ≡ X(x)/Γ = U †(x)τ 3U(x) where U(x) ∈ U(2n). This pa-

rameterization ensures that Q(x) satis�es Q2(x) = 1. Since Q(x) = τ 3 for

U(x) ∈ UR(n)× UA(n), the target manifold of Q(x) is U(2n)/UR(n)× UA(n).

The NLSM for Q obtains by integrating out the fermions,

e−SNLSM =

∫
DΨDΨ†e

−
∫
d2x Ψ†

(
γ5γj∂j−(M1+iΓQ)−M2γ5

)
Ψ
. (3.26)

Since M2 vanishes (ε = 0 in the remainder) in the saddle-point solution, the

derivation of SNLSM from Eq. (3.26) is identical to that in [22]. In particular,

SNLSM contains a topological term (3.1) with θ = π. (This is con�rmed by

the complementary analysis presented in the next section.) The saddle-point

solution that we found indicates that θ = π is stable against perturbation

by particle-hole violating M2. This result holds for both the HLR and Dirac

composite fermion theories

Particle-hole Breaking Disorder

Semiclassical reasoning and numerics [45, 26] suggest that HLR composite

fermions exhibit a Hall conductivity in violation of particle-hole symmetry

(which for HLR composite fermions requires [20] σcfxy = −1
2
at σcfxx < ∞)

if (3.5) isn't satis�ed. Here we explore the e�ects of this broken particle-

hole symmetry within the NLSM approach. (An alternative route to broken

particle-hole symmetry that we don't pursue here is to consider a disorder

ensemble with nonvanishing odd moments, in contrast to (3.6).)

To this end, we include additional scalar potential randomness V0(x) coupling

to ψ†ψ in (3.4)�independent of the anticorrelated vector and scalar poten-

tial disorders in (3.5)�that has zero mean and variance W0. (Such a chiral

coupling manifestly violates particle-hole symmetry in the Dirac composite

fermion theory.) The contribution of V0(x) to the disorder-averaged action
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S = S
(1)

+ S
(2)

+ S
(3)

is

S
(3)

= −W0

2

∫
d2x
(
Ψ†I

1− γ5

2
ΨI

)(
Ψ†J

1− γ5

2
ΨJ

)
, (3.27)

where S
(1)

and S
(2)

are given in Eqs. (5.2) and (3.20). In parallel with our

treatment of S
(2)

discussed in the previous section, we decouple the �chiral dis-

order" in S
(3)

with an additional Hubbard-Stratonovich �eld ZIJ ∝ Ψ†I
1−γ5

2
ΨJ

and look for a saddle-point solution to the equations determining 〈XIJ〉, 〈YIJ〉,
and 〈ZIJ〉:

X =
W

2
Trγ

(∫ d2k

(2π)2

i

iγ5γjkj − (M1 + iX + iZ
2
)− (M2 + Y − iZ

2
)γ5

)
,

(3.28)

Y =
W

2
Trγ

(∫ d2k

(2π)2

γ5

iγ5γjkj − (M1 + iX + iZ
2
)− (M2 + Y − iZ

2
)γ5

)
,

(3.29)

Z =
W0

4
Trγ

(∫ d2k

(2π)2

1− γ5

iγ5γjkj − (M1 + iX + iZ
2
)− (M2 + Y − iZ

2
)γ5

)
.

(3.30)

As detailed in Appendix 3.C, we �nd a UR(n)× UA(n) preserving solution to

these equations with the ansatz:

〈X〉 = Γ2τ
3 + iX0τ

0, (3.31)

〈Y 〉 = Y0τ
0, (3.32)

〈Z〉 =
(
Γ1 − Γ2

)
τ 3 + iZ0τ

0, (3.33)

where Γ1,2 > 0 and we've again ignored a possible term in the 〈Y 〉 ansatz
proportional to τ 3. We absorb the logarithmically divergent real constants X0

and Z0 into a renormalization of m and EF . Y0 is a �nite real constant that

allows for nonzero (renormalized) M2 = m − EF/2 ∝ W0. The renormalized

saddle-point mass matrix is therefore(
EF τ

0 + iΓ1τ
3 0

0 2mτ 0 + iΓ2τ
3

)
. (3.34)

Nonzero W0 has produced unequal di�usion constants Γ1 and Γ2 for 1−γ5

2
Ψ

and 1+γ5

2
Ψ.

Similar to before, the saddle-point solution (3.31) - (3.33) spontaneously breaks

the U(2n) symmetry to U(n)R × U(n)A. We consider the �uctuations about
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this saddle-point by writing Q1(x) ≡ (X(x) + Z(x))/Γ1 = U1(x)τ 3U †1(x) and

Q2(x) ≡ X(x)/Γ2 = U2(x)τ 3U †2(x) where U1(x), U2(x) ∈ U(2n). Since the

action is only invariant under global �vector" U(2n) rotations (under which
1−γ5

2
Ψ and 1+γ5

2
Ψ transform identically) when EF or m is nonzero, the Gold-

stone bosons correspond to those �uctuations of Q1 and Q2 for which U1 = U2;

the �axial" �uctuations Q1 6= Q2 are massive (see Appendix 3.D for an explicit

demonstration) and can be neglected at low energies 2. Thus we have a single

light matrix bosonQ = Q1 = Q2 ∈ U(2n)/UR(n)×UA(n) that we parameterize

as Q(x) = U(x)τ 3U †(x) with U(x) ∈ U(2n).

The NLSM for Q obtains by integrating out the fermions. The real part of

SNLSM , which describes the diagonal conductivity of the system 1/g ∝ W � 1,

is calculated in Appendix 3.D. The imaginary part of SNLSM is the topological

θ term,

Stop = i
θ

16π

∫
d2x Tr

(
εijQ∂iQ∂jQ

)
. (3.35)

This term weightsQ con�gurations by the second homotopy group Π2

(
U(2n)/UR(n)×

UA(n)
)

= Z. Since this classi�cation is independent of the replica index n, we

set n = 1 and so Q(x) = U(x)τ 3U †(x) ∈ U(2)/UR(1) × UA(1) = SU(2)/U(1)

with U(x) ∈ SU(2). To extract the topological term, it's convenient to perform

the gauge transformation Ψ → U(x)Ψ before integrating out the fermions.

This allows us to interpret the �uctuations of Q in terms of the SU(2) gauge

�eld,

Aj = iU †∂jU. (3.36)

Introducing the background �elds,

ϕ1 = m+τ
0 + iΓ+τ

3, ϕ2 = m−τ
0 + iΓ−τ

3, (3.37)

for m± = m± EF/2 and Γ± = Γ2±Γ1

2
, we calculate SNLSM to quadratic order

in Aj,

e−SNLSM =

∫
DΨDΨ†e

−
∫
d2x Ψ†

(
γ5γj(∂j−iAj)−ϕ1−ϕ2γ5

)
Ψ
. (3.38)

2The Goldstone phase of the O(n) model perturbed by a O(n−1) preserving �eld h is a
useful analogy here: at h= 0 the Goldstone �uctuations are parameterized byO(n)/O(n−1);
at h 6= 0 the Goldstone �uctuations are parameterized by O(n − 1)/O(n − 2) with the
remaining degrees of freedom massive.
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This is su�cient to obtain the topological term, which is cubic in Q. Using

(3.36) to relate Q to Aj and the identity εjk∂jAk = iεjkAjAk for a pure gauge

potential, the topological θ term,

Stop =
1

4π

∫
d2x Tr

(
τ 3εjk

(
θI∂jAk + iθIIAjAk

))
(3.39)

and the θ angle,

θ = θI + θII . (3.40)

Given the relation θ = 2πσcfxy, θ
II and θI are associated to the �classical" and

�quantum" contributions to the Hall conductivity of the system [42].

We now calculate each of these contributions to θ. Appendix 3.D contains addi-

tional details. For particle-hole symmetry breaking ϕ2�generated by W0�we

are unable to use the chiral anomaly argument in [22] to determine θ 3. In-

stead we combine a result of Goldstone and Wilczek [10], familiar from work

on topological insulators [36], with a direct evaluation; a similar argument in

this context can be found in [30].

Because θI in (3.39) is only sensitive to the Abelian subgroup of SU(2) gen-

erated by τ 3, we can simplify its determination by focusing on the associated

Abelian gauge �eld 1
2
Tr(τ 3Aj) under which the retarded and advanced compo-

nents of Ψ carry opposite charge. We'll furthermore treat ϕ1 and ϕ2 in (3.37)

as smoothly varying complex �elds that assume their �xed values at the end

of this calculation. Writing ϕ1,2 in terms of the complex �elds χR,A1,2 ,

ϕ1 + ϕ2 =

(
eiχ

R
1 0

0 eiχ
A
1

)
, ϕ1 − ϕ2 = −

(
e−iχ

R
2 0

0 e−iχ
A
2

)
, (3.41)

the generalization of [10] to complex ϕ1,2 gives the linear in Aj contribution

to Stop:

SItop =
1

8π

∫
d2x εjk∂j

(
χR1 + χR2 − χA1 − χA2

)
Tr
(
τ 3Ak

)
. (3.42)

After an integration by parts, we identify

θI = −1

2

(
χR1 + χR2 − χA1 − χA2

)
. (3.43)

3The issue is that a non-unitary chiral rotation is required to relate the retarded and
advanced fermion mass matrices. We are unaware how the gauge �eld e�ective action
changes under such to transformations.
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We now evaluate θI on the saddle-point solution in (3.37). To ensure that θI

is well de�ned modulo an integer multiple of 2π, we constrain the real parts

Re[χR,A1,2 ] ∈ [0, π). For general ϕ1,2 it's necessary to perform some combination

of a charge conjugation (3.16) and a chiral rotation with α = π/2 (3.17) on

each fermion species in order to solve for χR,A1,2 . Note that a �ip of the relative

sign in χR1 + χR2 − χA1 − χA2 accompanies a charge conjugation on an advanced

or retarded fermion. Likewise any chiral rotation would generally include an

additional contribution to the NLSM action due to the anomalous variation

of the fermion measure [9] in Eq. (3.38). For the ϕ1,2 under consideration, it's

only necessary to perform a charge conjugation on the advanced fermions with

the result (see Appendix 3.D):

θI = π + arctan
( Γ+ − Γ−
m+ −m−

)
− arctan

( Γ+ + Γ−
m+ +m−

)
. (3.44)

In the di�usive regime 0 < Γ1,2 � EF with weak particle-hole symmetry

violation |Γ1 − Γ2| ∝ W0 � W ,

θI = π +O(W0). (3.45)

Eq. (3.39) indicates that θII is sensitive to the non-Abelian nature of SU(2).

By direct evaluation of (3.38) of the quadratic in Aj contribution to Stop, we

�nd (see Appendix 3.D)

θII =
m+Γ− −m−Γ+

m+Γ+ −m−Γ−

(
arctan

( Γ+ − Γ−
m+ −m−

)
+ arctan

( Γ+ + Γ−
m+ +m−

))
. (3.46)

θII = 0 when W0 = 0. Thus only θI contributes to θ when the disorder has

particle-hole symmetry.

3.4 Discussion

In this note we showed the nonlinear sigma model of dc charge di�usion in

HLR and Dirac composite fermion mean-�eld theories coincide in the presence

of particle-hole symmetry preserving quenched disorder. In particular, both

the Dirac and HLR sigma models contain a θ = π term that is attractive with

respect to a certain particle-hole violating perturbation (see Eq. (3.2)). This

topological term alters the renormalization group �ow of the sigma model�

which in its absence �ows to a massive phase�towards a gapless �xed point.

Consequently, this topological term simultaneously serves to prevent localiza-

tion and explain the di�usive quantum criticality of the integer Hall transition.
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Our result shows how particle-hole symmetry can emerge in the HLR compos-

ite fermion theory and gives further evidence for the possible IR equivalence

of the Dirac and HLR theories.

We have also showed how electron particle-hole breaking disorder can shift

the θ angle away from π. Since θ = 2πσcfxy (mod 2π) for the HLR theory

and θ = π + 2πσcfxy (mod 2π) for the Dirac theory, nonzero W0 results in

a violation of particle-hole symmetric electrical transport [20, 40]. Because

the nonlinear sigma model description is only appropriate for longitudinal

conductivities σcfxx � 1 (in units of e2/h = 1), we aren't able to determine

the identity of the state that obtains for σcfxx ≤ 1 towards which the nonlinear

sigma model evolves. (Recall that the longitudinal conductivity is a coupling in

the nonlinear sigma model that runs towards zero.) It would be interesting to

understand if particle-hole symmetry emerges for σxx ∼ 1, as predicted in [34]

and found in a numerical study of noninteracting electrons [16]. Alternatively,

if particle-hole symmetry doesn't emerge, we expect either a gapped insulator

or a di�usive metal (at least in the vicinity of the particle-hole symmetric limit

at θ = π). It would be interesting to connect our result with recent work [13]

that found evidence for a line of extended states with continuously varying

exponents as particle-hole symmetry is violated by varying the coe�cient of

electron scalar potential V (x) in (3.5).
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APPENDIX

3.A Composite Fermion Mean-Field Theory

In this appendix we derive the composite fermion mean-�eld theory Lagrangian

(3.2). For a suitable choice of parameters, this Lagrangian describes both the

HLR and Dirac composite fermion theories and it forms the basis for our

current study.

HLR Mean-Field Theory

The HLR Lagrangian is [12]

LHLR = ψ†
(
i∂0 + A0 + a0 −

(
i∂j + Aj + aj

)2

2m

)
ψ +

εµνρ

8π
aµ∂νaρ + . . . . (3.47)

Here, ψ† creates an HLR composite fermion; Aµ is the external electromagnetic

�eld; aµ is a dynamical (2+1)d Chern-Simons gauge �eld; m is an e�ective

mass, εµνρ with µ, ν, ρ ∈ {0, 1, 2} is the antisymmetric symbol with ε012 = 1;

and the �. . ." include all other possible couplings and interactions, which we

set to zero in the remainder of this appendix. Variation of L with respect to

A0 implies the electron and composite fermion densities are equal. A nonzero

uniform magnetic �eld εij∂iAj = B > 0 is assumed such that the electron

�lling fraction ν = 1/2.

To write this Lagrangian in a Dirac form, we factorize the spatial derivative

terms using the auxiliary fermion χ de�ned in (3.8):

LHLR = ψ†
(
i∂0 + A0 + a0

)
ψ − ψ†iv(D1 + iD2)χ− χ†iv(D1 − iD2)ψ + 2mv2χ†χ+

εµνρ

8π
aµ∂νaρ

(3.48)

where the arbitrary velocity v > 0. (In the main text we rescale the spatial

coordinates and the vector �eld to set v = 1 in the 2d theory associated to Lhlr.
The Fermi energy and frequency are then rede�ned to absorb v: EF/v

2 → EF

and ω/v2 → ω.) Notice that the scalar potential A0 + a0 only couples to ψ.

The mean-�eld approximation consists of imposing the a0 equation of motion

(i.e., �ux attachment),

ψ†ψ = − 1

4π
εij∂iaj, (3.49)
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and then setting all dynamical �uctuations of aµ to zero. Introducing Ψ =(
ψ χ

)T
and the gamma matrices (Γ0,Γ1,Γ2) = (σ3, iσ1, iσ2) for the Pauli-σ

matrices σj, the resulting mean-�eld Lagrangian is

L = Ψ̄
(
i/∂ + /a

)
Ψ−Ψ†P2

(
i∂0 + a0

)
Ψ +

(
mv2 +

EF
2

)
Ψ†Ψ−

(
mv2 − EF

2

)
Ψ̄Ψ,

(3.50)

where Ψ̄ = Ψ†Γ0, i/∂ + /a = iΓ0(∂0 + a0) + ivΓj(∂j + aj), P2 =

(
0 0

0 1

)
projects

onto the second component of Ψ, we've replaced Aµ +aµ by aµ, and the Fermi

energy EF > 0 �xes ψ†ψ = B/4π on average.

Dirac Mean-Field Theory

The Dirac composite fermion Lagrangian is [40, 46, 28, 38]

LD = Ψ̄
(
i/∂ + /a

)
Ψ +mDv

2Ψ̄Ψ− 1

4π
εµνρAµ∂νaρ +

1

8π
εµνρAµ∂νAρ, (3.51)

where Ψ is a 2-component Dirac fermion; aµ is a dynamical (2+1)d gauge

�eld; Aµ is the external electromagnetic �eld; mD is a (2 + 1)d Dirac mass;

and the remaining terms are de�ned as below (3.50). A uniform magnetic

�eld εij∂iAj = B > 0 and an electron �lling fraction ν = 1/2 are assumed.

In contrast to the HLR composite fermion theory, the scalar potential couples

to both components of Ψ in the Dirac theory. Particle-hole symmetry is a

manifest invariance of LD [40, 38] at mD = 0.

Similar to before, the mean-�eld approximation consists of imposing the a0

equation of motion,

Ψ†Ψ =
B

4π
, (3.52)

and setting all dynamical �uctuations of aµ to zero. The resulting mean-�eld

Lagrangian is

L = Ψ̄
(
i/∂ + /a

)
Ψ + EFΨ†Ψ +mDv

2Ψ̄Ψ, (3.53)

where EF > 0 �xes (3.52) on average. Possible quenched randomness in A0

sources random aj through the 1
4π
εijA0∂ijaj coupling in LD.

3.B Minkowski Action

In this appendix we translate the 2d Euclidean action S in (3.11) into Minkowski

signature. Introduce the Minkowski spinors [44],

ΨM = e
π
4
γ2γ5

Ψ, Ψ†M = Ψ†e
π
4
γ2γ5

, (3.54)
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(note the same transformation is used for ΨM and Ψ†M) and gamma matrices,

γ̃1 = γ1, γ̃2 = −γ5, γ̃5 = γ2. (3.55)

The action S becomes

−
∫
d2x Ψ†M

(
γ̃2γ̃jDj −M1γ̃

2γ̃5 −M2γ̃
2
)

ΨM . (3.56)

Next weWick rotate to Minkowski signature (+1,−1) by de�ning x0 = −ix2, x1 =

x1 and γ0
M = γ̃2, γ1

M = iγ̃1, γ5
M = iγ̃5. The resulting Minkowski-signature ac-

tion is

SM = i

∫
dx0dx1Ψ̄M

(
iγµMDµ −M1γ

5
M −M2

)
ΨM , (3.57)

where µ ∈ {0, 1}, Ψ̄ = Ψ†Mγ
0
M , Dµ = ∂µ − iAµ, and A0 = ia2, A1 = a1. This

action contains a γ5-type Dirac mass (matrix) iM1 and a conventional Dirac

mass (matrix) M2. The chiral transformation in Minkowski signature is

ΨM → eiαγ
5
MΨM , Ψ†M → Ψ†Me

−iαγ5
M . (3.58)

3.C XYZ Saddle-Point Analysis

In this appendix we detail our saddle-point solution for particle-hole breaking

disorder; our analysis of particle-hole preserving disorder obtains by taking

W0 = 0. We begin with the saddle-point equations,

X =
W

2
Trγ

(∫ d2k

(2π)2

i

iγ5γjkj − (m+ + iX + iZ
2
)− (m− + Y − iZ

2
)γ5

)
,

(3.59)

Y =
W

2
Trγ

(∫ d2k

(2π)2

γ5

iγ5γjkj − (m+ + iX + iZ
2
)− (m− + Y − iZ

2
)γ5

)
,

(3.60)

Z =
W0

4
Trγ

(∫ d2k

(2π)2

1− γ5

iγ5γjkj − (m+ + iX + iZ
2
)− (m− + Y − iZ

2
)γ5

)
,

(3.61)

and the UR(n)× UA(n) ansatz,

〈X〉 = (Γ+ + Γ−)τ 3 + iX0τ
0, (3.62)

〈Y 〉 = Y0τ
0, (3.63)

〈Z〉 = −2Γ−τ
3 + iZ0τ

0, (3.64)
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where m± = m± EF/2 and Γ± = Γ2±Γ1

2
.

We de�ne the real parameters J1 and J2 by

iJ1τ
3 + J2τ

0 ≡
∫

d2k

(2π)2

1

k2 + (m+ + iX + iZ
2
)2 + (m− + Y − iZ

2
)2
, (3.65)

where by direct evaluation we �nd

J1 =
sign(Γ−m̃− − Γ+m̃+)

8π

(
π − 2 arctan

(m̃2
− − m̃2

+ − Γ2
− + Γ2

+

2|Γ−m̃− − Γ+m̃+|

))
, (3.66)

J2 = − 1

8π
log
( Λ4(

(Γ+ + Γ−)2 + (m̃+ + m̃−)2
)(

(Γ+ − Γ−)2 + (m̃+ − m̃−)2
)),

(3.67)

with shifted

m̃+ = m+ −X0 − Z0, (3.68)

m̃− = m− − Y0, (3.69)

and UV cuto� Λ. Written in terms of these parameters the saddle-point equa-

tions Eqs. (3.59) - (3.61) become

2Γ− = W0

(
J1(m̃+ + m̃−) + J2(Γ+ + Γ−)

)
, (3.70)

Z0 = −W0

(
J1(Γ+ + Γ−)− J2(m̃+ + m̃−)

)
, (3.71)

Γ+ + Γ− = −W
(
J1m̃+ + J2Γ+

)
, (3.72)

X0 = −W
(
J1Γ+ − J2m̃+

)
, (3.73)

0 = W
(
J1m̃− + J2 Γ−

)
, (3.74)

Y0 = −W
(
J1 Γ− + J2m̃−

)
. (3.75)

We solve these equations for X0, Y0, Z0,Γ±, and m−:

m− =
−m+W0

(
J2 +W (J2

1 + J2
2 )
)

2 + J2(3W0 + 4W ) +W (3W0 + 2W ) (J2
1 + J2

2 )
, (3.76)

Y0 =
−m+W0W (J2

1 + J2
2 )

2 + J2(3W0 + 4W ) +W (3W0 + 2W ) (J2
1 + J2

2 )
, (3.77)

Γ− =
E1W0J1

2 + J2(3W0 + 4W ) +W (3W0 + 2W ) (J2
1 + J2

2 )
, (3.78)

Γ+ + Γ− =
−2m+WJ1

2 + J2(3W0 + 4W ) +W (3W0 + 2W ) (J2
1 + J2

2 )
, (3.79)

Z0 =
2m+W0

(
J2 +W (J2

1 + J2
2 )
)

2 + J2(3W0 + 4W ) +W (3W0 + 2W ) (J2
1 + J2

2 )
, (3.80)

X0 =
m+W

(
2J2 +

(
W0 + 2W )(J2

1 + J2
2 )
)

2 + J2(3W0 + 4W ) +W (3W0 + 2W ) (J2
1 + J2

2 )
. (3.81)
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Notice that Y0,Γ−, Z0, and m− vanish as W0 → 0. We treat m− = m− EF/2
as a variable in order to avoid an overly constrained set of equations; our

interpretation is that W0 and W disorders cause m/EF to renormalize to a

value determined by the saddle-point equations. To ensure the scattering rates

Γ+ ± Γ− > 0 of 1±γ5

2
Ψ are positive, we require

J1

(
2 + J2(3W0 + 4W ) +W (3W0 + 2W ) (J2

1 + J2
2

)
< 0. (3.82)

.

The retarded/advanced 2d Euclidean fermion Green's function that obtains

from this saddle-point solution,

gR/A = 〈x| 1

iσ1∂1 − iσ2∂2 +
(
m+ −X0 − Z0 + ω ± iΓ+

)
−
(
m− − Y0 − ω ± iΓ−

)
σ3

|x′〉

(3.83)

where ω parameterizes deviations about the Fermi energy, suggests how to

absorb the logarithmic divergence J2 into renormalized parameters. We �rst

introduce the renormalization factors,

ZR ≡
2 + J2(3W0 + 4W ) +W (3W0 + 2W ) (J2

1 + J2
2 )

(2 +W0 J2 + 2WJ2)
, (3.84)

ZL ≡
J2 +W (J2

1 + J2
2 )

J2

. (3.85)

Then the renormalized m± and Γ± are

mR
+ =

m+ −X0 − Z0

ZR
, (3.86)

mR
− =

m− − Y0

ZL
, (3.87)

ΓR− = W0

mR
−J1

2 + (W0 + 2W )J2

, (3.88)

ΓR+ = −
(
2W +W0

) mR
−J1

2 + (W0 + 2W )J2

. (3.89)

The condition (3.82) ensures the renormalized ΓR+ ± ΓR− are positive. We use

these renormalized parameters (without the R superscript) in the main text

to �nd the θ angle.

3.D Detailed NLSM Derivation

In this Appendix we detail the calculation of the NLSM for Q that is sketched

in �3.3.
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Setup

Here we have found it convenient to employ a di�erent convention than the one

used in the main text. The �translation table" between the two conventions is

given below.

Γ1 =
α2 + α1

2
(3.90)

Γ2 =
α2 − α1

2
(3.91)

Γ+ =
Γ2 + Γ1

2
=
α2

2
(3.92)

Γ− =
Γ2 − Γ1

2
=
−α1

2
(3.93)

γ1 = σy, γ2 = σx, γ5 = −σz. (3.94)

Above (σx, σy, σz) are the usual Pauli sigma matrices. Furthermore, we re�ect

both coordinates (x, y)→ (−x,−y) and reverse the overall signs of the fermion

and NLSM actions in (3.38):

eSNLSM =

∫
DΨDΨ† eS, (3.95)

with

S =

∫
d2x Ψ†

(
iσx∂x − iσy∂y −m−σz +m+σ0 + i

α1σz + α2σ0

2
Q
)

Ψ. (3.96)

Here σ0 is the 2×2 identity matrix. In the dc limit of interest, m± = m±EF/2.
The matrix boson Q(x) = U(x)τ 3U †(x) for U(x) ∈ U(2n) where τ 3 = σz⊗σn0 .
Since all terms except for Q are singlets with respect to the replica indices

(i.e., the τ space), we (generally) leave implicit the 2n× 2n identity matrix τ0

in this subspace.

We partially follow [30] to separately derive the real and imaginary parts of

SNLSM . Before proceeding, we de�ne the self-consistent Born approximation

(SCBA) Green's functions,

g± ≡
1

m+σ0 + iσx∂x − iσy∂y −m−σz ± i(α1σz+α2σ0

2
)τ 3

, (3.97)

which are related to the retarded and advanced Green's functions gR,A as

follows:

(g+)† = g− , g+ = Diag(gR, gA)τ , g− = Diag(gA, gR)τ (3.98)

g+ − g− = (gR − gA) τ 3, g+ + g− = (gR + gA) τ0. (3.99)

Note that the ± subscript of g± labels the sign of the imaginary part of the

Green's function; it is unrelated to the ± subscript of the masses m±.
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Real Part of SNLSM

To compute the real part of SNLSM we directly compute the fermion determi-

nant implied by (3.95):

Re
(
SNLSM

)
+ iIm

(
SNLSM

)
= Tr ln

((
m+ σ0 −m− σz + iσx∂x − iσy∂y

)
+ i

α1σz + α2σ0

2
Q
)
.

(3.100)

For any operator X̂ with determinant det X̂ = Reiθ, we seek lnR. Let iĈ ≡
i (α1σz+α2σ0

2
)Q, B̂ ≡ m+ σ0 − m− σz + iσ∂x − iσy∂y, we can decompose the

operator in 2× 2 σ-space using the identities:

det[iĈ + B̂] = det[i Ĉ] + det[B̂] + i det[Ĉ]Tr[Ĉ−1 B̂], (3.101)

det[(B̂ + iĈ) Ĥ−1 (B̂ − iĈ) Ĥ] =
∣∣∣ det[iĈ + B̂]

∣∣∣2, (3.102)

where Ĥ is any constant matrix in σ-space that sati�es [Ĉ, Ĥ] = 0. We choose

Ĥ = (α1σz+α2σ0

2
). Up to an unimportant constant that we drop, we �nd

Re
(
SNLSM

)
=

1

2
Tr ln

[
(g−1

+ − i Ĥτ 3 + i Ĥ Q) (Ĥ)−1 (g−1
− + i Ĥ τ 3 − i Ĥ Q)

]
=

1

2
Tr
[( i

2
(gR − gA) /∇Q

)
− 1

2

( i
2

(gR − gA) /∇Q
) ( i

2
(gR − gA) /∇Q

)]
=

1

16
Trσ

[
(gR − gA) κa (gR − gA)κb

]
Tr[∇aQ∇bQ]

≡ −Sjk
8

Tr[∇jQ∇kQ] (3.103)

where /∇
i
≡ κx

∂x
i

+ κy
∂y
i
, κx = σx, κy = −σy. We identify Sjk = σcfxx δjk as the

dc longitudinal conductivity:

σcfxx = −1

2
Tr
[
(gR − gA) σx (gR − gA)σx

]
(3.104)

= 1 +
(4m2

+ − 4m2
− − α2

1 + α2
2)(π + 2arccot[ |m+ α2+m− α1|

4m2
+−4m2

−+α2
1−α2

2
])

8|m+ α2 +m− α1|

≈
π(m2

+ −m2
−)

|m+ α2 +m− α1|
� 1. (3.105)

The last expression uses the weak disorder limit, i.e., O(EF ) ≈ O(m)� α2, α1.

Here and below we use the dc (ω → 0) limit of the Kubo formula:

σcfij (q → 0, ω + iη) = −
∫
d2r′

V

∫
d2r

1

2πω

∫ ∞
−∞

dz

×

(∫ ∞
−∞

dz

(
[f(z)− f(z − ω)] Tr[κiG

R
z (r, r′)κj G

A
z−ω(r′, r)]

+ f(z) Tr[κiG
R
z+ω(r, r′)κj G

R
z (r′, r)]
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− f(z) Tr[κiG
A
z (r, r′)κj G

A
z−ω(r′, r)]

)
. (3.106)

For the Dirac theory, the SCBA Green's function is

GD(ε+ EF ;ω)R/A =
1

(ε+ EF + ω)σ0 −mDσz + i∂xσx − i∂yσy ± iα1σz+α2σ0

2

.(3.107)

For the linearized HLR theory,

g(ε+ EF ;ω)R/A =
1

(ε+ EF )σ0 + ω P1 + 2m− P2 + i∂xσx − i∂yσy ± iα1σz+α2σ0

2

,(3.108)

where P1 = 1+σz
2
, P2 = 1−σz

2
. The frequency term should be thought as �mass"

term in the Hamiltonian instead of the physical frequency appear in (3.106);

otherwise it's unable to match the object de�ned in Kubo formula. Notice that

since we've included the Fermi level in the above Greens function, we only need

to perform the energy integral
∫
dzf(z) up to zero. We comment that a direct

calculation of the Hall conductivity using the above SCBA Green's functions

agrees with the results below, up to the crucial additive term equal to 1
2
.

Goldstone Parameterization

In the main text we argued that the massless Goldstone modes correspond to

Q1 = Q2 �uctuations, where the matrix bosons Q1, Q2 ∈ U(2n)/U(n)×U(n).

The Q1 = Q2 �uctuations correspond to �vector" gauge transformations of Ψ.

Here we show explicitly that �axial" gauge transformations corresponding to

Q1 6= Q2 �uctuations are massive.

Consider the two-�eld sigma model

S[Q1, Q2] ≡ Trln
[(
m+ σ0 −m− σz + iσx∂x − iσy∂y

)
+

(
iΓ1Q1 0

0 iΓ2Q2

)
σ

]
(3.109)

Using the same logic that produced (3.103) with Ĥ = (α1σz+α21σ
2

) = iΓ1P1 +

iΓ2P2, P1 = 1+σz
2
, P2 = 1−σz

2
, and including a test function f , we calculate

(g−1
+ − i Ĥτ 3 + iΓ1Q1P1 + iΓ2Q2P2) (Ĥ)−1 (g−1

− + i Ĥ τ 3 − iΓ1Q1P1 − iQ2P2) f

= g−1
+ Ĥ−1 g−1

− f + /∇(QV 1σ +QA σz) f + ( /∇f) (QV 1σ +QA σz)− (QV 1σ +QA σz) ( /∇f)

= g−1
+ Ĥ−1 g−1

− f + /∇(QV 1σ +QA σz) f − 2QA σz ( /∇f), (3.110)

where we've used Q2
1 = Q2

2 = 1 and introduced �vector" QV = 1
2
(Q1 + Q2)

and �axial" QA = 1
2
(Q1 − Q2). The crucial term that leads to a mass for QA
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is −2QA σz /∇. We �nd

Re[S[Q1, Q2] ] =
1

2
Tr ln

[
(g−1

+ Ĥ−1g−1
− )
(
1 + (g− Ĥ g+) ( /∇QV + /∇QAσz − 2QAσz /∇)

)]
]

=
1

16
Tr
[
(gR − gA)

(
/∇QV + /∇QAσz − 2QAσz /∇

)
(gR − gA)

(
/∇QV + /∇QAσz − 2QAσz /∇

) ]
(3.111)

Consider the last term quadratic in QA /∇:

1

4
Tr
[
(gR − gA)

(
QAσz /∇

)
(gR − gA)

(
QAσz /∇

) ]
(3.112)

=

∫
x,x1,x2,x3

∫
k1k2k3k4

1

4
Tr
[
〈x|(gR − gA)|k1〉〈k1|x1〉〈x1|QAσz /∇|k2〉〈k2|x2〉

〈x2|(gR − gA)|k3〉〈k3|x3〉〈x3|QAσz /∇|k4〉〈k4|x〉
]

(3.113)

=
−1

4

∫
k1,k2

Tr[(gR − gA)
∣∣∣
k1

QA(k2 − k1)σz /k2(gR − gA)
∣∣∣
k2

QA(k1 − k2)σz /k1](3.114)

=
−1

4

∫
p

QA(p)QA(−p)
∫
k1

Tr[(gR − gA)
∣∣
k1
σz(/p+ /k1)(gR − gA)

∣∣
k1+p

σz /k1](3.115)

≡ −1

4

∫
p

QA(p)QA(−p)F (p)

=
−1

4

∫
p

QA(p)QA(−p)
(
F (p = 0) +

∂F

∂/p

∣∣∣
p=0

/p+
1

2

∂2F

∂/p2

∣∣∣
p=0

/p
2 + ...

)
,(3.116)

where we made the change of variables k2 − k1 ≡ p.

Next, examine the two crossing terms containing QA /∇ and /∇QA:

1

16
Tr
[
(gR − gA)( /∇QAσz) (gR − gA)(−2QAσz /∇) + (gR − gA)(−2QAσz /∇) (gR − gA)( /∇QAσz)

]
=
−1

4
Tr
[
(gR − gA)( /∇QAσz) (gR − gA)(QAσz /∇)

]
(3.117)

=
−1

4

∫
dp

QA(p)QA(−p)
∫
dk1

Tr
[
(gR − gA)

∣∣∣
k1

σz /k1(gR − gA)
∣∣∣
p+k1

σz /k1

]
(3.118)

Combining Eq. (3.116) and (3.118), the total mass term forQA is −1
2

∫
dp1

QA(p1)QA(−p1)F (0).

The function F (0) 6= 0 generally: QA is only massless if it's tuned to criticality.

This is in sharp contrast to QV , which is massless because it's a Goldstone

boson. Thus, QA is generally massive and we neglect it at low energies.

Imaginary Part of SNLSM

To calculate the imaginary part of SNLSM in (3.95), we �rst set n = 1 and per-

form the gauge transformation Ψ(x)→ U(x)Ψ(x) to introduce the gauge �eld

Aj(x) = iU †(x)∂jU(x) =
∑3

b=1A
b
j τb where (τ1, τ2, τ3) are the Pauli matrices
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in retarded-advanced space. We determine Im
(
SNLSM

)
from the imaginary

part of the expectation value of the current (calculated to linear order in Aj):

i
δ
(
ImSNLSM

)
δAbj

=
δSItop
δAbj

+
δSIItop
δAbj

, (3.119)

where SItop and S
II
top are the linear (�quantum") and quadratic (�classical") in

Aj contributions to the imaginary part of SNLSM [42].

SIItop

We begin with the �classical" contribution SIItop. By direct evaluation we �nd

SIItop =
1

2
Tr[κµAµ g+κν Aν g+ − κµAµ g−κν Aν g−]

=
1

2
Tr[κµAµ(g+ + g−) κν Aν(g+ − g−)]

=
i

2
Trσ[κµ (gR + gA) κν (gR − gA)]Trτ [AµAν τ3]

=
i

4
Trσ[κx (gR + gA)κy (gR − gA)]Trτ [Q(∂xQ)(∂yQ)]

≡ i
θII

2π
Trτ [Q(∂xQ)(∂yQ)] (3.120)

where we used Trτ [Q(∂xQ)(∂yQ)] = 4i(A1
iA

2
j − A2

iA
1
j)εij.

θII

2π
is the �classical"

contribution σIxy to the dc Hall conductivity σcfxy = σIxy + σIIxy:

σIxy =
1

2π

(2m(α1 + α2)− µF (α2 − α1)

2m(α1 + α2) + µF (α2 − α1)

)(
tan−1[

4m

α2 − α1

] + tan−1[
2EF

α2 + α1

]
)

=
−1

2π

(m−Γ+ −m+Γ−
m+Γ+ −m−Γ−

)(
arctan[

2(Γ+ + Γ−)

2(m+ +m−)
] + arctan[

2(Γ+ − Γ−)

2(m+ −m−)
]
)
.(3.121)

The �quantum" contribution σIIxy to the Hall conductivity equals θI

2π
(modulo

1); it's calculated in the next section.

SItop

SItop obtains from a result �rst obtained by Goldstone and Wilczek [10]; below

we follow the treatment in [7]. We �rst introduce the �mass �eld,"

Φm(0) ≡ m+σ0 −m−σz + i(
α1σz + α2σ0

2
) τ3. (3.122)

For this calculation, we'll treat Φm(0) as a spatially-varying �eld Φm(x) that

takes its �xed point value (3.122) at the end of the calculation. We parame-
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terize the �mass �eld" as

Φm(x) ≡ m1(x)σz +m2(x)σ0

≡
(
m1a(x) τ3 +m1b(x) τ0

)
σz +

(
m2a(x) τ3 +m2b(x) τ0

)
σ0.(3.123)

The �xed point values of these masses in two theories are(HLR) m1 = −m− + iα1

2
τz , m2 = m+ + iα2

2
τz

(Dirac) m1 = −mD + iα1

2
τz, m2 = EF + iα2

2
τz

. (3.124)

The real space Green's function is then expanded about uniform Φm as

S(Φm) =

∫
dp1dp2

(2π)2

1

iκµDµ + Φm(x)
eip·(x−y)

= S0 +
(
− S0

(
xν∂νΦm(0)

)
S0

)
+ . . . , (3.125)

where we drop the “...” in what follows. S0 is the Green's function for uniform

Φm with S0

∣∣∣
Aj=0

= g+, de�ned (3.97)

The �quantum" current
δSI

top

δAbj
is then computed as

δSItop
δAbj

= − lim
y→x

Tr[〈κj τb S(x, y)〉]

≈ 〈x|Tr[κj τb S0 ∂kΦm(0) iS0 κk S0 ]|x〉, (3.126)

where we use 〈x′|S0 r̂k|x〉 = 〈x′|iS0 κk S0|x〉. We set the gauge potential in the

Green's function S0 to zero to �nd

δSItop
δAbj

=

∫
dqxdqy
(2π)2

Tr[κj τb
1

/q + Φm(0)
∂kΦm(0)

1

/q + Φm(0)
i κk

1

/q + Φm(0)
]

=
−1

2π
εjk δb3

[(m2a +m2b) ∂k(m1a +m1b)− (m1a +m1b) ∂k(m2a +m2b)

(m1a +m1b)2 − (m2a +m2b)2

− (−m2a +m2b) ∂k(−m1a +m1b)− (−m1a +m1b) ∂k(−m2a +m2b)

(−m1a +m1b)2 − (−m2a +m2b)2

]
≡ i

2π
δb3εjk∂k θ

I ,

(3.127)

where /q ≡ κxpx + κypy. We now deduce SItop by coupling this current to Abj
and then performing an integration by parts:

SItop =

∫
d2x

3∑
b=1

Abj
δSItop
δAbj
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=
i

2π

∫
d2x A3

j εjk∂kθ
I

= − 1

4π

∫
d2x θIεjkTrτ [τ

3∂k Aj]. (3.128)

We now explain in detail how to obtain the speci�c value of θI for the �xed

point value Φm(0) (3.122). This complements the discussion in the main text.

To translate to the notation in the main text, we replace m2 → ϕ1,m1 → −ϕ2,
α2+α1

2
= Γ1,

α2−α1

2
= Γ2. We also use subscript s = R,A to label the retarded

and advanced components in τ space.

In Eq. 3.127, we observe that the retarded and advanced contributions are

fully separable, i.e., θI only couples to 1
2
Tr(τ 3Aj) = A3

j . This allows us to

determine θI as the contribution from the U(1) subgroup of SU(2). We write

Φs
m(x) = −ϕs2(x)σz + ϕs1(x)σ0 ≡

(
−e−iχs2 0

0 eiχ
s
1

)
. (3.129)

Plugging into Eq. 3.127, we �nd

−∂kθI = ∂k
χR1 + χR2 − χA1 − χA2

2
. (3.130)

In the above parameterizations, χ1, χ2 are generally complex. We restrict that

Re[χ1,2] ∈ [0, π). We use ϕ1 +ϕ2 = eiχ1 , ϕ1−ϕ2 = −e−iχ2 and (3.122) to �nd

the equations:

2m+ iΓ2 = eiχ
R
1 , EF + iΓ1 = −e−iχR2 , (3.131)

2m− iΓ2 = eiχ
A
1 , EF − iΓ1 = −e−iχA2 . (3.132)

For retarded �eld χR1,2, we �nd the solution:

Re[χR1 ] = arctan[
Γ2

2m
], Im[χR1 ] =

−1

2
log[(2m)2 + (Γ2)2], (3.133)

Re[χR2 ] = π − arctan[
Γ1

EF
], Im[χR2 ] =

−1

2
log[(EF )2 + (Γ1)2].(3.134)

Due to the restriction Re[χ1,2] ∈ [0, π), we need to perform a charge conju-

gation on the advanced fermion part of the action SA → CSAC de�ned in

Eq. 3.16. It is in this step that we use the fact that θI is only sensitive to

the Abelian 1
2
Tr(τ 3Aj) component of Aj. Charge conjugation �ips the sign of

mass term involving σ0 as well as the gauge coupling of the advanced fermion
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to A3
j :

SA = Ψ†A

(
m+σ0 −m−σz + iσx(∂x − iA3

x)− iσy(∂y − iA3
y)− i

α1σz + α2σ0

2

)
ΨA, (3.135)

CSAC = Ψ†A

(
−m+σ0 −m−σz + iσx(∂x + iA3

x)− iσy(∂y + iA3
y)− i

α1σz − α2σ0

2

)
ΨA.(3.136)

In this new basis, i.e., after the charge conjugation, we �nd the current
δSI

top

δAbj

equals

δSItop
δAbj

=
−1

2π
εjk δb3

[(m2a +m2b) ∂k(m1a +m1b)− (m1a +m1b) ∂k(m2a +m2b)

(m1a +m1b)2 − (m2a +m2b)2

+
(−1) (−m2a +m2b) ∂k(−m1a +m1b)− (−m1a +m1b) (−1)∂k(−m2a +m2b)

(−m1a +m1b)2 − (−m2a +m2b)2

]
≡ i

2π
δb3εjk∂k θ

I . (3.137)

The retarded contribution to θI is unchanged. The advanced fermion mass

becomes

ΦA
m(x) = −ϕA2 (x)σz + (−1)ϕA1 (x)σ0 ≡

(
−e−iχ̃A2 0

0 eiχ̃
A
1

)
(3.138)

where φA2 = −mA
1 = m− + iα1

2
, ϕA1 (x) = mA

2 = m+ − iα2

2
. This results in the

equations:

2m− Γ2 = eiχ̃
A
2 , −EF + iΓ1 = eiχ̃

A
1 , (3.139)

Re[χ̃A2 ] = arctan[
Γ2

2m
], Re[χ̃A1 ] = π − arctan[

Γ1

EF
] (3.140)

Since charge conjugation also �ips relative sign between retarded and advanced

contributions in Eq. 3.130, we have

θI = −1

2

[
(Re[χR1 ] + Re[χR2 ] + Re[χ̃A1 ] + Re[χ̃A2 ])

]
(3.141)

= π + arctan[
Γ+ − Γ−
m+ −m−

]− arctan[
Γ+ + Γ−
m+ +m−

]. (3.142)

We have used θI = 0 (mod 2π) to �x the coe�cient of π to be unity.
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C h a p t e r 4

RANDOM MAGNETIC FIELD AND THE DIRAC FERMI

SURFACE

4.1 Introduction

In this paper, we introduce and analyze a new e�ective theory for studying the

in�uence of a quenched random magnetic �eld on a single Dirac fermion, mov-

ing in two spatial dimensions (2d) and placed at �nite density. Applications

of this theory include: graphene when restricted to a single valley [3] (where

the vector potential disorder describes the e�ects of ripples in the graphene

sheet [39, 40]) and the gapless surface states of a time-reversal invariant 3d

topological insulator [50]; an integer quantum Hall plateau transition for spin-

less electrons in a periodic potential [14, 37]; and Dirac composite fermion

mean-�eld descriptions of the half-�lled Landau level and topological insula-

tor surface state [62, 65, 38, 58], other even-denominator metallic states [17,

13, 66], and the superconductor-insulator transition [41]. In this last guise, the

random vector potential arises from a random scalar potential perturbation to

the dual electron system.

In contrast to a 2d nonrelativistic fermion [2, 28], a single Dirac cone en-

joys a sort of topological protection against localization [43, 44, 5]: A free

Dirac fermion cannot be gapped without breaking on average either time-

reversal symmetry1 or charge conservation; the random vector potential is

unique (among random perturbations quadratic in the fermions) in that it

respects a particle-hole symmetry [37]. The Dirac theory therefore gives rise

to a delocalized, critical state for all values of the Fermi energy. The problem

here is to �nd an e�ective theory for this metal.

The conventional analytical approach to this problem, due to Pruisken and oth-

ers [34, 22, 48, 67, 33, 26] (see [11, 21] for reviews and [25, 24, 46, 23, 30, 31] for

speci�c studies of a disordered Dirac fermion), coarse grains away the elemen-

1Here we are explicitly referring to the symmetry of the Lagrangian for a single Dirac
fermion. This may be realized in a time-reversal invariant way as the surface state of time-
reversal invariant topological insulator. In a purely 2d theory, the simplest model breaks
time-reversal microscopically [42, 51, 14]; the resulting theory preserves a nonlocal particle-
hole symmetry [62, 58], which we are here viewing as an e�ective time-reversal symmetry
for the Dirac fermion sector of the theory.
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tary fermionic excitations in favor of a nonlinear sigma model with topological

term, in which renormalization group �xed points are parameterized by the

(disorder-averaged) Dirac fermion conductivity tensor. Because the longitudi-

nal resistivity ∼ 1/σxx plays the role of a coupling constant in this model, it is

a challenge to quantitatively extend this description to the regime, σxx ∼ e2/h,

relevant to experiment (e.g., [36, 35]). Tsvelik [64] has conjectured a PSL(2|2)8

Wess-Zumino-Novikov-Witten theory for the σxx ∼ e2/h regime, based on its

consistency with various numerical studies of the Chalker-Coddington model

[4, 15] for the integer quantum Hall transition. Unfortunately, there is as yet

no consensus among the most recent numerical works (e.g., [49, 69, 16, 56,

9]): For instance, there are statistically signi�cant deviations among the vari-

ous predictions for the localization length exponent (see Fig. 1 of [9]). These

deviations are understood to be the result of �nite-size corrections to scaling

[61, 45]; e�ects that are exacerbated by a leading irrelevant perturbation that

is close to marginality. Motivated in part by the lack of numerical consensus,

Zirnbauer [71, 70] has recently proposed a �xed point description in terms of

a CFT with only marginal perturbations. Currently, this scenario appears to

lack direct numerical support [9, 8]. An alternative study of the Dirac theory

using (non-)Abelian bosonization by Ludwig et al. [37] makes use of an SU(2)

symmetry that is present only at zero density. The zero density theory exhibits

a �xed line (as a function of the disorder variance), along which the dynami-

cal critical exponent varies continuously while the longitudinal conductivity is

constant and of order e2/h. Perturbation by a chemical potential within this

treatment leads to di�culty: The associated chemical potential deformation

breaks the SU(2) symmetry and causes a �ow to strong coupling.2

Here we present a di�erent approach to studying the �nite density theory:

We �rst take the limit of the theory that focuses on the low-energy �uctu-

ations about the Dirac Fermi surface before incorporating disorder. Taking

inspiration from [37], the idea is to try to study the e�ects of disorder on the

scale-invariant e�ective theory of (a system with) a Fermi surface [47, 60],

rather than the �microscopic" Dirac theory that includes both particle and an-

tiparticle excitations. We show how this approach allows for an exact solution

of the e�ective theory�a random �xed line�provided the quenched vector

2It may be surprising that the chemical potential perturbation�an operator quadratic
in the fermions�leads to strong coupling. The bosonization used in [37] to treat the 2d
disordered theory maps the chemical potential operator to a nonlinear cosine term in the
corresponding boson �eld with imaginary coe�cient.
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potential is suitably long ranged and weak, and for direct calculations of the

e�ects of disorder on various physical observables without the need for replicas,

supersymmetry, or Keldysh formalisms. In contrast to the zero density theory

[37], we �nd the longitudinal dc conductivity�calculated in the collisionless

~ω/kBT → ∞ limit [54]�to vary continuously along this �nite-density �xed

line.

The remainder of the paper is organized as follows. In �4.2 we derive the e�ec-

tive theory of a Dirac Fermi surface in a random magnetic �eld. This theory

takes the form of an in�nite collection of 1d chiral fermions�one fermion for

each point on the Fermi surface�coupled by the quenched vector potential

disorder. The large emergent symmetry U(N) with N → ∞ of the clean

theory allows for an exact solution of the disordered theory, for each disorder

realization, in which the randomness is removed entirely from the e�ective

action by a gauge transformation. Operators not invariant under the U(N)

symmetry, however, depend on the disorder. In �4.3 we use the exact solution

to directly compute various disorder-averaged physical observables. We warm

up by showing that the average fermion Green's function is short-ranged and

that the system has a �nite density of states. We then turn to a calculation

of the longitudinal conductivity, �nding the conductivity to vary continuously

with the strength of the disorder. In �4.4 we summarize and discuss possible

directions of future work. Appendices 4.A and 4.B contain relevant details of

the calculations summarized in the main text.

4.2 Low-Energy E�ective Theory

In this section, we derive the low-energy e�ective theory of a 2d Dirac fermion

in a random magnetic �eld in terms of an in�nite collection of 1d chiral

fermions, coupled via a random vector potential.

Low-Energy Limit

Our starting point is the theory of a two-component Dirac fermion Ψ(t,x) at

�nite density, coupled to a quenched random U(1) vector potential Aj(x):

S = S0 + S1, (4.1)
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where S0 is the action of a free Dirac fermion in 2d,3

S0 =

∫
dtd2x Ψ†(t,x)

(
iσa∂a + µ

)
Ψ(t,x), (4.2)

and S1 is the coupling of the Dirac fermion to the vector potential disorder,

S1 =

∫
dtd2x Ψ†(t,x)σjAj(x)Ψ(t,x). (4.3)

Above, x = (x1, x2); a ∈ {0, 1, 2}; σ0 is the 2 × 2 identity matrix and σj

for j = 1, 2 are standard Pauli matrices; repeated indices are summed over

unless otherwise speci�ed. The chemical potential µ is �nite and nonzero, and

we have set the velocity of the Dirac fermion to unity. The vector potential

Aj(x) is chosen to be a zero-mean Gaussian random variable. We specify its

disorder ensemble in �4.2; for the present discussion, we require that Aj(x) be

of su�ciently long wavelength that its Fourier transform Aj(q)4 is only nonzero

for wave vectors |q| � 2|µ|. This condition on the vector potential restricts

to small-angle impurity scattering between fermionic excitations about nearby

Fermi points.

Following [19], we derive the low-energy limit of this theory, in which we �rst

focus on the low-energy excitations near the Fermi surface, de�ned by (5.1),

and then incorporate scattering between Fermi points mediated by Aj in (5.2).

This order of limits assumes that the �uctuations of Aj are su�ciently weak

compared with |µ|.

In Fourier space, the equation of motion following from (5.1) is(
(ω + µ)σ0 − pjσj

)
Ψ(ω,p) = 0, (4.4)

where Ψ(ω,p) is the Fourier transform of Ψ(t,x) and p = (p1, p2). The equa-

tion of motion (4.4) implies that the particle/antiparticle excitations have the

dispersion relation, ω + µ = ±p with p = |p| ≥ 0. As such, (4.4) can be

rewritten as

P (∓)(p)Ψ(ω,p) = 0, (4.5)

3This form of the action corresponds to a relativistic one with γ matrices:
(
γ0, γ1, γ2

)
=(

σ3, iσ2,−iσ1
)
.

4Our Fourier transform convention: Aj(x) =
∫
d2p
(2π) e

ip·xAj(p) and Ψ(t,x) =∫
dωd2p
(2π)3 e

−iωt+ip·xΨ(ω,p).
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where the projection matrices,

P (∓)(p) ≡ 1

2

(
σ0 ∓

pjσj
p

)
. (4.6)

Using the projection matrices, we may write (5.1) in Fourier space as

S0 =

∫
dωd2p

(2π)3
Ψ†(ω,p)

(
(ω + µ− p)P (+)(p) + (ω + µ+ p)P (−)(p)

)
Ψ(ω,p).(4.7)

For a spherical Fermi surface, we parameterize p = p r̂θ ≡ p (cos θ, sin θ) with

θ ∈ [0, 2π) labeling the points on the Fermi surface. The projection matrices

become

P (∓)(p) =
1

2

(
1 ∓e−iθ

∓e+iθ 1

)
(4.8)

and we may expand Ψ in terms of its particle (R) and antiparticle (L) excita-

tions as

Ψ(t,x) =

∫
dωd2p

(2π)3
e−iωt+ip·x

( 1√
2

(
e−iθ

1

)
Rθ(ω, p) +

1√
2

(
−e−iθ

1

)
Lθ(ω, p)

)
,

(4.9)

where

P (+)(p)Ψ(ω,p) =
1√
2

(
e−iθ

1

)
Rθ(ω, p), (4.10)

P (−)(p)Ψ(ω,p) =
1√
2

(
−e−iθ

1

)
Lθ(ω, p). (4.11)

Inserting this expansion (4.9) into (4.7), the free Dirac fermion action in

Fourier space simpli�es to

S0 =

∫
dωd2p

(2π)3

(
R∗θ(ω, p)

(
ω + µ− p

)
Rθ(ω, p) + L∗θ(ω, p)

(
ω + µ+ p

)
Lθ(ω, p)

)
.

(4.12)

For µ > 0, particles (R) with momentum p ∼ kF ≡ |µ| are light and an-

tiparticles (L) have energy ω ≥ kF ; for µ < 0, the antiparticles are light

and the particles are heavy. Therefore, depending on the sign of µ, the low-

energy e�ective theory for excitations with p ∼ kF only retains the particles

or antiparticles. Expanding about the Fermi momentum kF ,

p = kF + p⊥, |p⊥| � kF , (4.13)
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we have

d2p = pdpdθ ≈ kFdp⊥dθ, (4.14)

and, for µ > 0, S0 becomes

S0 =

∫
dωdp⊥dθ

(2π)3
R∗θ(ω, p⊥)

(
ω − p⊥

)
Rθ(ω, p⊥), (4.15)

where we replaced Rθ(ω, p)→ 1√
kF
Rθ(ω, p⊥). For µ < 0, we substitute R→ L

and ω − p⊥ → ω + p⊥. Note that the deviation p⊥ of the momentum about

kF can be positive or negative. Depending on the sign of µ, we may interpret

S0 (4.15) as an in�nite collection of 1d chiral fermions Rθ(ω, p⊥). We will only

consider a single species of fermions with µ > 0 so the low-energy theory will

only involve R fermions.

The vector �eld Aj(x) couples the chiral fermions Rθ(ω, p⊥) to one another

according to S1 (5.2). To derive this coupling, we �rst decompose the Fourier

transform of the vector potential Aj(q) in terms of its longitudinal AL(q) and

transverse AT (q) components:

Aj(q) = i
qj
q
AL(q) + iεjk

qk
q
AT (q). (4.16)

The momentum transfer,

q = p− p′, (4.17)

where p = (kF + p⊥)r̂θ and p
′ = (kF + p′⊥)r̂θ′ . Since p ∼ p′ ≈ kF , we take

qj
q
≈ r̂θ − r̂θ′
|r̂θ − r̂θ′|

. (4.18)

Plugging the resulting decomposition (4.16) and the expansion (4.9) into (5.2),

we obtain the low-energy vector potential coupling for µ > 0:

S1 = i

∫
dωd2pd2p′

(2π)5
R∗θ(ω, p)Rθ′(ω, p

′)sign(θ − θ′)e
i
2

(θ−θ′)AT (p− p′), (4.19)

where sign(X) = 1 for X ≥ 0 and sign(X) = −1 for X < 0. We have dropped

a particle-antiparticle coupling between R and L fermions that is mediated by

the longitudinal component AL of the vector potential, since such a term has

an energy cost ∼ 2kF . The longitudinal component is therefore absent from

this low-energy vector potential coupling. For µ < 0, (4.19) acquires an overall

minus sign and we substitute R→ L.
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In general, AT (q) couples Rθ(ω, p) and Rθ′(ω, p
′) for arbitrary θ and θ′. By

assuming that AT (q) is only nonzero for |q| � 2kF (see �4.2 for further dis-

cussion), we may further simplify the e�ective coupling (4.19). For |q| � 2kF ,

the momentum transfer q = p− p′ can be approximated as

p− p′ =
(
p⊥ − p′⊥

)
r̂θ′ + kF

(
θ − θ′

) d
dθ′

r̂θ′ , (4.20)

where
∣∣p⊥ − p′⊥

∣∣ � 2kF and
∣∣θ − θ′

∣∣ � 1. Here, r̂θ′ = (cos θ′, sin θ′) and
d
dθ′
r̂θ′ = (− sin θ′, cos θ′) are orthogonal unit vectors about the Fermi surface

point θ′. De�ning

Vθθ′
(
p⊥ − p′⊥

)
≡ i kF sign(θ − θ′) e

i
2

(θ−θ′) AT (p− p′), (4.21)

and given (4.20), the vector potential coupling (4.19) becomes

S1 =

∫
dωdp⊥dθdp

′
⊥dθ

′

(2π)5
R∗θ(ω, p⊥)Rθ′(ω, p

′
⊥)Vθθ′

(
p⊥ − p′⊥

)
. (4.22)

(Recall the rescaling Rθ(ω, p) → 1√
kF
Rθ(ω, p⊥).) Note that the same AT (q)

can enter di�erent components of Vθθ′
(
p⊥−p′⊥

)
since a given q can correspond

to the momentum transfer between distinct pairs of fermions.

We next perform the inverse Fourier transform5 (ω, p⊥) → (t, z) on the �elds

appearing in the low-energy forms of S0 (4.15) and S1 (4.22). For µ > 0,

S = S0 + S1 becomes

S =

∫
dtdzdθ

2π
R∗θ(t, z)i

(
∂t + ∂z

)
Rθ(t, z) +

∫
dtdzdθdθ′

(2π)2
R∗θ(t, z)Vθθ′(z)Rθ′(t, z).

(4.23)

The �rst term describes an in�nite collection of 1d chiral fermions, labeled by

the Fermi point θ. The second term is a (quenched) random coupling Vθθ′(z)

between fermions associated to the Fermi points θ and θ′.

Electrical Current

The electrical current (density) is

Jj(t,x) = Ψ†(t,x)σjΨ(t,x). (4.24)

We are interested in the contribution to this current that arises from the low-

energy excitations near the Fermi surface when µ > 0. The simplest way

5We have Rθ(t, z) =
∫
dωdp⊥
(2π)2 e−iωt+ip⊥zRθ(ω, p⊥) and Vθθ′(z) =

∫
dp⊥
2π eip⊥zVθθ′(p⊥).
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to obtain this low-energy current is to replace in (5.2) the quenched vector

potential Aj(x) by a slowly varying background vector �eld Aj(t,x) and to

take the low-energy limit described in the previous section. (�Slowly varying"

means |q0|, |q| � kF .) This produces the coupling (compare with (4.19)),

S2 =

∫
dωd2pdω′d2p′

(2π)6
R∗θ(ω, p)Rθ′(ω

′, p′)
(eiθ + e−iθ

′

2
Ax(q0,q) +

eiθ − e−iθ′

2i
Ay(q0,q)

)
,

(4.25)

where q0 = ω−ω′ and q = p−p′. As before, p = kF +p⊥ and p
′ = kF +p′⊥. The

variational derivative Jj(−q0,−q) = (2π)3 δS2

δAj(q0,q)
gives the Fourier transform

of the low-energy current:

Jx(−q0,−q) =

∫
dωd2pd2p′

(2π)3
δ(q− p+ p′)R∗θ(ω, p)

(eiθ + e−iθ
′

2

)
Rθ′(ω − q0, p

′),

(4.26)

Jy(−q0,−q) =

∫
dωd2pd2p′

(2π)3
δ(q− p+ p′)R∗θ(ω, p)

(eiθ − e−iθ′
2i

)
Rθ′(ω − q0, p

′).

(4.27)

In computing the electrical conductivity, we will use a mixed Fourier space

representation of the q = 0 component of these currents. Fourier transforming

Jj(−q0,q = 0) with respect to q0,
6 we have

Jx(t) ≡ Jx(t,q = 0) =

∫
dzdθ

2π
R∗θ(t, z) cos(θ)Rθ(t, z), (4.28)

Jy(t) ≡ Jy(t,q = 0) =

∫
dzdθ

2π
R∗θ(t, z) sin(θ)Rθ(t, z). (4.29)

Jj(t) is the sum over the Fermi surface of the fermion density, weighted by

cos(θ) or sin(θ), according to the current component j.

Disorder Ensemble

We take the vector potential Aj(q) to be a zero-mean Gaussian random vari-

able with variance:

Aj(q)Ak(q′) = gδijf(|q|)δ(q+ q′). (4.30)

Here, g is a dimensionless constant that controls the overall scale of the �uc-

tuations of the vector potential; g f(|q|) is a unit-normalized function with

6We use our previous convention for the Fourier transform of Rθ(t, z) and Jj(t,q) =∫
dq0
2π e

−iq0tJj(q0,q).
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support |q| � kF . For de�niteness, we choose f(|q|) = exp(−|q|/M), where

M � kF provides a smooth cuto� on the momentum transfer q in a scattering

process.

We would like to determine what (4.30) implies for the random matrix Vθθ′(z).

We will argue that Vθθ′(z) gives rise to a local interaction in the e�ective 1d

theory. To this end, we consider the disorder average:

Vθ1θ2(z)Vθ3θ4(z′) = −k2
F sign(θ1 − θ2)sign(θ3 − θ4)e

i
2

(θ1−θ2)e
i
2

(θ3−θ4)

×
∫
dp⊥dp

′
⊥

(2π)2
eip⊥zeip

′
⊥z
′
AT (q)AT (q′), (4.31)

where (using our conventions from (4.20))

q = p⊥r̂θ2 + kF (θ1 − θ2)
d

dθ2

r̂θ2 , (4.32)

q′ = p′⊥r̂θ4 + kF (θ3 − θ4)
d

dθ4

r̂θ4 . (4.33)

We decompose AT (q) in terms of its Cartesian components by replacing

i sign(θ1 − θ2)e
i
2

(θ1−θ2)AT (q) =
eiθ1 + e−iθ2

2
Ax(q) +

eiθ1 − e−iθ2
2i

Ay(q),

(4.34)

i sign(θ3 − θ4)e
i
2

(θ3−θ4)AT (q′) =
eiθ3 + e−iθ4

2
Ax(q

′) +
eiθ3 − e−iθ4

2i
Ay(q

′),

(4.35)

and then use (4.30) to �nd

Vθ1θ2(z)Vθ3θ4(z′) =
k2
F

2

∫
dp⊥dp

′
⊥

(2π)2
eip⊥zeip

′
⊥z
′
f(|q|)δ(q+ q′)

(
ei(θ1−θ4) + e−i(θ2−θ3)

)
.

(4.36)

We will approximate (4.36) by

Vθ1θ2(z)Vθ3θ4(z′) = gkF δ(θ1 − θ4)δ(θ2 − θ3)f(z − z′), (4.37)

where

f(z) =

∫
dp⊥
2π

eip⊥zf(p⊥) (4.38)

and it is to be understood that |θ1 − θ2| � 1 and |θ3 − θ4| � 1. The disorder

(4.37) is local in z since it depends on the relative coordinate z−z′. We expect
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(4.37) to be a good approximation to (4.36) at small momentum transfers and

su�ciently low energies. More precisely, we require M/kF � 1 and that the

cuto� on p⊥ ∈ (−Λ,Λ) satis�es Λ/M � 1.

A detailed explanation for the approximation (4.37) goes as follows. We begin

by noting that forM/kF � 1 and using δ(q+q′), f(q) = f(q′) �xes |θ1−θ2| �
1 and |θ3 − θ4| � 1. Next, we expect the dominant contributions to (4.36)

to arise when the terms in the sum
(
ei(θ1−θ4) + e−i(θ2−θ3)

)
are in-phase. This

sets θ1 = θ4 + θ3 − θ2 + 2πm, for an arbitrary integer m. Using the earlier

two conditions, the in-phase requirement implies |θ1 − θ4 − πm| � 1: This

is modeled by δ(θ1 − θ4 − π|m|). Substituting θ1 = θ4 + πm into f(q) and

θ4 = θ1 − πm into f(q′) �xes |θ4 − θ2 + πm| � 1 and |θ3 − θ1 + πm| � 1.

Since θi ∈ [0, 2π), these two conditions allow either m = 0 or |m| = 1, 2. First

consider m = 0. Since θ2 ≈ θ1 and θ4 ≈ θ1, q ≈ p⊥r̂θ1 + kF (θ1 − θ2) d
dθ1
r̂θ1

and q′ ≈ p′⊥r̂θ1 + kF (θ3 − θ4) d
dθ1
r̂θ1 . Because r̂θ1 and d

dθ1
r̂θ1 are orthonormal,

δ(q+q′) = δ(p⊥+ p′⊥)δ
(
kF (θ1− θ2 + θ3− θ4)

)
= 1

kF
δ(p⊥+ p′⊥)δ(θ3− θ2), using

δ(θ1 − θ4 − π|m|). For Gaussian f(|q|), the dependence on p⊥ and θ1 − θ2

factorizes. Absorbing into g the variation of this Gaussian on |θ1 − θ2| ≈ 0,

we perform the integral over p′⊥ using δ(p⊥ + p′⊥) to arrive at (4.37). Next

consider m = 1; the m = −1 and m = ±2 cases work similarly and will not be

discussed. Following the m = 0 logic, the replacement θ4 = θ1 − π introduces

a relative phase in the angular delta function, δ(q+q′) = 1
kF
δ(p⊥− p′⊥)δ

(
θ1−

θ2 − (θ3 − θ4)
)

= 1
kF
δ(p⊥ − p′⊥)δ

(
2θ1 − θ2 − θ3 − π

)
≈ 1

kF
δ(p⊥ − p′⊥)δ

(
θ1 − θ2

)
,

using θ3 ≈ θ1−π. The delta function has support when θ1 = θ2 (and similarly

requires using the in-phase delta function δ(θ1−θ4−π) and f(q′) that θ3 = θ4).

For Λ/M � 1, scattering along the Fermi surface dominates and the relative

contributions of m 6= 0 terms should be suppressed. We therefore ignore the

|m| = 1, 2 terms in the remainder.

Before studying further the e�ect of the vector potential disorder, we'd like to

make some remarks about other types of disorder: quenched scalar potential

A0 and mass m disorders. Applying the same logic that lead to the low-energy

theory (4.23), these couplings take the form:

SA0+m =

∫
d2xdt Ψ†(t,x)

(
A0(x)σ0 +m(x)σ3

)
Ψ(t,x)

≈
∫
dtdzdθdθ′

(2π)2
R∗θ(t, z)

(
V A0

θθ′ (z) + V m
θθ′(z)

)
Rθ′(t, z), (4.39)
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where V A0

θθ′ (z) and V m
θθ′(z) are the Fourier transforms (p⊥ → z) of

V A0

θθ′ (p⊥ − p
′
⊥) ≡ 1

2

(
ei(θ−θ

′) + 1
)
A0(p− p′), (4.40)

V m
θθ′(p⊥ − p′⊥) ≡ 1

2

(
ei(θ−θ

′) − 1
)
m(p− p′), (4.41)

with A0(q) andm(q) the Fourier transforms of A0(x) andm(x). Taking A0(q)

and m(q) to be zero-mean Gaussian random variables, we �nd the disorder

averages:

V A0
θ1θ2

(z) V A0
θ3θ4

(z′) ∝
(
ei(θ1−θ2+θ3−θ4) + ei(θ1−θ2) + ei(θ3−θ4) + 1

)
, (4.42)

V m
θ1θ2

(z) V m
θ3θ4

(z′) ∝
(
ei(θ1−θ2+θ3−θ4) − ei(θ1−θ2) − ei(θ3−θ4) + 1

)
. (4.43)

Denote θ1 − θ2 = α and θ3 − θ4 = β. Under the same assumptions we used

before, |α|, |β| � 1, and excluding large-angle scattering, the most dominant

in-phase (coherent) contribution to the random scalar potential average occurs

when α = β = 0. This turns out to make no contribution to disorder-averaged

quantities in the large N limit considered in the next section, being suppressed

by a factor of 1/N , where N is the number of points on the Fermi surface. The

random mass average vanishes when α = β = 0. A subdominant contribution

to the random mass average occurs when α = −β. The right-hand side of

(4.43) then becomes 2 − 2 cosα ≈ α2

2
. This is an order of magnitude smaller

than the contribution of the random magnetic �eld that we focus on in the

remainder of this paper.

Random Fixed Point and its Discrete Approximation

Under the renormalization group transformation7 [47, 60] that leaves the S0

part of (4.23) invariant, the leading �ow equation [12] for the disorder variance

g is

dg

d`
= (3− 2∆)g, (4.44)

where ∆ = 1 is the scaling dimension of R∗θ(t, z)Rθ′(t, z) and ` is the renormal-

ization group length scale that increases as the energy is reduced. We have

substituted f(z − z′) = δ(z − z′) in deriving (4.44). Randomness is there-

fore a relevant perturbation that drives the clean Dirac theory towards strong

disorder.

7The scale transformation is the following: z → λz, t → λt, θ → θ,Rθ(t, z) →
λ−1/2Rθ(t, z).
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Because the randomness is O(1) relevant, perturbation theory about the clean

�xed point cannot access the strong disorder regime. Luckily, the low-energy

action (4.23) admits an exact solution for arbitrary g (such that the derivation

in �4.2 holds), in which Vθθ′(z) is eliminated via the �eld rede�nition [52, 20,

6]:

R̃θ(t, z) =

∫
dθ′

2π
Uθθ′(z)Rθ′(t, z), (4.45)

where the unitary matrix,

Uθθ′(z) ≡
(
Tze−i

∫ z
z0
dz′V (z′)

)
θθ′
. (4.46)

Here, Tz denotes path ordering along z and z0 is an arbitrary base point. The

resulting action simpli�es to

S =

∫
dtdzdθ

2π
R̃∗θ(t, z)i

(
∂t + ∂z

)
R̃θ(t, z). (4.47)

The action (4.47) exactly describes the strong disorder regime of a Dirac

fermion at �nite density, subject to a random vector potential of su�ciently

long wavelength. The random vector potential has been eliminated from the

e�ective action using the in�nite-dimensional symmetry of the Fermi surface

[10, 7, 32].

The formal manipulations above are made concrete by discretizing the θ co-

ordinate (say, by putting the system in a �nite-size box). To this end, we

take the Fermi surface to consist of N discrete points: θ → θI = 2πI/N with

I = 1, . . . , N . The �elds and disorder are therefore replaced as

Rθ(t, z)→
√
NRθI (t, z) ≡

√
NRI(t, z) (4.48)

Vθθ′(z)→ VθIθJ (z) ≡ VIJ(z). (4.49)

(The scaling of RθI (t, z) by
√
N is for notational simplicity.) We are speci�cally

interested in the limit N →∞. Substituting in the discrete form of the angular

integration
∫

dθ
2π
→ 1

N

∑
I , we have the (equivalent) discrete forms for the low-

energy action,

S =

∫
dtdz

N∑
I=1

R∗I(t, z)i
(
∂t + ∂z

)
RI(t, z) +

1

N

∫
dtdz

N∑
I,J=1

R∗I(t, z)VIJ(z)RJ(t, z)

(4.50)

=

∫
dtdz

N∑
I=1

R̃∗I(t, z)i
(
∂t + ∂z

)
R̃I(t, z), (4.51)
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where the rotated fermions, in discrete form, are

R̃I(t, z) =
N∑
J=1

UIJ(z)RJ(t, z), UIJ(z) =
(
Tze−

i
N

∫ z
z0
dz′V (z′)

)
IJ
. (4.52)

The discrete action has an emergent U(N) symmetry. In discrete form, the

low-energy currents (4.28) - (4.29) become

Jx(t) =

∫
dz
∑
I

R∗I(t, z) cos(θI)RI(t, z), (4.53)

Jy(t) =

∫
dz
∑
I

R∗I(t, z) sin(θI)RI(t, z). (4.54)

For discrete θ, the disorder variance (4.37) becomes

VIJ(z)VKL(z′) = gkFNδILδJKf(z − z′). (4.55)

The overall factor of N arises from the discrete form of δ(q+q′) in (4.36) with

θI = 2πI/N . It is the discrete form of the action (4.51) that we will use in the

next section.

4.3 Observables along the Fixed Line

In general, in the presence of quenched disorder V with unit-normalized dis-

tribution P [V ], the disorder-average of the correlation function of a physical

observable O is de�ned as

〈O〉 ≡
∫
DV P [V ] 〈O 〉V , (4.56)

where the correlation function 〈O 〉V in the disorder realization V is

〈O 〉V ≡
∫
DΦ O eiS[Φ,V ]∫
DΦ eiS[Φ,V ]

. (4.57)

Here, we are momentarily denoting the dynamical �elds of the theory by Φ

and the action S[Φ, V ] indicates a dependence upon both Φ and the disorder

V . In most theories, the presence of V in the denominator of 〈O 〉V renders the

direct analytic integration over all possible disorders in 〈O〉 di�cult, if not im-

possible. As such, various ingenious tricks�such as replica, supersymmetric,

and Keldysh formalisms�have been employed with various levels of success.

In this paper, we instead make use of the exact solution of the low-energy

e�ective theory presented in �4.2 to directly perform the disorder average.



120

To see how this works, consider the correlation function of a local observable

O(R), which is a function of the unrotated RI(t, z) fermion:

〈O(R)〉V =

∫
DR†DR O(R) eiS[R,V ]∫

DR†DR eiS[R,V ]
=

∫
DR̃†DR̃ O(U †R̃) eiS[R̃]∫

DR̃†DR̃ eiS[R̃]
. (4.58)

In the �rst equality, S[R, V ] denotes the action (4.50); in the second equality,

S[R̃] denotes (4.51) with R̃ the rotated fermion (4.52) with rotation U a func-

tion of V . After the rotation, the denominator no longer depends on V and,

in this case, yields the usual fermion determinant. The disorder V now only

appears in the expression for the observable O(U †R̃) and may, in principle, be

averaged over.8 A key point for us is that the local observables we consider

separate into a sum of terms of the form,

O(U †R̃) =
∑
a,b

cabAa(R̃)Bb(V ), (4.59)

for some constants cab, such that the disorder-averaged correlation function

〈O(R)〉 factorizes:

〈O(R)〉 =
∑
a,b

cab

∫
DR̃†DR̃ Aa(R̃) eiS[R̃]∫

DR̃†DR̃ eiS[R̃]
·
∫
dV P [V ]Bb(V )

≡
∑
a,b

cab〈Aa(R̃)〉 · Bb(V ). (4.60)

Terms like 〈Aa(R̃)〉 are calculated using the exact solution to the strong-

disorder �xed point; terms like Bb(V ) are calculated with respect to the given

disorder ensemble. We will show how this factorization can be used to compute

the fermion Green's function and the longitudinal conductivity at the random

�xed point (4.51).

Di�usive Green's Function and Density of States

We begin by calculating the disorder-averaged Green's function and density of

states. We will �nd that the average Green's function is short-ranged and that

the density of states is a positive constant. These calculations will introduce

the technique we will later use to calculate the conductivity.

8Note that any possible quantum anomalies [52] associated with the unitary rotations
(4.46) of the chiral fermion path integral measures, being a function of the disorder V only,
mutually cancel between the numerator and denominator.
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Using the low-energy action (4.51), the fermion two-point function averaged

over the disorder is

〈RI(t, z)R
†
I(0, 0)〉 =

∑
A,B

〈R̃A(t, z)R̃†B(0, 0)〉 · U †IA(z)UBI(0)

=
∑
A,B

i

2π

δAB
(z − t) + iα

· U †IA(z)UBI(0), (4.61)

where U(z) is de�ned in (4.52), α is a short-distance cuto�, and the index I is

not summed over. Following [1], we compute the disorder average of U matrices

by decomposing the interval [0, z] into n steps z0 = 0, z1 = δz, . . . , zn = nδz of

length δz = |z|/n such that

U(z) = e
− i
N

∫ zn
zn−1

dz′V (z′) · · · e−
i
N

∫ z2
z1

dz′V (z′)
e
− i
N

∫ z1
z0

dz′V (z′)
. (4.62)

We have chosen the arbitrary reference point z0 = 0. For su�ciently large n

with �xed nδz = |z|, the argument of each exponential can be approximated

as

1

N

∫ zj

zj−1

dz′V (z′) ≈ 1

N
V (zj)δz ≡Mj. (4.63)

Using (4.55), Mj is a zero-mean Gaussian random variable with variance,

(Mi)IJ(Mj)KL =
gkF
N

δILδJKf(zi − zj)δz2, (4.64)

where f(zi − zj) is given in (4.38). For discrete z, we take

f(zi − zj)δz = f0δ|i−j|,0 + f1δ|i−j|,1. (4.65)

The dimensionless coe�cients f0 and f1 approximate a Gaussian f(zi − zj) of
�nite width.

Using this, the disorder average of the product of U matrices in (4.61) becomes∑
A

U †IA(z)UAI(0) =
∑
A

(
eiM1 · · · eiMn

)
IA
× 1AI

=
(

[1 + iM1 −
M2

1

2
+ . . .] · · · [1 + iMn −

M2
n

2
+ . . .]

)
II

= δII − gkF [
f0

2
n+ f1(n− 1)]δz δII

= e−gkF
(
f0
2

+f1

)
|z|δII . (4.66)

In the third equality, we have dropped higher-order terms in δz. In Appendix

4.A, we check that these higher-order terms exponentiate to the form given
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in the fourth equality. Further details on such computations are given in

Appendix 4.B. De�ning

geff ≡ g
(f0

2
+ f1

)
, (4.67)

we obtain the disorder-averaged Green's function,

〈RI(t, z)R
†
I(0, 0)〉 =

i

2π

e−geffkF |z|

(z − t) + iα
. (4.68)

This Green's function has a spatial decay length λ = 1/geffkF .

We now use the Green's function (4.68) to check that the density of states

is �nite. For this, we need the retarded Green's function averaged over the

disorder:

GR
II(t, z; 0, 0) = −iΘ(t)〈{RI(t, z), RI(0, 0)}〉 = −Θ(t)

i

π

αe−geffkF |z|

(z − t)2 + α2
, (4.69)

where Θ(t) is the step function. Fourier transforming GR(t, z; 0, 0) for α→ 0,

we obtain

GR
II(ω, p⊥) =

1

ω − p⊥ + igeffkF
. (4.70)

From (4.70), we obtain the density of states per unit volume,

ρ(ω) = − 1

π
Im

∫
dp⊥
2π

1

ω − p⊥ + igeffkF
=

1

2π
. (4.71)

Longitudinal Conductivity

We next turn to the disorder-averaged longitudinal conductivity σxx(ω). The

Kubo formula reads:

σxx(ω) =
1

iωn

1

L

kF
N

∫ β

0

dτeiωnτ 〈TτJx(τ)Jx(0)〉
∣∣∣
iωn→ω+i0+

, (4.72)

where τ = it, ωn = (2n + 1)πβ is a positive Matsubara frequency at tem-

perature 1/β, and L ·N/kF is a spatial volume factor equal to limq→0 δ(q) =

limp⊥→0 δ(p⊥) · 1
2π
δ(kF θI) for some I.
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Plugging in the expression for the current Jx(τ) (4.53) and using the unitary

(4.52), the current two-point function is

〈TτJx(τ)Jx(0)〉 =

∫
dzdz′

∑
I,J,A,B,C,D

〈R̃†A(τ, z)R̃B(τ, z)R̃†C(0, z′)R̃D(0, z′)〉

· UAI(z) cos(θI)U
†
IB(z)UCJ(z′) cos(θJ)U †JD(z′)

=

∫
dzdz′

( i

2β sinh
(π(z−z′+i(τ−τ ′)

β

))2

· Tr U(z)CU †(z)U(z′)CU †(z′).

(4.73)

In the �rst equality, we introduced the diagonal matrix CII′ = cos
(

2πI
N

)
δII′ ; in

the second equality, we used (4.51) to compute the �nite-temperature fermion

four-point function and expressed the product of U and C matrices using

standard matrix notation. The disorder average of the product of U and C

matrices is computed as in the previous section. To this end, we partition the

interval [0, z] into n segments and the interval [0, z′] into m segments, each of

size δz = z/n = z′/m, and decompose each U matrix as in (4.62). We �nd

Tr
(
e−iMn · · · e−iM1

)
C
(
eiM1 · · · eiMn

)(
e−iMm · · · e−iM1

)
C
(
eiM1 · · · eiMm

)
=
∑
I

cos2
(2πI

N

)
e−2geffkF |z−z′|

=
N

2
e−2geffkF |z−z′|,

(4.74)

where geff is de�ned in (4.67). The details for the evaluation of the disorder

average are given in Appendix 4.B. The sum over I in the second equality is

performed for N →∞ using the continuum limit 1
N

∑
I →

∫
dθ
2π
.

Inserting (4.74) into the current two-point function (4.73), the conductivity

(4.72) becomes

σxx(ω) =
1

iωn

kF
2L

∫
dzdz′dτ eiωnτ

( i

2β sinh2
(π(z−z′+i(τ−τ ′)

β

))2

e−2geffkF |z−z′|
∣∣∣
iωn→ω+i0+

.

(4.75)

Shifting z → z + z′ and τ → τ + τ ′, the integral over z′ produces a factor of

L; we next calculate the integral over τ in the zero temperature limit β →∞.
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The relevant term is∫ ∞
0

dτeiωnτ
( i

2π

1(
z + iτ

))2

= − 1

4π
|ωn| e−ωnzΘ

(
ωnz
)
. (4.76)

Performing the remaining integral over z, we obtain the conductivity

σxx(ω) =
1

8
· 1

geff − i ω
2vkF

(units of e2/h), (4.77)

where we have restored the fermion velocity v, previously set to one. This

is the main result of this paper. The dc longitudinal conductivity varies as

1/geff along the random �xed line. An identical calculation with cos
(

2πI
N

)
→

sin
(

2πI
N

)
produces σyy(ω) = σxx(ω). The Hall conductivity σxy(ω) vanishes

because there is no time-reversal symmetry breaking on average. This follows

from an explicit computation similar to the above, in which
∑

I cos2
(

2πI
N

)
→∑

I cos
(

2πI
N

)
sin
(

2πI
N

)
= 0.

We may crudely estimate the regime of validity of (4.77) as follows. Recall

from (4.30) that geff ∼ g characterizes the scale of the �uctuations of the

random vector potential A(q), which in turn determines the random coupling

|Vθθ′(p⊥− p′⊥)| ∼ kF |A(q)| ∼ kF
√
geff in (4.22). General e�ective �eld theory

considerations require kF
√
geff ≤ Λ, where Λ� kF is the cuto� on momenta

transverse to the Fermi surface. Inserting this inequality into (4.77) at ω = 0,

we �nd

σxx(ω = 0) ≥ 1

8
· k

2
F

Λ2
. (4.78)

Λ � kF (rather than Λ ≤ kF ) ensures the scattering is primarily tangential

to the Fermi surface, instead of perpendicular to it (see �4.2). A study of the

e�ects of the various leading corrections to the e�ective theory (4.23) could

potentially clarify the bound (4.78).

4.4 Discussion and Summary

We have studied the e�ects of a quenched random, transverse magnetic �eld on

a 2d Dirac fermion placed at �nite density. For weak disorder of su�ciently

long wavelength, we showed how the e�ective theory reduces to an in�nite

collection of chiral fermions coupled by the vector potential. This simpli�ca-

tion allows for an exact treatment of the e�ects of the disorder. We found a

line of �xed points along which the longitudinal dc conductivity (4.77) varies

continuously with the disorder variance.
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The dc conductivity was calculated in the collisionless ~ω/kBT →∞ limit. It

is important to extend our study to the opposite order of limits ~ω/kBT → 0,

the so-called incoherent regime [54], relevant to experiment. (See [53] for a

study of distinct dc limits of the ac conductivity of a clean Dirac fermion at

zero density.) This question is pertinent to the expected universality of the

conductivity at a quantum phase transition [63]. Numerical studies9 [18, 29,

57] of the integer quantum Hall transition appear to be roughly consistent with

experiment (e.g., [59, 68]), giving a value for the dc longitudinal conductivity

σxx ∼ (.54− .60) e2/h.

We focused exclusively on the point where the Dirac fermion is massless. In

the clean limit at �nite density, a metal intervenes between integer quantum

Hall states with σxy = ±1
2
e2

h
as the mass m is tuned between ±µ, where µ is

the chemical potential. Based on numerics (e.g., [56]), the metallic region is

absent in the presence of disorder and a direct integer quantum Hall transition

should obtain. It would be interesting to redo our analysis with a �nite mass

m to try to �nd the localization length exponent for this transition.

The disorder we studied was of su�ciently long wavelength that it mediated

elastic scattering between nearby Fermi points only. The opposite regime, in

which all Fermi points are coupled by the disorder, might be interesting to

consider. The action of the theory at energy ω = 0 takes the form:

Sω=0 =

∫
dz

N∑
I,J=1

R∗I(z)
(
i∂zδIJ + JIJ

)
RJ(z), (4.79)

with random JIJ coupling all Fermi points I, J , subject to a given ensemble.

Interpreting z as �time," this action is reminiscent of the quadratic Sachdev-

Ye-Kitaev model [27, 55] with complex fermions.

The similarity of the e�ective theory (4.50) of the random Dirac Fermi surface

to the theory of N chiral free fermions in 1d suggests a possible route towards

a non-Fermi liquid generalization, in which disorder may be studied simulta-

neously. For example, we may consider two independent Dirac fermions�with

chemical potentials that are of equal magnitude and opposite sign�in the pres-

ence of quenched vector potential disorder. The e�ective action is SR + SL,

9We are grateful to Prashant Kumar for discussions about this.
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where

SR =

∫
dtdz

N∑
I,J=1

R∗I(t, z)
(
i
(
∂t + ∂z

)
δIJ +

1

N
VIJ(z)

)
RJ(t, z), (4.80)

SL =

∫
dtdz

N∑
I,J=1

(L∗I(t, z)
(
i
(
∂t − ∂z

)
δIJ −

1

N
VIJ(z)

)
LJ(t, z), (4.81)

and RI (LJ) is the low-energy excitation about the Fermi surface de�ned by

positive (negative) chemical potential. Couplings between right (R∗IRI) and

left (L∗JLJ) densities leads to Luttinger liquid-like behavior. So long as the

couplings preserve a diagonal subgroup of the U(N)×U(N) symmetry of the

Fermi surface, the interactions and disorder can be studied simultaneously.

The implications and possible microscopic origin of such a theory are unclear.
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APPENDIX

4.A Disorder Average of Single particle Greens function

In this appendix, we check that the higher-order corrections to the third equal-

ity in (4.66) exponentiate. This ensures the disorder-averaged Green's function

takes the short-range form (4.68). Beginning with (4.66), we write∑
A

U †IA(z)UAI(0) =
∑
A

(
eiM1 ...eiMn−1eiMn

)
II

(4.82)

=
(

[1 + iM1 −
M2

1

2
+ ..][1 + iM2 −

M2
2

2
+ ..]...[1 + iMn −

M2
n

2
+ ..]

)
II

≡ Lin + Quad + Cubic + . . .

(4.83)

where Lin, Quad, and Cubic stand for terms with two, four, and six M -

contractions. To simplify the presentation here, we set f0 = 0 in (4.65), which

leads to

(Mi)IJ(Mj)KL = (
g kF
N

f1) δz δIL δJK δ|i−j|,1 , gY ≡
g kF
N

f1. (4.84)

First, we compute the linear term:

Lin =
(

(iM1)(iM2) + (iM2)(iM3) + ...(iMn−1)(iMn)
)
II

=
n−1∑
j=1

[(iMj)(iMj+1)]II

= i2gY NδII (n− 1) δz (4.85)

Next we compute the quadratic term:

Quad =
( n−1∑
j=1

1

4
(iMj)2(iMj+1)2 +

n−2∑
j=1

1

2
(iMj)(iMj+1)2(iMj+2) +

∑
j<k,j+16=k

(iMj)(iMj+1)(iMk)(iMk+1)
)
II

=
1

4
i4g2

YN
2 (n− 1)δz2 +

1

2
i4g2

YN
2 (n− 2)δz2 + i4g2

YN
2 (n− 2)(n− 3)

2
δz2 (4.86)

→ i4g2
YN

2 z
2

2
. (4.87)

In the last line, we took the continuum limit nδz → z, in which only the n2

term survives; in this limit, all linear in n terms can be dropped. Finally, we
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compute the cubic term. Given the computation of the quadratic term, we

only retain the n3 terms here:

Cubic =
∑

j,k,`,j<k<`,j+16=k,k+16=`

(
(iMj)(iMj+1)(iMk)(iMk+1)(iM`)(iM`+1)

)
II

= i6 g3
Y N

3 n
3 + (subleading terms)

6
δz3

→ i6 g3
Y N

3 z
3

6
.

(4.88)

Examining Lin, Quad, and Cubic, in particular, the combinational factors
1
2!
, 1

3!
, we have con�dence that the average

∑
A U

†
IA(z)UAI(0) indeed takes the

exponential form:∑
A

U †IA(z)UAI(0) = 1 + i2gY N z + i4g2
YN

2 z
2

2
+ i6 g3

Y N
3 z

3

6
+ . . . = e−gY Nz = e−gkF f1 z. (4.89)

4.B Disorder Average of Products of U and C Matrices

In this appendix, we detail the evaluation of the disorder average of products

of U and C matrices, focusing on the product that appears in (4.73):

Tr U(z)CU †(z)U(z′)CU †(z′) ≡ UAI(z)CII′U
†
I′B(z)UBJ(z′)CJJ ′U

†
J ′A(z′),

(4.90)

where UIJ(z) is de�ned in (4.52), CII′ = cos
(

2πI
N

)
δII′ , and the sums over

A, I, I ′, B, J, J ′ = 1, . . . , N are understood. The computation of (4.66) is

similar and will not be discussed.

To calculate (4.90), we discretize the z direction into segments [zk−1, zk] of

length δz > 0, where zk = kδz for all integer k. We take z = zn, z
′ = zm, and

consider the limit n,m→∞ with zn and zm �xed. U(z) is decomposed as

U(z) = e
− i
N

∫ zn
zn−1

dz′ V (z′) · · · e−
i
N

∫ z2
z1

dz′ V (z′)
e
− i
N

∫ z1
z0

dz′ V (z′)
(4.91)

and similarly for U(z′). Since δz is in�nitesimal, we approximate

1

N

∫ zj

zj−1

dz′ V (z′) ≈ 1

N
V (zj)δz ≡Mj. (4.92)

The decomposition of U becomes

U(z) = e−iMne−iMn−1 · · · e−iM1 . (4.93)
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From (4.55), Mj is a zero-mean Gaussian random variable with variance,

(Mi)IJ(Mj)KL =
gkF
N

δILδJKf(zi − zj)δz2, (4.94)

where f(zi − zj) is de�ned by

f(zi − zj)δz = f0δ|i−j|,0 + f1δ|i−j|,1 + f2δ|i−j|,2 + ...+ fkδ|i−j|,k. (4.95)

We refer to f0 as the on-site correlation coe�cient, f1 as the 1st neighbor

correlation coe�cient, f2 as the 2nd neighbor correlation coe�cient, etc. Using

(4.95), we write the disorder average (4.90) as

Tr U(z)CU †(z)U(z′)CU †(z′) = Tr[C C] +W0 +W1 + . . .+Wk, (4.96)

where Wj denotes the contribution from fj. The �rst term Tr[C C] is the

constant term without any Wick contraction due to the disorder averaging.

1st-neighbor correlation: W1

We begin with the 1st neighbor contribution W1. We substitute (4.93) into

(4.96) and expand the exponentials to obtain

W1 =
(
e−iMn · · · e−iM1

)
AI
CII′

(
eiM1 · · · eiMn

)
I′B

×
(
e−iMm · · · e−iM1

)
BJ
CJJ ′

(
eiM1 · · · eiMm

)
J ′A

∣∣∣
f1

≈
(

(1− iMn) · · · (1− iM1)
)
AI
CII′

(
(1 + iM1) · · · (1 + iMn)

)
I′B

×
(

(1− iMm) · · · (1− iM1)
)
BJ
CJJ ′

(
(1 + iM1) · · · (1 + iMm)

)
J ′A

∣∣∣
f1

,(4.97)

where
∣∣∣
f1

indicates that we only consider the contributions due to the 1st

neighbor correlation f1 in (4.95). Note that the disorder average in the �rst

equality is being performed over the entire product, not separately over each

term in the product. Assuming n > m, there are four possible contractions
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involving Mn that we isolate by writing W1 as(
(−iMn)(−iMn−1)

)
AI
CII′δI′B δBJCJJ ′δJ ′A + (−iMn)AI(iMn−1)I′B CII′δBJCJJ ′δJ ′A

+ (−iMn−1)AI(iMn)I′BCII′ δBJCJJ ′δJ ′A + δAICII′
(

(iMn−1)(iMn)
)
I′B

δBJCJJ ′δJ ′A

+
(
e−iMn−1 · · · e−iM1

)
AI
CII′

(
eiM1 · · · eiMn−1

)
I′B

(
e−iMm · · · e−iM1

)
BJ
CJJ ′

(
eiM1 · · · eiMm

)
J ′A

∣∣∣
f1

= 2g f1 kF δz
(
− δAIδI′B +

1

N
δII′δAB

)
δBJĈII′ĈJJ ′δJ ′A

+
(
e−iMn−1 · · · e−iM1

)
AI
CII′

(
eiM1 · · · eiMn−1

)
I′B

(
e−iMm · · · e−iM1

)
BJ
CJJ ′

(
eiM1 · · · eiMm

)
J ′A

∣∣∣
f1

.

(4.98)

The subleading term ∝ 1
N
, which comes from �crossing-contractions," vanishes

because CII′δII′ = Tr[C] = 0.

We continue as above sequentially contracting 1st neighbor pairs involving

Mn−1,Mn−2, . . . ,Mm+2 to arrive at

W1 = −2g f1 kFTr[CC]
(
n− (m+ 2) + 1

)
δz +

(
Contractions of Mm+1, . . . ,M1

)
(4.99)

There are eight contractions that involve Mm+1 and Mm in the second term

in (4.99):[(
(−iMm+1)(−iMm)

)
AI
CII′δI′BδBJCJJ ′δJ ′A + (−iMm+1)AI(iMm)I′BCII′δBJCJJ ′δJ ′A

+(−iMm+1)AI(−iMm)BJCII′δI′BCJJ ′δJ ′A + (−iMm+1)AI(+iMm)J ′ACII′δI′BδBJCJJ ′
]

+
[
(Mm)AI(Mm+1)I′BCII′δBJCJJ ′δJ ′A − (MmMm+1)I′BδAICII′δBJCJJ ′δJ ′A

+δAICII′(Mm+1)I′B(Mm)BJCJJ ′δJ ′A − δAICII′(Mm+1)I′B(Mm)J ′AδBJCJJ ′
]
. (4.100)

In the �rst [. . .], the �rst term cancels with the fourth and the second term

cancels with the third; the same pairs mutually cancel in the second [. . .]. Next

we consider the contractions involving Mm and Mm−1, and we again obtain

zero. These cancellations continue through to contractions involvingM1. This

makes sense since we expect the result to only depend on the di�erence (n−m).

Summarizing, we have

W1 = −Tr[CC]
(

2g f1 kF [n− (m+ 2) + 1]δz
)
. (4.101)
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2nd-neighbor correlation and beyond: W2, . . . ,Wk

Following the logic used to compute the 1st neighbor correlations, we �nd

W2 =
(
e−iMn · · · e−iM1

)
AI
CII′

(
eiM1 · · · eiMn

)
I′B

×
(
e−iMm · · · e−iM1

)
BJ
CJJ ′

(
eiM1 · · · eiMm

)
J ′A

∣∣∣
f1

≈
(

(1− iMn) · · · (1− iM1)
)
AI
CII′

(
(1 + iM1) · · · (1 + iMn)

)
I′B

×
(

(1− iMm) · · · (1− iM1)
)
BJ
CJJ ′

(
(1 + iM1) · · · (1 + iMm)

)
J ′A

∣∣∣
f2

= −Tr[CC]
(

2g f2 kF [n− (m+ 3) + 1]δz
)
. (4.102)

Generalizing to kth neighbor correlations, we have

Wk = −Tr[CC]
(

2g fk kF [n− (m+ k + 1) + 1]δz
)
. (4.103)

On-site Correlation: W0

Unlike the o�-site correlations discussed above, we have to expand the expo-

nentials to quadratic order to obtain the contribution from on-site correlations:

W0 =
(
e−iMn · · · e−iM1

)
AI
CII′

(
eiM1 · · · eiMn

)
I′B

×
(
e−iMm · · · e−iM1

)
BJ
CJJ ′

(
eiM1 · · · eiMm

)
J ′A

∣∣∣
f0

≈
(

(1− iMn −
M2

n

2
) · · · (1− iM1 −

M2
1

2
)
)
AI
ĈII′

(
(1 + iM1 −

M2
1

2
) · · · (1 + iMn −

M2
n

2
)
)
I′B

×
(

(1 + iMm −
M2

m

2
) · · · (1 + iM1 −

M2
1

2
)
)
BJ
ĈJJ ′

(
(1 + iM1 −

M2
1

2
) · · · (1 + iMm −

M2
m

2
)
)
J ′A

∣∣∣
f0

= gf0kF δz
(
− δAIδI′B +

2

N
δII′δAB

)
δBJĈII′ĈJJ ′δJ ′A +

(
Contractions of Mn−1, . . . ,M1

)
.

(4.104)

The crossing term ∝ 1
N
again vanishes. Continuing in this way we arrive at

W0 = −Tr[CC]
(
g f0 kF [n− (m+ 1) + 1]δz

)
+
(
Contractions of Mm, . . . ,M1

)
.

(4.105)

Similar to the cancellations that were discussed in the context of the 1st neigh-

bor correlations, the remaining contractions of Mm, . . . ,M1 equal zero. Thus,

we have

W0 = −Tr[CC]
(
g f0 kF [n− (m+ 1) + 1]δz

)
. (4.106)
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Final Result

Collecting all correlations f0, f1, . . . , fk and replacing limn→∞ nδz = z and

limm→∞mδz = z′, we have

Tr U(z)CU †(z)U(z′)CU †(z′) = Tr[CC]
(

1− 2gkF δz
(f0

2
(n−m) +

k∑
j=1

fj[n−m− k]
))

= Tr[CC]e−2gkF |z−z′|
(
f0
2

+f1+...fk

)
.

(4.107)

Note that each term proportional to k in the sum vanishes at large n and m.

This concludes our calculation of the disorder average in (4.74). In the main

text, f0 and f1 are nonzero, and fk≥2 = 0. Since the calculation of this disorder

average is essentially the same as that of the fermion two-point function, the

demonstration in Appendix 4.A carries over and ensures that the exponential

form above holds.
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C h a p t e r 5

CURRENT ALGEBRA APPROACH TO 2D INTERACTING

CHIRAL METALS

5.1 Introduction

States of matter with a sharp Fermi surface�but whose low-energy excitations

are not Landau quasiparticles�present a challenge for e�ective �eld theory.

One approach to such states begins by coupling the free Fermi gas to a gapless

bosonic degree of freedom (e.g., [38, 23, 35, 3, 56, 51, 9, 52, 45, 1, 46, 72, 37,

47, 62, 39, 43, 44, 48, 18, 17, 25, 31, 61, 12, 26, 27, 59, 40, 75, 53, 16, 24]). This

boson may represent an order parameter �uctuation of the Fermi �uid in the

vicinity of a quantum critical point or be an emergent gauge �eld in an e�ective

description that is dual to the interacting electron one. If the coupling between

the fermions and bosons is relevant, in the renormalization group (RG) sense,

the resulting fermion + boson system generally �ows towards a strongly in-

teracting non-Fermi liquid �xed point. Another approach�piggybacking on

the generic breakdown of the Fermi liquid in one spatial dimension�employs

2d (or higher) arrays of coupled Luttinger liquids [77, 15, 73, 64, 49, 54, 50].

The resulting anisotropic states generally have power-law instabilities with

nonuniversal exponents.

Here we combine this second approach with a recent proposal by Else, Thorn-

gren, and Senthil (ETS) [14]. The ETS proposal is based on the IR symmetry

enhancement that occurs in the Fermi liquid. The IR symmetry is associated

with the long-lived gapless quasiparticle excitations of the Fermi liquid. The

enhancement is relative to the microscopic symmetries of a free Fermi gas,

such as fermion number and translation invariance. From the e�ective �eld

theory point of view [63, 55], the enhanced symmetry of the Fermi liquid is

due to the special kinematics of the Fermi surface, which renders most quasi-

particle interactions irrelevant. A similar IR symmetry enhancement occurs at

the Luttinger liquid �xed point [19, 20], for which generically no quasiparticle

picture applies, and in related systems [65, 36, 74, 42, 78, 29]. ETS suggested

the Fermi liquid symmetry enhancement may characterize a class of non-Fermi

liquid metals in d > 1, termed ersatz Fermi liquids, and showed how these IR
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symmetries, if preserved, constrain the properties of such states.

The ETS proposal is similar to how current algebra constrains the low-energy

scattering of pions in QCD [76]. This analogy motivates us to ask: Is there a

corresponding nonlinear sigma model for an interacting Fermi system in which

the enhanced IR symmetries of the Fermi liquid are manifest?

In this paper, we construct one such e�ective theory and argue that it pro-

duces an exactly solvable interacting Fermi system in two space dimensions.

Speci�cally, we argue that the chiral Wess-Zumino-Witten (WZW) model [79,

58, 66, 67] with U(N) symmetry at integer level k > 1 in two spacetime di-

mensions describes an interacting chiral metal in two spatial dimensions. At

k = 1, the WZW model is equivalent to Balents and Fisher's free chiral metal

[5] (see also [10, 6, 4, 69]), an anisotropic free Fermi gas with half of an open

Fermi surface. We identify U(N) with the enhanced IR symmetry of the chiral

metal, with N →∞ equal to the number of points on the Fermi surface. The

additional spatial dimension of the 2d chiral metal arises from the U(N) �a-

vor degrees of freedom of the WZW model. While we focus exclusively on 2d

chiral metals, in which all excitations move in the same direction along one of

the spatial dimensions, the construction appears to be generalizable non-chiral

metals and/or higher dimensions.

Our construction is inspired by the seminal works of Luther [41], Haldane [22],

Castro Neto and Fradkin [8], and Houghton and Marston [28] who studied the

bosonization of interacting fermions in d ≥ 2 (see also [34]). One di�erence

between these earlier constructions and ours is that we use a real-space e�ective

theory throughout. A seminclassical bosonization scheme for interacting Fermi

systems has recently appeared in [13]. It would be interesting to understand

the relation between this recent work and ours.

The remainder of this paper is organized as follows. In �5.2 we introduce the

free 2d chiral metal [5]. This state arises from a 2d array of N coupled paral-

lel quantum wires (a real-space analog of partitioning the Fermi surface into

small nonoverlapping patches), each hosting a single chiral fermion. We point

out that, in addition to U(1) number conservation and continuous translation

invariance along the wire, this theory has a nonlocal SU(N) symmetry, which

corresponds to transforming fermions on arbitrarily-separated wires into one

another. (The SU(N) symmetry is nonlocal in the sense that the associated

conserved charge is not the integral of local density.) This observation allows
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us to show in �5.3 that the free chiral metal is equivalent to a perturbed WZW

theory with U(N) symmetry at level k = 1. Single-fermion hopping between

wires corresponds to perturbation by certain SU(N) symmetry currents. The

solvability of the perturbed WZW model at k = 1 (when the theory is equiv-

alent to a free Fermi gas) extends to level k > 1. Since k is restricted to be

an integer, deformation by k > 1 is nonperturbative. The resulting k > 1

theories are not equivalent to free fermions, however, they do maintain the

same symmetries as the k = 1 theory. It is the deformation by k > 1 that dis-

tinguishes these models from the usual coupled Luttinger liquid constructions.

We probe these models in �5.4 by calculating two-point correlation functions

of single-fermion operator, the U(1) density, and current operators for arbi-

trary level k ≥ 1. In �5.5 we summarize our work and discussing possible

directions of future research. There are two appendices: in the �rst, we derive

the commutation algebra of density operators of the free chiral metal; in the

second appendix, we show how the nonchiral U(2)1 WZW theory decomposes

in terms of chiral U(2)1 WZW theories.

5.2 Nonlocal Symmetry of the Free Chiral Metal

In this section, we introduce the free 2d chiral metal and describe its nonlocal

SU(N) symmetry.

Free Chiral Metal

Consider a stack of N integer quantum Hall states, spaced a unit distance

δ = 1 apart from one another (Fig. 5.2.1 (a)). In the absence of any coupling

between the quantum Hall layers, the low-energy excitations of the system

consist of N free chiral fermion edge modes ψI(x) with Hamiltonian,

H0 = −iv
∫
dx

N∑
I=1

ψ†I(x)∂xψI(x), (5.1)

where the velocity v > 0. The positive sign of v corresponds to right-moving

excitations. The electron creation operator along the layer I edge is eipF xψ†I(x),

where p2
F is proportional to the bulk 2d electron density in each layer 1. The

most relevant perturbation to H0 consists of single-particle hopping between

1For instance, in a coupled wire construction of the integer Hall state, the 2d electron
density is pF /πb, where b is the wire separation.
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Figure 5.2.1: (a) Stack of 2d integer quantum Hall states with layer separation
δ = 1. B > 0 is the strength of the magnetic �eld; hopping between nearest-
neighbor edge modes (each of whose chirality is indicated by the right-pointing
arrow) proceeds with amplitude h/2. Periodic boundary conditions along the
y direction are assumed. (b) Fermi surface of the free 2d chiral metal is
indicated by the solid black line. The dashed line, which would be present
in a conventional time-reversal invariant system with open Fermi surface, is
absent. Both �gures are slight adaptions of those in [5].

nearest-neighbor edges,

H1 =
h

2

∫
dx

N∑
I=1

(
ψ†I+1(x)ψI(x) + ψ†I(x)ψI+1(x)

)
. (5.2)

We take the hopping amplitude h > 0; the overall factor of 1/2 is for later

convenience.

The total Hamiltonian H = H0 + H1 describes the free 2d chiral metal. Tak-

ing periodic boundary conditions, ψI(x) = ψI+N(x), along the y direction

and free boundary conditions along the x direction, the total Hamiltonian in

momentum space k = (kx, ky) is

H = −
∫
d2k
(
vkx − h cos(ky)

)
ψ†(k)ψ(k), (5.3)

where ψI(x) =
∫

d2k
2π
e−ik·rψ(k) ≡ 1

2π

∫∞
−∞ dkx

∫ π
−π dky e

−ik·rψ(k) and r = (x, I).

The Fermi surface is half of a conventional open Fermi surface (Fig. 5.2.1 (b)):
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Using (5.3), it consists of the N points k
(m)
F = (k

(m)
x , k

(m)
y ):

k(m)
x =

h

v
cos
(
k(m)
y

)
, (5.4)

k(m)
y =

2πm

N
, (5.5)

for m = −N
2

+ 1, . . . , N
2
.

Nonlocal SU(N) Symmetry

The free chiral metal has U(1) number symmetry, continuous translation in-

variance along the x direction, and discrete translation invariance along the y

direction. We will show in this section that the discrete translation invariance

can be viewed as being part of a larger SU(N) symmetry group. The SU(N)

symmetry is nonlocal in the sense that its associated conserved charges are

not, in general, the spatial integrals of local densities. Including SU(N), the

full invariance of the chiral metal is then U(N) ≈ U(1) × SU(N) symmetry

and continuous translations along the x direction.

To demonstrate this symmetry enhancement, we reinterpret the free 2d chiral

metal as a 1d system of N chiral fermions. Viewing the layer I label of ψI as

a �avor index, the H0 part of the total Hamiltonian (5.1) is invariant under

the U(N) transformations:

ψI →
N∑
J=1

UIJψJ , (5.6)

where UIJ ∈ U(N) is independent of x. From the 1d perspective, this transfor-

mation is simply a U(N) global symmetry. From the 2d point of view, (5.6) is

nonlocal since it generally relates fermions separated by an arbitrary distance

|I−J | modulo N along the y direction. We will refer to this transformation as

a nonlocal symmetry. There is a local U(1)N subgroup consisting of the layer

I phase rotations,

ψI → eiαIψI , I = 1, . . . , N, (5.7)

where αI is an arbitrary constant phase. The hopping term H1 (5.2) appears

to reduce the U(N) invariance to an overall U(1) number symmetry. It turns

out that the full nonlocal U(N) symmetry is preserved for arbitrary hopping

amplitude h [32].
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To see this, we perform the gauge transformation,

ψI(x) =
N∑
J=1

MIJ(x)ψ̃J(x), (5.8)

with unitary SU(N) matrix,

M(x) = exp
(
− ihx

v

N∑
m=1

X(m,m+1)
)
, (5.9)

where the SU(N) generators X
(m,n)
IJ = 1

2

(
δI,mδJ,n + δI,nδJ,m

)
with m,n ∈

{1, . . . , N} and m 6= n. As a result of the transformation (5.8), the hopping

amplitude is gauged away and the total Hamiltonian becomes

H = −iv
∫
dx

N∑
I=1

ψ̃†I(x)∂xψ̃I(x). (5.10)

The nonlocal U(N) symmetry of H is now manifest:

ψ̃I =
∑
J

UIJ ψ̃J ↔ ψI =
∑
J,K,L

MIJUJKM
†
KLψL. (5.11)

Locality in the layer I direction is obscured in the diagonalized Hamiltonian

(5.10) because the fermions ψ̃I(x) in (5.8) are linear combinations of ψI(x) over

all I. Note also that the gauge transformation alters the boundary conditions

when the x direction is compact. For example, periodic boundary conditions

on a circle of length L become �twisted" by multiplication of the fermions by

M(L).

The charges of the nonlocal U(N) symmetry are

Qa =

∫
dx
∑
I,J

ψ̃†IT
a
IJ ψ̃J =

∫
dx

∑
I,J,K,L

ψ†IMIKT
a
KLM

†
LJψJ , (5.12)

where T 0
IJ = δIJ and T aIJ for a ∈ {1, . . . , N2− 1} are Hermitian SU(N) gener-

ators satisfying

Tr
(
T aT b

)
=

1

2
δab,

[
T a, T b

]
= ifabcT c, (5.13)

with fabc being SU(N) structure constants. The gauge transformation by

MIJ(x) in (5.8) e�ects a position-dependent similarity transformation of the

U(N) generators,

T aIJ → T aIJ(x) =
∑
K,L

MIK(x)T aKLM
†
LJ(x), (5.14)
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under which the normalization and algebra in (5.13) are preserved. The real-

space densities de�ning the Qa are generally nonlocal with respect to the layer

I direction.

The conserved momentum-space densities n(k) = ψ†(k)ψ(k) are associated

with particular linear combinations of charges Qa. To identify them, we intro-

duce the linear combination of SU(N) generators:

A1 =
N∑
m=1

X(m,m+1), A2 =
N∑
m=1

X(m,m+2), · · · , AN/2 =
N∑
m=1

X(m,m+N/2),

(5.15)

B1 =
N∑
m=1

Y (m,m+1), B2 =
N∑
m=1

Y (m,m+2), · · · , BN/2 =
N∑
m=1

Y (m,m+N/2),

(5.16)

withX(m,n) given below (5.9) and Y
(m,n)
IJ = 1

2i

(
δI,mδJ,n−δI,nδJ,m

)
(m 6= n). The

Aj (Bj′) matrices de�ne nearest-neighbor, next nearest-neighbor, etc. hopping

terms of the form:

QAj =

∫
dx
∑
I,J

ψ†I(Aj)IJψJ , (5.17)

QBj′ =

∫
dx
∑
I,J

ψ†I(Bj′)IJψJ . (5.18)

Fermions hopping via the QBj′ set of operators acquire a π/2 phase. Because

the Aj and Bj′ matrices commute with one another, the hopping terms take the

same form when expressed in terms of the gauge-transformed fermions in (5.8).

As such, these terms simply correspond to particular linear combinations of

the charges Qa in (5.12), the particular linear combination determined by the

SU(N) generators appearing in Aj (Bj′). In momentum space, these charges

become

QAj =

∫
d2k 2 cos(jky)n(k), (5.19)

QBj′ =

∫
d2k 2 sin(j′ky)n(k) (5.20)

for j, j′ = 1, . . . , N/2.

5.3 Interacting Chiral Metals

In this section, we review the chiral WZW theory and then show how the free

chiral metal can be written as a WZW theory with U(N) symmetry at level
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k = 1, before generalizing to arbitrary integer k > 1. We will refer to the

k > 1 WZW theories as interacting chiral metals because they maintain the

nonlocal SU(N) symmetry of the k = 1 theory, but are not equivalent free

fermions.

Chiral WZW Models

The chiral WZW theory in two spacetime dimensions is a nonlinear sigma

model with Wess-Zumino topological term [79, 58, 66, 67] (for pedagogical

reviews, see [30, 19]). The WZW �xed point action for a matrix boson g =

gIJ(x, t) taking values in a compact group G is

Sk[g] = k
(
I[g] + Γ[g]

)
, (5.21)

where the level k ≥ 1. For right-moving excitations, the nonlinear sigma model

term is

I[g] =
1

4π

∫
dtdxTr

(
(∂xg

−1)(∂+g)
)
, (5.22)

where ∂+ = v∂x + ∂t. (For left-movers, substitute ∂+ → ∂− = v∂x − ∂t.) The

Wess-Zumino topological term is

Γ[g] =
1

12π

∫
dtdxdz εµνρTr

(
(g−1∂µg)(g−1∂νg)(g−1∂ρg)

)
, (5.23)

where µ, ν, ρ ∈ {t, x, z} and the totally-antisymmetric symbol εtxz = +1. In

this paper, we are interested in G = U(N) and the trace is taken in the

fundamental representation. The Wess-Zumino term is de�ned on a three-

dimensional hemisphere with boundary equal to the two-dimensional space-

time. This term is independent of the extension of g to three dimensions

modulo 2π, provided k is an integer.

Under the replacement g → g1g2, the chiral WZW action (5.21) satis�es the

Polyakov-Wiegmann identity [57]:

Sk[g1g2] = Sk[g1] + Sk[g2]− k

2π

∫
dtdxTr

(
g−1

1 (∂+g1)(∂xg2)g−1
2

)
. (5.24)

This identity, which is of central importance in what follows, arises from the

individual multiplication rules obeyed by the nonlinear sigma model and Wess-

Zumino terms:

I[g1g2] = I[g1] + I[g2]− 1

4π

∫
dtdxTr

(
g−1

1 (∂xg1)(∂+g2)g−1
2 + g−1

1 (∂+g1)(∂xg2)g−1
2

)
(5.25)
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and

Γ[g1g2] = Γ[g1] + Γ[g2] +
1

4π

∫
dtdxTr

(
g−1

1 (∂xg1)(∂tg2)g−1
2 − g−1

1 (∂tg1)(∂xg2)g−1
2

)
.

(5.26)

The Polyakov-Wiegmann identity can be used to show that the chiral WZW

theory has symmetry:

g → V (x−)gW (t), (5.27)

where x± = 1
2v

(x±vt) and V (x−),W (t) are matrices in U(N). Invariance under

right multiplication of g by the x-independent matrixW (t) corresponds to the

fact that g = gR(x−)W (t), with gR(x−) ∈ U(N), is the general solution to the

equations of motion of Sk[g] that arise upon varying g → g+δg = g(1+g−1δg):

∂x
(
g−1∂+g

)
= 0. (5.28)

This means that g should be thought of as a right-moving element of the coset

LU(N)/U(N), i.e., the loop group of U(N) modulo arbitrary x-independent

matricesW (t) [67]. (Strictly speaking, the x direction should be a circle, rather

than the real line, for this to be the usual loop group.) Invariance under left

multiplication of g by V (x−) corresponds to a right-moving U(N) Kac-Moody

symmetry [21]. Conservation of the Kac-Moody currents,

Ja =
ik

2π
Tr
(
T a(∂xg)g−1

)
, (5.29)

i.e., ∂+J
a = 0, follows upon applying (5.24) to the variation, g → g + δg =(

1 + (δg)g−1
)
g. Note that T 0

IJ = δIJ and T a for a = 1, . . . N2− 1 are the same

SU(N) generators appearing in (5.13). These Kac-Moody currents obey the

usual equal-time commutation relations:[
J0(x, t), J0(x′, t)

]
= −ikN

2π
∂xδ(x− x′), (5.30)[

Ja(x, t), J b(x′, t)
]

= ifabcJ cδ(x− x′)− ikδab

4π
∂xδ(x− x′), (5.31)

for a, b = 1, . . . N2 − 1.

When the level k = 1, Sk[g] is equivalent to N right-moving fermions with

action,

Sk=1[g]↔ i

∫
dtdx

N∑
I=1

ψ†I∂+ψI , (5.32)
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where �↔" indicates �equivalent to." This equivalence is the chiral version of

Witten's non-Abelian bosonization [79, 58, 66, 67]. The Kac-Moody currents

correspond to the fermion bilinears,

Ja ↔
∑
I,J

ψ†IT
a
IJψJ . (5.33)

The level k > 1 theories are interacting generalizations of the k = 1 theory,

in which the U(N) symmetry is maintained. One way to think about them

goes as follows [70]. Consider the theory of kN nonchiral free Dirac fermions.

Similar to the free chiral metal, this theory may be viewed as arising in the

low-energy limit at the surface of a stack of kN integer spin-quantum Hall

states. Factorizing U(kN)1 ≈ U(1)kN × SU(N)k × SU(k)N for each chirality,

we may couple right-moving and left-moving SU(k)N currents IaR,L
2 through

the marginally-relevant interaction,

S ′ = −c
∫
dtdx

k2−1∑
a=1

IaRI
a
L. (5.34)

For c > 0, the interaction (5.34) drives the free fermion system to the nonchiral

U(N)k WZW model [71]. The �xed point theory, i.e., the U(N)k WZW model

with k > 1, has the same symmetry as the k = 1 theory. Sk[g] in (5.21)

is the chiral version of this �xed point in which there are only right-moving

excitations.

Perturbed WZW Models

To make contact with the free chiral metal, we need to add nearest-neighbor

hopping, i.e., the H1 term (5.2), to the k = 1 WZW model in (5.21). Using

the identi�cation of U(N) currents in (5.33), we see that the free chiral metal

is equivalent to

Sk=1[g]− h

2π

∫
dtdxTr

(
A1(∂xg)g−1

)
, (5.35)

where A1 is the linear combination of SU(N) generators given in (5.15). The

second term in (5.35) corresponds to minimal coupling to a constant vector

potential polarized in the A1 direction of the SU(N) group. As in the free

2These currents are de�ned in terms of fermion bilinears as follows: IaR,L =∑
I,J(ψ†R,L)I

(
T a ⊗ I

)
IJ

(ψR,L)J , where T
a generate an SU(k) subgroup of SU(kN) and

I is the identity matrix in the complementary SU(N) subgroup.
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fermion representation of this �xed point, we can gauge away the hopping term

to keep the U(N) Kac-Moody symmetry manifest. If we replace g →Mg with

M given in (5.9), the Polyakov-Wiegmann identity (5.24) gives

Sk=1[Mg]− Sk=1[M ] = Sk=1[g]− h

2π

∫
dtdxTr

(
A1(∂xg)g−1

)
. (5.36)

Because M is a gauge transformation parameter, i.e., nondynamical, we can

absorb exp(−iSk=1[M ]) into the overall normalization of the path integral for

the WZW model. The �nal step is to de�ne the gauge-transformed bosons as

g̃ = Mg. The path integration measure is invariant with respect to g →Mg.

All of these manipulations carry over for general integer k > 1. The resulting

interacting chiral metals will have the same symmetries as the free chiral metal.

In analogy with the k = 1 theory, we take the k > 1 chiral metals to be

perturbed WZW models:

Sk[g] = Sk[g]− hk

2π

∫
d2xTr

(
A1(∂xg)g−1

)
. (5.37)

The manifestly U(N)-invariant form obtains by taking g̃ = Mg with action,

Sk[g̃], and M given in (5.9). The U(N) symmetry currents in this �tilded

basis" are

J̃a =
ik

2π
Tr
(
T a(∂g̃)g̃−1

)
. (5.38)

These currents obey the Kac-Moody algebra (5.30) and (5.31). This algebra

(at k = 1) is di�erent from the commutation algebra of density operators of

the free chiral metal (see Appendix 5.A). In the next section, we will make use

of the standard equal-time two-point correlation functions of these currents:〈
J̃0(x)J̃0(x′)

〉
k

=
( i

2π

)2 Nk

(x− x′)2
, (5.39)

〈
J̃a(x)J̃ b(x′)

〉
k

=
( i

2π

)2 k

(x− x′)2

δab

2
, a, b ∈ {1, . . . N2 − 1}, (5.40)

with all other two-point correlation functions equal to zero, where J̃0 = J0 is

the overall U(1) number current associated with the generator T 0
IJ = δIJ .

5.4 Two-Point Correlation Functions

In this section, we determine the two-point correlation functions of the single-

particle fermion operator, the U(1) number density, and the U(1) current in

the interacting chiral metals. We �nd that interactions (k > 1) produce 1/N

corrections to scaling of the single-particle fermion operator as N → ∞ and

renormalize the amplitudes of the density and current two-point functions.
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Fermion Two-Point Function

We would like to understand whether interactions (k > 1) give the single-

particle operator ψI(x) an anomalous dimension by computing its two-point

correlation function,

〈ψI(x)ψ†J(0)〉 ∼ 1

x2∆
, (5.41)

for �xed I, J . Unfortunately, it is unknown how to write ψI(x) in the language

of non-Abelian bosonization. Nevertheless, there is an indirect approach [2]

for inferring this scaling dimension ∆ using a nonchiral WZW theory.

Similar to the construction of the U(N)k WZW model reviewed at the end

of �5.3, we consider the theory of kN nonchiral free Dirac fermions. For each

chirality, we decompose U(kN)1 = U(1)kN × U(N)k × U(k)N and write the

Dirac fermion in terms of its right RI,a(z) and left LJ,b(z̄) chiral fermion com-

ponents. Here the complex coordinates z = x + ivτ and z̄ = x − ivτ . We

view I, J ∈ {1, . . . , N} as wire indices and a, b ∈ {1, . . . , k} as internal �avor
indices. Within each chirality sector, we allow identical nearest-neighbor hop-

ping using the operators R†I,a(A1)IJRJ,a and L
†
I,a(A1)IJLJ,a, where the SU(N)

matrix A1 is de�ned in (5.15). Notice these hopping terms are SU(k) singlets.

As before, we can gauge away these hopping terms to restore manifest SU(N)

symmetry through the transformations,

RI,a =
∑
J

MIJR̃J,a, LI,a =
∑
J

M †
IJ L̃J,a, (5.42)

with MIJ given in (5.9). The reason for the relative Hermitian conjugation

of MIJ is that the right and left movers have opposite velocities along the x

direction.

In the free theory, the two-point function,

〈RI,a(z)R†J,b(0)〉 =
∑
I′,J ′

〈R̃I′,a(z)R̃†J ′,b(0)〉MII′(x)M †
J ′J(0) =

i

2π

δab
|z|
(
M(x)M †(0)

)
IJ
.

(5.43)

Since the hopping matrixM(x)M †(0) is an oscillatory function of x, it does not

contribute to the scaling of the two-point function for large |x|. For |I−J | → ∞
(with N →∞),

(
M(x)M †(0)

)
IJ
∼ 1/|I − J |.

Next we consider the decomposition [2],

R̃I,a(z)L̃†J,b(z̄) ∼ ei
√

4π
kN

φ(z,z̄)g†IJ(z, z̄)h†ab(z, z̄), (5.44)
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where φ, gIJ , hab are nonchiral bosons that parameterize �uctuations in the

U(1), SU(N), and SU(k) sectors. The neglected proportionality constant does

not a�ect the scaling. Using (5.44) and the 4-point function,

〈R̃I,a(z)L̃†J,b(z̄)L̃K,c(z)R̃†L,d(z̄)〉 ∼ 1

|zz̄| 1
kN

· δILδJK
|zz̄|∆g

· δadδbc
|zz̄|∆h

, (5.45)

where ∆g = N2−1
N(N+k)

and ∆h = k2−1
k(k+N)

, we reproduce the free �eld scaling

dimensions ∆R = ∆L = 1
2

(
1
kN

+ ∆g + ∆h

)
= 1/2 of R̃(z) and L̃(z̄) from the

scalings of (5.45) with |z| and |z̄|. (A check of this decomposition in the U(2)1

WZW theory is given in Appendix 5.B.)

Now we imagine gapping out the SU(k) sector with an interaction of the

form (5.34) to obtain the U(N)k = U(1)kN × SU(N)k theory. Removing the

contribution of hab to (5.45), we infer the scaling dimensions

∆
U(N)k
R = ∆

U(N)k
L =

1

2
· 1 + kN

k2 + kN
=

1

2

(
1−

k − 1
k

N

)
+O(1/N2). (5.46)

We identify ∆ in (5.41) with ∆
U(N)k
R . We recover free fermion scaling at k = 1

for any N . For N →∞, there are 1/N corrections to free fermion scaling that

depend on k.

The Density Correlation Function

In a free Fermi gas, the equal-time U(1) number density two-point function

(a.k.a. the pair correlation function) gives the relative probability of �nding

two particles at r and r′ [7]. The vanishing of this correlation function at

r = r′ is a re�ection of the Pauli exclusion principle. The �nite, nonzero

fermion density produces a nonzero asymptote as |r − r′| → ∞. Oscillations

in the correlation function are determined by the Fermi wave vector.

We are interested in computing the analog of this correlation function in the

chiral metals with action Sk[g] for general k ≥ 1. We focus on the long-

distance, connected part of this two-point correlation function. This means

that we will not directly probe the quantum statistics of the underlying inter-

acting particles (since the insertion points will never be coincident) and that

the correlator will vanish as |r − r′| → ∞. As may be anticipated from the

expression (5.29) for the symmetry currents, we will �nd that the density cor-

relation function for k > 1 coincides with the k = 1 result, up to an overall

factor of k. Thus, the �rate" or amplitude at which this correlation function
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vanishes as |r− r′| → ∞ gives a measure of the interaction parameterized by

k. A similar conclusion obtains from the current two-point function studied

in the next section.

To begin, we de�ne the local U(1) number density at r = (x, I) as

ρI(x) =
I∑
a

caJ
a(x) =

ik

2π
Tr
( I∑

a

caT
a
(
∂xg(x)

)
g−1(x)

)
. (5.47)

In this and future expressions, the time dependence is left implicit with all

operators evaluated at the same time; the coe�cients {ca} in the above sum

of U(N) generators are chosen so that
∑I

a caT
a
KL = δIKδIL (no sum over I)

3. When k = 1, ρI(x) is the bosonized expression for the fermion bilinear

ψ†IψI(x) (no sum over I). We are interested in computing the two-point density

correlation function,

〈ρI(x)ρK(x′)〉k (5.48)

for nonzero hopping h at k ≥ 1. (When h = 0, the 〈ρI(x)ρK(x′)〉k ∝ δIK/|x−
x′|2.)

We �rst factor out the k dependence in order to relate the k > 1 correlation

functions to the k = 1 correlation function:

〈ρI(x)ρK(x′)〉k = k〈ρI(x)ρK(x′)〉k=1. (5.49)

To do this, we switch to the �tilded basis," g̃ = Mg with M given in (5.9). Up

to an overall additive constant (that we ignore), the density becomes

ρI(x) =
ik

2π
Tr
( I∑

a

caMT aM †g̃∂xg̃
)
. (5.50)

We may decompose MT aM † in terms of the U(N) generators as

M(x)T aM †(x) =
∑
b

βab (x)T b, (5.51)

for some expansion �coe�cients" {βa(x)}. The density correlation function

becomes

〈ρI(x)ρK(x′)〉k =
I∑
a

K∑
b

∑
m

∑
n

cacbβ
a
m(x)βbn(x′)

〈
J̃m(x)J̃n(x′)

〉
k
. (5.52)

3For example, when N = 2, δ1Kδ1L = 1
2 IKL + 1

2 (σ3)KL and δ2Kδ2L = 1
2 IKL−

1
2 (σ3)KL,

where I is the 2× 2 identity matrix and σ3 is the usual Pauli matrix.
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Notice that the only dependence on k occurs in the current two-point functions.

Replacing
〈
J̃m(x)J̃n(x′)

〉
k
→ k

〈
J̃m(x)J̃n(x′)

〉
k=1

using (5.39) and (5.40), we

may invert the above relations in the k = 1 theory to obtain the desired result

in (5.49).

We now compute the k = 1 density two-point function directly using the free

fermion representation of the theory:

〈ρI(x)ρK(x′)〉k=1 = 〈: ψ†IψI(x) : : ψ†KψK(x′) :〉. (5.53)

The colons denote normal ordering, which here means that we compute the

connected part of this fermion four-point function. Notice that we do not need

to determine the explicit form of the expansion coe�cients {ca} or {βab } that
occur above. Going to the �tilded basis" (5.8), we encounter

〈ρI(x)ρK(x′)〉k=1 = − 1

4π2

(
M(x)M †(x′)

)
IK
×
(
M(x′)M †(x)

)
KI

1

(x− x′)2
,

(5.54)

where we used the �tilded basis" fermion two-point functions,

〈ψ̃I(x)ψ̃†K(x′)〉 =
i

2π

δIK
x− x′

. (5.55)

We evaluate the product of matrix elements by diagonalizing the matrix A1,

which occurs in M(x) (see (5.9) and (5.15)):

A1 = UΛU † ≡
(
u1 u2 . . . uN

)

λ1 0 0..

0 λ2 0..

0 0 λ3..

..


(
u1 u2 . . . uN

)†
, (5.56)

where

ul =

√
2

N


sin
(

2πl×1
N
− π

4

)
sin
(

2πl×2
N
− π

4

)
...

sin
(

2πl×N
N
− π

4

)

 , λl = 2 cos
(2πl

N

)
, l = 1, 2, . . . , N, (5.57)

and substitute into (5.54). The product of matrix elements takes a functional

form that allows us to evaluate |I − K| for noninteger values. We plot the

density two-point functions when N = 40 in Figs. 5.4.1 and 5.4.2. This value
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Figure 5.4.1: Density two-point functions, normalized by k, as a function of
|I − J | at �xed |x− x′| (top) and |x− x′| at �xed |I −K| (bottom).

Figure 5.4.2: Comparison of the density two-point functions at k = 1 and
k = 3 as a function of |I − J | at �xed |x− x′|.
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of N appears to be su�ciently large to accurately capture the N →∞ limit.

The oscillations in these curves are due to the Fermi surface. We comment that

jth-neighbor hopping may be included similarly, since the various Aj and Bj′

matrices (appearing in (5.15) and (5.16)) matrices commute with one another.

The Current Correlation Function

The U(1) current density along the x direction is equal to the (charge) density

ρI(x). Its two-point function therefore coincides with the ρI(x) two-point

function studied in the previous section. In this section, we therefore focus on

the two-point correlation function of the U(1) current along the y direction.

It is simplest to de�ne the U(1) current by way of the free fermion represen-

tation of the k = 1 WZW theory. To this end, we use the Peierls substitution

to introduce a gauge �eld Ay polarized along the y direction into the hopping

term H1 in (5.2):

H1[Ay] =
h

2

∫
dx
∑
I,J

δJ,I+1ψ
†
Ie
iAyIJ (x)ψJ + h.c. (5.58)

To linear approximation in Ay, the corresponding current (density) along the

y direction is

JyI (x) ≡
( δH1

δAyI,I+1

+
δH1

δAyI−1,I

)∣∣∣
Ay=0

= h
∑
K,L

ψ†KP
I
KLψL, (5.59)

where the matrix,

P I
KL =

1

2i

(
δK,I−1δL,I − δK,IδL,I−1 + δK,IδL,I+1 − δK,I+1δL,I

)
. (5.60)

P I coincides with a linear combination of the U(N) generators Y (I,I+1) and

Y (I−1,I) de�ned below (5.16). For general k ≥ 1, we therefore take the U(1)

current density along the y direction to be

JyI (x) =
ik

2π
Tr
(
P I
(
∂xg(x)

)
g−1(x)

)
. (5.61)

Having de�ned the y current JyI (x), we set Ay = 0 in the remainder.

We are interested in computing the two-point correlation function,

〈JyI (x)JyK(x′)〉k. (5.62)
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Figure 5.4.3: Comparison of the U(1) density and y current two-point func-
tions, normalized by k, as a function of |I − J | at �xed |x − x′| (top) and
|x− x′| at �xed |I −K| (bottom).

As before, the k > 1 correlation functions are proportional to the k = 1 result:

〈JyI (x)JyK(x′)〉k = k〈JyI (x)JyK(x′)〉k=1. (5.63)

〈JyI (x)JyK(x′)〉k=1 can be computed using the free fermion representation of the

k = 1 theory. Mirroring the computation in the previous section, we �nd

〈JyI (x)JyK(x′)〉k=1 = − h2

4π2
Tr
(
M †(x)P IM(x) M †(x′)PKM(x′)

)
× 1

(x− x′)2
.

(5.64)

Comparisons of this U(1) y-current two-point function�evaluated using the

same method as in the previous section�and the density two-point function

are shown in Fig. 5.4.3 when N = 40.

5.5 Discussion

In this paper, we proposed Wess-Zumino-Witten (WZW) theories with U(N)

symmetry at level k ≥ 1 in two spacetime dimensions to be interacting chiral
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metals in two spatial dimensions. The extra spatial dimension arises from the

U(N) �avor degrees of freedom of the WZW model. The parameter N → ∞
counts the number of points on the Fermi surface. The k = 1 theory is

equivalent to Balents and Fisher's free 2d chiral metal. The k > 1 theories

are interacting generalizations, in which the symmetries of the k = 1 theory

are maintained. This construction provides a simple illustration of the ersatz

Fermi liquid proposal of Else, Thorgren, and Senthil [14]. Speci�cally, that

there are interacting Fermi systems that maintain the same symmetry as the

Fermi liquid. Here, it is the U(N) symmetry (which includes U(1) number

conservation and discrete translation invariance along the y direction) and

continuous translation invariance along the x direction of the free 2d chiral

metal that are preserved at nonzero interaction k > 1. We determined the

two-point function of the single-particle fermion operator at k > 1. We found

corrections to its anomalous dimension that depend on k; these corrections are

organized in an expansion in 1/N . We also computed the two-point function

of the U(1) number density and current operators for general k ≥ 1. The level

k results in an overall multiplicative rescaling of the amplitude of decay of

these local correlation functions 4.

There are a number of directions of future research.

• The most straightforward generalization is to non-chiral metals with an open

Fermi surface, which would arise from 2d arrays of non-chiral Luttinger liq-

uids. It would be interesting to consider the Lifshitz transition to a closed

Fermi surface and/or potential instabilities of the non-chiral theories. An-

other possibility is to gauge some of the U(N) symmetry. This symmetry is

anomalous in the chiral metals considered here; the non-chiral generalizations

admit anomaly-free subgroups (see, e.g., [11]).

• The nonlocal SU(N) symmetry can be maintained in the presence of nonuni-

form hopping and/or random scalar potential quenched disorder 5. (This fact

is essential to the theory of neutral modes in quantum Hall edge-state theories

[60, 33, 32].) A direct study of the free fermion description of the k = 1 the-

ory shows that the metal avoids localization because of its nonzero chirality

4The absence of non-Fermi liquid behavior in the U(1) density and current two-point
functions is similar to what occurs in the spinon-gauge problem [35].

5Nonuniform hopping hI and/or scalar potential disorder VI(x) can be gauged away

using M(x) = Tx exp
(
− i

∫ x
x0
dy
(∑N

m=1 Vm(y)I(m) − hm

v X
(m,m+1)

))
, where Tx is an x-

ordering operator, x0 is an arbitrary basepoint, and I(m)
IJ = δm,Iδm,J .
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and the asymmetry in its dispersion along the x and y directions [5, 6]. We

expect the chiral models we considered with k > 1 to also be stable against

localization.

• It is important to �nd a microscopic realization for how k may be varied.

We reviewed one construction in �5.3, which relied on nonlocal interactions

from the point of view of the underlying fermions. Whether this deformation

can be achieved via coupling to a local �eld is an open question.
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APPENDIX

5.A The Free Chiral Metal Current Algebra

In this appendix, we derive the commutation algebra of the Fourier modes of

the density operator of the chiral metal. This algebra is similar to the algebra

of density operators in a system with a closed Fermi surface in the presence

of a weak magnetic �elds [22, 8, 28, 14]; this algebra is di�erent than the

Kac-Moody algebra (5.30) and (5.31) at k = 1.

To derive this algebra, we use the point-splitting trick, familiar from (1 + 1)-

dimensional theories with Kac-Moody algebra, following Chapter 5 of [19].

For convenience, we choose a slightly di�erent nearest-neighbor hopping term

than used in the main text (�σy" as opposed to �σx" hopping), with hopping

amplitude w, and denote the fermion �eld as RI(x, t). The action is

S =

∫
dtdx

∑
I

R†I(x, t) i(∂t + vx ∂x )RI(x, t) + i w
∑
I

(R†I RI+1 − R†I+1 RI )(5.65)

=

∫
dtdx

∑
ky

R†ky(x, t) i(∂t + vx ∂x )Rky(x, t)− 2w
∑
ky

sin(kya)R†kyRky .(5.66)

In the second equality, we introduced the Fourier transformed �elds,

RI =
1√
N

∑
ky

Rky e
i ky Ia, (5.67)

where N is the number of wires and we are here denoting the spacing between

wires as a. The dispersion relation is

εk = vx kx + 2w sin(kya). (5.68)

The Fermi surface is the locus in (kx, ky)-space for which εk = 0. The ground

state |G〉 is the manybody state in which, for a given ky, all single-particle

states with negative vx kx + 2w sin(kya) are occupied

We take the x direction to have size L and view ky as a �avor index. De�ning

Rkx;ky and kx = 2π
L
nkx by

Rky(x) =
1

L

∑
nkx∈Z

ei
2π
L
nkxxRkx;ky , (5.69)

the two-point function of single-particle operators Rkx;ky is

〈R†px;pyRkx;ky〉 = δpxkx δpyky θ
(
− vx kx − 2w sin(kya)

)
, (5.70)
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where θ(x) is the step function. Correlation functions here and below are

computed in the ground state |G〉. The maximal index nmax
kx

labeling the

highest kx wave vector occupied, for a given ky, is obtained from

vx kx + 2w sin[kya] = 0 ⇒ nkx =
−2w sin[kya]

vx
× L

2π
. (5.71)

Thus, we �nd

〈R†py(x)Rky(x
′)〉 =

δpyky
L

nmaxkx∑
nkx=−∞

e−i
2π
L
nkx (x−x′)

=
δpyky
L

1

1− ei 2π
L

(x−x′+iα)
× ei

2π
L

(x−x′+iα)× 2w sin[kya]

vx
× L

2π

=δpyky
i

2π

1

x− x′ + iα
× ei(x−x

′+iα)× 2w sin[kya]

vx , (5.72)

where α is a short-distance cuto�.

We de�ne the following operators:

J
qy
R,ky

(x) = : R†ky(x)Rky+qy(x) : + lim
ε→0
〈R†ky(x+ ε)Rky+qy(x− ε)〉, (5.73)

where ky labels a point on the Fermi surface and qy is a small deviation about

ky. The operators J
qy
R,ky

(x) are the Fourier modes of the density operator.

Using Eq. (5.72), we �nd the equal-time commutator,

[J
qy
R,ky

(x), J
q′y
R,k′y

(x′)] = δky−k′y ,−qyδ−qy ,q′y

( i

2π

δ(x− ε, x′ + ε′)

(x+ ε)− (x′ − ε′)
ei(x−x

′+iα)
2w sin[kya]

v

− i

2π

δ(x+ ε, x′ − ε′)
(x′ + ε′)− (x− ε)

ei(x
′−x+iα)

2w sin[k′ya]

vx

)
, (5.74)

where ε and ε′ are the point-splitting distances used to de�ne J
qy
R,ky

(x) and

J
q′y
R,k′y

(x′). We approximate

e+i(x−x′+iα)
2w sin[kya]

vx ≈1 + i(x− x′ + iα)
2w sin[kya]

vx

≈1 + i(x− x′) 2w kya

vx
. (5.75)

Inserting this approximation into the above commutator, we �nd

[J
qy
R,ky

(x), J
q′y
R,k′y

(x′)] ≈ δky−k′y ,−qyδqy+q′y ,0

( i

2π

δ(x− ε, x′ + ε′)

(x+ ε)− (x′ − ε′)
− i

2π

δ(x+ ε, x′ − ε′)
(x′ + ε′)− (x− ε)

)
+δky−k′y ,−qyδqy+q′y ,0

( i

2π

δ(x− ε, x′ + ε′)

1
× i 2w kya

vx
− i

2π

δ(x+ ε, x′ − ε′)
1

× i 2w (ky + qy)a

vx

)
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= δky−k′y ,−qy

(
δqy+q′y ,0

−i
2π
∂xδ(x− x′) + qy δqy+q′y ,0 δ(x− x

′)
1

2π

2wa

vx

)
. (5.76)

This is similar to the commutation algebra of density operators for a system

with a Fermi surface in the presence of a weak, uniform magnetic �eld [22, 8,

28, 14]. To make this comparison, we identify x as the Fourier transform of the

momentum space direction normal to the Fermi surface, y as a label of a point

on the Fermi surface, and the magnetic �eld B ∼ wa/vx. One remark about

Eq. (5.76) is that the model we consider here is nonchiral along y direction:

the commutation algebra for operators near kya = 0 obtained in Eq. (5.76)

comes in pair with the commutation algebra near kya = π. Therefore, unlike

in [22, 8, 28, 14], there is no t'Hooft anomaly along the y direction when we

gauge our model.

5.B Chiral Decomposition in the U(2)1 WZW Model

In this appendix, we provide an explicit demonstration for how the nonchi-

ral matrix boson of the U(2)1 WZW model factorizes in terms of its chiral

components. This indicates how the scaling dimension of a nonchiral �eld

decomposes in terms of left and right scaling dimensions. This decomposition

supports the inferred scaling dimension of the fermion operator obtained in

�5.4.

Witten's formula [79] says Ri L
†
j ∼ (g†)ij e

i
√

4π
N
φC , withN = 2 and i, j ∈ {↑, ↓}.

We will show how the matrix boson gij ∈ SU(2) factorizes in terms of its chiral

components. We write g as

g =
1√
2

(
ei
√

2π φS −e−i
√

2πθS

e+i
√

2πθS e−i
√

2π φS

)
. (5.77)

Here and below exponential operators are assumed to be normal ordered. We

adopt the de�nitions:

φC = φR,C + φL,C , θC = −φR,C + φL,C , (5.78)

φS = φR,S + φL,S, θS = −φR,S + φL,S. (5.79)

The charge and spin bosons {φC , φS} are related to the up and down bosons

{φ↑, φ↓} used in Abelian bosonization of a spin-1/2 fermion by φC = 1√
2

(
φ↑ +

φ↓
)
and φS = 1√

2

(
φ↑ − φ↓

)
.

The right SU(2) currents are

JaR(z) = lim
w→z

i

2π
Tr[

σa

2
g†(w) ∂−g(z) ], (5.80)
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for a = x, y, z and ∂− = −2 ∂
∂z

= ( ∂
∂v t
− ∂

∂x
). Inserting (5.77) into (5.80), we

�nd

2JxR(z) =
−i
2π

1

w − z
: 2 cos[2

√
2πφR,S(z)] : (5.81)

2JyR(z) =
−1

2π

1

w − z
: 2i sin[2

√
2πφR,S(z)] : (5.82)

2JzR(z) =
+1√
2π

4 ∂zφR,S(z). (5.83)

Here w − z = α is understood to equal a short-distance cuto�. It's easy to

check that this result is consistent with Abelian bosonization using

ψR↑ =
κR↑√
2πα

ei
√

2π[φR,C+φR,S ], ψR↓ =
κR↓√
2πα

ei
√

2π[φR,C−φR,S ], (5.84)

ψL↑ =
κL↑√
2πα

e−i
√

2π[φL,C+φL,S ], ψL↓ =
κL↓√
2πα

e−i
√

2π[φL,C−φL,S ], (5.85)

for Klein �elds κR,L.

Next, following [68], we factorize the matrix �eld g in Eq. (5.77) as

g(x, t) = gR(x, t) g†L(x, t) =
(
g1(x− t)h(t)

)(
g2(x+ t)h(t)

)†
= g1(x− t) g†2(x+ t), (5.86)

where h(t) is an arbitrary x-independent SU(2) group element. This x-

independent factor was mentioned in �5.3. The presence of h(t) means that

g(x, t) does not factorize in terms of a product of holomorphic and antiholo-

morphic �elds when written in terms of gR and gL. The factorization (5.86)

should be consistent with (5.77). This requires

1√
2

(
eiβ φS −e−iβθS

e+iβθS e−iβ φS

)
=

1√
2

(
eiβ (φR,S+φL,S) −e−iβ(−φR,S+φL,S)

e+iβ(−φR,S+φL,S) e−iβ (φR,S+φL,S)

)

=
1√
2

(
C eiβφR,S −D eiβφR,S

D∗ e−iβφR,S C∗ e−iβφR,S

)
1√
2

(
AeiβφL,S −Be−iβφL,S

B∗e+iβφL,S A∗e−iβφL,S

)
≡ g1(x− t) g†2(x+ t), (5.87)

where β ≡
√

2π. There is not a unique solution for the complex numbers

A,B,C,D. We take

(A,B,C,D) =
(√

2 cos[
π

8
],
√

2 sin[
π

8
],
√

2 cos[
π

8
],
√

2 sin[
π

8
]
)
. (5.88)
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We thereby identify

gR(x, t) =

(
cos[π

8
] eiβφR,S(z) − sin[π

8
] eiβφR,S(z)

sin[π
8
] e−iβφR,S(z) cos[π

8
] e−iβφR,S(z)

)
.h(t), z = x− t, (5.89)

We can check that, based on (5.29), JaR(x) = i
2π
Tr[σ

a

2
(∂xgR) g†R] equals the

result we obtain via the nonchiral matrix g in Eq. 5.83. Writing ∂x instead of

∂z ensures that the di�erential operator only acts on g1(x− t) and not on h(t).

Finally, we can check the fermion scaling dimension is consistent with (5.89).

Using (5.84), we have

〈RI(z)R†J(0, 0)〉 ∼ e
2π
4π
〈φR,C(z)φR,C(0)〉 × e

2π
4π
〈φR,S(z)φR,S(0)〉 ∼ 1

z
. (5.90)

This implies the scaling dimension of the right-moving fermion is determined

by

2∆RI = 1 =
( 1

N
+

N2 − 1

N(N + 1)

)
N=2

⇒ ∆RI =
1

4
+

1

4
= ∆φC + ∆gR , (5.91)

where I, J are SU(2) indices.
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C h a p t e r 6

SUMMARY OF THIS THESIS

In summary, this thesis investigates the metallic state of matter in two di-

mensions by studying di�erent models which focus on di�erent aspects in each

chapter. Now we recap the key results for each chapter as follows.

In Chapter 2, we studied the in�uence of quenched disorder and a dissipative

Coulomb interaction on two di�erent quantum phase transitions: an integer

quantum Hall transition (IQHT) and a superconductor-insulator transition

(SIT). We considered both transitions using e�ective theories that consist of a

Dirac fermion coupled to a U(1) Chern-Simons gauge �eld at level 0 for IQHT,

and 1
2
for SIT. We implemented the renormalization group analysis at one-loop

level for disorder �uctuation and 1
Nf

level for gauge �uctuation (the number

fermion �avors Nf � 1), to study the critical properties of these theories. We

found both theories to be stable to the addition of a Coulomb interaction. The

IQHT was stable to C preserving disorder and exhibited a line of di�usive �xed
points with CT disorder. (C is charge-conjugation symmetry and T is time-

reversal symmetry.) The SIT exhibited a line of �xed points parameterized by

the Coulomb coupling when C is preserved. Other cases resulted in runaway

�ow.

In Chapter 3, from semi-classical approach, we revisit the integer quantum

Hall transition in terms of composite fermion with impurity, under which the

particle-hole symmetry is the emergent symmetry induced by disorder. We

further study the stability problem when the disorder trigger particle-hole

symmetry breaking. The stability condition is similar to the Landau level pro-

jection of the the half-�lled Landau level problem. We then compute the elec-

trical conductivity tensor based on self-consistent Born approximation. The

values of the conductivity are the coe�cients of the NLSM if we neglect its RG

�ow behavior. We also obtain the θ = π topological term from the reduction of

WZW model, which was alternatively obtained from the fermionic theory via

Fujikawa technique of evaluating chiral rotation measure veri�able only at zero

density limit. The resulting IR theory is equivalent to the O(3) NLSM. The

topological term alters the renormalization group �ow of the sigma model�
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which in its absence �ows to a massive phase�towards a gapless �xed point.

Our result shows how particle-hole symmetry can emerge in the HLR compos-

ite fermion theory and gives further evidence for the possible IR equivalence

of the Dirac and HLR theories.

In Chapter 4, we studied the e�ects of a quenched random, transverse mag-

netic �eld on a 2d Dirac fermion placed at �nite density. Under the assumption

that the amplitude of the disorder potential is smaller than the depth of the

Fermi momentum, we showed how the e�ective theory reduces to an in�nite

collection of chiral fermions coupled by the vector potential random matrix.

This simpli�cation allows for an exact treatment of the e�ects of the disorder

without using any conventional way of treating the impurity (replica, super-

symmetry, Keldysh). The task of solving S-D equation is then transformed

into the task of computing in�nite series. We consider the short-range impu-

rity and reproduce the known result of di�usive Fermi liquid; the long-range

impurity can be generalized directly in the similar way as long as we can

compute the higher-point of Gaussian average of random matrices. This is

an exactly solvable model from real space-time coordinates. We also obtain

physical observables including the spectrum function as well as the electri-

cal transport in the collisionless ~ω/kBT → ∞ limit. The �nite temperature

transport can also be computed numerically, which is on the opposite order of

limits ~ω/kBT → 0.

In Chapter 5, we present the explicit example to realize the two spatial di-

mensions Fermi surface with LU(1) and SU(N) symmetry microscopically in

terms of a collections of the integer quantum Hall edge states with fermion

hopping within di�erent edges. The extra spatial dimension arises from the

SU(N) �avor degrees of freedom of the WZW model. We determined the

two-point function of the single-particle fermion operator at k > 1. We found

corrections to its anomalous dimension that depend on k; these corrections

are organized in an expansion in 1/N . The interacting nature of fermion is

probable from the relative amplitude of current-current correlation function.

This construction provides a simple illustration of the ersatz Fermi liquid. In

our example, if one gauges the theory, there is t'Hooft anomaly in the SU(N)

sector but free for LU(1) sector, which can be read out from the obtained

commutation algebra.
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