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ABSTRACT 

Experimental investigations were made on the equilibrium and non­

equilibrium quantum interference phenomena in superconductors. A new 

instrument was developed for measuring magnetic susceptibility and moment 

with an improvement of sensitivity of nearly two orders of magnitude over 

the conventional magnetometers. 

A quantitative determination was made on the relaxation rate of a 

perturbed superconducting phase to relax back to its equilibrium state. 

The temperature-dependent relaxation time is found to be consistent with 

the known quasiparticle relaxation time in nonequilibrium superconductors. 

The effect of relaxation processes on macroscopic quantum interference 

phenomena was observed for the first time through the temperature modula­

tion of quantum interference in multiply connected superconducting cir­

cuits, and implies a modification of the Josephson frequency-voltage 

relationship. A relaxation model was developed and found adequate to 

account for nearly all the experimental results. 

The development and performance of an ultrasensitive superconducting 

magnetometer instrument based on various unique properties of supercon­

ductors were discussed. Applications of this instrument over a tempera­

ture range of 200°K in the fields of magnetochernistry, paleomagnetism 

and the study of fluctuation effects in superconductivity were illustrated 

with actual data. 
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GENERAL INTRODUCTION 

Superconductivity is a macroscopic quantum effect. This important 

concept was first introduced by F. London 1. In this state a macro­

scopic number of electrons condense into a single state in the momentum­

space represented by a single wave function~~ ei¢ which extends 

throughout an entire macroscopic sample. Although the absolute phase of 

the wave function¢ has no meaning, the phase differences¢ can be 

determined: fixing the value of the phase at one point determines its 

value at any other point in the superconductor. It is the phase of¢ 

which establishes the long-range ordering throughout a superconductor. 

Many interesting phenomena are manifested by this condensate. Below 

the transition temperature a type I superconductor abruptly loses its 

de electrical resistance and expels magnetic field from its interior 

a perfect diamagnet. 

When two superconductors are completely isolated from each other, 

the phases of$ ih each are free to alter arbitrarily. As in a 

capacitor, an applied voltage between the two pieces of superconductors 

results in no real current flowing between them. On the other hand, if two 

superconductors are tightly pressed together, a supercurrent can flow 

without developing a voltage. In between these two extreme cases of 

purely capacitive and conductive effects for de-coupled and strongly 

coupled superconductors respectively, the 11 weakly coupled" superconductors 

exhibit some fascinating phenomena. Two superconductors are weakly 

coupled if there is a small local reduction of the strength of 

superconductivity compared to the nei'ghboring superconductors. When the 
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thickness of a barrier of normal metal or insulator between the two 

superconductors is gradually reduced to zero, it may be reasonable to 

expect the properties of the system of two isolated superconductors 

to change continuously to those of a single superconductor. In 1962 

Josephson 2 found that the coupling energy which is a periodic function 

of the phase difference increases as the two superconductors are 

brought closer and closer until the phases of the two pieces are 

effectively locked together. Weakly coupled superconductors possess two 

characteristic effects: an ac supercurrent resulting from a de voltage 

across the weak link and quantum interference effect in a magnetic field. 

Historically, weak coupling has been achieved experimentally by 

means of a tunnel junction (SIS). Tunneling is not essential to the 

Josephson effect3. Weak links or bridges can also take the form of a 

superconducting/normal/superconducting junction (SNS) where the local 

normal state is effected either by a normal metal 4 or a current-induced 

breakdown of the superconducting state5. In addition to the existence 

of a single macroscopic quantum state in a superconductor and a weak 

link, the theoretical criterion for the degree of weak coupling in 

Josephson junction is that the coupling energy be strong enough to 
6 overcome the thermal energy and the zero point energy . The coupling 

energy is the energy needed to maintain internal phase coherence of 

the superconducting electrons. 

The contents of this thesis fall into two parts. Part I of this 

work deals with macroscopic superconducting quantum interference 

phenomena in multiply connected superconductors. We first give an 
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account of the ~gLlilibrium fluxoid quantization in a multiply connected 

superconducting ring. This is followed by an analysis of the quantum 

interference behavior of a superconducting ring containing a weak link. 

The effects of the electrical, magnetic, and chemical potentials are 

examined for a multiply connected circuit with special emphasis on 

situations in which pairs and single electrons may have separate 

electro-chemical potentials. A model is developed which analyzes the 

response of a weakly connected superconducting ring in terms of these 

potentials as well as the characteristic parameters of the circuit. The 

general functional dependence of the interference phenomenon on the 

physical parameters, frequency, critical current, resistance of the 

junction, and inductive impedance of the superconducting ring is given 

in terms of an equivalent circuit. Experimental technique is presented 

and experimental results are compared with analysis. 

In Part II of the thesis we describe the development of these 

unique and remarkable properties of superconductors into a sensitive 

superconducting magnetometer instrument. As an illustration of the 

performance of this instrument we discuss the application of the 

magnetometer to the study of metalloproteins. This includes the 

significance of magnetic susceptibility data, the experimental set-up 

and unique features of the superconducting magnetometer, the measuring · 

technique and the implication of the result. Finally, the possible 

applications of such an instrument in various other scientific 

disciplines such as physics, geology and biology will be indicated. 
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PART I 

SUPERCONDUCTING QUANTUM INTERFERENCE PHENOMENA 

CHAPTER l 

EQUILIBRIUM AND NON-EQUILIBRIUM SUPERCONDUCTIVITY 

1.1 Superconducting Phenomena 

An ideal type I superconductor exhibits zero de electrical resis­

tance and is a perfect diamagnet (Meissner effect) when it is below its 

transition temperature Tc and critical magnetic field Hc(T)?. Gorter 

and Casimir8 proposed a two fluid model in which a fraction fs = ns/n 

of the conduction electrons was condensed into a zero entropy condensate 

while a fraction fn = n/n remained as 11 normal 11 electrons and 

(1-1) 

where n, ns and nn are densities of total conduction, super- and normal 

electrons respectively. F. London introduced the idea that superconduc­

tivity is a coherent macroscopic quantum state. The condensation of a 

macroscopic number of electrons into a single quantum state means that a 

single wave function 

(l -2) 

can be used to represent the collective behavior of an enormous number 

of electrons all of which share the same phase ~- In this sense 

9 * Gi nzburg and Landau (G-L) interpreted l/J l/J as the local density of the 

Cooper pairs. 
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P = ltl 2 
= 1 n s 2 s ( 1-3) 

Upon substituting this wave function into the usual expression for 

quantum mechanical current density, the supercurrent density is given by 
* *2 

-+ 2"fiq p s 
➔ 

2q Ps t. JS = 
* V¢ - * (1-4) 

m m 

* * where the effective mass m = 2m and charge q = 2q are twice that of a 

normal electron respectively, 2TTn = Planck's constant and A the magnetic 

vector potential. By taking the curl of Eq. (l-4), we obtain the Meissner 

effect. The magnetic field decays to zero over a penetration depth 

(. ) -5 AT= 0°K _, 10 cm 

Frohlich10 first proposed that the basic mechanism of superconduc­

tivity was a phonon mediated electron-electron attractive interaction. 

In 1956 Cooper11 discovered a basis for such an interaction in that the 

ground state of quasiparticles can be unstable with respect to the forma­

tion of bound pairs of electrons. Bardeen, Cooper and Schrieffer (BCS) 12 

in 1957 advanced a successful microscopic theory of superconductivity 

based on this idea. In this theory a macroscopic number of electrons 

pair together in the same center of mass momentum state, resulting in a 

lowering of their individual energy by an amount known as the gap energy 

or the pair potential ~(T = 0) -- kTc -- ,o-4 eV per electron. The mean 

separation between the bound electrons in a pair or the range of their 

momentum coherence is expressed by the "coherence length", 

~(T = 0) --- ,o-4 cm which is orders of magnitude longer than the inter­

atomic spacing. Hence the scattering of Cooper pairs by lattice or 
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impurity conserves the total momentum of the pair and there is no 

resistance (de-pairing requires a minimum amount of energy 

26(0) ,_ fl vF/dO) supplied to the Cooper pair). vJithin a sphere of 

diameter~ there are some 106 other Cooper pairs. The strong overlap of 

such a large number of pair wave functions extending through individual 

spheres of diameter~ results in correlation in phase of the pair wave­

function and establishes long-range ordering throughout the entire piece 

of superconductor. In this way the large coherence length gives rise 

to the macroscopic coherent nature of a superconductor. The temperature 

dependence of~, A and 6 are as follows: 
l 

dT)<XA(T)a:6-l(T)~(Tc-T)- 2 T $ Tc (l-5) 

Gorkov13 has identified the G-L wavefunction to be proportional to the 

BCS pair potential. 

1.2 The Electrochemical Potential in a Superconductor 

~orkov14 first noted the special role of Fermi level in the 

phenomenology of superconductivity. He noted that unlike normal metals, 

the chemical potential in a superconductor is not only a macroscopic 

thermodynamic variable but also can be thought of as a microscopic 

variable determining the local state, which is coupled to the rest of 

the superconductor by the long-range ordering. In terms of the pair 

electrochemical potential µp, the pair wave function in the absence of 

an applied magnetic field can be written as 
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-f 2iµ dt/n 
tj;=/pe p 

s (1-6) 

The pair electrochemical potential µpis defined relative to the chemical 

potential of the pair µp by 

( 1-7) 

where q is the charge of the electron and V the electrostatic potential. 

Physically µPis half the energy necessary to add a Cooper pair 

isothermally to a superconductor kept at constant volume and at a poten­

tial V. From Eqs. (1-6) and (1-7) µp can be identified as 15 

( l --8) 

and physically is related to the average 11 frequency 11 of the macroscopic 

state. At thermal equilibrium, the electrochemical potential of the 

pairs µp and of the quasiparticles (normal electrons) µe are the same 

everywhere and µp = µe. 

However, perturbations of the condensate16 and/or quasiparticles 17 

may cause a non-equilibrium situation in which µp; µe. Experimentally 

such a situation might be generated by any (or combinations) of the 

following processes: thermal or photon excitation18 , external injection 

of quasiparticle at a S/N interface19 or inside a proximity effect 

bridge, and spatial variation of the pair density20 . 

For small perturbation of the equilibrium system, it is assumed 

that the concept of local equilibrium is still valid. That is, the 

intensive parameters like temperature, pressure and electrochemical 

potential vary sufficiently slowly with position that they can be 
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regarded as spatial constants over a region with a characteristic dis­

tance A large enough to contain many particles. Each such small volume 

element is a thermodynamic phase and it is labeled by a position 

coordinate. This assumption implicitly implies that the concept of 

energy gap and excitation spectrum can be defined on a local basis. In 

addition, these parameters must vary sufficiently slowly in time that 

within the thermodynamic phase they remain close to equilibrium. Viewed 

microscopically, the condition for local-equilibrium concept to be valid 

is that the time in which an intensive parameter changes by a significant 

amount must be very long compared with some relaxation time T associated 

with the interaction with other phases to re-establish a near-equilibrium 

state. 

To describe the non-equilibrium behavior of a system, it is assumed 

that (l) the local-equilibrium concept is valid and that (2) intensive 

and extensive parameters may depend on position, and (3) currents 

generated by the spatial gradients of the intensive parameters exist and 

interconnect the phases 21 . Although the currents depend on the space 

derivatives of intensive parameters to first order, the spatial dependence 

of the stat~ functions of the phase (e.g. the internal energy and 

entropy) is only of second order. 

The characteristic distance A, beyond which the intensive parameter 

begins to vary appreciably, and the characteristic time T may vary 

depending upon the relaxation processes involved and the mean free path 

of the quasiparticles £. In the course of his investigation of non­

equilibrium processes at S/N interface, Yu 20 found that the typical time 
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scales for various relaxation processes are of the order T .f ,o-10 sec. 

Since all the electrons involved are near the Fermi surface, the 

distance over which the non-equilibrium process propagate in a thin film 

(e.g. Sn) with i -- 100 A is roughly (vF£T) 112 ~ 1 µ where the Fermi 

velocity is vF -- 108 cm/sec. 

The original BCS and G-L theories were formulated for equilibrium 

properties in superconductivity. Although the validity of some of the 

above postulates has yet to be justified, some theoretical extensions 

of the equilibrium theories into the non-equilibrium regime have been 

made 17 , 22 based on these assumptions. One important concept put forward 

by Rieger, Scalapino and Mercereau is that as a consequence of a pertur­

bation on the condensate, the electrochemical potential of the pairs 

µp need not be the same as that of the quasiparticles µe. Experimental 

results from the local conversion of quasiparticle current into a pair 

current in a S/N interface and a quantum mechanical interference effect 

in a superconducting proximity effect bridge19 ,20 lend support to this 

concept. Another manifestation of the quantum phase effects, when the 

proximity effect bridge is shorted by a superconducting inductor, will 

be treated in detail in Chap. 2. 

1.3 Fluxoid Conservation in Superconducting Rings 

In 1948, London 23 suggested that the 11 fluxoid 11 or the action 

integral, f P-ctr taken around a superconducting rtng (where p is the 

canonical momentum of the superconducting electrons) should be both 

conserved and quantized. The fluxoid consists of the mechanical angular 

momentum of the electrons and the magnetic flux trapped by the ring. 
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If the non-dissipating supercurrent density (Eq. 1-4) is written as 

js(TJ = ns(T)qvs, then ~V¢ is just the canonical momentum of the conden­

sate. The application of Bohr-Sommerfeld quantization condition to the 

canonical momentum of the pairs is equivalent to the requirement that 

the pair wave function (Eq. 1-2) be single valued when the phase is 

integrated along any closed path in the superconductor. In this situa­

tion Eq. (1-4) becomes 

~ 1c = t f(mv + q *t ) • ctr = tf r • ctr = n (1-9) 

where n is an integer and his Planck's constant. This idea has been 

* experimentally confirmed and q = -2e has been found to be twice the 

electron charge -e. 24 

Deep inside a thick superconducting ring (thickness o >> A) the 

current is zero due to the Meissner effect and the mechanical angular 

momentum (vs= 0) contribution to the fluxoid is negligible compared to 

the magnetic flux term. Equation (l-9) then leads to quantization of 

the trapped magnetic flux¢ 

where the fundamental unit of quantum flux¢ is 
0 

h -7 2 
¢ = -2 = 2.07 x 10 G-cm 
o e 

(l-10) 

(l-11) 

For a thin superconducting ring with thickness a~< A, fluxoid conserva­

tion implies that a temperature variation changes the relative contri­

bution of the mechanical and electromagnetic angular mementa. In this 



25 case the magnetic flux reduces to 

( 
· · 21. 2 (l) ) 

¢ = n¢ l + · 
o ro 

11 

-1 

(1-12) 

where r is the radius of the ring. Consequently, though the amount of 

the trapped flux may vary with temperature, the fluxoid is adiabatically 

invariant as has been experimentally verified26 . 

l .4 Macroscopic Quantum Phenomena 

The macroscopic coherent nature of the superconducting state can be 

characterized by representing ,....,1022 electrons/cm3 by a single pair wave 

function Eq.(1-2). The existence of this wave function~' common to a 

single continuous block of superconductor, entails at a given moment a 

definite value of the relative phase between any two points in the super­

conductor. In fact, the superconducting condensation energy results 

entirely from this precise phase coherence though the total phase of the 

sample as a whole is meaningless. One of the many consequences of phase 

coherence is the fluxoid quantization. 

For a traslationally invariant system, the energetically favorable 

BCS pairing for supercurrent-carrying state is 

➔ + ) [(k + q/2 t, (-it+ q/2)-rJ 

with a resultant electron net drift velocity vd = ~ q/2m so long as 

11q < 26/vF. The orbital wave function of the pair can be represented 

by27 

+ ) iq • R - r e ?. 
(l-13) 
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where ~ = (11 + 12)/2 is the center-of-mass (C.M.) coordinate and~ is, 

in general, the C.M. canonical momentum. The exponential factor in 

Eq. (l-4) represents a traveling wave of the pair with the de Broglie 

wavelength"= 2TT/q. For a drift velocity vd - a few cm/sec, the 

associated de Broglie wavelength" of the pair is roughly "'l cm as 

examplified in the case of a persistent current in a ring. This very 

long range coherence is a consequence of the strong overlap of the 

Cooper pairs. 

The time evolution of the relative phase~¢ (Eqs. l-2 or l-6) in a 

superconductor is determined by the electrochemical potential difference 

~µp according to the de Broglie relation w = E/TI : 

(l-14) 

where ~µPis usually identified with an applied voltage difference V 

through ~µP = qV. The lack of temporal phase difference, ~¢ = 0, implies 

inside a bulk superconductor at a steady state the electrochemical 

potential is everywhere the same, i.e. ~µp = 0. This together with 

Eq. ( l -4) leads to 

A (1-15) 

and hence the macroscopic quantum effects of zero de electric resistance, 

perfect diamagnetism and persistent current in a ring are recovered. 

Although the macroscopic quantum phenomenon and the current-phase 

difference relationship of the superconductor were well known, it was 

Josephson who first recognized that the intrinsic time dependence of 
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the phase difference had observable effects for two weakly coupled 

superconductors 2. The original theoretical prediction was made for 

electrons tunneling from one superconductor to the other through a 

thin oxide layer. 

The supercurrent density jJ in a Josephson junction is proportional 

to the sine of the gauge-invariant phase difference 6¢ between the two 

macroscopic wave functions associated with superconductors on both 

sides of the junction: 

(l-16) 

where the amplitude of the wave function of finding an electron on 

either side (l or 2) of the junction are given by 

1jJ. (r.) 
i ¢ . (r. , t) 

= Ip: e J J j = 1 , 2 J . J J rk 

i ~ f A. dr 

(l-17a) 

1)Jj(rk) 1)J. (1. )e r. j,k l , 2 = J = 
J J 

(l-17b) 

and 
2 

- _g_q_ f A 
-+ 

6~ = ¢2 - ¢1 f1 • dr (1-18) 

l 
When the critical current J

0 
of the junction is exceeded, a finite 

voltage developed across the junction. The supercurrent oscillates 

with a frequency given by the Josephson frequency-voltage relationship 

of Eq. (l-14). In terms of the gauge-invariant electrochemical 

potential difference of the pair 6µp' the second Josephson equation 

becomes 
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(1-19) 

whereupon dropping the subscript 11 p11 from µP 

(- - J 2 f 2aA + 2~µp = 2 µ2 - µl . + q 3f · dr 
l 

(l-20) 

The supercurrents in different parts of the Josephson junction can 

be forced to interfere by applying an external magnetic field. This de 

quantum interference effect was elegantly demonstrated in the configura­

tion of two Josephson junctions connected in parallel by Jaklevic et al . 28 

The total Josephson current through the symmetric de interferometer has 

the form 

I = 2I 
T o 

(1-21) 

where ¢J is the flux in the junction and ¢Tis the flux enclosed by the 

de interferometer. The quantum mechanical interference between the 

currents flowing through separate junctions, cos(e¢T/TI), in analogy to 

the double-split interference phenomenon in optics, has been observed in 

interferometers with apertures as large as 3 cm2. 

If an electrochemical potential difference is established by an 

applied voltage V across the junction 

V = V
0 

+ v
1 

cos wt (1-22) 

the ac voltage would phase modulate the Josephson oscillations. Expand­

ing Eq. (1-16) into a Fourier-Bessel series would give 

co 

js = j
0 

L Jm(2eV1/1lw) sin [¢
0 

+ (mw+2eV/fi)] (l-23) 

m=-co 
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where Jm is the mth order Bessel function and ¢
0 

is the phase angle 

between the ac field v1 and the spontaneous Josephson current at 

frequency 2eV /h. In particular, whenever 2eV /~w = m, an integer, 
0 0 

the current is perfectly periodic with frequency w/2n. Under suitable 

conditions, in the presence of a slight change of applied V
0 

or w
0 

the 

system can accorrmodate itself by adjusting ¢
0 

so as to lower its free 

energy. Such ac synchronization results in current steps on the I-V 

characteristics and has been observed by Shapiro29 . To summarize: 

as long as the superconductor can be characterized as a macroscopic 

quantum state, de and ac Josephson effects result from the requirement 

of phase coherence across a weak link. 

Having briefly reviewed the properties of a superconducting ring 

and the Josephson effect, we will consider the behavior of a super­

conducting ring interrupted by a single Josephson junction or a weak 

link in an external electromagnetic field -- the ac superconducting quan­

tum interferometer. 
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CHAPTER 2 

AC QUANTUM INTERFERENCE PHENOMENA IN SUPERCONDUCTORS 

2.1 Introduction 

If a superconductor Sis superimposed on a normal metal N so that 

there is a good electrical contact between the two, Cooper pairs from 

the superconductor can leak to the normal metal. The superconducting 

order parameter falls off exponentially from its full strength deep 

inside S to zero over a decay length typically -103 A or longer in the 

normal metal. This proximity effect provides a region in N where super­

current and normal current can coexist. Unlike the oxide junction, the 

comparatively long-range proximity effect allows one to study the non­

equilibrium pairing and depairing processes inside the conversion 

region with well-defined chemical composition and reproducible 

characteristics. 

Experimentally it has been found that when two S/N interfaces are 

brought together to form a S/N/S structure with the two S regions being 

about one micron apart, phase coupling between the wave functions of 

the two strong superconductors is established through the N region. 

Quantum phase coherence and interference effects in these "proximity 

effect bridges" result in Josephson-like phenomena. Other than the 

oxide junction, a number of metallic weak link structures also exhibit 

Josephson-like effects6,31 . A common feature of such metallic weak 

links is the existence of a small inhomogeneous region where the 

magntiude of the superconducting order parameter is reduced as compared 
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to the neighboring superconductors. An electrical current above the 

critical current of the bridge can develop a voltage between the two 

superconductors with resulting supercurrent oscillating at a frequency 

given by Eq. (l-14). In earlier investigations2o, 3o of the time 

dependent superconducting state inside the weak link region, the voltage 

sustaining state was brought about by a de current bias in the weak 

link. In the present work some details of non-equilibrium quantum 

interference effects are examined by establishing the electric field 

inside the weak link by an external time-varying magnetic field. This 

configuration consists of a weak link interrupting an otherwise super­

conducting thin film cylinder - an rf quantum interferometer -

inductively coupled to an rf tank circuit. 

In this chapter we will describe the fabrication of the proximity 

effect bridge used and briefly summarize its electrical characteristics 

and results from earlier investigations. This is followed by a discus­

sion of possible non-equilibrium processes and measurements made on the 

superconducting quantum interferometer. A physical model will be 

presented to account for observed effects. 

2.2 Fabrication of Proximity Effect Bridges and Quantum Interferometers 

Two techniques have been developed to produce a normal region in 

a S/N/S structure. The first one is simply to use either a normal metal or a 

superconductor above its transition temperature as the center of a 

"sandwich" structure. The second is realized by a current-induced 

breakdown of the superconducting state in a small 11 weak 11 region contained 
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in a larger structure; where "weak" is defined as having a transition 

temperature (T ') less than that (T ) of the neighboring strong super-c · C 

conductors. Selective weakening can be achieved via the proximity 

effect. When a norma 1 film or a "weaker" superconducting fi 1 m with 

transition temperature, Ten' is superimposed on a superconducting film 

with transition temperature Tes> Ten' the transition temperature of 

the resulting composite film depends on the relative thicknesses t 
n 

and ts of the films and the materials used. In very thin films, 

probably due to variations in structure, Tc also varies with thickness 

of the film. 

A structure of superconducting refractory metals (eg. Nb, Ta, Hf, 

Zr) in a multi-layer form has been developed by Notarys and 

Mercereau5 as a system with which to study non-equilibrium quantum 

interference effects. The configuration of the weak coupling region or 

11 bridge 11 is shown in Fig. 2.la. At the inhomogeneous bridge area, part 

of the film with higher transition temperature (T > T ) has been cs en 
removed so that due to the proximity effect the thickness ratio 

t's/t'n renders a lower transition temperature Tc' < Tc of the composite 

film. The fabrication of the most extensively used Nb/Ta structure 

will be described. 54 

0 

To prepare the superconducting substrate, 200 A Ta is first 

evaporated on a rotating, clean sapphire rod (_3 mm in diameter) heated 
0 

to 400°C and this is immediately followed by deposition of 100 A Nb in 

an ultra high vacuum system (pressure -10-8 mm Hg). Removal of thin­

film refractory superconductor by anodization provides precise control 
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and reproducibility in physical configuration and characteristics of 

proximity effect bridges. The metal oxide resulting from anodization 

forms a strong protective insulator tenaciously adhering to both the 

metal and the sapphire substrate. The thickness of the oxide layer 

formed is proportional to the applied voltage with a rate of about 
0 0 

15 A/V which corresponds to the removal of Ta at 8 A/V or Nb at 
0 

6 A/V. Hence this technique allows thickness control to a few 

Angstroms. 

The operation of the S/W/S proximity effect bridge depends on the 

overlap of the two wave functions induced in the weak region. The 

typical length along the current flowing direction of the bridge, £', 

for phase coherence phenomena to occur is about one micron. Such fine 

structures (i > 0.3 µ , the resolution limit of the optical microscope) --
can be fabricated on these superconducting substrates by photoresist 

masking and anodization techniques. To prepare the bridge, the super­

imposed film is first coated with a thin layer of positive photoresist 

( ~ l µ) and a fine line ( -- l µ) is exposed across the film by the 

reduced image of a mask in the optical path of a microscope. A drop of 

weak electrolyte (boric acid) is applied to the exposed line of the 

film. Gold wire inmersed in the electrolyte is used as the cathode and 

copper wire attached to the film by silver paint serves as the anode 

lead. The film is anodized by a voltage of proper wave form and dura­

tion. The quantum interferometer can be shaped by selective anodiza -

t i on of the f il m i n to its f i n a 1 form {_Fi g . 2 . l b ) . Near l y a 11 the 

interferometers investigated in the course of this work were prepared 
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Fig. 2.lb Diagram of superconducting quantum interferometer 
consisting of a superconducting thin film cylinder (typically 
~ 1-3 mm in diameter and height) shorted by a proximity 
effect bridge. 

w 

Fig. 2.lc Top view of superconducting quantum interferometer 
on a flat substrate with diameter of the ring D ~ 0.1-3 mm and 
width of the ring w ~ 10-50µ typically. · 
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in this way. However, by using this technique i.t has also been possi­

ble to fabricate working interferometers on flat substrates with diam­

eters ranging from 0.1 - 3 mm and widths of the ring 10 - 50µ 

(Fig. 2.lc}. Structures finer than~ 0.3µ can be obtained by exposure 

of photoresist in an electron microscope. Ion and plasma etchings have 

also been used successfully in the removal of the metal films. 

The range of the transition temperature of the weak region T; 

is 1.3 - 4.2°K and normal resistance of the junction R is between 

10- 2 - 10 Q. These structures are electrically reliable and mechanically 

stable. Repeated thermal cyclings between room temperature and 4°K 

over a period of two years have not changed the characteristics. 

2.3 Electrical Characteristics of Proximity Effect Bridges 

2.3.1 General Characteristics 

Hhen the kinetic energy due to the motion of the supercurrent is 

equal to the condensation energy, the order parameter is driven to zero 

and the supercurrent decays spontaneously. According to the G-L theory 

in a superconductor this velocity limited critical current is 

proportional to (Tc - T) 312 for T near Tc. However, the critical 

current of the proximity effect bridge is determined by the maximum 

overlap of the induced order parameter at the center of the bridge. The 

critical current of the bridge is smaller than that of the main film 

and ·hence ts the li.mtttng critical current i.n such S/N/S structures. For 

S/N/S structures the predicted33 temperature dependence is exponential 

in (Tc' - T). Experimentally the critical current can be made to range 
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between these two predictions by proper choice of the length. For very 

short bridges the predicted exponential temperature dependence can always 

be achieved. 

When the critical current of the bridge is exceeded, there is an 

initial rapid rise in voltage with increasing current. But at high 

current the dynamic resistance dV/dl approaches the thermodynamically 

normal resistance R. In this voltage sustaining superconducting state, 

the de I-V characteristic exhibits an "excess current" (Fig. 2.2, trace 

a) and the current induced by a given voltage is always greater than 

that of the normal state I indicating an extra dissipation from the 

superconducting state (Trace c in Fig. 2.2). The super current in this 

t f th b . d f l l th . . l l t · 34 ype o e r, ge o ows e emp1r1ca re a ,on 

I
5 

= (I/2) (1 + cos 
2
~ f V dt) ( 2-1) 

This type of non-equilibrium superconductivity with dissipation will be 

discussed later and compared with the non-dissipating Josephson effect. 

2.3.2 The de and ac Josephson-like Effects 

The critical current of the proximity effect bridge can be modulated 

by an applied magnetic field normal to the film. The Meissner effect in 

the strong superconducting region tends to concentrate the applied field 

on the weak region where the bridge is located. Fluxoid quantization 

(Eq. 1~91 in the bridge area results in the modulation of the critical 

current by magnetic fteld with pertodtctty of a flux quantum if the 

large demagnetization effect is taken into account. 5 The de Josephson 

interference effect from two such bridges in parallel has also been 
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Fig. 2.2 Current-voltage I-V, characteristics for zero magnetic 
field. Curve c is for T > T', the bridge is in the normal state. 
Curve a is for T < T' with n5 external radiation; curve b shows 
the effect of extern~l radiation at about" 0.5 GHz. For the case 
of curve a, the potential developed across the bridge is always 
less than the normal state potential V and at a current 
I >> Ic tends to be less than Vn by RI~/2. 
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t~hen a proximity effect brtdge ts trradiated with an EM wave of 

frequency v, current steps appear at voltages corresponding to the Joseph­

son frequency as given by the relationship m2eV = nhv (m,n integers). 

Figure 2.2 shows the effect of --0.5 GHz radiation on the I-V charac­

teristics of a 0.65µ x 19µ Nb/Ta bridge. Not shown in the figure is the 

ri:ch subharmonic structure which is prominently shown in a dV/dI vs I 

curve. The size of the nth oscillating current step is proportional to 

Jn(2eVrf/h) when the radiation frequency is equal to the Josephson 

frequency set by the de bias voltage. 36 ,37 Direct observation of 

Josephson ac effect has also been made when the bridge is de voltage 

biased. 38 

2.4 Superconducting Quantum Interferometer 

2.4.1 Josephson Junction and Josephson Junction Interferometer 

A superconducting quantum interferometer consists of a multiply 

connected superconductor (e.g. in the form of a superconducting ring) 

interrupted by a weak link. We wish to investigate some of the equilib­

rium and non-equilibrium superconducting processes by using a super­

conducting quantum interferometer with a proximity effect bridge as the 

weak link. Whereas a singly connected geometry allows the use of a 

battery as a voltage source; in the case of a single junction interfer­

ometer the voltage i:n the bridge is induced by a ti.me-dependent magnetic 

flux through the interferometer ring. Unlike the singly connected 

structure used in earlier investigations, the boundary condition for the 

wavefunction in a superconducting interferometer is somewhat simplified 
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in the sense that the wavefunction is required to be continuous at 

points far away from the bridge inside the superconducting ring. 

Before we consider the properties of an interferometer with a 

dissipating proximity effect bridge (2.3.l), we first review the 

behavior of a Josephson junction, and briefly examine the responses of 

an interferometer with Josephson junction as the weak link, and a 

normal conducting ring in an external time-varying magnetic flux. 

For two superconductors separated by a sufficiently thin insulating 

layer, a de supercurrent dependent on the phase difference across the 

junction ti¢ can develop even in the absence of a pair electrochemical 

potential difference 6µp = tiµp + qV across the junction where tiµp is 

the pair chemical potential difference, and V the electrostatic 

potential difference. This de Josephson effect is sometimes described 

as the tunneling of Cooper pairs across the junction. In the ac 

Josephson effect a non-zero pair potential difference 6µp across the 

junction implies Cooper pairs on different sides of the junction have 

energies differing by tiE = -2tiµp and gives rise to an oscillatin9 

current at a frequency v which depends on tiµp ( Eq. 1-14) i . e. 

(2-2) 

The tunneling of a Cooper pair in the presence of a potential difference 

across the junction is a quantum transition between states of different 

energies with tiE = -26µp while v corresponds to the "frequency of 

transition". 

Since superconductivity is a coherent macroscopic quantum state in 
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which the gauge- invariant phases¢ of the wavefunctions of Cooper pairs 

a 11 co i n c i de , a s i n g l e wave fun ct i on ( l - l 7) 

'¥ = Ip e i¢ (2 - 3) 
s 

can represent the collective behavior of the condensate. In terms of 

the gauge-invariant electrochemical potential difference of the pair 

across the barrier ~µp, the fundamental Josephson equation (2-2) is in 

general given by (l-19) or 

. 
~ 

~~ = w = -2~µp/~ (2 -4 ) 

where ~µpis defined in terms of the electrochemical potential µP of the 

pairs and the magnetic vector potential t as 

(l - 20) . 

Similarly the gauge-invariant electrochemical potential difference of the 

quasiparticles ~µe can be defined in terms of the electrochemical poten­

tial difference~µ = lµ + qV where ~µe is the quasiparticle chemical · e e 

potential difference and V the electrostatic potential difference . 

(2 - 5) 

In the absence of a magnetic field the otherwise time-dependent potential 

difference U(t) as defined in (2-5) is just the usual voltage (~~ /q) as e 

read on a (non-electrostatic) voltmeter. At thermodynami .c equilibrium 
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the pair and quasiparticle potentials are equal, 'µp = 'µe' and in the 

absence of a magnetic field Eq. (2-2) or (2-4) reduces to the usual 

Josephson frequency-voltage relationship 

. 
116; = flw = -2Liµ e (2-6) 

In the limit of weak coupling Josephson's model for the super­

current density in a superconducting tunneling junction depends on the 

quantum phase difference 6';p across the junction 

(1-16) 

where 6¢ is given by (1-18) or the time integral of (2-4). Thus at ther­

modynamic equilibrium ('µp = µ'e)' we obtain 

jJ = j
0 

sin ~ (f U dt + ~dJ (2-7) 

where ¢de is the de magnetic flux due to a magnetic field applied in 

the plane of the junction. In a Josephson junction the basic time 

dependence comes from the quantum phase difference and it is commonly 

assumed that the amplitude of the supercurrent -Psis time-independent 

and the phase gradient in the oxide barrier is zero. A zero voltage 

current (U = 0 in Eq. 2-7) arises from the non-dissipative tunneling of 

Cooper pairs from one superconductor to the other across the junction . 

For a Josephson junction in a superconducting ring in the absence 

of ~µp' the phase difference (~2 ¢1) in 6r defined by 

/ii = ~2 - ~1 - ~ f / A • dr ( 1-1 a i 
junction 



29 

can be obtained by spatial integration of V¢ in the superconducting ring, 

where V¢ is given by (1-4). In the limit of thick superconducting ring 

as discussed in O .3) the phase difference can be approximated by 

<1>2 - <1>1 = f, 2 V<j> • d"r ? i9-- f, 2 A • d"r (2-8) 
ring ring 

Hence combining Eqs. (1-18) and (2-8) the supercurrent in a Josephson 

interferometer operating under the above assumptions reponds to the 

external flux ¢x(t) like 

(2-9) 

In particular, the supercurrent varies periodically with an applied 

magnetic flux enclosed by the interferometer ring with period ~
0

• 

Many models of Josephson tunneling junctions and Josephson interfer­

ometers have been proposed39-4o which in their proper limits seem to 

describe these non-dissipating structures reasonably well. However, we 

are interested in the "transition energy" L'iE (or the equivalent quantum 

mechanical transition frequency, v = 6E/h) involved in the dynamics of 

the dissipating superconducting state as exemplified by proximity effect 

bridges which also exhibit Josephson-like behavior (2.3). The dynamics 

of the dissipation and the rate of quantum response will be character-

; zed in terms of physical parameters like the norma 1 res is ta nee v.nd the 

crttical current of the bridge, the inductance of the interferometer 

ring, amplitude and frequency of external magnetic flux at rf and near 

de levels. 
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2.4.2 Normal Conducting Ring 

For a normal conducting ring with self-inductance Land resistance 

R in an external time-varying flux ~x(t), the energy loss per electron 

qV = qfR is balanced by the energy supplied from the external power 

source which can be treated as a voltage source ~x(t) less the back emf 

Li of the ring circuit: 

where I is the induced current in the ring. The corresponding quantum 

transition frequency v can be defined as 

V = tE/h ( 2- ll) 

iwt For a harmonic drive flux ~x(t) f'V e , in a harmonic approximation the 

current also varies like eiwt and from (2-10) the induced current I is 

given by 

iw~ 
X I=---,..--R + iwl (2 -12) 

In the resistive limit (R>>wl) the drive flux and the induced 

current are rvn/2 out of phase due to the fact that in a resistor the 

current and voltage are in phase and the induced voltage is n/2 out of 

phase with the drive flux. For wl >> R, the current and the drive flux 

are in phase because the induced voltage leads both the current in an 

inductor and the drive flux by n/2. Substituting (2-10), (2-12), into 

(2-11) the "transition frequency 11 in the harmonic approximation becomes 
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(2-13) 

where the impedance Z ~ R + iwl. Since the drive flux 1 (t) is a 
X 

function of time, the frequency response vis not constant in time, but 

will be dominated by frequency modulation effect. In the inductive 

limit of wl >> R, the transition rate is essentially determined by the 

L/R time constant; whereas in the resistive limit of R >>wl, the 

imaginary vis indicative of the dissipation in such circuit. 

Implicit in the above circuit analysis is the assumption that 

lumped constants like Land R can adequately represent the circuit 

parameters at the operating frequency w. In this sense, the above 

analysis for a normal conductor ring also applies to a superconducting 

ring of same inductance L with part of the ring made of a normal metal 

with resistance R. 

2.4.3 Interferometer with a Proximity Effect Bridge 

Based on the two fluid model (l .l) an equivalent circuit for a 

proximity effect bridge consists of a junction element denoted by J 

in parallel with a resistor R (Fig. 2.3a). Below the critical current 

of the bridge, the current across the bridge is solely carried by 

superconducting electrons through the junction J referred to as IJ and 

the current through the resistor IR is zero. When the total current I 

exceeds the critical current of the bridge, while the supercurrent I
5 

still flows through the junction element J, the amount of current in 

excess of the supercurrent is carried by the quasiparticles through the 

resistor R (with resistance R equal to the normal resistance of the 

bridge for T near T' ) i.e. the normal current, I = I - I = IR. 
C n S 
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We assume that the equivalent circuit for a superconducting inter­

ferometer with a proximity effect bridge as the weak link is a super­

conducting inductor Lin parallel with a bridge (Fig. 2.3b). In the 

inductor L, which excludes the bridge region, as long as the critical 

current of the strongly superconducting part of the ring is not 

exceeded, the current in the inductor IL is carried solely by the 

superconducting electrons. 

Since IJ is not a source of power, in order to study the dynamic 

properties of the interferometer a power source is introduced by applying 

an rf flux ¢x(t) through the superconducting ring. Experimentally, this 

was accomplished by inductive coupling of the interferometer to an rf 

circuit. In the circuit analysis this rf power source is approximated 

as a voltage source ix(t) in the interferometer circuit (Fig. 2.3c). The 

exact functional form of the supercurrent in the bridge depends on the 

model for the bridge and will be considered later. However, from the 

experimental fact that these bridges show Josephson-like phenomena we 

would expect that the supercurrent in the bridge IJ would have sinusoidal 

dependence on the gauge-invariant quantum phase difference across the 

bridge~¢ similar to a Josephson junction (l-16). In fact it will be 

shown that the functional dependence of IJ on~¢ need not be sinusoidal 

(sine or cosine), any reasonably smooth oscillating function which passes 

through zero twice per period will lead to essentially the same qualitative 

conclusions. The response of this inductively coupled circuit to the 

quantum phase dependent supercurrent IJ is to be analyzed here based on 

certain assumptions, with the introduction of explicit functional form of 
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IJ postponed till a later section. 

In order to be able to write a circuit equation for an interferometer 

inductively coupled to an rf power source, the following assumptions 

will be made: It is assumed that (l) we can treat the supercurrent in 

th.e bridge IJ as a current (but not poNer) source which depends on 

the quantum phase difference~¢ across the bridge; (2) the quantum 

effect due to IJ is a small perturbation on the classical effect due to 

external rf flux <Px; (3) the shiel'ding effect due to LIJ is small 

relative to the classical flux so that essentially all the contribution to 

the flux comes from the external rf flux <Px; (4) there is little or no 

feedback effect from IJ to the classically induced current due to <P x so 

that we can to first order write current and voltage response of the 

circuit as a linear combination of the classical and quantum effects. 

Applying Kirchkoff's law to the equivalent circuit (Fig. 2.3c) 

under the stated assumptions leads to 

IL+ I J = IR (2-14) 

<P = <P LIL (2-15) total X 

. . 
Lil IRR (2-16) <P = <P ::: 

total X 

Since it is assumed that the quantum effect is small compared to the 

classical response (IJ<< IL)' it \1ould be presumed that a harmonic drive 

1x(t) would give rise to quasi-harmonic response with the current passing 

through zero twice per cycle. Instead of solving for a complete 

analytic solution, we assume that a continuous solution to Eqs. (2-14) -
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(2-16) exists for a harmonic drive flux if the supercurrent due to 

quantum effect IJ is sufficiently small relative to the contribution to 

IL from classical response due to ~x· Substituting IR from (2-14) into 

(2-16) we get 

(2-17) 

where Z = R + iwl. In the limit that the quantum effect is negligible 

in comparison with the classical behavior of the circuit (i.e. RIJ/Z 

<< ~/Z) Eq. (2-17) reduces to (2-12) and the discussion follm~ing (2-12) 

regarding the phase relationship between the current IL and the drive 

flux ¢xis also applicable here. The variation of IL from its classical 

response ;x;z, i.e. 

(2-18) 

due to quantum response and its effects will be our main concern here. 

The assessment of this quantum response depends on the functional form 

and thus the model of IJ, which we will develop in the next section . 

2.4.4 Quantum Transitions and Superconducting Dissipations 

One experimental fact which occurs in common at the S/W interface 

and in a proximity effect bridge (S/W/S) is that the dissipation poten­

tial in these structures [energy loss per electron) is less than the 

normal state IR at a given current (Fig. 2.2). In order to explain this 

fact observed in weak superconductors a phase slip model has been advanced 

to account for the behavior of supercurrents in an electric field. 41 

The electric field across a weak superconductor may be in the form of an 
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electrochemical potential across the bridge as in earlier investigations 

or of time-varying magnetic potential in the configuration of interfer­

ometers. 

Basically the "phase slip" model describes a local process in a 

superconductor in which the supercurrent at a local weak region is 

accelerated to its critical value, followed by a local collapse of 

superconductivity and a discontinuous (and undefined) "transition" to 

a new superconducting state whose relative phase with respect to the 

original state has shifted by 2n. For thin films, the maximum 
k 

supercurrent density j occurs at the critical velocity v = v /3 2 

C C m 

where vm is the maximum electron drift velocity. 42 At low velocity, 

the supercurrent accelerates according to Eq. (l-4) but can be cast as 

follows to show explicitly the dependence on the electric field E and 

the gauge-invariant phase gradient V¢ 

(2-19) 

When the critical velocity vc is exceeded, the supercurrent density 

becomes unstable and spontaneously decays to zero on a time scale prob-

h -12 ably comparable to the pairing time T - I - 10 sec. 

However, in weakly coupled superconductors the sudden destruction 

of superconductivity occurs within the weak link and extends roughly 

over the coherence length~- From Eq. (2-19) it is evident that a 

transition to a lower current state to re-establish phase coherence can 

be made by decreasing the quantum phase difference 6¢ across the weak 

link by 2n. The new state which appears after the phase slip process 
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then accelerates to its critical velocity and decays again. 42 The 

process repeats itself at a rate as given by the Josephson oscillation 

frequency v (Eq. 2-2 or 2-4) with a power loss for the entire circuit 

rsu = (Is~
0

)v or a superconducting dissipation of Is~o per cycle where 

Is is the time average supercurrent existing before and after the phase 

slip and U is the dissipation voltage defined in (2-5). 

On a two fluid model, normal current I can also flow in the weak 
n 

link and when such a circuit is current biased to a current I, the 

normal current is In= I - Is with the normal dissipation InR where R is 

the normal resistance of the weak link. Rieger et a1 43 have shown 

analytically that the oscillating supercurrent predicted by time-depen­

dent G-L theory across a weak link in the voltage sustaining state is 

consistent with Eq. (2-1) as observed experimentally. In that analysis 

it is assumed that the relaxation time or the time during which phase 

slip occurs is short in comparison with the time of acceleration to vc 

so that during a large fraction of an oscillation period the approximation 

of equal potentials of the pairs and quasiparticles (~ = ~) is a valid 
P e 

one. Thus the result of this analysis for Is (I > Ic) in aeneral is a 

periodic function of the gauge-invariant phase difference L¢ similar to 

a Josephson junction below its critical current (l-16) 

I (B,T) 
C 

2 [, + cos L'li] (2-20) 

In most experiments, the bridges are almost always current biased 

due to the low resistance of the bridge. Their 43 analysis also predicts 

that as the time-averaged potential across the bridge O goes to zero, 
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the time averaged supercurrent I approaches I , and at O >> RI , the 
S C C 

oscillation is nearly harmonic with I ~ I /2. The asymmetry of the 
S C 

supercurrent with respect to zero implies that for a given total current 

I the potential U developed by dissipation in these proximity effect 

bridges can be approximated by 

U = Rin = R(I-I
5

) = RI - vs(t) 

U = RI - ½ Ric(B,T)[l + cos 6¢.] 

(2-21) 

(2-22) 

Not explicitly expressed in (2-21) or (2-22) is the fact that inside the 

(non-equilibrium) bridge to conserve current, I = Is+ In = Is+ U/R, ' 

Is and In are n out of phase in a harmonic approximation for current. 

Outside the bridge region the normal current in a conductor is in phase 
. 

with the potential U, whereas the supercurrent is inductive (j -- -vu -- E) s 

and is n/2 out of phase with the potential U. Outside the bridge region, 

for current density below the critical value the current is carried by 

the superconducting electrons. Inside the bridge for current I 

greater than the critical current of the bridge, the excess current 

I Is= In develops a dissipating potential according to the Ohm's Law, 

U = InR. 

Often it is convenient to think of the two currents Is and In in 

terms of voltages: a dissipating voltage U and a non-ohmic voltage vs(t) 

source associated with the supercurrent as defined in Eq. (2-21). 

The above analytic result is consistent with experimental observations30 

on the amplitude and frequency spectrum of the potential developed 

across a large number of proximity effect bridges of various dimensions, 
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material combinations, critical currents and resistances. 

2.4.5 Circuit Analysis 

Most of the early analysis 44 ,45 of the single junction quantum inter­

ferometer was based on the equilibrium characteristics of the magnetic 

flux enclosed by the superconducting inductor. The equilibrium magnetic 

flux enclosed by the interferometer ring varies periodically with the 

applied flux with period~ . Based on electrodynamics discussed in this 
0 

chapter, through the potential ~µp' it is possible to determine the 

dynamics of the dissipation and the rate of quantum response in terms 

of known physical parameters. 

Physically, as the flux changes in the ring, the supercurrent makes 

the quantum transition from the intial quantized state of current 

11 = n~
0
/L to the adjacent final quantized state If= (n-1)~

0
/L where n 

is an integer. The difference in energy between these two quantized 

flux states is 

(2-23) 

which can be expressed in terms of Ii and If as 

~E = (I.+ If)~ /2 =I~ 
1 0 S 0 

(2-24) 

as discussed in (2.4.4). In the followin~ non-equilibrium description 

of the superconducting interferometer the flux is not necessarily 

quantized, but the rate of change of the relative quantum phase across 

the bridge is set by the difference in the gauge-invariant electrochemical 

potential across the bridge, 2~µ'p (Eq. 2-4). 
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To analyze the circuit of (2 .4.3) or Fig. (2.3.c) we can substitute 

an explicit form for the junction current Ij in (2-18) by Is as given 

in (2-20). Making use of Ute relation (2-4} t,¥= -J2ft-lt;µpdt, the 

thermodynamic equilibrium assumption L'lti"p::: L'lµe, and the definition 

for U ;:: L'lµ/q (2--5), the supercurrent across the bridge ( 2-20) can be 

written as 

(2-25) 

where ~de is the static magnetic flux enclosed by the ring, and the 

primed quantity X' is related to the unprimed quantity X by a normaliz­

ing factor 2TI/¢
0 

(2 -26) 

The variation in supercurrent caused by the quantum phase difference 6¢ 

in (2-17) or (2-18) is separated out as 8Is 

ors-;;: (vs/Z) cos (Ju•ctt + ~•de) 

where vs is defined as vs::: Ric/2. 

( 2-27) 

It is instructive and convenient to use an equivalent voltage 

model (Fig. 2.4a) for the bridge instead of the current model in 

Fig. (2.3c) to do the circuit analysis and to show that this approach 

wtll also lead to (2-27). Making the same assumptions as in (2.4.3), 

but stated in terms of vs: it is assumed that (l) we can treat the 

supercurrent as a voltage source vs(t)::: Ris as defined in (2-21) or 

(2-22); (2) the quantum effect v is small compared to classical effect s 
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M 

L 

(a) 

(b ) 

Fig. 2.4 Schematic representation of the interferometer 
circuit. The equivalent circuit for the bridge is a 
resistor (R) in series with a voltage source vs(t). The 
interferometer (inductance LJ is inductively (MJ coupled 
to an rf power source, as discussed.in (2.4.4), which is 
approximated as a voltage source (¢) in the 
interferometer circuit. x 
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of ix(t); (3) the shielding effect L&Is due to vs is small compared to 

the classical flux so that essentially all the contribution to the flux 

comes from the external rf flux¢ . This condition of small screening 
X 

flux Lois will be shown to be equivalent to the requirement of 

vs< w¢
0

; (4) there is little or no feedback effect from vs to Urx ix 

so that we can treat both voltage sources separately and the circuit 

responds to a linear combination of the two voltage sources. From 

Eq. (2-21), the equivalent model for the proximity effect bridge is a 

voltage(but not power)source vs in series with a resistor of resistance 

R ( Fi g . 2 . 4a ) . 

Upon applying Kirchhoff's law to the equivalent circuit of an 

interferometer (Fig. 2.4b) we obtain 

(2-28) 

where 

(2-29) 

Again assuming a harmonic drive flux and the existence of a continuous 

solution to (2-28), the current I can be written as 

I = iw¢ /Z + v (t)/Z (2-30) 
X s -

which is just (2-17) with IJ given by (2-25). The first term is the 

classical response to external drive flux and the second term arises 

from the quantum effect vs with ois given by (2-27). If quantum effects 

· are small then the current I can be approximated classically in terms 

of the voltage iw¢x and impedance Z as is evident from Eq. (2-30): for 
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vs<< ¢x, I~ ¢/Zand U ~IR? (R/Z)¢x. Since U is a function of time, 

inserting this U into vs(t} as given by (2-29) leads to a cSl = v (t)/Z s s 

whose behavior is essentially frequency-modulated. For a harmonic 

drive flux 'Pit)= 'Px sin wt, by expanding cos[(R;z)< sin wt+ 11°dc] in 

Bessel functions and keeping the lowest order terms, cSI in this limit s 

becomes 

6ls = ~ s {J
O 

( R'P, x/Z) cos 'P de + 2J l ( R11 '/Z) sin d sin 'P' de} . 

(2-31) 

The contribution to ois at the drive frequency w is 

oI s (2-32) 

Equation (2-32) suggests that for R>>wl or Z ~ R the supercurrent cSI s 

is in phase with the drive flux. In this resistive limit the effect of 

vs is mainly dissipative with an associated energy loss per electron 

of Rois and is predominately an effective parametric resistance. For 

wl>>R or Z ';f iwl, expanding cos [(R/iwl)'P'x sin wt+ 11°dc] leads to 

V { ( R¢ 

1 

) 1 ( R¢ 
1 

) 1 t 
ors= iwt Jo wlx cos 'Pde+ 2Jl wlx sin wt sin 'P def 

and oI at the frequency w: s 
I 

ors = ~~s J1 (:~x) sin 11 de cos wt 

(2-3la) 

(2-32a) 

Thus for wl >> R, the impedance Z i.n the Bessel argument of (2-31) or 

(2-32) is Z ~ wl and the variation in supercurrent cSis is n/2 out of 
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phase with the drive flux. In this inductive limit, the quantum effect 

6vs is essentially a modification of the flux by an amount L8Is and be­

haves as an effective parametrtc reactance. In general 8Is has contribu­

tions from both terms: 2vsjzj-1
{J

0
(A)J1(B)coswt-J1(A]J

0
(B)sinwt} sin ~•de 

· R ' -i e (. ) where A-i B = TzT <Pxe and e = arc tan wl/R . 

In order to verify the functional dependence of cSis on the various 

parameters <Px, <Pde' R, wl, and T, the superconducting interferometer is 

inductively coupled to an rf tank circuit. The presence of the super­

conducting circuit modifies the characteristics of the tank circuit. The 

induced changes in the impedance of the tank circuit are measured as a 

function of the above parameters. Since the rf tank is driven from 

a constant current source this variation in the reflected impedance 

(from the interferometer to the tank circuit) shows up as a signal 

voltage. In this sense the rf tank acts as an impedance transformer 

between the quantum interferometer and the detection system. 

The modulation of supercurrent due to vs is reflected into the rf 

tank circuit as a variation of tank voltage iV due to the quantum effect 

cS V = i w M8 I s (2-33)" 

For R>>wl, 8V can be expressed as an equivalent I8R and the component 
' 

at w 

(2-34a) 

and for R <<wl, as an equivalent reactance at frequency w 

-2\ (-M) (R 1 ) ( 1 ) -w 8 L = I L J l cJJ L · <P x 5 i n <I> d c (2-34b) 
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This situation is analogous to the classical coupled circuit with 

an untuned secondary consisting of a resistance R in series with an 

inductance L. The coupled impedance Zc is 

R 2 wl 2 ZC = ---- (wM) - i ---- (wM) 
R2 

+ (wL) 2 R2 + (wL) 2 (2-35) 

Examination of (2-35) shows that the coupled impedance introduced into 

the primary circuit by this R-L secondary consists of a resistance in 

series with a capacitive reactance. In the resistive limit of R>>wl, 

the coupled impedance becomes 

(2-36a) 

and the effect of the coupled resistance is to increase the effective 

resistance in the primary circuit. ' For wl>>R, 

(2-36b) 

The effect of an inductive secondary produces a capacitive coupled 

reactance between the termi na 1 s of the primary coil and neutralizes 

a portion of the primary inductance. 

Therefore, for R >>wl, the main effect caused by the quantum voltage 

vs is a change in Q of the rf tank and will be referred to as an 

amplitude modulation (AM). For wl >>R the main effect is a shift of 

frequency of the tank circuit which we define as frequency modulation 

(FM). 

The small Is approximation (leading to Eq. 2-32) remains valid as 

long as vs(t) is small compared to the classical contribution to the 
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potential U(t). Since vs(tJ increases with decreasing temperature, at 

sufficiently low temperature the potential lJ may be significantly 

modified by the quantum effect. From Eq. (2-28) the variation of U 

due to quantum effect can be estimated to be the term L6Is in 

U = i - Lf ~ i + jwLI + jwl&Is 
X X n 

Here it is assumed that the induced current in the strongly superconduct­

ing part of the ring does not exceed the critical current of the ring 

outside the weak link and therefore the current is carried by the super­

current els (i.e. In= O in the superconducting ring excluding the 

bridge region). The quantum voltage across the bridge is -.w¢
0 

produced 

by passing one ¢
0 

at a time at the rate w. The requirement that the 

shielding effect wlois (produced by ois around the inductor Lat the 

frequency w) be small relative to w~
0 

is equivalent to a statement that 

a variation in the instantaneous frequency of o~ ..... wlols/¢
0 

be small 

compared tow,..., U/¢
0

• Therefore one of the conditions that Eq . (2 -32) 

be valid is Lal/¢ < 1. A more general condition comes from Eq . (2-32) 
S 0 

by noting the maximum J1 (z) is of the order ..... Q.5 and thus oI
5 

-- lv/ZI 

so that the above requirement on frequency becomes 

or 

vs < ¢ I r1 = ¢ (JJ I 1 + _)L_ I o L o 1wl 

I < w¢ 
C 0 

1 1 
-R + -;--L lW 

(2-37) 

For I greater than this value, the result given by (2-32) may no longer 
C 

be valid . 
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This condition on I in Eq. (2-37) can be understood by consider-c 
ing the equivalent circuit as given by Fig. 2.3. In order to keep the 

self-modulation effect of the bridge element J small, the critical 

current of the junction Ic should be small compared to the current given 

by the quantum voltage across the bridge, w¢
0 

divided by the effective 

impedance of the circuit Ze deterrni ned by the para 11 el combi nation of 

normal resistance of the bridge Rand inductive impedance iwl of the 
-1 -1 . -1 . ring Ze ; R + (1wl) ; , .e. the supercurrent must be small with 

respect to the normal current, Ic < w¢
0
/Ze. Thus if R ))wL the 

bridge is nearly voltage biased and the region of validity of (2-32) is 

that the critical current of the bridge Ic be less than the shielding 

current induced by a flux quantum in the inductor, I < ¢ /L. And when 
C 0 

wl )) R the brid~e is nearly current biased, and the limit on the voltage 

across the bridge is Ric< w¢
0

• 

When v exceeds the limit set by Eq. (2-37), the (interferometer) s 

circuit can no longer follow the rf drive voltage in the manner described 

by Eq. (2-32). Instead of a harmonic response, the emf generated by flux 

transfer across the ring is composed of a series of pulses: As vs 

increases above the limit, the voltage U which determines the frequency 

response of the circuit becomes seriously modulated by the internal 

frequency n - (wl/Z)(v /t ) which results in strong feedback from vs to 
S 0 

U. Since at high frequency the reactive iMpedance dominates over the 

resistance, the i nterna 1 frequency approaches n - v / ¢ 
0

• Hence the 

resultant voltage is pulse-like with amplitude v ,..._, nt ,..._, ¢ /T where 
S O 0 

T - ¢ /v is the duration of the pulse separated by time T between the 
0 S 
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adjacent pulses. The voltage pulse is the spontaneous. dissipation 

incurred during a quantum transition (phase slip). The effect of the 

external drive flux ¢x is to trigger these pulses and provides the 

energy dissipated away by the voltage pulses at the rate of twice per 

eye le. 

This limit has been analyzed before by Fourier expansion of the 

l t · 46 A · th t th f U . . f l pu se rain. ssuming a e em is a series o square puses 

with interval T and spaced by T sec in time between the pulses and 

ignore the initial transients, then U is 

Thus, 

U --L an cos ( 2,rnt/T) 
n 

(2,rnt/T) dt 

0 0 

n 

cos(2,rnt/T) dt 

(2-38) 

In order to use the flux¢ as the expansion variable, by averaging the 

d¢ emf dt over T we approximate 

in (2-38) and get 

¢ 

u -- _o" n- l sin (2TTnT/T) cos (2,rM/¢
0

) 
2TTT ~ 

n 

(2-39) 

(2-40) 
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In the limit of T<< T the emf becomes independent of T and equals 

<I> 
U"' / Leos (21rn<I>/<I>

0
) (2-41) 

n 

If the applied flux varies like <I>= <I> sin wt, then (2-39) can be 
X 

approximated by <I>
0
/T"' <I>x/t "'w<I>x. Taking into account of the existence 

of an ambient de flux <I>dc and that the emf in the interferometer ring is 

reduced from the applied rf flux <I>x by a factor R/Z (as in 2-31) the 

signal with a large harmonic content has an amplitude oI "'U/R at the s 

drive frequency w: 

w<I>x ( R ' ) oI "' - J - <I> s z l z X sin <I> de (2-42) 

With increasing vs or Ic' the drive flux <I>'x becomes increasingly modi­

fied by the shielding effect. A first order approximation of this 

effect is the reduction of <I>x by a flux <I>c equivalent to the shielding 

current Ic (2-37) or a resulting effective flux (<I>x - <I>c). Thus with 

this shielding effect taken into account, (2-42) becomes 

w ( <I> - <I> ) [R I I ] I 

0 I r-oJ X C J - ( <I> - <I> ) sin ( <I>dc) s z l z X C 
(2-43) 

Therefore as v increases at lower temperature, the signal remains s 

periodic with the de magnetic flux. However t~e rf response of the 

signal does not become periodic with the rf drive flux until a 

"critical flux" <I> is exceeded and the signal increases until it reaches 
C 

a maximum of about w<I>
0
/Z before it decreases. 
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2.4.6 Experimental Considerations and Measurements 

In this section a few experimental considerations and the electronic 

systems used for investigations of the quantum properties of super­

conducting interferometers will be briefly consirlered, and followed by 

the experimental measurements. 

The superconducting interferometer and the rf tank circuit are 

immersed in a liquid helium dewar within a nitrogen dewar. The tempera­

ture of the helium bath can be varied from 4.2° to 1 .3°K with a resolu­

tion of 1 m°K by controlling its vapor pressure. 

Since the measurements were sensitive to variations in the ambient 

magnetic field and the pickup of undesirable electromagnetic signal in 

the room, a number of precautionary steps were taken to minimize such 

external interferences. To reduce the static magnetic field to the 

milligauss level, a mu-metal shield was placed around the dewars and 

demagnetized before each run. A superconducting lead shield provided 

additional shielding from fluctuations of external field. To provide 

electromagnetic shielding, all measurements were made in an rf-shielded 

room with its power mains filtered. 

The electronic system used for measurements is shown in Fig. 2.5. 

An rf (at 10 or 30 MHz) current was introduced into the tank circuit 

at the resonance frequency w. If in addition there was a low frequency 

flux ~de enclosed by the interferometer, then the resultant emf due to 

quantum effects in the rf tank at frequency w was given by Eqs. (2-32) 

and (2-33) 
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(2-44) 

This emf was amplified and demodulated to produce a de voltage which is 

periodic in ¢de and R¢x/Z. To eliminate the effects of de drifts in the 

amplifier instrument, a small audio-frequency (AF) flux (< ¢
0
/2) was 

used to modulate the rf signal. The above de signal after being 

converted to the AF signal was phase sensitively detected at the autio­

frequency. Thus the classical emf (V ~ w¢x('t)) response does not appear 

in the AF phase-detected signal. The magnitude of the quantum voltage 

w¢
0 

is "'0.4 µVat 30 MHz. Hence in this detection technique the AF 

signal oV (Eq. 2-44) can be taken as the variation of the tank impedance 

due to the quantum effect vs(t). The response time of the system was 

typically "'· l sec. and was set by the requirements on the amplifier 

noise. 

In order to be able to make a quantitative evaluation of this 

circuit analysis, it was necessary to measure all of the electrical 

characteristics separately. 

The characteristics of the coupled circuit can be determined by 

driving the circuit with a constant current source. Using simple 

circuit analysis, the loaded and unloaded (with and without the 

interferometer coupled to the tank) resonance frequencies of the rf 

tank fR and f
0 

and quality factors Q and Q
0 

are related as follows 

(2-45) 
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( 
o:Q s ) QQ = Q l + o 0 

o 1 + s2 
R 

(2-46) 

where the coupling constant a, the reduced resonance frequency Q and 

the impedance ratio of the interferometer s
0 

or SR are defined as 

2 (2-47) a: = M /(L1L2) 

Q = wR/wo (2-48) 

2 (L
1
c
1

)-l (2-49) WO = 

Q
0 

= w
0
L1;R1 (2-50) 

R2 
and 

R2 
(2-51) So= wol2 s = R wRL2 

Here the subscripts 11 111 and 11 211 refer to parameters associated with the 

rf tank and the interferometer respectively (Fig. 2.5). From Eqs. (2-45) 

and (2-46) the coupling constant a and the impedance ratio s
0 

can be 

expressed in terms of measurable quantities w
0

, wR' Q and Q
0

. In many 

cases where the approximation w
0
L2 > R2 is valid, a and s

0 
are given by 

(2-52) 

(2-53) 

The mutual inductance M can be measured directly by determining the de 

current in the rf drive coil, I¢ , required to change the interferometer 
0 

flux by one flux quantum¢ : 
0 

(2-54) 
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Since the coil inductance L1 is known, using Eqs, (2-47) and (2-54) the 

ring inductance L2 can also be determined. In thts work L2 was typically 

~ 3 x 10-9 H, or an impedance :of 0.2~ at 10 MHz. Because .of the low 

impedance -1 eve l of tfiese experiments, the difference in th_e dielectric 

constants of gaseous and liquid helium can give rise to errors in the 

measurements of resonance frequency due to a change in the liquid He 

level. The stainless steel coax was arranged so as to minimize the 

dielectric effect in frequency measurements. 

2.4.7 Experimental Results 

From the circuit analysis under the stated assumptions (2.4.5} in 

the small quantum effect limit an inductively coupled interferometer is 

expected to exhibit certain quantum interference effects. These quantum 

effects will show up as variations of the rf tank impedance from its 

classical behavior. Since the rf tank is driven from a constant current 

source, these impedance variations give rise to signal voltages. From 

Eq. (2-44) this signal (at the drive frequency) is expected to vary 

sinusoidally with de magnetic flux with a period of l ¢
0 

independent of 

temperature, frequency and rf drive level. 

The analysis also leads us to expect a Bessel function J1 oscilla­

tion of signal as the rf drive amplitude is varied, with a period of a 

flux quantum. The rf drive level required to produce a particular 

Bessel maximum (say, the first max.) scales like R/(R + iwl) with the 

interferometer parameters. Hence for the same interferometer (i.e. the 

ratio of R/L fixed) the rf drive necessary for the first Bessel maximum 

increases with frequency for a circuit with wl)) R, and is nearly 
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independent of frequency in the limit of wl(( R. By the same token in 

different interferometers of different R/L ratios measured at the same 

frequency, the rf drive should scale like R/Z. For R) wl a predominantly 

AM effect should appear, whereas for wl) R the quantum effect would be 

manifested as an effective parametric reactive impedance and the FM 

signal becomes increasingly pure as wl/R increases. 

Since I and v increase with decreasing temperature, the signal 
C S 

amplitude is expected to grow as temperature decreases. At low tempera-

ture the drive flux must exceed certain critical flux before Bessel-like 

modulation of signal by rf flux would appear. 

The fabrication techniques of quantum interferometers developed 

thus far allowed one to controllably vary the characteristic parameters 

of these structures including transition temperatures Tc' and Tc of the 

bridge and the main film, the normal resistance R, length£, width W, 

thickness t and the critical current Ic of the bridge. Junction para­

meters were varied widely in the course of this study: 0.5µ < £ < 25µ, 

lµ < w < 300µ, 1 .4° < T I < 4.2°K, ,o-3n < R < 0.5n, and 0.01 < R/wl 
C 

< l .2. Typical values for the inductance of the interferometer are 

(2-3) x lO_g H. 

Typical rf circuit parameters at 30 MHz are: unloaded Q
0 

"'550, 
-7 loaded Q varying between 60 and 400, tank inductance L1 - 10 H, 

capacitance c1 ,..._ 300 pf and the coupling constant a= M2;L1L2 ranging 

from 0.01 to 0.04. Over fifteen interferometers with these wide ranges 

of physical parameters at different frequencies, coupling constants 

and material compositions were measured on different ptobes. An order 

of magnitude estimation for mutual inductance Mis -10-9 H, the quantum 
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voltage~ w - 0.4 µVat 30 MHz, and I near T ' approaches ,o-7 µA. 
0 C C 

The calculated absolute impedance ratio R/wl based on measured 

values of frequency, Q and Eq.(2-53) is accurate to"'± 15% independent 

of the frequencies, coupling constants, Q and probes used in the measure­

ments. The estimated absolute values for Land R of the interferometer, 

M, and a share the same accuracy of"'± 15%. However, relative values 

of some of these parameters could be determined to about 1 part in 104. 

It turned out to be difficult to determine these parameters with absolute 

precision much better than the stated "'± 15% when measurements were 

carried out in the presence of strong electromagnetic interference 

from nearby radio and TV stations and the power lines were subject to 

pulses from several accelerators in the same building. At 30 MHz the 

wavelength (10 m) is comparable to the lengths of the cables and the 

stainless steel coax cable connecting the room temperature instruments 

with the interferometer of 1.5 mm in radius at the bottom of a liquid 

helium bath. Thus the circuit analysis based on lumped parameters is 

no longer a good approximation. In determining the coupling constant 

a and the impedance ratio R/wl of the interferometers (2-52 and 2-53), 

quantities like (n - 1) and (nQ-l - Q -l) are each given by differences 
0 

of two relatively large and comparable parameters (the typical 

norma 1 i zed resonance frequency n ,...., 1 . 01 and Q, Q
0 

of the order ,...., 1 o2) 

with relative difference of the order of 10-2 - l □- 3 . Therefore the 

estimated value for~ and R/wl are sensitive to small uncertainties of 

a few percent in the determination of (n-1) and Q. It should also be 

noted that a "'± 15% accuracy determi nation of impedance imp 1 i es an 
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uncertainty ~f about oL 2 r-.J 10-lO H i.n these measurements or a character­

istic dimension of only l □-4m. 

Since the loaded Q increases with decreasing coupling between the 

rf tank and the interferometer, the product of aQ stays nearly constant 

for a given interferometer and rf tank throughout the measurable range 

of a. In this sense the general features to be described are to a large 

extent independent of the coupling constant. In general the operation 

of the interferometers depends strongly on the product of Ric and the 

impedance ratio R/(wl). 

All of the general features described in this section (2.4.7) were 

observed on interferometers with several different impedance ratios 

R/wl. There are at least three different ways to vary this ratio: 

fabrication of interferometers of different R/L ratios, observations 

made on the same interferometer but at different frequencies, and varia ­

tions of the temperature dependent resistance of the same bridge. 

Experimentally when the small critical current of the bridge is 

exceeded the resistance of the bridge is found to be the same as the 

normal resistance of the bridge for temperature T near T'. On the other 
C 

hand, at sufficiently low enough temperature, the bridge region 

becomes so strongly superconducting that it is difficult to induce 

enough current to drive the bridge dynamically normal and thus R = 0. 

In between these two limiting values for R, the resistance of the bridge 

typically decreases as shown along the horizontal axis of Fig. 2. lla or 

b. 
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(A) DC and RF Characteristics. Figure 2.6 shows the typical signal 

variation with an applied de magnetic field with period ¢
0

• This sinu­

soidal de periodicity is independent of rf drive levels over a span of 

three decades, is temperature independent to <l0-4 ¢ ~ ,o-11 G-cm2 at 
0 

least over a range of (1-T/T~) < 0.7 and shows no frequency dependence as 

expected from the analysis. It is this de characteristics of the inter­

ferometer that forms the basis of using it as a magnetometer to be dis­

cussed in Part II of this thesis. 

The de magnetic flux can easily be adjusted to within ~o.l ¢
0 

and the 

rf frequency f to~ f/(lOQ)~ a few KHz of yielding maximum signal (Figs. 

2.6 and 2.10). If the de flux and frequency are so optimized as to give 

maximum signal at a given temperature near T~ and held constant, the 

typical signal as a function of rf drive flux¢ is shown in Fig. 2.7. 
X 

The signal amplitude represents the variation in impedance resulting from 

a change in the rf flux. A Bessel function type of oscillation is 

expected from Eq. (2-32). The rf drive level necessary to produce suc­

cessive maxima can be estimated once the ratio R/Z is determined. The 

calculated and the experimentally measured values for the rf drive ~I for 

one period of the Bessel-like response due to the quantum effect oI are s 

shown in Table 1 for four interferometers and they agree to within ±15%. 

Table 1 also gives the length and width of the bridges 1/W, the frequency 

fat which the measurements were made, the effect of the coupling constant 

a and the quality factor Q, and the normal resistance R of the bridge. 

When two interferometers of different R/wl ratios are measured, the 

rf drive levels required to produce one period of the Bessel-like response 

scale roughly like the ratio of their R/wl values for R << wl. Similarly 
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ftg. 2.6 Detected signal voltage across the tank 
circuit containing an interferometer as a function 
of an applied de magnetic flux. 

_J 
<( 

z 
(.9 

ti) 

Fig. 2.7 Detected signal voltage as a function of 
the amplitude of applied rf magnetic flux tx for 
temperature T near T~ (T ~ T1 of Fig. 2.8}. 



T
A

B
LE

 
1 

•-
·· 

. 
a 

. 
. 

. 
-· 

-
. 

a 
ll

 
le 

£/
w

 
f 

a 
T

 
Q

 
o:

Q
 

L
 

R
 

R
 

K
I.

m
ea

su
re

d
 

~
Ic

al
c.

 
Jo

.,
 

( l
0

-9
H

) 
! 

Cµ
.) 

(i
-f

1
L

 '\ 
(%

) 
(O

K
) 

(0
) 

wL
 

( 
uA

) 
( 

u
A

) 
I 

3
.8

 
17

0 
2

.0
 

0.
14

 
o.

43
 

1
.8

 
1

.9
 

30
 

1.
15

 
3

.7
 

18
0 

2
.1

 
1

.8
 

0.
13

 
0.

39
 

2
.0

 
2

.1
 

7 
:_i

.8
/2

0
 ---

-
-·

··
--
-
-
-

-
~

-
-

4.
o 

10
3 

2
.3

 
0.

15
 

o.
46

 
1

.7
 

1
.8

 

30
 

2
.3

 
3

.8
 

11
0 

2
.5

 
1

.7
 

0.
14

 
o.

42
 

1.
84

 
1.

95
 

3.
7 

11
3 

2 
C

 . ) 
0.

11
 

0.
34

 
2

.2
 

2
.4

 
f
4

-
-

--
--

--
--

. 
--.

.. -
---

--
--

·--
-·

 --
-

--
-

·- 4.
2 

28
6 

3.
3 

0.
08

9 
0.

17
8 

2
.7

 
3.

05
 

I 

2 
fJ· 

75
 /3

6
 

'°:<
 (

) 
1.

15
 

4
.1

 
30

0 
3 

.4
5 

2
.7

 
0.

07
8 

0.
15

5 
3

.3
 

3.
5 

.
J
 
~
 

l 
4.

o 
34

0 
3

.9
 

0.
06

3 
0.

12
5 

3.
4 

4
.3

 
--

-·
 

._
 __

__
__

 --
-
·
 

1+ 
.2

 
13

4-
1

.6
 

0.
08

2 
0.

63
 

0.
9 

1
.1

 
10

 
l.

~
? 

4
.1

 
1\

2 
1

.7
 

2
.1

 
0.

05
7 

o.
44

 
1

.4
 

1
.6

 
I I 

--.
. ~

. 
--

-·-
--

--
--

•--
-
-

-
----

i 
4

.2
 

74
 

1
.9

 
o.

42
 

0.
67

 
o.

66
 

0.
65

 
3

1
1

.1
/2

0
 

JC
 

2.
5'

.;
 

3.
3 

4
.1

 
74

 
1.

9 
o.

42
 

0.
67

 
c.

66
 

0.
65

 
I l 

3.
9J

i. 
15

1 
4.

5 
0.

09
8 

0.
16

8 
3.

4 
2

.8
 

4-
i 4

.5
/6

s 
30

 
2

.9
7

 
3.

15
 

_
J
 

3.
93

5 
15

.i. 
5.

5 
0.

07
3 

0
.1

2
4

 
~-

.4
 

3.
8 

a
. 

l':I
I 

is
 
th

e
 

Rl
v1

3 
v

a
h

w
 

o
f 

tr
.e

 
am

01
.m

t 
o

f 
r
f
 
c
u

rr
e
n

t 
fo

r 
o

n
e 

p
e
ri

o
d

 
o

f 
th

e
 
B

e
s
s
e
l-

li
k

e
 

re
sp

o
n

se
 

d
u

e 
to

 
51

0 
(F

ig
. 

2
.7

).
 

b
/J

T
 

(O
K

! 

o.
o4

 

0.
03

5 

0.
05

 

0.
03

 

0.
02

 

0.
1 

0.
08

 

>
o.

05
 

0.
03

5 

u
.0

2
 

0.
02

 

0.
01

 

~
_:

i. 
6T

 
is

 
th

e
 

in
te

r,
:a

l 
o

f 
te

m
p

e
ra

tu
r·

e
 

b
e
tw

e
e
n

 
th

e
 
a
d

ja
c
e
n

t 
z
e
ro

 
s
ig

n
a
ls

 
a
s 

d
is

c
u

ss
e
d

 
in

 
(2

 .4
. 7

 D
).

 

c
. 

L
en

g
th

 
ar

,d
 
w

ld
th

 
o

f 
th

e
 
p

ro
x

im
it

y
 
e
ff

e
c
t 

b
ri

d
g

e
 

in
 

a
n

 
in

te
rf

e
ro

m
e
te

r.
 

·i;
 °' 0 



61 

it is also verified that the rf drive level for one period of the Bessel­

like response for the same interferometer measured at 30 MHz is about 

t~ree times the rf level at 10 MHz if wl >> R. 

(B) Temperature Dependence. Over a wide range of temperature (l-T/T 1 

C 

< 0.2, Tc~ 4°K), Fig. 2.8 shows the temperature dependence of the signal 

as the rf drive level is varied. At high temperature T1 and T2 where 

the analysis ba$ed on small quantum effect is expected to be valid, the 

amplitude increases with decreasing temperature indicating the onset of 

superconductivity and the increase of supercurrent. However a close 

examination of the temperature dependence of the signal in this tempera­

ture range reveals a complicated temperature dependence to be discussed 

in (D). The rf drive level necessary to produce the first Bessel-like 

maximum increases by some thirty-fold as temperature is lowered from T1 
to T6 presumably because of the rapid rise in Ic as a function of decreas­

ing temperature, Ic ~ (T~ - T) 312 . At lower temperature, more rf drive 

is needed to induce enough current in the interferometer so that the 

critical current of the bridge can be exceeded to bring about a quantum 

transition (the model for Is (2-25) applies only for current greater than 

IC). 

At T3 the first clear onset of critical flux discussed in (2.4.5) 

shows up and at lower temperature the pure Bessel character changes to a 

more complicated amplitude response. Such kind of complicated response is 

expected from the analysis when the quantum effect begins to seriously 

modulate the classical response. The large harmonic contents in (2-41) 

implies that contributions from mixings of higher harmonics to the 
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6 5 43 

TEMPERATURE 

Fig. 2.9 Envelope of the maximum signal amplitude as a function 

of temperature. Near the transition temperature T', the maximum 
. C 

signal increases rapidly with decreasing temperature as does I C 

or v until it saturates at about (wM/R)w¢ (dashed line). 
S 0 
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amplitude at the drive frequency can cause considerable modification to 

the amplitude at the fundamental frequency as given in (2-43). Instead 

of the first peak of the Bessel-like response being the maximum signal, 

higher rf drive level produces bigger signal. The quantum signal seems to 

persist at the lowest temperature and is still periodic in de flux but 

the rf drive level is set by the critical current. 

As the temperature decreases, the effective dynamic resistance of the 

bridge decreases slowly (Fig. 2.lla orb) towards zero (as discussed 

earlier in this section) and a corresponding monotonic increase of 

resonance frequency fR and Q as expected from (2-45) and (2-46) was also 

observed. The oscillating behavior of the signal as a function of the 

temperature will be discussed in (D) and 2.5. 

The maximum signal amplitude as a function of temperature is shown in 

Fig. 2.9. The signal is optimized at each temperature as a function of rf 

and de flux and frequency. Overall behavior of the signal near the tran­

sition temperature is a rapid rise in the amplitude with decreasing 

temperature, probably due to the temperature dependence of the factor vs 

or I in (2-32), until it saturates at about w~ wM/R (Eqs. 2-33 and 2-43) 
C 0 

and remains there at low temperature (dashed line). Experimentally this 

saturation level can be estimated from the signal amplitude, gain of the 

amplifying system and Eq. (2-43) with the effective flux (~x - ~c)R/Z at 

about ~/TT for maximum Bess.el-like. response. 

(C) Parametric Impedance. The effect of the relative impedance R/wL 

of the interferometer on the signal as a function of the frequency near 

the resonance is shown in Fig. 2.10. The dashed line represents the 

frequency dependence of the magnetiude of the impedance of the rf tank 
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circuit inductively coupled to the quantum interferometer. The variation 

of this impedance due to one quantum change of the flux in the ring (i.e. 

r.f. drive level set at first Bessel maximum) for a constant de and rf 

bias is given by the solid curve. 

If the resistance of the bridge, R,is small compared to the inductive 

impedance of the superconducting ring, wl, then primarily frequency modu­

lation (FM} effects are expected. FM effect is equivalent to a shift in 

resonance frequency and thus a translation of the resonance curve with 

respect to the purely classical response of such an rf inductively coupled 

circuit. Such FM effect as observed is shown in Fig. 2.lOa which is 

indicative of an effective parametric reactance as anticipated (Eq. 2-34b). 

For R << wl the magnitude of the two peaks of the signal is about equal and 

the excursions are anti-symmetric with respect to the resonance frequency 

as expected from a nearly pure FM effect. 

For R ~ wl the signal is nearly symmetric and always of the same 

sign (solid curve in Fig. 2.10b). The impedance response in this limit is 

mainly of amplitude modulation (AM). The interferometer essentially acts 

as a parametric resistance as expected (Eq. 2-34a). 

For certain interferometers with the proper choice of the impedance 

ratio, it is possible to observe the transition from predominantly AM to 

FM effects at a fixed tank frequency as the resistance decreases slowly 

with decreasing temperature. For example it was observed that the same 

interferometer (#1) with R/wl ~ 0.48 at 4.1°K (measured at 30 MHz) 

exhibits predominantly an AM effect between 4.1 and 3.7°K and gradually 

switches to an FM effect at around 3.7°K with a corresponding drop R/wl 

to ""'0.3 (Fig. 2.lla), presumably due to the decrease of Ras indicated 
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Interfe romete r # 1 

at 3mmz wL ,,__, 0 . 320 

FM~ AM 
r"" 
U) G 
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4
1.1° 3.7 3.8 3.9 4. o 

T (°K) 

Fig. 2.lla Temperature dependence of the interferometer response, 
the resistance R of the bridge and the approximate impedance ratio 
R/(wl) of the interferometer for temperature T near T'. In (a ) 
the response of Interferometer #1 (measured at 30 MHzcwith R/(wl ) 
~ 0.5 near 4.1°K) changes slowly from a predominantly AM ef fec t 
to a FM effect at about 3.7°K due to a decrease in the impedance 
ratio. The rf drive level is set at the value so as to yield the 
first Bessel-like peak at T ~ T~. 
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at 10 MHz 

wL ~ 0.170 

(c) 

Fig. 2.11 b,c The response of Interferometer #2 measured at 30 MHz 
and 10 MHz are shown in (b) and (c) respectiv~ly. The change of 
the impedance ratio in going from 30 to 10 MHz not only changes 
the response from an FM to an AM effect, but also makes the "period" 
of the temperature-modulated signal smaller as discussed in (2 .5) . 
The rf drive level is set for the first Bessel-like peak. 



69 

in the figure. Figure (2.llc) shows t~e result of a second interfer­

ometer (#2) with R/wl ~ 0.52 at 10 MHz very close to the value of #1 at 

30 MHz. Since in both cases (Fig. 2.lla and c) the impedance ratio R/wl 

is about 0.5, both of them show AM effects as expected. On the other hand, 

the same interferometer (#2) measured at a higher frequency of 30 MHz and 

hence a lower R/wl ~ 0.17 shows up mainly as an FM effect as indicated in 

Fig. (2.llb). 

As discussed before, the rf drive required to bring about a first 

Bessel maximum should sc~Je like R/wl for wl >> R. Experimentally the rf 

drive level for the first Bessel maximum at 30 MHz reduces by the expected 

factor of three when the same interferometer (#2) is measured at 10 MHz. 

For the same interferometer at a given frequency, the rf drive level 

needed to reach the first Bessel maximum was found experimentally to 

increase slowly in proportion to the increase of wl/R with decreasing 

temperature and R. 

In passing we would like to point out that the exact functional depen­

dence of the suppercurrent Is on the dissipating voltage U(t) is not 

important in arriving at the conclusion as expressed in Eq. (2-34). If a 
~ 

sine function sin6¢ (as in a Josephson junction) instead of (l + cos6¢) 

has been used, it would lead to essentially the same interference effect 

of oI ~ J1(¢ 1 )sin¢d1 
• In fact, any reasonable periodic function of 6¢ 

S X C 

which passes through zero twice per cycle would give the same qualitative 

feature. 

The experimental results described up to now are all consistent with 

the phase slip model and the equivalent circuit developed for the time­

dependent dissipating state of superconductivity which accompanies 
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quantum phase transitions. Thus under the stated assumptions the model 

used for the proximity effect bridge and the circuit analysis for the rf 

coupled interferometer can adequately describe and explain quantitatively 

(to within the experimental accuracy ~±15%) the absolute magnitude of 

experimental observations in their proper limits. 

(D) Temperature-Modulated Signal Near the Transition Temperature. 

In addition to the above experimental results it was also observed 
I 

for the first time that near the transition temperature Tc the induced 

impedance due to quantum effects oscillates in phase as a function of 

temperature. In other words, there are certain temperatures at which t he 

signal vanishes, while above and below this temperature the signal re­

appears with opposite signs. Such a temperature-dependent oscillation of 

ois is not expected from the analysis made so far (2-44) and is indicative 

of the possible breakdown of certain assumption used in the analysis. Be­

fore we assess the validity of the assumptions and the analysis, we will 

first describe the experimental observations. 

Near the transition temperature T~ of the bridge (l-T/T~ $ 0.07) the 

temperature dependence of the quantum interference signal for very short 

bridges (t-0.8µ) is shown in Fig. 2.11 where the frequency, de and rf 

flux were optimized and held fixed throughout this temperature range. 

Curves a, b, and care for different impedance ratios. The oscillation 

"period" of the signal decreases with decreasing temperature and seems to 

be invers~ly proportional to R. 

The operating temperature range is usually smaller than 0.2°K for 

longer bridges due to a weaker overlap of the superconducting wave­

functions from the neighboring regions. Since the resistance in these 
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longer bridges are usually higher, the 11 period 11 in temperature is smaller. 

Hence such interferometers are more sensitive to small variations in the 

temperature especially at lower temperature as compared to shorter bridges. 

Figures 2Jla and b show the temperature-modulated signal as a func­

tion of temperature. Both interferometers 1 and 2 were measured at the 

same rf frequency of 30 MHz and have the inductive impedance wl ~ 0.32n 

and 0.51n respectively. The resistance of the first interferometer is 

nearly 1 .5 times that of the second with a slight temperature dependence as 

shown. The impedance ratio R/wl for #1 and #2 interferometers are about 

0.48 and 0.18 respectively at high temperatures. It is difficult to deter­

mine the critical current for these interferometers at temperature close 

to T~ of the bridge. Since both of these bridges are relatively short , 

0.8µ and 0.75µ long respectively, the critical currents are expected to 
I 

depend exponentially on (Tc-T) for T near T~ and gradually the temperature 

dependence of Ic becomes (T~-T) 3/ 2 as discussed in (2.2). Although the 

critical current may be estimated at low temperature from the critical 

shielding flux (Fig. 2.8), extrapolation of I to higher temperature is 
C 

at best difficult because of lack of knowledge of both T~ and the tempera-

ture at which the exponential dependence of Icon (T~-T) switches over to 

the 3/2 power. However the general trend for the oscillating period in 

temperature seems to be decreasing with increasing normal resistance . The 

envelope of the oscillating signal increases rapidly as temperature 

decreases and eventually levels off at low temperature (Fig. 2.9). 

For the same interferometer measured at different frequencies (10 

and 30 MHz), this period in temperature is directly proportional to the 

frequency (Fig. 2.llb and c, and Table 1). 
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Since at the zero crossing point, the signal is independent of the 

applied de or rf magnetic flux at that temperature, this disappearance of 

signal cannot be due to any paramagnetic impurity enclosed by the inter­

ferometer or a change in the rf bias level. These observations can be 

emparically summarized as some Bessel-like function J(x) with its argument 

x proportional to Rf(T)/w for T near T~ where f(T) is some temperature 
I 

dependent function increasing monotonically with increasing (Tc-T). The 

oscillation period in temperature is found to be independent of the coup­

ling constant a, although in these experiments it was impossible to inde­

pendently vary a and the quality factor, Q. 

A plausible explanation for this phenomenon based on a non-equilibrium 

correction to the Josephson frequency-voltage relation will be developed 

in the next section and can adequately account for the experimental obser­

vations. 

2.5 Non-Equilibrium Superconductivity 

2.5.1 Non-Equilibrium Processes in Superconductors. 

Most of the equilibrium phenomenon in superconductors can be under­

stood in the framework of BCS theory. Being a model for the description of 

equilibrium superconductivity, the microscopic (BCS) theory does not ex­

plain how equilibrium is established through non-equilibrium processes. 

The study of non-equilibrium mechanisms in superconductivity is a develop­

ing and not well understood area. Recently, considerable attention has 

been devoted to problems like depairing processes at super-normal (S/N) 

and super-weak (S/W) interfaces 19 , 20 , the motion and structure of the 

fluxoid 47 and the time-dependent Josephson-like behavior of weak super­

conductivity as observed in proximity effect bridges. The experimental 
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observations described in 2.4.7(0) and shown in Fig. (i.11) are believed 

to be the first direct probing of another aspect of non-equilibrium super­

conductivity hitherto unexplored -- the non-equilibrium quantum interfer­

ence phenomenon in superconductors. 
At thermal equilibrium, the gauge-invariant electrochemical poten-

tials of Cooper pairs µp and of quasiparticles µ are equal. A number e 

of possible mechanisms resulting in perturbations of the condensate 

and/or quasiparticles were mentioned in Section (l .2). Some of the 

better understood processes can be summarized as follows: 

(A) Thermalizatton. Without loss of generality, we consider 

quasiparticles in the electron-like branch k> > kF where kF is the 

Fermi wave vector. If electron-like quasiparticles are injected into a 

superconductor, the quasiparticles within this branch (of density 

n> > n< of the hole-like branch) would cool down to the lattice tempera­

ture through phonon emission. The thermalization time TTH required is 

20 -10 typically TTH ~ 2 x 10 sec. 

(B) Branch Mixing. The injected quasiparticles can cause an 

imbalance of the densities of the quasiparticles in the two momentum 

branches. Equilibrium between the two branches can be re-established 

largely through inelastic phonon scatterinqs resultinq in crossing of 

quasi-particles from one branch to the other over a time period referred 

to as the branch mixing time T0
48 : 

'Q(T) ~ 0.068 'e (U 3 ~m (2-55) 

where Te is the electron-phonon scattering time at the Debye tempera­

ture e of the lattice (T
8 

~ 10-14 sec for normal metal) and ~(T) is the 

temperature dependent gap energy of the superconductor. For tantalum, 

T

0
(o) = 0.65 x 10-lO sec. 
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(C) Recombination of quasiparticle~. When equal numbers of quasi­

particles are generated in both branches either by external pair 

breaking processes such as phonon or photon excitations or upon comple­

tion of thermalization and branch mixing processes in the case of 

quasiparticle injection, these excess quasiparticles depress the energy 

gap and are out of equilibrium with the condensate. To achieve electro­

chemical equilibrium with the condensate these quasiparticles can emit 

phonons and recombine into Cooper pairs. Since the quasiparticle pop ­

ulation is described by the Fermi distribution, the recombination t ime 

TR at 1 ow temperature (T ~ 0. 9 Tc) is of the form49 

for 6 ?: kT (2-56) 

\~ith rR ranging from 2 x 10-8 sec-°K-112 for aluminum to 2 x 10-12 sec-

0K-112 for lead. 

However, it is not clear which, if any, of these processes is the 

controlling mechanism (or bottleneck) in maintaining the phase equ il-

ibrium which is necessary for quantum interference effects. In this 

section (2.5) a model based on non-equilibrium quantum interference 

effects in weak superconductors will be proposed as a possible cause for 

the temperature-dependent signal described in 2.4 .7(0). One analytic 

approach adopted here is to use time-dependent Ginzburg ~Landau (TDGL) theory 

in investigating the non -equ t librium relaxation process first at S/ N and 

S/W interfaces, then apply it to S/W/S structure in an electric field. 

2.5.2 The Two-Potential Concept 

At thermodynamic equilibrium, the free energy of the superconducting 
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condensate F 

as originally introduced by Ginzburg and Landau 50 is at a minimum and the 

gauge-invariant electrochemical potentials of the pairs and quasi­

particles are equal (µp = µe). In TDGL theory it is assumed that 

perturbation of the condensate can lead to a difference of the two 

potentials (µpr µe) with the quasiparticles remaining in thermal equil­

ibrium with the lattice. In the absence of an applied magnetic field the 

perturbed condensate relaxes back to its equilibrium electrochemical 

potential µe by releasing the extra amount of free energy according to 

TDGL as: 

T near Tc (2-57) 

where a is the usual GL coefficient50 , &Fis the deviation in F from 

equilibrium22 , and the GL relaxation time of the condensate, TGL' is 

given by the microscopic theory: 

-t: ( I 1)-1 ~ -121 1-l TGL = rlTT 8k T -T = 10 T -T 
::i C C 

sec-°K (2-58) 

The time evoflution of the wavefunction is given by Eq. (l-17) or 
-2i µ dt 

\l1 = ip e · P and the supercurrent density ( Eq. 1-4) can be rewritten 
s 

as 

(2-59) 

In the absence of a temperature gradient, the quasiparticles 
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obey the Ohm's Law: 

(2-60) 

where µe is the electrochemical potential of the quasiparticles and 

the effective conductivity of the quasiparticles cr can be taken as the 

normal conductivity of the metal for T near T . 20 The fact that, even 
C 

in the absence of Vµp and Vµe' js and jn are TT/2 out of phase (comparing 

Eqs. 2-59 and 2-60) when driven by an oscillating A(t) has some inter­

esting and important consequences to be discussed later. 

Based on the assumption of a two fluid model and the concept of two 

different electrochemical potentials in a non-equilibrium region, 

Rieger et al. (RSM) 22 conclude that there is a general relationship 

between µp' µe and v•Js. Recall that µP has been defined such that 

-2qµ = h¢ (1-14), p 

(2-6la) 

where the charge of an electron is q = -e < 0. A finite divergence of 

js implies pairing and depairing processes accompanied by an electric 

field on the superconductinq side of the interface. From the definitions 

of the gauge-invariant electrochemical potentials (l-18) and (l-20), the 

result of the RSM analysis can be extended to include the magnetic 

potential as 
--t­

V ·J s (2-6lb) 

That the potentialsµ~ andµ~ are different in a non-equilibrium steady . P e 

superconducting state has been shown in experiments of quasiparticle 
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injection at the S/N and S/W interfaces 19 , 20 to be in qualitative agree­

ment with (2-61); but that the relaxation time is longer than TGL" 

The underlying assumption in the derivation of (2-61) is that the 

relaxation rate of the order parameter is taken as proportional to the 

deviation of the free energy from its equilibrium value. One of the 

important physical consequences of this two-potential concept is a modi­

fication22 of the Josephson frequency-voltage relation (Eq. 2-4 or 

2-6), which is a thermodynamic equilibrium relationship 51 where the pair 

and quasiparticle potentials are equal µp = µe, in non-equilibrium 

situations. 

2.5.3 Non-equilibrium Quantum Interference Phenomenon 

In this section a physical model for non-equilibrium quantum 

interference will be proposed which can adequately explain the tempera­

ture-modulated quantum interference phenomenon reported in 2.4.7(0). 

The physical origin of this interference effect lies in the possibility 

of pair-quasiparticle interconversion processes in a non-equilibrium 

region of a superconductor where locally the gauge-invariant electro­

chemical potentials of pairs and quasiparticles may differ from each 

other (Eq. 2-61). At equilibrium the free energy of the condensate 

is a minimum. In the presence of a gauge-invariant electrochemical 

potential gradient Vµp the supercurrent density js accelerates according 

to the London Eq. (2-19) reproduced here for convenience: 

(2-62} 
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where~ is the gauge-invariant phase, ns = 21~1 2, and Vµp = Vµe = Vµe-qE 

(here the first equality arises from the thermodynamic equilibrium 

condition and the second equality from the definition given by Eq. 2-5) 

iwt as before. For a harmonic potential µp ~ e , the current would also 

vary harmonically in time, js ~ eiwt, and the London Eq. (2-62) becomes 

~ 
/q -Vµ 

-fiV¢ js = = (2-63) m iwm -

2nsq 
2 nsq 

At equilibrium the potentials of the pair and the quasiparticles are the 
~ ~ 

same, µp = µe, which is one of the assumptions made in the earlier 

circuit analysis for the rf coupled interferometer. 

Out of thermodynamic equilibrium the perturbed condensate has a 

higher free energy than at equilibrium. If the system is given enough 

time, it would relax back to its equilibrium state by releasing some of 

the excess energy, for example by pair-quasiparticle interconversion. 

Within the equilibrium region, in general the supercurrent can be 

described by the simple relation of Eq. (2-63). In the non-equilibrium 

regime because of the depairing process (Eq. 2-61) some of the super­

current is converted into the normal current. We propose that it is the 

interconversion of the resistive normal current and the inductive 

supercurrent in the non-equilibrium region that is mainly responsible for 

the temperature-modulated quantum interference effect of the preceedinq 

section. 

Our approach here is to relax the thermodynamic equilibrium condi­

tion used in the early analysis to allow two distinct and different 
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potentials to develop in the non-equilibrium regime. And unless otherwise 

explicitly stated, the assumptions and approximations introduced in the 

early analysis (2.4) will be retained in this section (2.5.3) at the 

respective steps as they appeared before. In order to define a non­

equilibrium region, a steady state 11 healing length 11 will be introduced 

as a guide to the possible spatial extension over which non-steady 

situations may exist. An expression will be advanced relating the 

supercurrent and/or phase gradient to a normal potential. It will be 

shown that if the period of the harmonic potential ~w-l is comparable to 

a relaxation time Ts' it may lead to interference of the two 11 tails 11 

of a wavefunction brought together at the bridge region of an inter­

ferometer due to relaxation processes. This is followed by a considera­

tion of possible temperature dependence of Ts' and a discussion of the 

non-equilibrium interference expression. Finally this idea will be 

applied to the earlier circuit analysis with due modifications leading 

eventually to a possible explanation for the observed temperature­

modulation effect in quantum interference. 

In the analysis of (2.4) it was assumed that the relaxation time is 

given by the G-L relaxation time TGL and that it is so short compared to 

an rf period (TGLw << l) that the pairs and quasiparticles are 

essentially at equilibrium most of the time, Since TGL 

increases as the te~perature approaches the transition temperature T 

of the bridge from below, it is conceivable that near Tc this 

approximation of TGLw < < l may no longer be valid. Recall that the 

density of superconducting electrons n = 2111 2 (Eq. l-3) and the s 

C 
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electron charge q = -e, then Eq. (2-6la) can be written as 

µ -e 

By Eq. (l-14), -~~ = 2~p the above equation then becomes 

In the steady state, charge conservation requires 

v-j = V• (J + j) = 0 s n 

Hence using the fact that 

-t­
V • J s 

and if at steady state µpis constant then 

-fiV¢ = 2Vµ = 0 
p 

and the spatial extension of this effP.ct is governed by 

2(- - ) V µ -µ 
p e 

(2-64) 

(2-65) 

(2-66) 

( 2-6 7) 

(2-68) 

(2-69) 

The coefficient of (~p-~e) defines a temperature-dependent "healing 

length" for the potential difference and is numerically of the order of 

~ 2~(T) ~ (T -T)-1/2_ 22 
C 
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Figure 2.12 illustrates schematically the spatial dependence of the 

magnitude of the order parameter l~I plotted at the top (a), the super­

and the normal current densities and the V•js in the center (b), and the 

electrochemical potentials of the pairsµ and the quasiparticles µ in p e 

the bottom (c) at a current-carrying S/N interface. As shown in (a) the 

magnitude of the order parameter vanishes deep inside the normal region. 

In the vicinity of a S/N boundary (Fig. 2.12c) at steady state the 

electrochemical potential of the pair µp stays constant on the super­

conducting side of the interface and may extend slightly into the 

normal region due to the proximity effect (2.1) until thermal fluctuation 

destroys superconductivity. The quasiparticle potential µe differs 

from µp beginning on the superconducting side of the interface with 

localized excess quasiparticles due to depairing and deep inside the 

normal metal the slope of µe is determined by the local electric field. 

Experimental results on potential measurements very close to the 

current biased S/N interfaces (with probes placed on the superconducting 

side of the interface) have confirmed the existence of two distinct 

potentials µp and µe near the boundary. 19 ,20 In these experiments, on 

de current biased S/N interfaces, a better quantitative agreement of 

(µp-µe) and its temperature dependence with the theoretical predictions 

are obtained if the limitinq relaxation time is assumed to be the 

branch ~ixing time TQ(T) rather than TGL(T) and the healing length is 

much lonqer than expected above (Eq. 2-69). 20 Thus in steady state 

Eq. (2-69) is qualitatively correct and the phase¢ may remain constant 

on the superconducting side of the depairing region even though a 
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Fig. 2.12 Schematic representation of the spatial dependence of 
(a) the magnitude of the order parameter l~I , (b) the super­
current and normal current densities, as well as v • js' 

(c} the electrochemical potentials of the pairs (~p) and the 
quasiparticles (µ ), at a current-carrying S/N interface region. 

e 
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voltage 0e/q exists within this region. Both theories (RSM and branching 

mixing) have very similar form. That the branch mixing time seems to be 

the bottleneck in the relaxation processes is not unreasonable since 

the quasiparticles are injected with a large imbalance between the two 

branches (usually n> >> n<). Being a phenomenological theory, the RSM 

theory cannot provide a detailed microscopic description of the non­

equilibrium processes, but it does introduce a simple formalism for a 

generalized relaxation loss process in superconducting dynamics. Hence­

forth we will use T* instead of TGL in (2-6lb) to represent some general­

ized relaxation time. 

The second term in (2-65) is in effect a correction to the Josephson 

frequency-voltage relation (l-14) or (2-6), but in the steady state 

(2-68), ~p = constant, this correction effect does not show up. In 

order to be able to follow the physical idea without getting lost in 

trying to solve a complicated mathematical equation, we make the 

simplifying assumption that the supercurrent on either side of the weak 

region is related to the gradient of the phase as given by (2-62) while 

current through the weak region may depend on the phase difference. 

For a non-stationary state, it is difficult to solve Eq. (2-6lb) 

analytically for the effect of the correction term (~v•js) on phase¢ 

without explicit knowledge of the exact functional forms of the 

potential iie and the supercurrent density js in the vicinity of the 

interface. The approach taken here is to look for the response of 

supercurrent or rather the phase gradient V¢ to the gradient of the 

quasiparticle potential vu= Vµ /q in the limit of very weak e 
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superconductivity where the superconducting electron density n is 
s 

strongly position-dependent in comparison with the spatial dependence 

of the phase, and the coherence length sand the relaxation time T* 

in (2-6lb) are taken as their equilibrium values. 

Making use of the definitions ns = 21~1 2, q = -e, and the rela­

tion-~¢= 2µp' Eq. (2-6lb) becomes 

Due to phase coherence in the superconducting ring we use, we can 

approximate f v~•df ~ 2rr or v~ ~ d~l where dis the diameter of the 

ring (3 mm); whereas the distance over which significant change of ns 
-1 occurs is of the order of a few coherence length~, vns/ns ~ ~ , and 

thus we assume in the one-dimensional case 

(2-71) 

Under such circumstances using the above mentioned assumption 

js = nsqnV¢/m, then the gradient of Eq. (2-70) is 

( 2-72a) 

which upon using the approximation (2-71) and dropping all higher order 

terms in V¢ (i.e. ["~s • v] v~ and v [v2~]), reduces to: 
s 
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(2-72) 

For a nonsteady state where the potential U varies harmonically in time, 

to first approximation the phase and hence v~ would also behave in a 

harmonic manner (which is true at thermodynamic equilibrium, for 

2qU = 2~ = 2~ = -~¢) and thus U ~ V¢ ~ eiwt_ In the very weak limit 
e P 

(jn >> js) the spatial dependence of the quasiparticle potential is 

mainly determined by the normal current density as the Ohmic law 

j = oE ~ -ovU. And in the limit of steady state vu is constant in space n 

deep inside the normal region. With this consideration in mind, in the 

one-dimensional case Eq. (2-72) becomes: 

N [-iw (2-73) 

~ 
Spatial integration of V<p in this equation leads to 

~~ = f vu dx 

2 c~s) -iw + _E;,_ V • 
T* s 

(2-74) 

where we have normalized the potential U according to (2-26). In general, 

the integration in (2-74) cannot be performed without explicit knowledge 

of the spatial dependence of vu and n
5

, but formally we can integrate 

(2-74) and express the result as follows 

u (2-75) 
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where an effective relaxation time T is defined to include the effect s 

of integration and 

(2-76) 

Equation (2-75) is the consequence of an attempt in seeking a 

solution of the quantum phase difference to Eq. (2-6lb) in the non-

stationary state. Without detail knowledge of the spatial dependence 

of ns, js and U, we have resorted to looking for a solution in the 
I 

weakly superconducting limit and for temperature T near Tc. In this 

limit by making a few simplifying assumptions, we have arrived at the 

result given in (2-75) which is probably correct in indicating the 

qualitative feature of the phase difference 6¢ across a non-equilibrium 

region. A detail functional dependence of 6¢ on various parameters 

naturally depends on the degree of validity in the approximations and 

assumptions made. However a quantitative functional expression of the 

phase difference is not expected to significantly modify the conclusion 

regarding the general qualitative behavior based on (2-75). Short of 

an exact solution to (2-70), we will proceed to examine some of the 
I 

possible implications of (2-75) subject to the various limitations men-

tioned (in particular, for the case of very weakly superconducting 
I -1 

region and T near T ). When T* approaches zero, (2-75) yields the 
C 

usual London acceleration equation of (2-63) as expected for a thermo-

~ ) -1 dynamic equilibrium situation (qU = µe = pp ; whereas for T* > w, 

(2-75) gives the relaxation effect as would be expected by inspection 

of Eq. (2-57). 
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An understanding of the physical meaning of the relaxation time Ts 

and its temperature dependence can be useful in considering the possible 

physical consequence of (2-75) later on. The meaning of Ts becomes ~ore 

transparent if it is expressed in terms of physically well understood 

parameters. At steady state¢ =w = 0 we can identify the characteristic 

distance associated with the operation v2 in V•(Vns/ns) of (2-73) with 

the healing length [m~2CT/( nsq 2T*)J 112 of the steady state Eq. (2-69). 

In terms of this healing length the relaxation time of (2-76) becomes 

(2-77a) 

Expressing the quasiparticle conductivity CT as a function of the quasi­

particle density n and the quasiparticle (normal) relaxation time T (as 
I 2 

in a normal metal for T near Tc, 2.4.3), CT= nq T/m, results in 

(2-77b) 

This relation can be shown to be approximately correct at steady 

state from general transport considerations. 52 Thus at steady state the 

relaxation time Ts for the perturbed condensate to revert back to the 

equilibrium superconducting state is directly proportional to T and Ts 

increases like the ratio of n/ns which increases rapidly as temperature 

approaches the transition temperature (n ~ [T -T]) In addition, the S C • 

ratio n/n
5 

can be fairly larqe in the very weakly superconducting 

region, althou~h n and Tare nearly temperature independent over the 
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range of a fraction of a degree at liquid helium temperature. 

In the non-equilibrium situation, since the detail spatial depen­

dence of ns and hence the characteristic healing length are not known, 

Eq. (2-77) will be used as a first order approximation of the relaxation 

time in (2-76) so that in the steady state limit Ts has the proper 

functional dependence. The validity of this approximation improves 

especially in situations where the non-equilibrium state constitutes 

a small deviation from the equilibrium steady state. Thus within a 

scaling factor involving the ratio of the coherence length and the 

healing length . in non-stationary state, the two relaxation times Ts 

and T* can be used interchangeably in discussing the temperature­

dependent behavior of the quantum phase difference in (2-75) in the 

weakly superconducting limit. For temperature near the transition 
I 

temperature Tc of the weak region, to first order approximation Ts 

diverges like (T
1

-T)-l. 
C 

In the usual Josephson effect (2-6) the term T; 1 in the denominator 

of (2-75) is identically equal to zero since it is assumed that there 

is no internal conversion or loss within the non-dissipating Josephson 

junction except for possible photon emission at ~E = hv. A vanishing 

T- 1(~T*-l) in (2-57) leads to an equilibrium Schroedinger equation for 
s 

the superconducting wavefunction , and i n (2-75) results in th e eq uili brium 

Josephson frequency-voltage relation for a harmonic potentia l as 

expected. This relaxation term is due to conversion loss in the 

dissipating proximity effect bridge as described by Rieger et al in their 

time-dependent GL equation. 
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All the assumptions and approximations made in arriving at Eq . 

(2-75) must be kept in mind in interpreting the result . Outside the 

non-equilibrium region, the pair and quasiparticle potentials µp and 

are equal d -t . an V•Js ,s zero. Thus in this limit of thermodynamic 

equilibrium the term T;1 in the denominator of (2-75) drops out, and 

~ 
µe 

(2-75) is just the equilibrium frequency-voltage relation as anticipated . 

Inside the non-equilibrium region at low enough frequency (or T suffi -

' - 1 ( I ciently close to Tc) so that w < < Ts , 2-75) becomes 6¢ ~ Tsu . In this 

nearly steady state (or nearly normal state), it is easier to interpret 
~ this result by taking the gradient of this expression: v~ ~ T vU' wh i ch s 

becomes js ~ aVU ~ -aE by using js = nsq~V¢/m and (2-77a) . This rather 

curious result arises since in this very weak region, jn >> js , the 

normal current gives a potential gradient proportional to +aE and the 

supercurrent gives a potential gradient proportional to -aE or a 

decrease in dissipation. Thus this time-dependent GL theory gives a 

basis for the two fluid model in a weak superconductor (2.4.4) where the 

dissipation voltage U is given by the product of Rand the tota l current 

I, IR, less an amount vs= Ris, i.e. U = InR 

as Ts approaches infinity (which occurs at T = 

And eventually 
I 

Tc), in this limit of 

T; 1 
> w the expression 6¢ ~ TsU' suggests a loss of quantum phase 

coherence as in the case of a normal metal where random oscillation$ of 

a macroscopic number of normal electrons lead to practically complete 

cancellation of the phase of different electrons. 
- 1 . In the high frequency limit or on a time scale w short relative 

to T the unperturbed superconducting state inside the non-equilibrium 
s 
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region does not have enough time to respond to the external perturbation 

and remains essentially in its initial state. In this limit (2-75) 

again gives the London relation for a harmonically driven potential 

(Eq. 2.4 or 2-63). In between these two limits when the frequency w is 

-1 comparable to T 
5

, large dispersion effects of the phase difference may 

occur in non-equilibrium S/N interface region. Such effects, as suggested 

by (2-75), are produced by relaxation processes driven by a potential 

difference U in a non-equilibrium region. 

In order to take into account . these non-equilibrium effects in 

quantum interference, we extend the above results across a single S/N 

interface to S/N/S structures in the very weakly coupled limit such as 

a proximity effect bridge with a relatively short (compared to the 

dimension of the strong regions on both sides of the bridge) normal 

region typically< lµ. For such a short bridge the breakdown of phase 

coherence across the bridge is most likely to occur at the center of 

the weakened region where the two wavefunctions from both sides of the 

bridge taper off in the weak region and overlap to form the weakest 

spot (point 0) in the bridge (Fig. 2.13a). If 6~, is the phase differ­

ence between point O in the bridge and a point Lin the equilibrium 

superconductor to the left of the bridge by traversing alon~ a counter­

clockwise path in the ring (Fig. 2.13b), then we have 

(2-78a) 

I 

where ULO is the normalized potential difference between points Land 0 

along the same path as 6¢1. Similarly the phase difference 6¢2 taken 
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Fig. 2.13 Schematic diagram of the spatial dependence of the 
magnitude of the order parameter l~I of a proximity effect 
bridge (a) and a semiconductor interferometer (b). The wave­
functions from the adjoining strongly superconducting regions 
taper off in the bridge region and overlap to form the weakest 
spot (A) in the bridge. 
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between points O and R (Fig. 2.13) along a clockwise path in the ring is 

related to the respective potential difference URO as 

URO 
~¢2 = ¢2(R) - ¢2(0) = -. --_~, 

-lw + T s 

(2-78b) 

By taking the difference of the two equations, the phase difference 
~ 

~¢(0) = ¢1(0) - ¢2(0) between the two 11 tails 11 of the same wavefunction, 

which are brought together at the bridge reqion in this configuration of 

an interferometer, is then given by 

~¢ ( 0) ;:: (2-79) 

¢2(R) is the phase difference maintained outside of 

the bridge region, and U~R = u~0 - u~0 is the harmonic voltage which 

exists across the bridge. 

For an rf inductively coupled interferometer, with the quantum effect 

vs much smaller than the classical emf, U is essentially determined by 

the classical emf, U = -iw¢x and ~¢LR= ¢x + ¢de (for the time being, 

drop the factor R/Z in (R/Z)¢x). Thus the effective phase difference to 

be used in this voltage biased situation -- include nonequilibrium 

effects is 

i w¢ 1 SP~ ( t) 
~¢ = ¢• + ¢• - X = g,• + ----

de x . -1 de l - i wTs 
lw - T s 

(2-80a) 

This relationship indicates that whenever the frequency is higher 

than the reciprocal relaxation time, the response of the relative quantum 

phase will be diminished from the Josephson value and shifted in time­

phase relative to the drive flux ¢x(t). It is this nonequilibrium 

effect which we suggest may lead to the observed phenomena in Fig. 2.11 
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through the temperature dependence of T . Keeping all the assumptions 
s 

and approximations as in (2.4.5) except allowing for possible splitting 

of ~p from 0e in the nonequilibrium region and substituting ¢x(t) = 

¢x sinwt, Eq. (2-80a) becomes 

6¢ = ¢' + y¢' coswt + _y_ ¢x'sinwt 
de x wTs (2-80b) 

where y is defined as 

(2-81) 

In the equilibrium case the supercurrent depends sinuosidally on the 

phase difference (¢~ sin wt+ ¢de) as shown in (2-27). In the non­

equilibrium case the sinusoidal dependence of Is has contributions from 

both the sine and cosine terms of (2-80) plus the de flux term. The 

two terms in (2-80) arise from the non-equilibrium interconversions of 

the pairs and quasiparticles and manifest themselves in the phase depen­

dent supercurrent as an interference of the two "tails" of a wave­

function at the bridge. Substituting (2-80) into (2-27) for the time 

integral of U' leads to an expression for the quantum variation of Is at 

the drive frequency as analogous to (2-32) for wTs < l 

I -"' SJ RI JR X. I 2v ( ; ( y¢ I ) 
0 s - -z- l Z y1l x o r ;:;- sin ¢de 

s 
(2-82) 

In the limit of R >> wl the factor J1(1~) in (2-34a) is replaced by 

(
y<P') J1(y1') J ~ and for wl >> R the first order Bessel function in 

X O WT ' 
s 
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( 
R<P' ) ( · R<Ii' ) 

(2-32b) is replaced by J 1 y wt J
0 
~ wt . 

The data of Fig. 2.11 represent measurements of the maximum ampli­

tude of ols(Ts)' which were done by optimizing the drive flux <Iix at each 

temperature to maximize J1 and the de magnetic flux. In this way y¢x was 

kept approximately constant (yRIZi-1
<Ii' ~0.6n) as a function of tempera-x 

ture and the data should reflect the temperature dependence of 

J
0

(0.6n/(wTs)). These measurements were made at 10 and 30 MHz, and the 

periodicity of the data scales as w-l as expected. Except very near the 

transition temperature, these frequencies should lead to wTs < 1 for any 

superconducting relaxation process and Ts can be estimated from (2-82) to 

be of the order of (2-3) x 10-9 sec in order to be able to observe 

several oscillations at these frequencies. 

In the temperature ranges of Fig. 2.11, as the temperature decreased, 

the rf drive amplitude was increased by about a factor of 1.5-2 which is 

consistent with the increase in <Iix required to maintain the arqument of 

J1 constant in this temperature range. Experimentally the rate of 

oscillation in temperature increases with decreasing temperature and is 

in agreement with the J factor of Eq. (2-82). As the temperature is 
0 

lowered, the envelope of the maximum signal amplitude increases like the 

critical current. 

The temperature dependence of the relaxation time is consistent with 

that of the quasiparticle branch mixing time TQ' i.e., Ts(T) = 

( )( ) -1/2 Ts 0 l - t where t ~ T/T~. The transition temperature Tc can be 

estimated to be the temperature at which the envelope of the modulation 
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signal vanishes, e.g. in the case of the result shown in Fig. 2.lla, T~ 

is estimated to be about 4.1°K. Using the value of TQ(O) ~ 0.65 x l □ -lO 

sec determined from de measurements on similar structures for Ts(0), 20 

T (~0.99 T
1

) is found to be ~0.7 x l □- 9 sec. The experimentally 
S C 

measured value for Ts(T) can be estimated by the following method: since 

half of a period of J
0 

corresponds to a variation of its argument by ~n, 

the relaxation time at T near T~ (~2-3 x l □- 9 sec) is obtained by equat­

ing 0.6n/(wTs) ~ n for the argument of J
0

• It is difficult to determine 

the relaxation time more accurately with this method due to the uncer -

tainty of the value of T~. 

The first few peak values of J1 (z) are about +0.6, -0.35, +0.3 and 

-0.2 corresponding to z of about l .8, 5.3, 8.6 and ll .8, and are referred 

to respectively as the first, second, third, and fourth Bessel-like 

peaks respectively. Since at low temperature the effect of critical 

flux sets in, the signal is proportional to zJ 1(z) as given by Eq . (2-43). 

Thus at low temperature instead of the first peak being the maximum 

amplitude of all the Bessel-like peaks, it is the nth peak (n > l) which 

has the maximum amplitude as is evident at T4 of Fig. 2.8. 
I 

For interferometers with transition temperature Tc< 4.2°K (the 

boiling point of liquid helium at l atm.) it is possible to conveniently 

observe the initial onset of the critical current Ic. In such situations 

the envelope of the Bessel-like peaks typically increases rapidly with 

decreasing temperature due to the initial exponential temperature 
I 

dependence (Tc - T) of Ic in the factor vs(= Ric/2) multiplying the two 

Ressel functions (J 1 and J
0
). Figure 2.lla shows the variation of the 
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first Bessel-like peak as a function of temperature in the temperature 

range corresponding to T1 and T2 of Fig. 2.8. In addition, the observed 

frequency dependence of the oscillation signal as a function of tempera­

ture agrees with the w-l factor in the argument of J
0

• Experimentally 

for the same interferometer (#2) measured at different frequencies 

(10 and 30 MH z) the period of the signal as a function of temperature 

is directly rroportional to the rf fre~uency as predicted by the analysis . 

As the rf frequency is decreased from 30 to 10 MHz, the observed si qnal 

changes from a predominantly FM to an AM effect as indicated in 

Fig. 2.llb and c due to a corresponding increase of the R/(wl) ratio. 

However the envelope of the first Bessel-like peak signal as shown 
in Fig. 2. llc decreases with decreasing temperature. This is not 

inconsistent with the observation made on interferometer #1 (Fig. 2.lla) 

and the conclusion reached in the preceeding paragraph if we take into 
I 

account the temperature range (relative to Tc of this interferometer, #2) 

over which the observation was made. Experimentally it was observed 

that near 4.18°K the first Bessel-like peak gave the maximum signal 

amplitude, whereas near 4.05°1( it was the nth (n ~ 30) Bessel-like peak 

which exhibited the largest amplitude. Figure 2.llc shows the variation 

of the signal of interferometer #2 with Tc > 4.2°K in a temperature 

range corresponding to T3-T5 of Fig. 2.8 at 10 MHz, and hence the 

amplitude of the first Bessel-like peak decreases with decreasing 

temperature. This explains th~apparent (but not a real) discrepancy 

between Fig. 2. lla and c for the temperature dependence of the first 

Bessel-like peak. 
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In going from 30 MHz to 10 MHz (Fig. 2.llb and c) for the same 

interferometer (#2 with wl >> Rat 30 MHz) the argument of 

( 
R 1 1 ~ Jl wl [¢x-¢c ]/ of Eq. (2-43) increases because of its frequency 

dependence, and in order to give the same Bessel-like nth peak as at 
I I 

30 MHz the effective flux[¢-¢ (T)] must decrease accordingly. In 
X C 

addition to a decrease in the drive flux (¢x) as discussed earlier, a 

reduction of the effective flux can also be achieved by an increase of 

the temperature-dependent (and thus shielding current dependent) 

critical flux ¢c. Since the critical flux decreases with increasing 

temperature, in this sense the same interferometer appears to start 

working at a higher temperature when operated at 10 MHz than at 30 MHz. 

And hence at the same absolute temperatufe (say, 4.05°K in this example) 

while at 30 MHz the second Bessel - like peak gives the maximum signal 

amplitude, at 10 MHz the maximum amplitude comes from the nth (n >> l) 

peak which is usually expected to occur near the lower end of the 

operating temperature range of an interferometer (Fig. 2.8) . Such effect 

has also been observed when the same interferometer is tested at 30 MHz 

and 100 MHz. 53 

Finally, the de magnetic response is not affected by the non­

equilibrium interference in this analysis (2-82) which is entirely 

consistent with the experimental observation. 

These non-equilibrium interference effects show up more promi nan t ly 

and over a wider range of temperature in the shorter bridges ( ~ 0.7µ long). 

Experimental observation also seems to indicate that the oscillation 
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11 period 11 of the signal as a function of temperature may be inversely 

proportional to the normal resistance of the bridge, R. These two 

points agree with the model proposed in this section (2.5) and can be 

inferred from the analysis by relating Ts with the resistance R, the 

length£, the cross section area A, and the supercurrent of the bridge. 

In 

be 

terms of the bridge parameters the relaxation time in (2-77a) can 

vJri tten as fo 11 ows 

2 
-1 nsq RA 

(2-83) TS = m £ 

Since the supercurrent ts proportional ton (T) which increases 
s 

with decreasing temperature, for a shorter bridge the argument of J
0 

in 

(2-82), (wTs)-l, is relatively larger and thus allows more oscillations 

in temperature to show up. Physically a shorter bridge also implies a 

relatively stronger overlap of the two 11 tails 11 of the wavefunction in 

the bridge region and hence a wider range of temperature over which these 

non-equilibrium interference effects can occur (Fig. 2.13a). Since the 

oscillation 11 period 11 in temperature for a given rf frequency scales like 
-l Ts oc R , in general this 11 period 11 is expected to increase with decreas-

ing normal resistance of the bridge as observed (Fig. 2.lla and b). 

Thus the temperature-modulated signal near the transition tempera­

ture as reported in Section (2.4.7 D) can be interpreted in terms of a 

non-equilibrium quantum interference such as discussed in this Section 

(2.5). It is the constructive and destructive interference of the two 

terms in (2-80) of the quantum phase difference across the bridge of 
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an interferometer, which gives rise to the observed temperature-modulated 

signal and is attributed here to the non-equilibrium interference 

phenomenon. Consequently the Josephson frequency-voltage relation (2-4) 

is modified by such non-equilibrium processes according to (2-61) and 

may be manifested on a macroscopic scale. 
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PART II 

APPLICATIONS OF SUPERCONDUCTING QUANTUM MAGNETOMETER 

INTRODUCTION 

The measurement of magnetic susceptibility has long been a standard 

technique used in the study of the physical-chemical properties of 

materials, particularly those containing ions of the transition metals 

such as iron, copper , and nickel, etc. A need has existed, however, for 

improved sensitivity for demanding experiments involving material avail­

able in small quantities and on weakly magnetic materials exemplified by 

a variety of metal-containing biochemical compounds. 

Over the past decade Josephson's predictions 1 have been extensivel y 

examined and verified in minute detail by many experimenters. Out of 

this study has come a scientific base upon which a new superconducting 

quantum electronics is being developed in many laboratories. Part II 

of this thesis is a description of the development of a magnetometer 

instrument, based on principles of quantum superconductivity, which is 

now in routine use in our laboratory for magnetochemical measurements. 

For this purpose the high sensitivity of the superconducting inter­

ferometer (sensor} must be matched by very high standards of reproduci­

bility, reliability and precision of measurement over a temperature range 

from room temperature to below 4.2°K. 

As an illustration of the great potential for this magnetometer 

instrument, we \'Ji ll describe in Chap. 1 its application in magnetochemistry. 
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The role of metal ions in metalloproteins and information that can be 

obtained from magnetic susceptibility measurements will be outlined. The 

usefulness of this information depends on the accuracy of the measure­

ments and the temperature range over which the measurement is carried 

out. A description of the instrument and its methods of use are given. 

Data taken with this nagnetometer on several proteins are presented. 

Possible limitations on performance of future development of the 

magnetometer will be discussed. 

In Chap. 2, applications of this magnetometer in other scientific 

disciplines are briefly cited, details can be found in the various publi­

cations mentioned therein. The measurement of remanent magnetization 

of rocks will be indicated in light of its implications in the study of 

the geologically ancient history of the earth's magnetic field -

paleomagnetism. In physics, an experimental measurement of superconducting 

pair density above the transition temperature due to thermodynamic 

fluctuations will be indicated with emphasis on the requirements on the 

magnetometer. 
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CHAPTER 1 

MAGNETOCHEMICAL STUDIES 

1. 1 The Nature of the t1agnetobiochemi cal Prob 1 em 

Transition metal ions usually play a central role in many metal­

containing proteins as the active sites of biological molecules. 2 The 

metal ions can participate in oxygen and electron transfer , bring about 

structural changes and affect enzymatic activities. Iron and copper can 

act as oxygen carriers in non-enzymic proteins such as hemoglobin, 

hemerythrin and hemocyanin. There are at least forty known metallopro ­

teins which contain either iron or copper and still others with 

l bd b l t . d. t 3 mo y enum, manganese, co a , zinc, vana ,um, e c. They are involved 

in various important metabolic pathways such as the biosynthesis of DNA, 

electron transfer in photosynthesis and protein digestion. 

The magnetic moment of a metal ion in any chemical substance is 

sensitive to the geometrical arrangement of the ion 1 s nearest neighbors. 

Often, if there is more than one metal in a molecule, intramolecular 

antiferromagnetic coupling may be present. An accuracy of 0.1 µ 8/ion 

or better is usually needed for meaningful correlation between the geomet­

rical arrangement and the magnetic moment as well as for an estimate of 

the magnitude of the exchange constant (_usually of the order of 150°K) 

in the case of antfferromagnetism. The temperature range of interest 

lies between room temperature and liquid helium temperature around 

w~ich contributions from zero ffeld splitting to paramagnetism show up. 

Between these two limits, a temperature dependent magnetic moment may 
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arise due to either incomplete quenching of orbital angular momentum or 

low-spin-high-spin thermal equilibrium or antiferromagnetic coupling 

between neighboring ions. 4' 5 Hence measurements of magnetic moments of 

metalloproteins can provide useful information about the electronic 

state and the conformation of the metal ions involved. The presence of 

paramagnetism is usually associated with the unpaired electrons. The 

absence or tight coupling of unpaired electrons can lead to diamagnetism. 

Two metal ions bridged by a non-metallic ion (e.g. oxygen or sulfur) are 

not at all uncommon and may give rise to antiferromagnetic behavior. A 

metalloprotein may often contain only one or a few metal ions in a 

molecule of molecular weight typically of 105 to 106. X-ray structure 

determination can take years to complete if a stable crystal can be 

grown. 

In most proteins the diamagnetic contribution (x0 ~ -6 x 10-7 emu/cm3) 

of the protein host is usually 102 - 103 times larger than the magnetic 

contribution from the metal ions. In the temperature range of interes t 

an accuracy of about O.l µ8/ion for a change of a few Bohr magnetons 

amounts to an accuracy of a few parts of l0-9 emu/cm3 for the corres­

ponding change of susceptibility of ,o-7 emu/cm3. Since most protein 

samples are available only in quantities of less than a few tens of 

milligrams, a static susceptibility instrument of very high 

reproducibi Hty over a wi.de range of temperature is needed to detect such 

a small signal. 

A magnetometer which meets all of these requirements by using 

different properties of superconductors has been developed; perfect 
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diamagnetism with the well known volume susceptibility -(4TT)-l emu/cm3 

for calibration standard, persistent current to provide stable magnetic 

field and shielding as well as the basis for flux transformer, and flux 

quantization as the basis for high sensitivity magnetic sensor. One 

useful feature of this superconducting magnetometer is the capability of 

nulling the large diamagnetic contribution from the protein host by 

measuring only the temperature dependent part of susceptibility due to 

extremely dilute transition metal ions. This feature will be illustrated 

by data taken on hemerythrin. 

l .2 The Superconducting Magnetometer and Its Performance 

The basis for using single junction quantum interferometers as 

magnetometers is the periodic variation in modulation signal as the 

ambient magnetic field is changed slowly (sin(2TTwd / ¢ ) factor discussed 
C 0 

tn Chap. 2 of Part I). The variations in ambient magnetic field are 

usually caused by the change in the temperature-dependent magnetization 

of a sample in a constant magnetic field. The magnetometer instrument, 

the procedures used in measurements, tests and performance of the 

instrument, and data taken on protein samples are given in the following 

6* reprint 

* Arabic numerals adjacent to the Roman numerals of the reprint are chosen 
to be consistent with the Arabic numerals throughout the text of Chap . 1. 
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MAGNETOCHEMICAL STUDIES WITH A NEW Uill'RASDlSITIVE SUPERCONruC'TING QUANTUM MAGNEI'~+ 
H. E. Hoenig"-, R.H. Wang, G. R. Ross:nan, and J.E. Mercereau 

California Institute of Technology 
Pasadena, California 

A magnetometer utilizing quantum superconduc­
tivity as the basis for the flux sensor element 
has been designed and used for biochemical suscep­
tibility measurements in the temperature range 
from 1.5°1< to ~oo°K. The sensitivity and repro­
ducibilit"y of this instrument have been tested by 
measurements on small amounts of material of well­
known susceptibilities. Using this instrument the 
temperature dependence of the magnetic suscepti­
bilities of oxy- and metaquohemerythrin have been 
measured and for the first time their anti-ferro­
magnetic components have been unambigiously re­
solved. From this data the exchange coupling 
constants between the two high-spin iron (III) 
atans in each subunit have been determined to be 
-77 and -134 cm-1 respectively. 

1 . 2. 1 I. Introduction 

Magnetic susceptibility measurements for 
years have been a standard technique used in 
chemical investigations of metal ion containing 
substances providing information about structure, 
oxidation states and bonding. A need exists, how­
ever, for improved sensitivity for demanding ex­
periments on weakly magnetic biochemical compounds. 

After discovery of the Josephson effect and 
quantum phase coherence in superconductors, it was 
soon realized that a new type of sensitive instru­
mentation could be developed which would detect 
very small changes in magnetic fields. Although 
at one time this possibility was drawn to the 
attention of workers in the chemical fieldsl,2, 
the developnent of these capabilities has remained 
within the realm of low temperature physics. 

A cryogenic quantum magnetometer system bas 
been developed which employs the principles of 
quantum superconductivity for the sensor as well 
as superconducting magnets and shielding to pro­
vide the steady, noise free magnetic fields neces­
sary for these sensitive measurements. Even in 
this early state of development, this scientific 
tool is already capable of measuring static sus­
ceptibilities over a broad temperature range with 
sensitivity and reproducibility unmatched by con­
ventional techniques. 

A description of the apparatus and its meth­
ods of use are given. Data taken with some previ­
ously characterized chemical substances- are pre­
sented which demonstrate s ome of the special fea­
tures of the system. Also the application of the 
system to measurements of proteins containing low 

, concentrations of metal ions is demonstrated. 

l . 2 . 2 · II• Experimental Apparatus 

A simplified schematic dis.gram of the experi­
mental arrangement is shown in F1g. 1 which al.so 
includes the essential electronic detection cir­
cuit. The specimen (A) is placed inside a thin 
extension of a glass dewar (B) surrounded by a 

superconducting solenoid (C) immersed in a liquid 
helium bath with its temperature stabilized to 
within l m°K. The details of the specimen region 
are shown in Fig. 2. The . solenoid is epclosed by 
a superconducting shield and the dewars are mo\lll­
ted inside a Mu-Metal shield. The entire dewar 
system is shock mounted to minimize the effects of 
vibration. To provide adequate electromagnetic 
shielding, the entire experiment is carried out in 
an rf-shielded room. 

LOCK IN 
AMPLIFIER 

CHART OVM 
RECORDER 

Fig. 1. Schematic diagram of the magnetomete'r 
including the electronic detection system: (A) 
sample, (B) inner glass dewar, (C) superconducting 
solenoid, (D) pick-up coils, (E) secondary coil of 
flux transformer, (F) superconducting sensor, (G) 
heat switch for flux transformer; ( H) RF t_ank cir­
cuit, (I) superconducting sensor compartment. Ro 
is the feedback resistor. 

Any change in the magnetic flux in the sam­
ple compartment (caused by either the introduction 
of the sample or a change in its susceptibility} 
is detected by two superconducting pick-up coils 
(D) whi ch are constructed to automatically compen­
sate the magnetization changes due to sample hold­
er and its surroundings to within 0.15%. These 
coils and the secondary coil (E) comprise a de 
superconducting flux transformer which transforms 
any flux change in the sample (A) to the supercon­
ducting sensor (F). A heat switch (G) is provided 
in the flux transformer line to open up the trans­
former circuit and isolate the sensor during large 
changes in the magnetic field of t he solenoid. In 
this way the magnetic field around the sensor can 
be kept less than 1 mG. The flux transfer ratio 
~as optimized for a three coil-system composed of 
the primary gradiometer coil around the sample, 
the secondary coil around the sensor, and leads 
that connect the primary to the secondary with in­
ductances L1, l...;? and L:3 respectively. From flux­
oid conservation one can easily show that maximum 
flux transfer between sample and sensor occurs 
when 
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½ .. Li_+½ in the flux transfer relation 

½ 

where q,1 and~ are the fluxes through the primary 
and secondary coils respectively, and n1 , ~ are 
the numbers of turns of primary and secondary 
coils respectively. To insure opt~l flux cou­
pling betw-een the sensor and the flux transfe-rmer 
secondary, the secondary coil is wound directly 
around the thin film eensor and the length of the 
secondary coil exceed~ that of the sensor. Our 
maximum flux transfer ratio has been 22~ which is 
vithin a few percent of the theoretical limit. 
The flux transfer ratio (sensitivi~ of the sys­
tem) can be changed from 0.2 to 10 in four steps 
by successively breaking superconducting vires 
vhich short out inductors placed in series vith 
the pick-up coils. Tr,e superconducting sensor 
consists of a thin, cylindrical, superconducting 
film vith one weak link due to a non-superconduc­
ting. (normal) metal unde!" layer deposited on a 
3-= diameter glass rod. Both this ring and an 
rf tank circuit (H) which is inductively coupled 
to the ring are placed in a separate superconduc­
ting collll)8.rtment (I) which further scbields the 
electronics from umro.nted external fields. 

Fig. 2. Details of the S=J)le region: (1) sam­
ple, (2) copper shield , (3) thermometer, (4 ) 
beater, (5) radiation shield, (6) conn ector for 
sample bolder, (7) inner glass dew-ar, ( 8 ) flux 
transformer coils, (9) supe rconducting solenoid, 
(10) superconducting shield in He dewar. 

The details of the cperations of the sensor 
and the electronic d~tection syste~ have been de­
scribed elsew-here,3, 4 but since this is a rela­
tively unfamiliar device, we g1ve a brief dr.scrip ­
tion of the operat i on of the cot:1ple t c system. We 
start "'1th the case \./here the feedba c k l oop is 
open, i.e., R ( in Fig. 1) is t aken out,. An rf 
current is in~roduced to the ts.nk circuit o.t the 
resonant frequency w. If, in o.ddition, there is a 

low frequency sample-related flux toc enclosed by 
the ring, then the resultant Emf in~the ring at 
frequency w becomes a periodic function of t he 
flux toc and is given by:3 

where J 1 is the first order Bessel function, trf 
is the rf flux in the ring an1 the flux quantum 
t 0 = hc/2P ~ ~- 07 x 10-7 G•cm. In the usual mode 
of operatl~:.: r.he Emf is maximized by choosing the 
drive flux t in such a vay that the induced 

-current int~ sur1rconducting sensor reaches. the 
critical current of the veak link at the peak of 
each cycle, making J 1 ~ 1/2. This Em:f is then 
amplified and rectified to produce a de "si~l 
voltage" which is only a function of the sample­
related flux toc: 

Thus the signal is a periodic function of the 
sample-related flux vith period t0 and the flux 
sensitivity is independent of the background field. 
Actually in order to eliminate de drifts in the 
instrument the above de signal is usually convert­
ed to low frequency ac by applying a small, low 
frequency modulation to the device. The amplitude 
of this ac signal is also periodic in trx; as above. 
In order to linearize the system this signal is 
used to drive a feedback loop in such a way as to 
exactly compensate for flux change s due to the 
sample. The magnetometer is thus "locked on" to 
some specific value of the magnetic flux enclosed 
by the sensor. A change in the flux 6~ due to 
the susceptibility change in the sampleis compen­
sated by feeding the de output signal of the lock­
in amplifier back into the rf coil so as to gen­
erate an opposing field. The compensation current 
thus depends linearly on the :flux change Moc. A 
digital reo.dout of the voltage across the :feedback 
resistor R can be accurately converted into the 
correspond~ng value of 6toc in terms of the flux 
quantum t0 since the 10 -voltage ratio can be 
determined to within one part in 10. 

_1 The response time of the sensor is roughly 
w , at least up~ the gap frequency of the super­
conductor, w ~ 10 , and thus is not a practical 
limitation. In the operation described here the 
response time va.s typically l sec and va.s set by 
requirements on the amplifier noise. 

1 . 2 . 3 III. Experimental Procedures 

At a fixed te:"!Iperature ar.d magnetic field, 
t he total susceptibilities X(T0 ) and magnetic 
moments µ(T

0
) are measured by moving the sample 

from one pick-up coil into the other "'1th the 
phase and frequency of the signal re!Il8.ining locked 
on. The output voltage of the l ock-in amplifier is 
recorded. Digital data are ta.ken at the initial 
and fin.al positions of the sample. The signal can 
change beyond the range provided by the phase sen­
sitive detector becauoe a skip of o.n integral mul-



tiple of the flux quantum t
0 

is allowed and can 
be counted.. 
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Changes of susceptibility as a function of 
temperature can be determined by first adjusting 
the sample position to be vithin the pick-up coil 
vith the aid of the digital voltmeter read-out and 
then the sample temperature is changed vith the 
phase sensitive detector locked-on vhile the sys­
tem records changes in the flux at the sample. 
The background effect of the sample enclosure can 
b~ measured when the sample is moved out of the 
pick-up coil area. However, the effect of the 
sample holder is automatically compensated by the 
use of a long uniform synthetic quartz bolder ex­
tending through both compensated pick-up coils. 
Thus accurate rel.a~ive changes in susceptibility 
t:.X(T) and magnetic moments t:.µ.(T) can be made. The 
total susceptibility of the sample does not enter 
into the measurement. Thus small chang·es in 
strongly magnetic samples can be measured at the 
same sensitivity as small changes in diamagnetic 
materials. 

For measurements in the rarige of 1.3°- 5.2°K, 
liquid helium is introduced into the inner dewar 
and the temperature is regulated by controlling 
the helium vapor pressure.

0 
For in~estigations in 

the temperature range of 2 to 300 K, a copper foil 
of high thermal conductivity and high purity sur­
rounds the sample which provides a uniform temper­
ature distribution around the sample area and al­
lows one to make remote temperature changes and. 
measurements. The sample is first cooled dawn to 
2°K (approximately the temperature of the helium 
bath under working _conditions) by first introduc­
ing about 10-3 torr of helium exchange gas into 
the vacuum space of the inner dewar and about 10 
torr of purified coupling gas in the inner dewar. 
To raise the temperature of the sample, the ·helium 
exchange gas . in the dewar vacuum space is removed 
by a helium cryogenic adsorption pump. Above 20°K 
an electrical heater is used to raise the tempera­
ture of the sample by warming the copper foil 
which surrounds the sample. 

l. 2. 4 IV. Tests of the System 

The flux transformer was initially calibrated 
vith a superconducting sample vhich has the well 
established volume susceptibility, -1/(4n) emu/c:m3 
characteristic of superconducting metals. The 
detection system is calibrated by determining the 
1

0 
to voltage ratio. 

Tests of the system have been perlormed vith 
chemical compounds of well knovn susceptibilities 
to demonstrate the ability of the system in ob­
taining data vith small quantities of ljlB.terials. 
The temperature dependence of the susceptibility 
for a randomly oriented single crystal of 164 
nicrogram of hydrated copper sulfate was deter­
cined in a magnetic field of 47 G (not kG). In 
figure 3, the susceptibility data for euso4 •51L-,0 
are plotted versus ter:;perature. The data points 
represented by solid circles are total suscepti­
bility points while the open circles come from 
relative measurements vith respect to the 38°K 
point. From a similar plot of inverse suscepti­
bility versus temperature one can derive the mag­
netic moment u(6°K) = 1.81 ± 0.02~/copper(II) ion 

and a Curie-Weiss temperature 0"' ( Q.6 t 0.2 )°K 
which compare favorably vith data obtained vitb 
conventional systems for s~ple quantities four 
orders of magnitude larger. 
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Fig. 3. Susceptibility versus temperature for 
164 µg CuS04•5~0 in a magnetic field of 47 G. 
Data shown as solid and open circles are obtained 
from measurements of total susceptibilities and 
susceptibility changes respectively. 

The ability to vork with near-zero susceptibili­
ties has been similarly demonstrat ed by measure­
ments on dimeric copper(II) acetate which in the 
solid state consists of pairs of antiferromagne­
tically-coupled copper ions. The day to day re­
producibility of our instrument lies within the 
experimental scatter of a given run . 

l. 2. 5 V. System Perlormance 

The present sensitivity and reproducib3lity 
of this magnetometer for a typical 0.050 cm sam­
ple in a magnetic field ranging from 12 G to 800 G 

. 0 
are as follows: In the temperature range of 2 to 
l20°K the reproducibilities in relative changes of 
the volume susceptibility, t:.X(T), and

3
the magnetic 

moment, l:.>J.(T), are± 1.5 x 10-9emu/cm and 
± l x 10-9emu respectively for a sample whose 
total change in suscept$bility is~ 1.2 x 10-5emu/ 
cm3; for t:.X ;;.>; 1.2 x 10- e~/cm3 the reproducibil­
ity in liX(T) is± [4 x 10- x liX(T)]. At higher 
temperature, the reproducibility is mainly limited 
by the background magnetism contribution due to 
construction material. For total absolute suscep­
tibility measurements between 2° and 200'1< where 
the sample is moved from one coil into another,the 
reproduci b!Si ties ~n X(T ) and µ(i 0 ) are · 
± 1. 5 x 10 emu/crn and 1 9 x 10- emu respective~ 
for x(30 )~ x 10-5en:u/cm3; and for x(T

0
)>4 ~10-

errru/cr:i , [± 4 x 10-4 x X(To)J and [. 4 .x 10 x 
µ(T

0
)] respectively. The uncertainties quoted 

here include all the background effects. The re­
producibility16 big.heat in the determination of 
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susceptibility changes 6x(T). This feature is 
particularly useful in measuring materials which 
show small changes in a large susceptibility such 
as biological comJX)unds. Metalloproteins usually 
have large diamagnetic backgrounds arising from 
the organic matter vhich do not contribute to the 
temperature dependent susceptibility one is inter­
ested in. Some examples of these are discussed 
below. 

The present limitations on our system are re­
lated to the construction COIIIJ)romises vhich we 
have ma.de in assembling this first apparatus and 
a.re not related to any intrinsic sensitivity limit. 
In fact, ve are at least a factor of 10 less sen­
sitive than the intrinsic sensitivity of our pres­
ent sensor. And even this intrinsic sensitivity 
can be improved by modifying the amplifier-sensor 
system. Our design limits the samp3e size to a 
volume less than or equal to 0.2 cm. And though, 
while the system vas designed for use vith small 
samples, there 1$ no fundamental limit to the size 
of the sample such as exists vith some of the con ­
ventional techniques. 

The principal sources of noJse and background 
eft'ects which now limit the performance are vibra­
tions, flux-creep and the magnetic contribution 
of the construction materials. Trace amounts of 
ferromagnetic impurity or oxygen are especially 
troublesome. To reduce thennal fluctuations and 
magnetic disturbance from gas bubbles we usually 
operate our sensor immersed in liquid helium below 
the A temperature. This procedure als o maintains 
thermal equilibrium of the sensor in the presence 
of large temperature differences between sample 
and sensor. To maintain thennal equilibrium inde­
pendent of the level of liquid nitrogen a copper 
radiation shield is inserted at nitrogen tempera­
ture between the helium and nitrogen devars. The 
sample devar is covered vith a cloth "sock" which 
protects and supJX)rts a helium II film over a con­
stant area of dewar surface independent of helium 
level. In this way large temperature differences 
can be maintained between sample and sensor vhile 
preserving a constant temperature at both the sam­
ple and sensor. Our present field limit of 800 
gauss is determined by ambient vibration and flux 
creep. 

l. 2. 6 VI. Biochemical Studies 

The applications of magnetochemical tech­
niques to problems in biochemistry is of interect 
for a variety of structural and mechanistic rea­
sons.6,7 The most obvious applications involve 
the study of the static susceptibility of metallo­
proteins vhich contain one or more transition 
metal atoms vithin a protein

6
molecule whose mole­

cular wei ght can approach 10 . Much of the pri­
mary activity of the molecule is centered at these 
atoms. From the exa::iination of their magnetic 
properties one can obtain informations about the 
oxidation s tate, the spin-state, the cooru\nat1on 
environment, and ab::n.t t the existence of untiferro ­
magnetic interactions amon£ the metal atom.n . Such 
studies require a susceptibility measuring system 
of high sensitivity because of t he low concentra­
tion of paramagnetic ions 1n the die.magnetic pro-

tein host. 

The iron containing protein, oxybemerythrin, 
an oxygen carrier in lower invertebrates provides 
a challenging test of the magnetometer system. 
This protein has a molecular weight of lo8,000 and 
contains only 0 . 81i iron distributed in eight 
identical subunits of the prote i n, each containing 
two iron atoms. Previous attempts to measure the 
susceptibility of oxyhemergythrin were unable to 
detect any temperature dependence in the suscepti­
bility leading to the JX)Stulation of strong anti­
ferroiqagnetic coupling between pairs of iron 
ions. 0 ,'7 
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Fig. 4. Susceptibility versus temperat ure for 
0.162 ml of an alcoholic suspension of oxyhemery­
thrin containing 460 µg of iron at 47 G. The 
meaning of the solid and open .symbols is the same 
as in Fig. 3, 

The temperature dependence of the suscepti­
bility of 0.162 ml of a suspension of oxyhemery­
thrin containing a total of 460 ~g of iron mea­
sured in a field of 47 gauss is presented in fig­
ure 4. Again the solid data points corresJX)nd to 
measurements of the total susceptibility, the oth­
ers to relative measurements. The corresJ>Onding 
temperature dependence of the magnetic moment per 
Fe-ion is shovn in Fi g. 5 '-'hich is obtained by 
assuming that the rise in susceptibility below 
4o°K is due to paramagnetic impurities. The sus­
ceptibility contribution of these impurities has 
been subtracted out assuming Cjrie-la~ behavior 
vitb C = 4,94 x 10-7 °K-emu/cm. The results 
clearly indicate the prese nce of antiferro:nag:netic 
contribution to the susceptibility. A similar 
antiferromagnetic behavior has a lso been measured 
in metaquohemerythrin. A f'ull discussion and 
interpretation of the hemerythrin res ults in con­
nection vith chemical and optical properties 
appears elsewhere. 10 

VII. Concluc 1on 

A new experimental technique for measure~ents 
of the temperature dependence of tna£11etic suscep­
tibilities of biochemicals in the temperature range 
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or 1.5° to 300oK has been developed based upon new 
principles of measurement using superconducting 
electronics. A superconducting quantum magnetome-
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Fig. 5, Magnetic moment per Fe-ion versus temper­
ature for 0.162 ml of an alcoholic suspension of 
oxyhemerythrin containing 460 µg of iron at 47 G 
assuming paramagnetic µipu.ritie~ with a Curie con­
stant C = 4.94 x 10-7 °K-emu/cmj. 

ter system using these techniques has been built 
\lhich when applied to a variety of measurements 
provided results with an accuracy which compares 
favorably with those obtained by using convention­
al methods of magnetic susceptibility determina­
tion. The t:nsurpassed sensitivity of the system 
opens a new realm of magnetic measurements on 
weakly magnetic materials. Already data have been 
obtained on biochemical compounds \lhich were 
unmeasurable with previously existing techniques. 
'I'he method is still in its ini'ancy and unlike con­
ventional techniques shows great promise for con­
siderable improvement in sensitivity and conve­
nience. · 

We wish to thank Dr. H. A. Notarys for 
several helpful discussions. 
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1 . 2. 7 Stereochemi"ca 1 Iden ti fi ca ti on 

In the preceding reprint the non-destructive measurement of ma9netic 

susceptibiltty was shown to be useful in deducing the type of coupling 

Between the two iron ions in oxy-hemerythrin. As a second example, the 

susceptibility data were used in the identification of certain stereo­

chemistries, whether a metal ion is in an octahedral or a tetrahedral or 

some other environment. 7 

The enzyme carboxypeptidase A (CPA, Mol. Wt. 34,900) is present in 

the pancrease of mammals where it removes the C-terminal amino acid from 

peptide chains ingested as food. Each native protein molecule contains 

a zinc ion which is essential for its enzymatic activity. 8 Three posi­

tions of the distorted tetrahedral coordination around the zinc ion are 

occupied by ions from the protein, and the fourth position is the 

binding site for a substrate or a water molecule. 9 

The 11 entatic 11 site hypothesis proposes that the catalytic action of 

CPA results at least in part from the strained or distorted coordination 

sphere of the metal ion. Such distortion is said to produce a high 

energy configuration at the metal ion resembling a transition state. 10 

b . h d . . Z 2+ . b N . 2+ C 2+ d C 2+ One can su st,tute t e 1amagnet1c n 10n y 1 , o an u among 

others. 9 While Co-CPA and Ni-CPA retain enzymatic activity, Cu-CPA has 

none. This loss of enzymatic activity has been taken as evidence in 

favor of the 11 entatic 11 site hypothesis since cu 2
+ is known to prefer a 

different geometrical arrangement, i.e., a square planar coordination. 

Tne magnetic moments of Ni-CPA and Co-CPA have been determined. The 

magnetic susceptibility of 14 mg of Ni-CPA containing 16.8 µg of Ni 
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was measured in the range of 2.5°K and 75°K at a field of 150 gauss using 

the "relative 11 mode of operation to remove the temperature independent 

contributions of susceptibility. The resulting temperature dependent 

paramagnetic susceptibility versus inverse temperature is shown in Fig. 1. 

The corresponding magnetic moment in units of Bohr magneton is determined 

to be µe = (2.53 ± 0.10)µ 8/ion assuming that the deviation from Curie 

behavior below 10°K is due to possible contribution from zero field 

splitting . 11 Total 11 susceptibility measurement was carried out for 

24.4 mg Co-CPA containing 29.7 µg Co at fields of about 40 gauss between 

2°K and 130°K. After substracting out the temperature independent con­

tributions, the susceptibility was plotted against inverse temperature 

(Fig. 2.) and the magnetic moment is µ = (4.77 ± 0.15)µc/ion. e . u 

In light of ligand field calculations and overall magnetochemical 

evidence, both Ni-CPA and Co-CPA fall in the ranges for an octahedral 

coordination with magnetic moments of 2.8 - 3.2 µBand 4.7 - 5.2 µB 

respectively, whereas in a tetrahedral coordination their respective 

moments would be 3.2 - 4.0 µBand 4.3 - 4.7 µ8 . Thus contrary to the 

entatic site hypothesis, the Ni-(II) ion is seen to be in a six­

coordinate environment and not necessarily have a high energy structure. 

The 11 irregular tetrahedral 11 coordination of the cobalt (_II) ion proposed 

in this hypothesis 11 is not supported by the measurement of magnetic 

susceptibility. The spectroscopic results also support this 

conclusion. 12 A detail discussion of the nature of the ground states of 

Co(II) and Ni (IIJ CPA Based on the magnetic and spectroscopic data h.as 

been published. 13 
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Fig. 1 Temperature dependenc~ ~f the magnetic susceptibility (xl 
of Ni(Il}CPA in the range 8-75°K~ 
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With some modifications in the magnetometer and the experimental 

procedure it is possible to use this instrument in magneto-kinetic 

studies of reactions and flow systems. Such modifications are being 

undertaken in the investigation of possible dual roles of photoreception 

and photosynthesis in the purple membrane of Halobacterium Halobium. 14 

1 .3 G~~er~l Experim~ntal Considerations 

Besides the limitations mentioned in Ref. 6, a few additional 

effects of possible relevance to the operation and limitations of the 

instrument will be discussed. 

1.3.1 The Effect of Temperature Variations on Penetration Depth 

The change of penetration depth due to variations in the temperature 

is given by 

where tis the reduced temperature defined as t = T/Tc. For a Niobium 
0 

(T = 9.22°K, A(O) = 470 A) pickup coil of diameter l cm at 2°K and in a 
C 

magnetic field of 200 Oe, the relative change in the magnetic field 

associated with a temperature variation of 1 m°K is about ~H/H -- 10-11 . 

For a sample of cross-section area 0.1 cm2 in such a pickup coil, the 

associated change in flux is 6. ¢ ~ ,a-3 
4>
0 

at the pickup coi 1 of the flux 

trans former. 

l .3.2 Paramagnetfc Materials and Thermal Contractions 

Often electronic paramagnetic impurities in the vicinity of the pick­

up coils can cause serious pro61ems in certain suscepti6ility measurements. 
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The instrument operates by detecting magnetic flux within the volume 

enclosed by the sensor and as such measures a volume susceptibility. 

Since the sample is subject to thermal contraction, the volume suscep­

tibility is in turn a function of temperature. The temperature dependent 

diamagnetic background is particularly noticeable in the case of frozen 

solutions which may undergo 10-20 per cent thermal contraction upon 

cooling. The problem is not serious for compacted powders since the 

packing density remains nearly constant. 

The present sensitivity in the susceptioility measurement is about 

10-11 emu/cm3 for a given sample temperature. As far as the feasibility 

of a magnetometer of higher sensitivity (say ,o-13 emu/cm3) is concerned, 

all materials can be considered paramagnetic. Apart from electronic 

paramagnetism, a second effect of temperature variation is manifested 

in the nuclear paramagnetism of the construction material . 15 Since the 
-8 3 nuclear susceptibility of copper is 4.3 x 10 °K-emu/cm , at 4°K a 

temperature difference of 0.1°K in the copper shield of diameter 3 mm 

and thickness 5 mil. can cause a change of flux ~~ ~ 10-4
¢ at the 

. 0 

pickup coil in a 100 Oe field. Temperature control and choice of 

construction materials are important for further improvement in 

sensitivity. 

l .3.3 Johnson Noise and Eddy Current in Copper Shield 

Johnson noise in the copper shield can give rtse to a fluctuating 
. 2 

magnettc fields and hence flux noise. By equati.ng µ
0

¢n /L ~ 4TTkTBT , 

the flux noise tn at the pickup cotl for a cylindrical sheet of copper 

at a detection Bandwidth B of 1 sec-l ts estimated to 6e ,o-3~
0 

at 



119 

helium temperature where T = L/R = 2TTrt l □- 7/p (~KS unit)= 2.5 x ,a-3sec 

with radius r = 1.5 mm, thickness t = 0.13 mm and resistivity 

p £:5 x 10-9 n-cm. The length of the circumferential current sheet is 

taken to be that of the pickup coil (4 mm) for the largest noise. The 

flux noise is reduced by an order of of magnitude or more in a vertically 

slotted sheet due to reductions in both T and coupling to the pickup coil. 

Another advantage of reducing tis in making the effect of Eddy current in 

the copper shield at the audio modulation frequency negligible and hence 

not a limiting factor in improving the response time of the instrument if 

so desired. 

With the possible exception of the noise due to temperature gradient 

in the copper shield between the two pickup coils, the other noise effects 

are probably not likely to be the limiting factors in the present magne­

tometer because these effects are compensated and reduced by three orders 

of magnitude due to the antisymmetric arrangement of the pickup coils. 

In any case, the noise detected by the superconducting sensor i s reduced 

by a factor of the flux transfer ratio from the un-compensated noise in 

the pickup coils. 
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CHAPTER 2 

PALEOMAGNETISM AND FLUCTUATION EFFECTS IN SUPERCONDUCTIVITY 

2.1 Paleomagnetism 

2.1 .1 Reversal of the Earth's Magnetic Field 

When igneous rocks are allowed to cool from above their Curie 

temperatures in a magnetic field, they acquire a weak but extremely stable 

remanent magnetization with direction parallel to and intensity propor­

tional to that of the ambient magnetic field. If the magnetization is 

acquired by natural processes, it is referred to as natural remanent 

magnetization (NRM}. 16 

From a large collection of NRM data, it has been found that approxi­

mately half of all rocks are reversely magnetized with respect to the 

earth's present magnetic polarity (defined to be the normal polarity}. 

Remarkably few intermediate directions have been found. Less than five 

percent of reversals have been attributed to mineralogically controlled 

self-reversal. Geophysicists have generally agreed that reversals of 

the earth's magnetic field are the cause of magnetization reversals in 

most rocks. Magnetic polarity correlation in age from rocks all over the 

earth and the symmetric magnetic profiles with respect to the central 

anomaly in the midocean ridge system lend support to the theory of 

geomagnettc field reversal. The ttme required to complete a transition 

Between different polarity· states ts estimated to be 103 - 104 years 

with tntervals between polarity reversals. of tfle order of 106 years .. 17 
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2.1.2 Paleomagnetism and Superconducting Magnetometry 

The shape of tne geomagnetic field is approximately that of a dipole 

with the magnetic dipole axis differing from the rotation axis by 5° to 

25° upon averaging over thousands of years. The origins of the earth's 

field and especially its reversal are not well understood. The verifi­

cation of the dipole nature and the tests of the theories put forward 

for the origins of field and reversals naturally depend on the quality 

and the quantity of data available. In addition, radiometric time scale 

using K-Ar decay for reversals is usually limited to the young rocks 

(about 106 years before present}. A secondary time scale for geochrono­

logic correlation based upon the field reversal information stored in 

natural magnetism of rocks does not suffer from the above time limit. 18 

Remanent magnetizations measurements on cubic rock samples of 

volume (2 nnn) 3 were made by using the magnetometer described in Chap. 1. 

Its field sensitivity is at least 2 x 10-8 G or equivalent magnetic 

moment sensitivity of 2 x 10-lO em~ for a 1 sec time constant which 

is about two orders of magnitude better than the conventional spinner 

magnetometer. Significant field amplification by nearly two orders of 

magnitude is possible by using typical .rock samples of volume (1 in.)3. 

A similar magnetometer with direct room temperature access and capable 

of measuring magnetizations along two orthogonal axes simultaneously 

is now in routine use with an effecttve tnirty fold increase in the 

output rate of data over the spinner magnetometer. 18 The overall improve­

ments in the collection of paleomagnettc data made possible by the 

superconducting quantum magnetometer may play a significant role in our 
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understanding of the dipole hypothesis, polar wondering, continental 

drift, and the origin and possible biological effects of field reversals. 

2.2 Fl~tt~ati6~ Effetts irt Superconduttivity 

Thermodynamic fluctuations in superconducting pair -density above the 

superconducting transition temperature represents the onset of local 

superconductivity. Superconducting fluctuations above Tc are known to 

cause a monotonic onset of superconductivity20 as experimentally verified 

in the temperature dependence of the dynamical conductivity a and the 

diamagnetic susceptibility x0: c oc x0 oc (T-Tc)-112 in the zero frequency 

1. ·t 21,22 ,m, . 
However, according to Schmid and Burgess, 24 the high frequency 

(w :/- 0) density f"luctuations as a whole do not lead to such an onset of 

the mean superconducting pair density. For T > Tc' as the temperature 

increases, within the validity of G-L equations the decrease of the 

temperature dependent coherent l ength ~GL(T) = ~
0

(T/Tc - 1)-112 gives 

rise to an increase of the mean superconducting pair density n
5 

as 

follows 23 

(2-1) 

A plausible argument· leading to Eq. (2-1) can be 1ike this: At 

temperatures befow T 'it is energettcally favorable for a nonna·1 metal 
C 

to Be in the superconducting state. For T > Tc it takes energy to fonn 

superconducting electron pairs. Since there is an amount of thennal 

energy kT avail ab 1 e, tni s makes it pos.s 1·b le for droplets. of Cooper pairs 

/ / 
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to grow and decay as a result of thBrmodynamic fluctuations. From the 

uncertainty principle the kinetic energy associated with a Cooper pair 

is about 11 2/2m~GL2. By equating the total kinetic energy 

(ns~GL3)~2/2m~GL2 to the thermal energy k8T, Eq. (2-1) can be obtained 

to within a constant of order unity. 

Even under the most favorable condition (~GL small), this increase 

of mean pair density with increasing temperature was shown to be a small 

effect. 25 A resolution of about 2 parts in 104 of the total susceptibility 

is needed. Using the superconducting magnetometer described in this 

thesis, the experimental results 26 indicate that indeed there is an 

increase of the mean superconducting pair density ns as temperature 

increases above Tc' caused by thermodynamic fluctuations. 



12.4 

REFERENCES 

l . B. D. Josephson, Phys. Lett. ~ J_, 251 C, 962). 

2. B. L. Vallee and W. E. C. Wacker, The Proteins, H. Neurath, ed. 

Vol. V. Metallopt6t~ins. (Academic Press, New York, 1970), 2nd ed. 

3. E. Frieden, "The Chemical Elements of Life, 11 Sci. Am., July 1972. 

4. See for example: B. N. Figgis, Introduction to Ligand Fields, 

(Interscience, New York, 1965). 

5. A. Earnshaw, Introduction to Magnetochemistry, (Academic Press, 

New York, 1968}. 

6. H. E. Koening, R. H. Wang, G. R. Rossman, and J. E. Mercereau, in 

Proc. Applied Superconductivity Conf. (Annapolis, Md., May 1-3, 

l 972) . 

7. M. Cerdonio, R.H. Wang, G. R. Rossman, and J. E. Mercereau, Proc. 

13th Intern. Conf. on Low Temp. Physics, Boulder, Colorado, 1972. 

8. B. L. Vallee, J. A. Rupley, T. L. Coombs, and H. Neurath, J. Biol. 

Chem. 235, 66 (1960}. 

9. J. A. Harsmith and W. N. Lipscomb, "Carboxypeptidase A" in The 

Enzymes~ P. D. Boyer, ed., Vol. 3, Hydrolysis: Peptide Bonds, 

(Academic Press, New York, 1971), 3rd ed., p. 1. 

10. B. L. Vallee and R. J.P. Williams, Proc. Natl. Acad. Sci. U.S., 

~, 498 (1968). 

11. S. A. Latt and B. L. Vallee, Biochem. J..Q_, 4263 (1971}. 

12. C. Root and R. Rosen6erg, private communicatton. 

13. R. C. Rosen5erg, C. A. Root, R.H. Wang, M. Cerdonio and H. B. Gray, 

Proc. Nat. Acad. Sci. U.S. 70., 161 (1973}. 



125 

14. M. DelbrUck, private communication. 

15. E. P. Day, PhD Thesis, Stanford University, 1972. 

16. D. w. Strangway, History of the Earth's Magnetic .Field, (McGraw Hill, 

N. Y., 1970}. 

17. A. Cox, Science, 163, 237 (1969). 

18. E. Shoemaker, private communication. 

19. R. Uffen, Nature, 198, 143 (1963}. 

20. H. Schmidt, Z. Phys., 216, 336 (1968}. 

21. I. S. Shier and D. M. Ginsberg, Phys. Rev. 147, 384 (1966). 

22. J.P. Gollub, M. R. Beasley, R. S. Newbower and M. Tinkham, Phys. Rev. 

lett.j ~' 1288 (1969). 

23. A. Schmid, Phys. Rev. 180, 527 (1969}. 

24. R. E. Burgess~ in Proc. of the Intern. Conf. on Fluctuations in 

Superconductors, Asilomar, Calif., 1968, ed. by H. S. Goree and 

F. Chilton (Stanford Research Institute, Menlo Park, Calif., 1968). 

25. P. Fulde and S. Straessler, Phys. Rev~ !D_, 3017 (1970). 

26. H. E. Hoenig and R.H. Wang, Phys. Rev. Lett., 27, 850 (1971). 




