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Abstract 
 

Semiconducting materials are those with a band gap across which electrons can be excited 

when the material absorbs photons with sufficient energy. Surface functionalization of 

semiconductors involves manipulation of the properties of the material by attaching 

organic small molecules through a surficial covalent bond. By controlling the surface 

properties of the material, functionalization has enabled the application of semiconductors 

in a myriad of fields, prompting a highly active field of research. To aid in this effort, we 

explore a new reaction methodology based on redox-mediated surface functionalization, 

where an outer-sphere, one-electron metallocene reductant or oxidant is added to the 

solution medium containing the semiconductor and the small molecule to be added to its 

surface. Using density functional theory, we elucidated the thermodynamic and kinetic 

factors that limit the experimentally observed upper coverage bound of reductant-activated 

methylation of 1T′-molybdenum disulfide by determining two governing factors: 1) sulfur 

sites with longer Mo–S bonds are more thermodynamically favorable for methyl addition, 

and 2) sulfur sites with fewer adjacent methylated sulfur sites are preferentially 

functionalized due to steric hindrance. We then expanded this reductant-activated reaction 

methodology to silicon(111) surfaces and demonstrated that the reductant solution 

potential must lie near or above the silicon(111) conduction band edge to observe 

reactivity. By extending this study to silicon nanocrystals of different sized diameters and 

different conduction band edges, we found that the extent of surface reactivity relied 

heavily on reductant strength, but the energy difference between the conduction band edges 

was too small to observe a distinct dependency on nanocrystal size. The work encompassed 

in this thesis expanded our understanding of redox-mediated reactions on semiconductor 

surfaces, providing a new avenue for attaining atomic-level control of the surficial 

properties of the material using mild reaction conditions and no specialized equipment. 

Furthermore, redox-activated addition enables the use of new functional groups that would 

otherwise be reactive in other functionalization methods, promoting an abundance of 

opportunities to explore new applications of semiconductor materials.     
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Chapter 1 – Introduction 

 

1.1 Electronic Structure of Semiconducting Materials 

Semiconductors are a diverse class of inorganic materials with conductivity lying between 

metals and insulators.1 This conductivity is heavily dependent on the electronic structure 

of the material, which is characterized by the delocalization of electrons throughout the 

semiconducting solid and can be described by the band theory of solids.2 These materials 

can have a variety of crystal structures created by repeating molecular or atomic units in a 

distinct arrangement. Excluding complications that arise from symmetry and spin-orbit 

coupling considerations, the electronic structure of semiconductors can be described as a 

set of localized molecular orbitals that are constructed based on a set of valence orbitals, 

where the effect of delocalization of electrons are then incorporated as individual orbitals 

as the number of repeating units in the crystal structure increases to infinity.2 Unlike in 

organic conductive polymer descriptions, the energy spacing between the large number of 

tightly packed molecular orbitals can be ignored for most purposes and thus be considered 

continuous bands of energy levels. The group of fully occupied bonding orbitals are 

defined as the valence band and the group of vacant antibonding orbitals are denoted as the 

conduction band of the material (Figure 1.1). The energy gap between these is called the 

band gap of the material. When the semiconducting solid absorbs photons with energy 

greater than the band gap, electrons can be excited from the valence band to the conduction 

band, which is the principle which many semiconductor applications are built upon. In 

metals, there is no band gap which allows electrons to move freely throughout the material 

resulting in high conductivity, and in insulators, the band gap is too large to readily excite 

electrons across resulting in poor conductivity. In this thesis, we focus on the surface 

chemistry of 1T′ phase of molybdenum disulfide nanosheets (1T′-MoS2) which is quasi-

metallic with a band gap of 0.1 eV,3–5 bulk silicon(111) with a band gap of 1.1 eV,2 and 

silicon nanocrystals (Si NCs) with diameters of 8 nm, 5 nm, and 3 nm that correspond to 

band gaps of 1.23 eV, 1.35 eV, and 1.67 eV, respectively.6   
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Figure 1.1 A schematic representation of the electronic structure of a semiconducting 

material described using band theory. The shaded area represents the bands occupied fully 

with electrons, where the valence band is defined as the highest occupied band of orbitals 

(Evb). The non-shaded area denotes the vacant conduction band (Ecb). The energy gap 

between the valence band and conduction band is the band gap of the material (Eg). When 

the semiconductor absorbs photons with sufficient energy greater than the band gap energy, 

electrons can be excited from the valence band to the conduction band.  

1.2 Surface Functionalization and Applications 

Surface functionalization is a method of covalently attaching small molecules to the surface 

of a material and has large and various impacts on the behavior of the surface. These 

reactions manipulate the surface properties at a molecular level to control the nanoscopic 

and macroscopic properties of the material to enable its use in diverse applications.7 

Surface functionalization can be used to passivate the surface and protect the 

semiconductor from oxidation under ambient conditions, tune the band gap and resulting 

optical and electronic properties, covalently link semiconductor materials to other 

structures, attach biomolecules or molecular catalysts, or to tailor the solubility of nano-

sized semiconductor materials for novel purification methods, inks, or biological 

applications.  

The 1T phase (1 layer in the unit cell, T = tetragonal) of MoS2 is metastable and can be 

described as the perfectly octahedral phase that may spontaneously distort to the 1T′ and 

1T′′ phases, where 1T′ is the most stable of the three with an energetic barrier of >0.7 eV 

preventing its conversion into the 1H phase (H = hexagonal).3,8 This material is the focus 

of our work presented in Chapter 2. 1T′-MoS2 is synthesized via chemical or 
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electrochemical intercalation and exfoliation of the 2H phase. In this process, intercalation 

imparts excess negative charge to the MoS2, and the addition of a protonated solvent results 

in separation of the layers into nanosheet suspensions of chemically exfoliated MoS2 

(ceMoS2).
9–11 This additional negative charge increases the nucleophilicity of the material 

allowing for the addition of electrophilic small molecules to its surface. Surface 

functionalization stabilizes the 1T′ phase, barring its transformation into the 2H phase that 

would otherwise occur over days to weeks.12 Researchers have developed a variety of 

applications for 1T′-MoS2 in electrocatalysis as a hydrogen evolution catalyst,13–18 in gas 

and electrochemical sensors,19,20 and in bioimaging.21  

Another semiconducting material studied in this thesis are silicon materials, a member of 

the Group 14 materials. The bulk Si(111) material (111 = crystal face) possesses a band 

gap of 1.12 eV and its structural and electronic properties are previously well described.2 

Si(111) oxidizes readily to form a thin outer oxide layer that passivates the surface.22 To 

tailor its properties for a desired application, a variety of methods exist to functionalize the 

surface of Si(111), most of which begin with a reactive hydrogen-terminated surface 

achieved by first etching the surface with hydrogen fluoride to remove the oxide layer. 

Following this step, small molecules can be covalently linked to the surface via 

hydrosilylation reactions with unsaturated hydrocarbons, carbene insertions, 

electrografting with unsaturated hydrocarbons in the presence of diazonium salts, scanning 

probe-induced cathodic electrografting with alkynes, and by electrochemical derivatization 

of the surface using Grignard reagents.23–35  Another means of functionalizing the surface 

is through a two-step chlorination/alkylation sequence, where the Si(111) surface is 

terminated with chlorine to produce a highly reactive intermediate state. Such 

functionalization methods have enabled wide-ranging applications in electronics, sensing, 

and solar cells.36–45 

Because silicon in the bulk is a semiconductor with an indirect band gap, dipole-forbidden 

band gap optical transitions result in longer charge carrier lifetimes, and recombination is 

dominated by non-radiative processes.46,47 However, when the size of the material is 

reduced to the nanocrystalline regime (below ~10 nm), Si NCs display unique optical 

properties such as observable, tunable photoluminescence with a photoemission maximum 
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at 1.7 eV.46 Currently, two main theories are being investigated to elucidate the origin of 

this photoluminescence: 1) passivation of surface traps that are otherwise present in bulk 

silicon, and 2) the band gap transition becomes weakly dipole-allowed within the quantum-

confined size regime.46 Nevertheless, Si NCs have recently garnered considerable research 

interest for their aforementioned properties and for the highly attractive possibility of low-

cost solution-processing in the production of different technologies.48 Methods of 

functionalizing these surfaces include thermal hydrosilylation with unsaturated 

hydrocarbons, oxidant-activated nucleophilic addition, radical-initiated addition, Lewis 

acid-mediated addition, photochemical reactions, and microwave-heating methods.6,48 

These routes have enabled the use of Si NCs in a myriad of applications including 

bioimaging, light-emitting diodes, photodiodes, catalysis, sensing, and antimicrobial 

coatings.49–53  

1.3 Scope of this Thesis 

This thesis works toward understanding the redox-mediated surface functionalization 

reactions of semiconducting materials, including 1T′-MoS2 nanosheets, Si(111), and Si 

NCs. In Chapter 2, we explore the thermodynamic and kinetic limitations of reductant-

activated addition of electrophiles to 1T′-MoS2 surfaces using density functional theory 

(DFT) in order to explain the experimental upper and lower limits of functional group 

coverage. In Chapter 3, we investigate reductant-activated addition of electrophiles to 

Si(111) as an analogy to the oxidant-activated addition of methanol to Si(111) that our 

group previously reported. Chapter 4 extends this methodology to Si NCs, where we 

explore the influence of reductant strength and Si NC size on the reductant-activated 

reaction, effectively completing our experimental understanding of redox-mediated 

reactions on Si materials. In Chapter 5, we develop a time-dependent method of 

synthesizing Si NCs with a narrow size distribution via reductive thermal annealing and 

use oxidant-activated addition to create a mixed monolayer on its surface. At the end of 

this chapter, we present a strategy for using this mixed monolayer and a two-step, 

orthogonal reaction approach to crosslink Si NCs and form a mesostructured Si material 

within which carriers can more freely move, which has enormous implications for 

developing non-toxic silicon-based inks for use in next-generation photovoltaics.   
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Chapter 2 – Density Functional Theory Modeling of 1T′-

Molybdenum Disulfide Surface Functionalization  

 

2.1 Introduction 

Molybdenum disulfide, MoS2, is a two-dimensional layered transition metal 

dichalcogenide (TMD) that can be in either a semiconducting (2H, 3R) or metallic/quasi-

metallic phase (1T, 1Tʹ).8,54–56 MoS2 has been studied for a variety of applications in 

optoelectronics,57,58 sensing,9,19,20,59,60 catalysis,15,18,61,62 photothermal imaging,21,63,64 drug 

delivery,64–67 and antibacterial coatings.68,69 For many applications, the 1T and 1Tʹ phases 

can be interchanged because both behave as metals, although the 1Tʹ phase possesses a 

very small bandgap of ~0.1–0.2 eV.3–5 Functionalization methods for TMDs in both the 

2H and 1Tʹ phases have been developed to explore the potential benefits and effects of 

functionalization.12,70–84  

Density functional theory (DFT) calculations can be used to determine the structure and 

reactivity of 2H-, 1T-, and 1Tʹ-MoS2 and have provided useful insights for understanding 

experimental observations and predicting reaction sites for functionalization and catalysis 

in a variety of scenarios.3,8,55,74 For example, DFT calculations have provided insight into 

the mechanism for diazonium radical functionalization on 2H-MoS2, indicating that the 

reaction follows a nucleation-propagation sequence and that this propagation relies on 

vacancy- and functionalization-induced reactivity in neighboring sulfurs.74  

Chemically exfoliated MoS2 (ceMoS2) generated via lithium intercalation and water 

exfoliation of MoS2 allows preparation of functionalized 1Tʹ-MoS2.  The exfoliated MoS2 

undergoes a 2H to 1Tʹ phase transition and reacts with an electrophile to form a carbon–

sulfur bond.12,79–81 ceMoS2 is in the distorted 1Tʹ phase rather than the 1T based on 

scanning transmission electron microscopy and photoemission spectroscopy.4,8,85 DFT 

calculations have shown that the 1T phase is 0.3 and 0.9 eV per Mo higher in energy than 

the 1Tʹ and 1H phases, respectively, and thus the 1T phase spontaneously distorts to the 

1Tʹ phase.3,55 The distortion of the 1T to 1Tʹ phase results in two distinct sulfur sites instead 

of one, which may impact the reactivity of the 1Tʹ surface. For example, hydrogen 
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adsorption studies on 2H-, 1T-, and 1Tʹ-MoS2 indicated that adsorption on 1Tʹ was at least 

twice as favorable as adsorption on 1T.3  

Reductant-activation using one-electron donors such as metallocenes can increase the 

fraction of functionalized sulfur on ceMoS2 by two-fold, from ~40% to ~70% per MoS2, 

as the reductant strength increases.81 However, the maximum observed methyl fractional 

coverage was ~70% per MoS2, i.e., ~35% per sulfur. Compared to the 100% methyl 

coverage that can be obtained on other surfaces such as silicon(111),86 35% appears to be 

a relatively low upper bound, and the observation consequently remains unexplained in 

detail. 

The goal was to use DFT calculations to elucidate the thermodynamics and kinetics of alkyl 

halide functionalization on 1Tʹ-MoS2 as a function of potential.81 Using the GC-DFT 

method, calculations of free energy as a function of fixed charge were converted to a 

function of fixed potential, allowing calculation of and comparison between the ΔG and 

ΔG‡ of reactions at fixed potential.87 Previous DFT studies have explored functionalization 

of 1T-MoS2,
88 in contrast to our investigations of the thermodynamic and kinetic limits of 

alkyl halide reactions with 1Tʹ-MoS2, which is believed to be the phase adopted by ceMoS2. 

Our work specifically focused on investigating the thermodynamics and kinetics of 

reaction between methyl chloride (ClCH3) and a periodic slab of 1Tʹ-MoS2 (Figure 2.1), in 

conjunction with assessing the primary factors that contribute to limitations on the 

coverage of methyl groups on such functionalized surfaces. Both the thermodynamics and 

kinetics of the methylation reaction were investigated on unfunctionalized MoS2, and then 

the work focused solely on the thermodynamics for methylation reactions on functionalized 

MoS2.   
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Figure 2.1 Reaction scheme for the 1Tʹ-MoS2 methylation reaction be discussed in this paper, 

viewed along the b- and c-axes of the rectangular cell. Shown here is the initial methylation. 

The left side shows the initial state, with ClCH3 suspended over the sulfur to be 

functionalized, and the right side shows the final state after the reaction is finished. Both 

structures were optimized with Δn = 2, where Δn is the number of excess electrons (n – n0). 

2.2 Computational Methods 

To determine the ground-state structure for 1Tʹ-MoS2, DFT calculations were performed 

using the Vienna ab initio simulation package (VASP) with plane wave basis sets and 

projector augmented-wave pseudopotentials (PAW).89,90 The geometries were optimized 

using the Perdew-Burke-Ernzerhof (PBE) exchange-correlation functional91 with the 

Becke-Johnson D3 correction for dispersion.92 The criteria of convergence for energy and 

forces were set to 1×10-5 eV and 0.01 eV/Å, respectively. Water was modeled as the solvent 

and the cavitation energy contribution was neglected.93 A plane wave energy cutoff of 500 

eV was applied and a Γ-centered 6×6×1 Monkhorst-Pack k-grid was used for a 1×2 periodic 

slab of 1Tʹ-MoS2 with a 30 Å vacuum slab. The 1×2 unit cell of 1Tʹ-MoS2 obtained from 

previous work was transformed from a hexagonal cell to a rectangular cell.8 The 1×2 unit 

cell was then converted into a 2×4 supercell containing 16 Mo atoms and 32 S atoms, and 

was re-optimized using a 3×3×1 k-grid (Figure 2.2). The cell parameters and volume were 

fixed in subsequent optimizations for functionalized 1Tʹ-MoS2. The nudged elastic band 

(NEB) method was used to calculate the reaction barriers and transition states for all 

reactions.94  
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Figure 2.2 From left to right, the starting 1Tʹ-MoS2 structure obtained from literature, the 

transformation of the starting structure to a rectangular cell with 30 Å of vacuum (middle), 

and the expansion of the unit cell into a 16 MoS2 supercell. The unit cell extends beyond the 

visual area of the c-axis for the bottom row of images. 

To determine the reduction potential of 1Tʹ-MoS2 vs SHE relative to vacuum as a function 

of the number of excess electrons in the slab, we used the grand-canonical joint DFT 

(jDFTx) method with the CANDLE solvation model and 0.1 M KF in water.95,96 To 

interpolate the free energy of structures at the desired potential, the free energy vs number 

of electrons was fitted to a quadratic curve, according to a previously reported GC-DFT 

method (Figure 2.3 and Figure 2.4, see Appendix for calculation details).87  

 

Figure 2.3 The effects of adding electrons to 1Tʹ-MoS2 containing 16 MoS2 units on the (a) 

potential, in V vs SHE, and (b) free energy corrected by the free energy of electrons at the 

standard hydrogen electrode. In (a), the potential with respect to the number of electrons is 

fitted linearly, and in (b), the free energy corrected linearly by the free energy of electrons (–

4.44 eV) is fitted quadratically.  Electrochemical potentials and free energy values were 

obtained using jDFTx after geometry optimization using VASP. The Fermi level is illustrated 

in (a) as a green line.81 
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Figure 2.4 Free energy of the initial state (left column), transition state (middle column), and 

final state (right column) of the MoS2 + ClCH3 reaction on S7 and S10 as a function of the 

number of electrons relative to the neutral charge (Δn = n – n0). The points are energies 

calculated using DFT and dashed curves indicate the interpolated fit that is a quadratic fit vs 

the number of electrons n. The quadratic nature of the free energy dependence on the number 

of electrons n is more apparent once corrected for the electronic free energy at the standard 

hydrogen electrode (bottom row). 

To better corroborate experimental observations, some structures in this study have been 

optimized with Δn = 1.5–2, where Δn is the total number of excess electrons, which 

corresponds to an electrochemical potential near the middle of the range spanned by the 

reductants experimentally tested.81 

Although the reductant-activated experimental research was conducted with methyl iodide, 

methyl chloride was used as the reactant for the theoretical study due to incompatibilities 

between the iodine and bromine pseudopotentials in combination with solvation during 

structural optimization using VASP. These incompatibilities resulted in significant 

convergence issues and unreasonable energies during the study. Despite the difference in 

halide between this study and the methyl iodide used in the experimental work, we believe 

that the relative trends obtained using methyl chloride will be consistent with the behavior 

of methyl bromides and iodides. 
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2.3 Results and Discussion 

2.3.1 Potential dependence of 1Tʹ-MoS2 on the number of electrons 

A cornerstone of our analysis is the use of GC-DFT to relate the structural free energies as 

a function of the number of electrons to the free energies as a function of electrochemical 

potential, thereby facilitating meaningful comparisons between the calculation results and 

experimental data.97,98 This process has been described previously and is described briefly 

in the Appendix.87 To illustrate this process, we first discuss the relationship between the 

potential and the number of excess electrons on a 1Tʹ-MoS2 slab containing 16 MoS2 units. 

A periodic slab of 1Tʹ-MoS2 that consists of 16 MoS2 units in the unit cell was constructed 

based on a previously optimized 1Tʹ-MoS2 structure obtained from literature.8 Figure 2.3a 

plots the potential vs SHE of the MoS2 slab as a function of the number of excess electrons 

(Δn). Each point corresponds to an individual optimization and free energy calculation, 

whereby the structure was optimized using VASP and a single-point free energy 

calculation was subsequently performed using jDFTx. The potential is thus reflective of 

any changes in the optimal structure resulting from addition or subtraction of electrons. 

The grand canonical potential of each transition state was obtained from each NEB 

calculation with different charges. Figure 2.3b plots the grand free energy of the MoS2 slab 

referenced to the energy at zero charge (Δn = 0) corrected by the free energy contribution 

of an electron at SHE using the electronic energy at SHE, µe,SHE, as a function of the number 

of excess electrons, fitted to a quadratic curve. This procedure was used for all structures 

in this work. A detailed analysis and derivation has been presented previously.87  

2.3.2 Differences in thermodynamics and kinetics of methylation on the two types 

of sulfur on 1Tʹ-MoS2 

A focus of our work was understanding differences in reactivity towards nucleophilic 

addition with methyl chloride to the two types of sulfurs in the 1Tʹ phase. The distortion of 

the 1T to the 1Tʹ phase results in sulfurs with shorter, “low-S,” and longer, “high-S,” Mo–

S bonds (Figure 2.5), following the nomenclature used in previous computational studies 

of 1Tʹ-MoS2.
3  
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Figure 2.5 Top-down and side view of the rectangular unit cell of the minimized 1Tʹ-MoS2 

supercell, color-coded to show the two types of sulfur in the unit cell: low-S and high-S, with 

low-S having a longer average Mo–S distance and high-S having a shorter average Mo–S 

distance and protruding further out-of-plane compared to the low-S.  

The free energies of methylated MoS2 were calculated for two sulfurs of each type at 

constant charge: S6 and S7 for low-S, S10 and S11 for high-S. The free energy of 

methylated MoS2 depended primarily on whether the S was a high-S or low-S site. Only a 

small difference was obtained between the two low-S and two high-S sites (<0.1 eV), but 

a larger difference of ~0.5 eV was found between the two types of S sites (Figure 2.6). 

Low-S S7 and high-S S10 sites were selected to investigate the thermodynamics and 

kinetics of the methylation reaction as a function of potential, to reveal differences in 

methylating low-S vs high-S sites. 
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Figure 2.6 Free energy of (MoS2)16(CH3) with methyl on either S6, S7, S10, or S11, the former 

two being low-S and the latter two being high-S. Geometry optimizations and free energy 

calculations were performed on solvated structures that were negatively charged with Δn = 

2, resulting in structures with potentials –0.15, –0.16, –0.11, and –0.11 V vs SHE, respectively. 

Figure 2.7 shows the reaction free energy (ΔG) and the free energy barrier (ΔG‡) of 

methylation on S7 and S10. Figure 2.7 shows the potential dependence of the free energy 

of the system, the ΔG and ΔG‡ values from 0.5 to –0.9 V vs SHE, with interpolated lines. 

The notation Δn refers to the number of excess electrons in the system (n – n0), and U 

indicates the potential. 

The potential window of 0.5 to –0.9 V vs SHE was explored, which captured a substantial 

portion of the electrochemical potentials used in the experimental work that explored the 

effects of reductant-activated functionalization on the methyl coverage of chemically 

exfoliated MoS2 (ceMoS2).  Specifically, metallocene reductants with solution potentials 

ranging from –0.1 to –1.9 V vs E(Fc+/0) (with Fc = ferrocene) were used  in addition to no 

deliberate addition of a reductant.81 The highest methyl coverage was observed when 

cobaltocene was used as the reductant (~ –1.3 V vs E(Fc+/0)). To determine the potential of 

ceMoS2 in the absence of a reductant, drop cast ceMoS2 electrodes were fabricated and the 

open-circuit potential was measured in acetonitrile under 1 atm of N2(g) with 0.10 M 

tetrabutylammonium perchlorate and 0.10 M methyl iodide. The measured open-circuit 

potential (–0.07 V vs E(Fc+/0)) was converted to the SHE (standard hydrogen electrode) 

scale using E(Fc+/0) ~ SHE + 0.4 V, thus the potential for ceMoS2 was simulated at 0.3 V 

vs SHE. For reference, the electrochemical potential of unfunctionalized 1Tʹ-MoS2 at zero 

charge was calculated to be 0.84 V vs SHE, which is 0.5 V positive of the open-circuit 
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potential of ceMoS2, and is consistent with experimental observations that as-synthesized 

ceMoS2 is negatively charged.85,99 X-ray photoelectron spectra of drop cast ceMoS2 in the 

Mo 3d and S 2p regions were consistent with previously reported for spectra of ceMoS2 

(Figure 2.8).12,79,81  

 

Figure 2.7 Addition of a single methyl to 1T′-MoS2. (a) Thermodynamic favorability, ΔG, and 

(b) kinetic barrier, ΔG‡, of methylation on S7 and S10 of 1Tʹ-MoS2 as a function of potential 

based on interpolations of the initial, transition, and final state free energies. (c) Side-view of 

the initial state, transition state, and final states for S7 and S10 methylation with Δn = 2 per 

16 MoS2. (d) Free energies at constant potential (–0.1 V vs SHE) for the initial, transition, and 

final states of S7 methylation (“0N-(7)”) and S10 methylation, relative to the initial state 

energy of S7 methylation, to illustrate which states exert greater influence on the ΔG and ΔG‡ 

at a given potential. This example shows that the transition and final states in the high-S 

methylation (S10) are destabilized relative to low-S methylation (S7) but the initial state 

energies are similar, resulting in a more positive ΔG and ΔG‡ for high-S relative to low-S 

methylation. (e) The correlation between the barrier height and the free energy of reaction 

for S7 and S10 methylation, plotted using the same points as shown in (a) and (b). The 

reaction potential varies along each curve.  
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Figure 2.8 High-resolution Mo 3d and S 2p X-ray photoelectron spectra of chemically 

exfoliated MoS2 used in open-circuit voltage measurements. For Mo 3d, Δ = 3.13 eV and for 

S 2p, Δ = 1.18 eV. All lineshapes are GL(30) and full-width-half-max were constrained to be 

less than 2. 

The ΔG and ΔG‡ for methylation of both S7 and S10 decreased as the potential became 

more negative (Figure 2.7a-b), consistent with experimental studies that have shown an 

increase in methyl coverage with increasing reductant strength.81 Figure 2.7a-b also shows 

that ΔG for methylation of S10, a high-S atom, was consistently ~0.5 eV larger than ΔG 

for methylation of S7, a low-S atom. The barrier height for methylation of S10, ΔG‡, is 

~0.2 eV larger than the ΔG‡ for S7 methylation. These results show that at a constant 

potential, low-S functionalization is preferred over high-S functionalization both 

thermodynamically and kinetically. A comparison of the initial-, transition-, and final-state 

energies at a fixed potential, such as at –0.1 V vs SHE (Figure 2.7d), indicates that the 

differences in ΔG and ΔG‡ values are due to destabilization of the transition state and final 

state for S10 (high-S) methylation relative to S7 (low-S) methylation, whereas the initial 

states for these two reactions have relatively similar energies. A plot of ΔG‡ vs ΔG (Figure 

2.7e) reveals the correlation between the thermodynamics and kinetics for these two 

reactions as the potential changes.  

Based on a Boltzmann distribution, the 0.5 eV difference between the ΔG values indicates 

that the probability of S10 methylation is 9 orders of magnitude lower than that of S7 

methylation. The rate constants obtained using the Eyring equation to evaluate the rate 

constant k for S7 methylation were 2 s-1 but were only 0.002 s-1 for S10 methylation at 0.3 



 

15 

 

 

V vs SHE, a difference of 3 orders of magnitude (see Appendix for calculations). The 

Boltzmann distribution and Eyring equation are given by eq. 1 and 2: 

pi/pj = exp(–(Ei – Ej)/kBT) (1) 

k = (kBT/h)exp(–ΔG‡/kBT)  (2) 

where pi is the probability of the system being in state i, Ei is the energy of state i, kB is the 

Boltzmann constant, T is the temperature, k is the rate constant of the reaction, and h is 

Planck’s constant. 

The substantial thermodynamic and kinetic preference for the functionalization of low-S 

atoms originates from the longer Mo–S bond lengths for low-S relative to high-S sites. For 

high-S atoms, the Mo–S bond distances are 2.34, 2.39, and 2.46 Å, whereas for low-S 

atoms the distances are 2.35, 2.51, and 2.54 Å. As the Mo–S bond length increases, the 

covalent bond is weaker and more electron density is localized on the sulfur atom, making 

the sulfur more nucleophilic. Conversely, as the Mo–S bond shortens, more electron 

density from the sulfur participates in the Mo–S bond and becomes unavailable to 

participate in nucleophilic addition. Two of the Mo–S bonds for low-S sites are longer by 

0.08–0.11 Å each, indicating that low-S atoms would be expected to preferentially engage 

in nucleophilic attack compared to the high-S atoms. Similar conclusions have been made 

in computational studies of hydrogen adsorption on low-S and high-S atoms, in which the 

~0.7 eV difference in the free energy of H adsorption (0.06 eV on low-S, 0.73 eV on high-

S) was ascribed to the more negatively charged low-S with a charge of –0.54, compared to 

high-S with a charge of –0.47,3 as calculated using Bader’s charge population analysis.100 

The same study also found that H atoms adsorbed on high-S sites moved to the nearest 

low-S sites with a barrier height of 0.15 eV that can be easily overcome at room 

temperature.3  

Figure 2.9 shows that the S–C distance at the transition state increased as the potential 

decreased. An increase in the S–C distance implies that the transition state occurs earlier 

along the reaction coordinate, and thus more closely resembles the reactants, which is 

expected when the ΔG for the reaction becomes more negative. This behavior is consistent 

with the decrease in barrier height and increased thermodynamic favorability of 

methylation as the potential decreases (Figure 2.7). Thus, as the potential becomes more 
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negative, the reaction becomes more exergonic, and the transition state moves closer along 

the reaction coordinate to the initial state. 

 

Figure 2.9 The S–C distance at the transition state and the corresponding barrier height of 

the reaction as a function of potential in V vs SHE. A single nudged elastic band calculation 

was performed at each potential. As the potential becomes more negative, the barrier height 

decreases and the S–C bond length increases, indicating that the transition state resembles 

the initial state more than the final state, consistent with the data in Figure 2.7 indicating a 

more exergonic reaction as the potential decreases.  

In addition to methylation of the 1Tʹ phase, we also performed a relaxation of a methyl-

functionalized 1T phase. Notably, the methylated 1T-MoS2 distorted to a 1Tʹ-like structure, 

although its minimized free energy was 1.6 eV higher than the structures shown above. 

Thus, functionalization necessitates that the 1T phase becomes distorted. The structures 

before and after the geometry optimization of the methylated 1T-MoS2 are shown in Figure 

2.10. The free energy of the resulting structure was higher than the structures obtained by 

optimizing starting from the 1Tʹ phase and thus was not used aside from this calculation. 
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Figure 2.10 Top and side view of 1T-MoS2 methylated on S7 before and after geometry 

optimization using VASP. A perfect octahedral structure was used for the 1T-MoS2 in the 

starting structure but became distorted after geometry optimization. 

2.3.3 Thermodynamics of progressive methyl functionalization on 1Tʹ-MoS2 as a 

function of electrochemical potential 

The thermodynamics of adding additional methyl groups after the first one was 

investigated. The notation “XN-(A)[-[h]B]” represents reactions for which X is the number 

of neighbors of the methyl being added, N stands for neighbors, A, B, etc. are the numbered 

sulfur positions that are functionalized (see Figure 2.5), an “h” appears next to positions 

that are high-S, and parentheses “()” appears around the position being functionalized. 

“Neighbors” are sulfurs that are bound to the same molybdenum as the site of interest that 

also reside on the same surface of the slab. Thus, each sulfur has 6 neighboring sulfur sites. 

Because functionalization preferably occurs on low-S rather than high-S, a low-S site, S7, 

was functionalized prior to adding the second methyl group. To decide which sulfur to 

functionalize following the first methyl, the free energies of every 2-methyl 

functionalization pattern were compared, with one of the methyls on S7 at fixed charge. 

The methylation patterns with the lowest free energy were 7-5 (i.e., positions S7 and S5 

are methylated) and 7-14 (Figure 2.11). This process was repeated to determine the position 

to functionalize for the 3rd, 4th, 5th, and 6th methyl additions (Figure 2.12 and Figure 2.13). 
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Figure 2.14 shows the 13 methylation reactions that were selected for study of the 

thermodynamics based on these calculations.  

 

Figure 2.11 Progressive methylation of a surface including one methyl on S7. (a) Free energies 

of 2-methyl functionalization patterns, minimized with a charge of –2 (Δn = 2) per unit cell. 

(b) MoS2 surface prior to the addition of the 2nd methyl. High- and low-S labels refer to the 

position being methylated. 
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Figure 2.12 Progressive functionalization by addition of a 3rd and 4th methyl group. (a) Free 

energies of 3-methyl functionalization patterns that include methyls on S7 and S14, 

minimized with Δn = 2 per unit cell, (b) the MoS2 surface prior to the addition of the 3rd 

methyl. (c) Free energies of 4-methyl functionalization patterns that include methyls on S5, 

S7, and S14, minimized with Δn = 2 per unit cell, (d) MoS2 surface prior to the addition of the 

4th methyl. High- and low-S labels refer to the position being methylated. 
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Figure 2.13 Progressive functionalization by addition of a 5th and 6th methyl group (a) Free 

energies of 5-methyl functionalization patterns that include methyls on S5, S7, S14, and S16, 

minimized with Δn = –4.2 per unit cell, (b) the MoS2 surface prior to the addition of the 5th 

methyl. (c) Free energies of 6-methyl functionalization patterns that include methyls on S5, 

S7, S13, S14, and S16, minimized with Δn = –4.2 per unit cell, (d) MoS2 surface prior to the 

addition of the 6th methyl. High- and low-S labels refer to the position being methylated. 
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Figure 2.14 Top-down views of the initial states for all functionalization reactions with methyl 

chloride for which thermodynamic calculations were performed, ordered by the number of 

methyls on the surface after functionalization then by the number of neighbors next to the 

methylated position. The labels XN represents X neighbors next to the methyl being added, 

the numbers representing the sulfur positions that are methylated, “h” denotes high-S, and 

parentheses “()” surround the position undergoing the methylation reaction. Structures 

shown were optimized with Δn = 1.5 per unit cell (except for 2N-5-(6)-7 which was optimized 

with Δn = 2 per unit cell).  

The thermodynamic calculations revealed that the potential of the reaction products 

became increasingly negative as more methyl groups were added to the surface. Figure 

2.15 shows the potential of the MoS2 slab after each methylation (a chlorine atom is present 

above the newly added methyl) with Δn = 2 per unit cell. This is consistent with the 

mechanism, whereby S–C bond formation is expected to increase the number of electrons 

in the MoS2 slab. Thus, the calculated decrease in potential with higher coverage supports 

this mechanism. Additionally, this finding is consistent with experimental studies that 

demonstrated higher coverages were obtained with stronger reductants since an 

increasingly negative potential with coverage would decrease the potential difference 

between the MoS2 surface and the solution.81   
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Figure 2.15 Potential in V vs SHE of the final state products (MoS2)16(CH3)x + Cl, with Δn = 

2 per unit cell, depending on the number of methyls added to the surface (x = 1, 2, 3, 4, 5 or 

6). The potential of the final products becomes more negative as the number of methyls 

increases due to additional electrons in the system. 

Figure 2.16 shows the ΔG as a function of potential for all reactions discussed herein. 

Methylations that occur surrounded by empty sites (i.e., those labeled 0N) had similar 

thermodynamic favorability and were thermodynamically more favored than the initial 

addition of the first methyl group on S7. This behavior is analogous to the vacancy-induced 

radical functionalization of diazonium on 2H-MoS2, for which DFT calculations indicated 

that the initial functionalization reaction can occur only next to a sulfur vacancy, but a 

functionalized sulfur induces higher reactivity in nearby sulfurs, resulting in a nucleation-

propagation functionalization pattern across the surface.74 A similar mechanism may be 

present in this system, promoting functionalization of non-sterically-hindered nearby sites. 

High-S functionalization generally had substantially higher ΔG values than low-S reactions 

with the corresponding number of neighbors (e.g., 0N-(h10) vs 0N-(7), and 2N-(h4)-5-7-

13-14-16 vs 2N-5-7-13-14-(15)-16). An exception is the case of 1N-(h1)-5-7-14-16, which 

was comparable to 2N and a subset of 1N low-S functionalization reactions.  
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Figure 2.16 The free energy of methylation reactions, ΔG, vs potential for reactions discussed 

herein. The labels XN represents X neighbors next to the methyl being added, the numbers 

representing the sulfur positions that are methylated, “h” denotes high-S, and parentheses 

surround the position undergoing the methylation reaction. Methylation reactions involving 

0, 1, or 2 neighboring methyls during the reaction are grouped by color and by solid, dashed, 

and dashed-dotted lines, while methylation reactions on high-S atoms are grouped using 

dotted lines.  

To identify the cause of the differences in ΔG values, Figure 2.17 compares the grand 

canonical free energies of the initial and final states at an intermediate potential of –0.1 V 

vs SHE for each n-methyl reaction, where n denotes the number of functionalized methyl 

groups in the final state ranging from n = 2 – 6. This potential was chosen to avoid 

interpolation errors at the extremes of the potential range, and also corresponds roughly to 

the reductant nickelocene, which was used in experimental studies of the reaction.81 The 

free energy of the system changes with the number of atoms, so the free energies for each 

set of n-methyl reactions were referenced to the highest free energy within each n-methyl 

set to aid the relative comparison of differences in free energy between reactions with 

different n. 0N, 1N, and 2N comparisons for low-S reactions within each n-methyl set are 

labeled on the graph. The substantial difference in ΔG between the 0N and 1N/2N reactions 

is due to the destabilization of the final state for the latter rather than differences in the 

initial state energies. However, for the 5-methyl reactions, the initial state for the 1N low-

S reaction is destabilized relative to the 1N high-S and 2N low-S reactions, both of which 

have evenly spaced methyl groups (5-7-14-16) in the initial state. The destabilization of 
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the final state of the 1N-5-7-(13)-14 reaction consequently translates into a destabilized 

initial state for the 1N-5-7-13-14-(16) reaction.  

 

Figure 2.17 Free energy of initial and final states of n-methyl reactions relative to the highest 

free energy within each set of n-methyl reactions, where n = 2, 3, 4, 5, or 6 and describes the 

total number of methyl groups present in the final state. The labels XN represents X 

neighboring methyl groups present on the slab next to the sulfur position to which an nth 

methyl is being added. The numbers represent the sulfur positions that are methylated, where 

“h” denotes high-S, and parentheses indicate the sulfur position undergoing the methylation 

reaction.  

Within the potential range of 0.3 to –0.9 V vs SHE, the ΔG for 0N, 1N and 2N reactions 

on low-S were between –0.4 to –1.0 eV, 0.1 to –1.0 eV, and 0.3 to –0.6 eV, respectively 

(Figure 2.16). At any specific potential, overlap was present between the 1N and 2N 

reactions but not between 0N and 2N reactions. 

Figure 2.18 displays the ∆G required to add one methyl via a progressive stepwise addition 

from 6% to 94% coverage per MoS2. These energies were calculated using VASP free 

energy structural minimization using ∆n = 0 as well as single-point jDFTx where the 

potential was held constant at -0.86 V vs SHE to mimic the experimental condition of 

cobaltocene-activated methylation. Free energy structural minimization of the MoS2 

pattern with 100% coverage per MoS2 unit resulted in convergence issues, so those 

functionalization patterns are not included in this work. Three distinct regions were 

observed from 6% to 31%, 31% to 56%, and 56% to 94% coverage per MoS2 unit where 

the difference in ∆G to add a single methyl becomes more positive. These trends indicate 

that the reaction to add another methyl becomes less thermodynamically favorable and may 

provide an explanation for the experimentally observed coverage limits. Without the 
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addition of a reductant, methyl coverages are limited to <25-30% per MoS2 unit,12,85 which 

corresponds well with the upper limit of the first ∆G region in Figure 2.18. At the upper 

limit of the second region, ∆G becomes significantly more positive by 1.33 eV and begins 

to rise sharply after 69% per MoS2 unit, corresponding well to the experimentally observed 

upper coverage limit of ~70% per MoS2 unit in cobaltocene-activated methylation.81  

 

Figure 2.18 Free energy (∆G) required to add one methyl during progressive methylation. 

Red circles denote the free energies achieved using VASP free energy structural minimization 

with ∆n = 0 (right y-axis), and blue circles represent the free energies obtained with single 

point JDFT when the electrochemical potential is held constant at -0.86 V vs SHE (left y-axis). 

Dotted lines separate the three ∆G regions of interest where a notable positive increase is 

observed.  

2.3.4 Effects of neighboring methyl groups on the rotational barrier of methyls 

Aside from the thermodynamics and kinetics of the methylation reaction, we also studied 

how the number of neighbors impacts the rotational barrier of methyl groups on 1Tʹ-MoS2. 

Methyl groups with higher rotational barriers suggest that rotation occurs with lower 

probability and thus the conformation is more restricted. If we assume that the kinetics of 

a reaction depends on the likelihood for the reactants’ conformation to meet the 

conformation limitations in the products, then the rotational barrier of the functional group 
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in the final product may be correlated to the likelihood for the reaction to take place at that 

location. 

We computed the rotational barrier for seven cases of low-S methyl rotation using NEB at 

fixed charge. In four cases, the rotating methyl had 0 neighbors, in two cases, the rotating 

methyl had 1 neighbor, and in the remaining two cases, the rotating methyl had 2 neighbors. 

We will use the following notation to convey the surface conformation and the rotating 

methyl: XN-A*[-B], where X is the number of neighbors of the rotating methyl, N stands 

for neighbors, A, B, etc. are the sulfur positions that are functionalized and can have more 

or fewer positions as appropriate, and the asterisk (*) appears next to the position of the 

rotating methyl. Four examples of this notation are shown in Figure 2.19. The numbering 

of sulfur atoms is consistent with Figure 2.5. 

 

Figure 2.19 Examples of methyl patterns and the corresponding notation to indicate the 

pattern and the rotating methyl. (a) Example where the rotating methyl has one neighbor, (b) 

an example where the rotation methyl has 0 neighbors, (c) and (d) are examples where the 

rotating methyl has 2 neighbors. Note that positions 13 and 16 are adjacent due to the periodic 

repeat of the unit cell. 
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Figure 2.20 plots the rotational barriers of various examples organized by the number of 

neighbors adjacent to the rotating methyl, from 0 to 2. From Figure 2.20, we observe a 

distinct increase in the rotational barrier for methyl groups with 0 or 1 neighbors compared 

to methyls with 2 neighbors, with the latter doubling in the barrier height from ~0.05 eV 

to ~0.1 eV. 

 

Figure 2.20 The rotational barrier for clockwise methyl rotation by 120 ° of various methyl 

patterns as a function of the number of neighbors adjacent to the rotating methyl. The unique 

methyl rotation case is specified in the legend notation as XN-A*[-B] where X is the number 

of neighbors next to the rotating methyl, A, B, etc. are the positions with methyls, and the 

asterisk (*) indicates the rotating methyl. 

One apparent outlier to discuss is for the 1-neighbor (1N) cases. For 1N-5-7-13-14*-16 

where the rotating methyl is at the end of a group of 3 methyls in a row, the barrier height 

is close to those of the 0N cases at ~0.05 eV, whereas the 1N-5-7-13*-14 case where the 

rotating methyl is one of 2 methyls in a row resulted in a much lower barrier of 0.02 eV. 

This discrepancy in rotational barrier between these two 1N examples may be due to a 

combination of 2 factors: (1) destabilization of the most stable conformation for 1N-5-7-

13*-14 relative to 0N rotations due to strain from the adjacent S13 and S14 positions, and 

(2) destabilization of both the stable and unstable conformations for 1N-5-7-13-14*-16 

relative to 0N rotations, resulting in a similar net difference between these states (i.e., 

rotational barrier) compared to 0N rotations. Since 1N-5-7-13-14*-16 has 3 adjacent 

methyls (S13 is adjacent to S16) whereas 1N-5-7-13*-14 only has 2 adjacent methyls (S13 

and S14), the S13 methyl in the former case cannot accommodate the S14 methyl rotation 

due to steric hinderance from the S16 methyl on the other side of S13, whereas in the latter 
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case, the S14 methyl has no other neighbors and can accommodate the S13 methyl rotation 

during the rotational barrier. The relative destabilization of the rotational trough relative to 

0N cases and stabilization of the rotational peak relative to 1N-5-7-13-14*-16 results in a 

relatively low rotational barrier for 1N-5-7-13*-14. Note that 5-7-13-14 is not the 

thermodynamically favored pattern for 4 methyl groups on the surface; the 

thermodynamically most favorable pattern is one where all methyl groups are evenly 

spaced, such as 5-7-14-16, which is also plotted (0N-5-7-14-16*) and has a 0.05 eV 

rotational barrier. From Figure 2.21 we can see that both the stable and unstable 

conformations for 1N rotations are destabilized relative to 0N rotations, and only the 

unstable conformation is destabilized for the 5-methyl examples with the same methylation 

pattern on the surface. 

 

Figure 2.21 Free energies of the stable (trough) and unstable (peak) conformations during 

methyl rotation for (a) 4-methyl examples with 0- and 1-neighbors during rotation with arrow 

indicating destabilization of the 1-neighbor stable conformation, and (b) 5-methyl examples 

with 1- and 2-neighbors during rotation. 

Another comparison is between the middle vs outermost methyl groups in a row of 3 

methyl groups in the two cases with the same 5-methyl pattern (5-7-13-14-16): the 

rotational barrier for the middle of 3 adjacent methyls (S13) is 0.10 eV, as in 2N-5-7-13*-

14-16, whereas the rotational barrier is 0.05 eV for the outermost of 3 adjacent methyls 

(S14), as in 1N-5-7-13-14*-16. This shows that although the outermost methyls in a row 

of 3 restrict the rotation of the middle methyl, the outermost methyls are not themselves 

restricted because of the additional space they can use to accommodate the rotation. In the 

extreme case where there are no “outermost methyls” to speak of, such as in 2N-5-7-13-
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14-15*-16 where all low-S sulfurs within the same column are functionalized, the 

rotational barrier is 0.09 eV, similar to the barrier for the middle of 3 adjacent methyls (2N-

5-7-13*-14-16) discussed above. 

2.3.5 Models of expected coverage under various constraints 

The DFT calculations performed thus far on the 4×4 1T′-MoS2 surface would be 

significantly cost- and time-intensive to extend to more realistic depictions of the surface 

which require a substantially larger unit cell. Furthermore, numerous functionalization 

patterns are possible where a sulfur site with free energy closely matching the sulfur site 

with minimum free energy is methylated instead, producing a chain effect on the 

progressive methylation process where other sulfur sites are preferentially functionalized. 

Performing rigorous DFT analysis on each possible functionalization pattern is out of the 

scope of this work. Thus, five functionalization models were used to simulate random 

surface functionalization on a 100×100 MoS2 surface and were constructed based on the 

two observations discussed above (sections 2.3.2 and 2.3.3). First, the thermodynamics and 

kinetics of functionalizing low-S is much more favorable than functionalizing high-S sites 

when both have 0 neighbors, and secondly, the thermodynamics of methylation, ΔG, for 

0-neighbor reactions are substantially more favorable than 1- and 2-neighbor reactions. 

Also, the rotational barriers for 2-neighbor methyl groups are twice as high (0.1 eV) as the 

barriers for 0- and 1-neighbor methyl groups (0.05 eV), suggesting that the conformation 

of the transition state during a 2-neighbor methylation is more constrained and thus less 

likely to occur (Section 2.3.4). The coverage of methyl groups on MoS2 was accordingly 

estimated assuming random surface functionalization based on the constraints of each 

model. Python was used to simulate the random functionalization of a surface that 

proceeded until no more valid reactions were available, given a set of constraints. Each 

simulation used a 100×100 2-D array to represent the sulfur surface and contained both 

high- and low-S sites (Figure 2.22). The coverage distribution and expected coverage 

values are based on N = 2000 simulations for each model. The goal of these simulations 

was to arrive at non-trivial expected lower and upper bounds for coverage that are greater 

than 0% and less than 100% per MoS2, because 100% exceeds the experimentally observed 
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coverage and would not be a useful comparison.39 The code for all simulations discussed 

in this section can be found in the Appendix. 

 

Figure 2.22 Illustration of how the layout of low-S and high-S on 1Tʹ-MoS2 and the neighbors 

surrounding each site were translated into the corresponding grid locations in the coverage 

simulations. 

The first model, called “0-neighbor max low-S,” contained the most restrictive set of 

constraints. The functionalization constraint was that only low-S can be functionalized, and 

no neighboring functional group could be present relative to the position being considered 

for functionalization. Any of the 6 neighbors of each sulfur site were considered neighbors 

in the simulation. 

The second and third models were the “global 1-neighbor max low-S” and “local 1-

neighbor max low-S” models. Both models restrict functionalization to low-S but differ in 

that the “global” model constrained each reaction such that at most 1 neighbor could be 

adjacent to any functional group on the surface in the final state, whereas the “local” model 

requires that at most 1 neighbor could be adjacent only to the position being functionalized. 

As a result, the local model could potentially produce chains of functional groups if each 

addition occurred at the outermost position of the chain, whereas this result would not be 

possible with the constraints of the global model. 

The fourth model is the “local 1-neighbor max” model, which allowed both high- and low-

S positions to be functionalized and required that the functionalization position had at most 

only 1 neighbor. The fifth model, the “2-stage local 1-neighbor max” model, simulated 

functionalization of the surface in two stages. The first stage followed the constraints of 

the “0-neighbor max low-S” model, and the second stage followed the constraints of the 

“local 1-neighbor max” model. This 2-stage approach was of interest because the 
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experimental reductant-activated functionalization results were obtained using a two-step 

approach to functionalization, with the reductant added in the second step.39 

Figure 2.23 shows histograms of the coverage distributions resulting from these five 

models with N = 2000. The most restrictive model, the “0-neighbor max low-S” model, 

resulted in an average coverage of 43.5 ± 0.2% per MoS2. The least restrictive model is the 

“local 1-neighbor max” model, which resulted in an average coverage of 75.3 ± 0.3%. 

Results for models that allowed up to 2 neighbors for any functional group are not 

presented because these constraints would allow all low-S to be functionalized (each low-

S has 2 low-S neighbors) and thus any 2-neighbor model would result in a coverage of at 

least 100%. 

 

Figure 2.23 Histograms of the coverage distributions from simulations of the random 

functionalization of a 100×100 grid (N = 2000, 30 bins) of five models and the resulting 

average and standard deviations of coverage per MoS2: (a) the “0-neighbor max low-S” model 

that only allows functionalization on positions surrounded by empty sites, (b) the “global 1-

neighbor max low-S” model that allows functionalization for low-S positions if the result has 

no more than 1 neighbor adjacent to any group on the surface, (c) the “local 1-neighbor max 

low-S” model that allows functionalization for low-S position if it has at most 1 neighbor at 

the time of addition, (d) the “local 1-neighbor max” model that allows functionalization for 

any position if it has at most 1 neighbor at the time of addition, and (e) the “2-stage local 1-

neighbor max” model functionalizes the surface first according to the 0-neighbor max low-S 

model, then according to the local 1-neighbor max model.  

Table 2.1 lists the simulation coverage distributions for the five sets of constraints 

discussed above. In the DFT calculations of the thermodynamics of 0-neighbor methylation 

reactions, the ΔG did not substantially change as the number of methyl groups on the 

surface increased.  This behavior suggests that “0-neighbor max low-S” models the lower 

bound of the expected coverage distribution for monolayer 1Tʹ-MoS2 if (a) the surface can 
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be functionalized with at least 1 functional group, and (b) functional groups more than 2 

positions away or more from the reaction site do not interfere in the reaction. The simulated 

coverage of 43.5% per MoS2 produced by this model matched well with experimental 

observations of ~40% methyl coverage on chemically exfoliated MoS2. Further, the 

maximum coverage for propyl groups using reductant-activated functionalization with a 

strong reductant was ~44%.39 The propyl groups are substantially larger sterically than 

methyl groups and thus are more sterically hindered. Thus, on chemically exfoliated MoS2 

this model may represent an upper limit for the propyl coverage, but a lower limit for the 

methyl coverage. 

Table 2.1 Simulated coverage per MoS2, expressed as an average and standard deviation. The 

theoretical results were obtained using simulations based on different requirements for the 

allowed number of neighbors on a local vs global scale, on low-S vs high-S, and functionalized 

through a 1- vs 2-stage process. 

Model Algorithm Name 
Model Functionalization 

Constraints 

Coverage per 

MoS2 

(100×100, N = 2000) 

0-neighbor max low-S No functionalization on high-S nor 

positions adjacent to functionalized 

positions 

43.5 ± 0.2% 

global 1-neighbor max low-S No functionalization on high-S; at 

most one neighbor next to any 

functional group 

60.5 ± 0.2% 

local 1-neighbor max low-S No functionalization on high-S; at 

most one neighbor next to the 

position being functionalized 

67.3 ± 0.3% 

local 1-neighbor max At most one neighbor next to the 

position being functionalized 

75.3 ± 0.3% 

2-stage local 1-neighbor max Functionalize surface according to 2 

algorithms applied sequentially per 

slab: 

First stage: same as 0-neighbor max 

Second stage: same as local 1-

neighbor max 

67.0 ± 0.3% 
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With less restrictive models that still resulted in < 100% coverage, the expected coverages 

ranged from 60 to 75%. The most restrictive of these models, “global 1-neighbor max low-

S”, required that no methyl group on the surface had more than 1 neighbor and was 

included for completeness. This model seems unlikely to be the operating mechanism, 

however, based on DFT calculations discussed previously which indicate that 1-neighbor 

reactions that result in methyl groups with 2 neighbors, such as 1N-5-7-13-14-(16), can be 

more thermodynamically favorable than even 1-neighbor reactions that result in at most 1 

neighbor for each methyl, such as 1N-(6)-7 or 1N-5-7-(13)-14. The least restrictive model 

short of allowing up to 2 neighbors, “local 1-neighbor max” allowed functionalization on 

both low- and high-S from the initial stages of the reaction. The models that explore 

fractional coverages with 1 neighbor gave an expected upper bound for ceMoS2 coverage 

of ~75%. The highest coverage observed experimentally on ceMoS2 is ~70%.81 Given the 

large variation in ΔG for the 1N reactions as shown in Figure 2.16 and Figure 2.17, the 1-

neighbor maximum models give an upper bound that captures a range of 1N reactions, 

some of which are much more favored than others.   

2.3.6 Exploration of the steric hinderance of propyl-functionalized 1Tʹ-MoS2  

Reductant-activated functionalization studies using methyl iodide and propyl iodide to 

functionalize ceMoS2 found that the coverage of propyl groups was consistently lower than 

that of methyl groups at constant potential.81 The highest propyl coverage achieved was 

~44% using cobaltocene and propyl iodide to functionalize ceMoS2. Since this coverage is 

lower than the maximum coverage of ~70% achieved using methyl iodide under the same 

conditions, the lower coverage of propyl groups appears to be due to increased steric 

hinderance induced by propyl groups’ larger size, as opposed to other possibilities such as 

the availability of charge. We performed DFT calculations for various propyl 

functionalization patterns on 1Tʹ-MoS2 to illustrate the favored packing density of propyl 

groups by optimizing the structures for propyl-functionalized MoS2 with 1, 2, 3, or 4 propyl 

groups on a 4×4 1Tʹ-MoS2 basal plane. 

Similar to the case of progressive methyl functionalization, starting from unfunctionalized 

MoS2, we functionalized MoS2 with one propyl group at a time, and minimized the 

structures for all possible propyl functionalization patterns using the most energetically 
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stable structure for subsequent functionalizations. Starting with the first propyl, we 

minimized low-S- and high-S-functionalized propyl-MoS2 on S6, S7, S10, and S11 and 

found that the free energies for high-S-functionalized MoS2 are ~0.5 eV higher in free 

energy compared to the low-S-functionalized MoS2, similar to the observations for the 

placement of methyl groups, as shown in Figure 2.24. 

 

Figure 2.24 Addition of a single propyl to 1T′-MoS2 surface. (a) Free energy of the MoS2 slab 

functionalized on S6, S7, S10, or S11, optimized with Δn = 1.5 per 16 MoS2. S6 and S7 are 

low-S, S10 and S11 are high-S. A substantial difference can be seen between the S6- or S7-

functionalized MoS2 compared to the S10- and S11-functionalized MoS2. (b) Top-down and 

side view of the S7-functionalized MoS2-propyl structure. 

For the second propyl group, we started with the first propyl group on S7 and placed the 

second propyl on each of the other sulfurs in turn and minimized the structures with a 

constant charge of –1.5 (Δn = 1.5) per unit cell. The MoS2 with propyl groups on S7 and 

S13 was found to be the lowest-energy structure (Figure 2.25). Similarly, for the third and 

fourth propyl groups, we found the positions S5 and S15 to be the most favorable low-S 

positions (Figure 2.26). Table A.2 contains the free energies and potentials for all structures 

discussed here. To be able to compare these structures at constant potential, several 

additional structures at different charges would need to be minimized for each structure, 

which was not performed for this work. 
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Figure 2.25 Addition of a 2nd propyl to 1T′-MoS2 surface. (a) Free energy of the MoS2 slab 

functionalized on S7 and one other position for all combinations, optimized with Δn = 1.5 per 

unit cell (16 MoS2). (b) Top-down and side view of the lowest-energy 2-propyl-functionalized 

MoS2 structure functionalized on S7 and S13. 

 

Figure 2.26 Free energies for functionalized MoS2 (a) 3-propyl and (b) 4-propyl structures 

optimized with Δn = 1.5 per unit cell (16 MoS2) using VASP and single point energy calculated 

using jDFTx with CANDLE solvation. High- and low-S labels refer to the position being 

functionalized. Values plotted here are also provided in Table A.2. 

Functionalizing only low-S positions, after 4 propyl groups, the functionalized positions 

are S5, S7, S13, and either S15 or S16. With S5, S7, S13, and S15, the propyl groups are 

evenly spaced as shown in Figure 2.27 and adopt a similar conformation to the first propyl 

group, which did not have any neighbors. However, for positions adjacent to functionalized 

sulfurs such as S16, the newly added propyl group is rotated to accommodate the propyl 

on S15. Alternative placements where the fourth propyl is placed on either a high-S sulfur 
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that appeared to be thermodynamically favorable (S3) or a less favorable low-S sulfur 

(S14) are also shown in Figure 2.27. An alternative evenly-spaced propyl placement S5–

S7–S14–S16 may have been the likely outcome if the second propyl group was placed on 

S14 or S16 instead of S13, such as in the methyl case. Note that the range of free energies 

from adding the 1st, 2nd, 3rd, and 4th propyl groups goes from 0.46 eV, to 0.95 eV, to 0.85 

eV, to 0.41 eV, indicating that for the 4th propyl, there is less driving force to differentiate 

between the favorable and unfavorable positions compared to the 2nd and 3rd propyl 

additions.  

 

Figure 2.27 Four 4-propyl patterns to illustrate conformation of propyl groups (see Figure 

2.26 and Table A.2 for free energies) with the 4th propyl position in brackets: (a) and (b) the 

most energetically favored 4-propyl pattern functionalized only on low-S, (c) the most 

energetically favored 4-propyl pattern with the 4th propyl on a high-S (S3), and (d) a 

moderately favored 4-propyl pattern functionalized only on low-S. Other than evenly spaced 

propyl groups as in (a), the fourth propyl is rotated in all other examples to accommodate for 

neighboring groups. 

Given that we found the thermodynamics of reaction to be substantially less favored for 

methyl groups with two neighbors compared to zero, and methyl groups are substantially 

smaller than propyl groups, we believe it is unlikely that the steric hinderance of propyl 

groups allows for adjacent functionalized positions experimentally. Here, we have 

presented only a preliminary guide for future work evaluating the thermodynamics and 

kinetics of propyl functionalization. 
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2.4 Conclusions 

Grand Canonical Density Functional Theory (GC-DFT) calculations for the methylation of 

1Tʹ-MoS2 with methyl chloride predict that: (1) the thermodynamics and kinetics of 

methylation are more favorable as the electrochemical potential decreases, (2) the 

methylation of low-S sites is more favored both thermodynamically and kinetically 

compared to methylation of high-S sites in comparable environments; and (3) methylation 

of sulfur sites with no adjacent methyl groups appears to be substantially more 

thermodynamically favorable than methylation of sites with 1 or more neighbors. These 

results are all consistent with experimental observations that show an increase in coverage 

with increasing reductant strength. The theoretical study helps explain experimental 

observations that the maximum methyl coverage on chemically exfoliated MoS2 in the 

presence of an electron donor appears to be ~70% per MoS2. Simulating the random 

addition of functional groups on a 1Tʹ-MoS2 surface according to the subset of constraints 

that result in between 0 and 100% coverage per MoS2 based on the number of nearest 

neighbors, high- vs low-S, and 1- vs 2-stage, suggests an expected coverage of ~44% for 

the lower and ~75% for the upper bound. Our investigation centered heavily on 

categorizing sites according to the sulfur type (low-S vs high-S) and the number of 

neighboring functional groups. Additionally, the correlations made between the 

simulations and experimental observations assume a dominance of monolayer MoS2 for 

the synthesized ceMoS2.  

In the next chapter, we extend this reductant-activated electrophilic addition reaction to 

Si(111), a group 14 material with dramatically different electronic and structural properties. 

We will explore the effect of reductant strength, reductant concentration, and treatment 

time on surface reactivity.   
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Chapter 3 – Reductant-activated Surface Functionalization of 

Silicon(111) 

 

3.1 Introduction 

Silicon (Si) is an attractive semiconductor material for wide-ranging applications, from 

electronics and sensing to solar cells.36–45 The device properties of Si can be manipulated 

through control over the structure and chemical composition of crystalline Si 

surfaces.101,102 Self-assembled monolayers (SAMs) have been widely utilized to tailor the 

properties and functionality of Si surfaces for a desired application.38,101–103 SAMs 

composed of strong and nonpolar C–Si linkages provide superior chemical stabilization of 

the Si surface against oxidation and deleterious surface states, as compared to SAMs 

bonded to the surface through weak or polar bonds, such as Si–X (X = Cl, I, H, N, O).38,104 

Numerous synthetic routes have been developed to functionalize Si surfaces since the 

formation of C–Si alkyl monolayers reported by Linford and Chidsey.23 Starting from a 

freshly etched hydrogen-terminated Si(111) surface (H–Si(111)), C–Si bonds are can be 

introduced via a hydrosilylation reaction with unsaturated hydrocarbons (alkenes or 

alkynes)24–27 or by a two-step chlorination/alkylation sequence, proceeding through a 

chlorine-terminated Si(111) surface (Cl–Si(111)) as an intermediate state.28,29 Borane-

catalyzed hydrosilylation on hydrogen-terminated silicon nanocrystals105 and carbene 

insertions on H–Si(111) have also yielded C–Si bonds.30 In addition, C–Si linkages have 

been produced by electrografting with unsaturated hydrocarbons and diazonium salts,31,32 

by scanning probe-induced cathodic electrografting with alkynes,33 and by electrochemical 

derivatization of silicon surfaces by Grignards.34 Methyl termination, formed by the two-

step chlorination/alkylation reaction, provides excellent electronic passivation that resists 

degradation due to oxidation. Moreover, alkylation modifies the surface electronic 

structure by creating a surface dipole that effectively changes the electron affinity of the Si 

surface, resulting in modifications of the charge-transfer kinetics across Si/metal or 

Si/electrolyte junctions.35 

Oxidant-activated addition of nucleophiles to planar and nano-crystalline Si surfaces has 

also been recently reported.6,106 A wide range of nucleophiles, including alcohols, amines, 
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thiols, carboxylic acids, and phosphines, can be covalently grafted onto H–Si surfaces in 

the presence of one-electron metallocene oxidants. Mechanistic investigations suggest that 

oxidant-activated reactions proceed through oxidation of the H–Si surface, followed by a 

nucleophilic attack. Hence, the position of the oxidation potential relative to the Si Fermi 

level plays an important role in determining the overall reactivity. Furthermore, reductant-

activated functionalization of MoS2 nanosheets with small molecule electrophiles has been 

realized using one-electron metallocene reductants.81 The surface coverage of the MoS2 

nanosheets is partially governed by the redox potential of the metallocene reductants that 

controls the amount of negative charge stored in the nanosheets.  

We report herein the reductant-activated addition of organic electrophiles to H–Si(111), 

broadening the understanding of the range of redox-activated addition reactions of Si. The 

analogy to the oxidant-activated nucleophilic addition suggests that reactivity trends should 

be sensitive to the position of the reduction potential relative to the Si Fermi level, which 

is close to the Si conduction band minimum (CBM), ECBM = -4.17 eV, for n-type Si and in 

the middle of the Si band gap for intrinsic Si.6,44,106 The CBM of the material increases in 

energy with decreasing physical dimensions of the crystal in moving from bulk Si to 

nanoparticles. With the increase in the band gap with decreasing bulk dimensions, stronger 

reductants are required to activate electrophilic additions. The limiting case for Si would 

be the reactivity of molecular silanes such as ((CH3)3Si)3Si-H6 that we do not expect to 

react by reductant-activated reactions.  

The investigated reactions of acrylic acid (AA) and methyl acrylate (MA) with the H–

Si(111) surface utilize metallocene-based reductants that span a wide range of reduction 

potentials. The proposed mechanism, illustrated in Figure 3.1, involves the injection of 

charge into the conduction band of the Si surface from a molecular reductant with a 

sufficiently negative reduction potential. The reduction of the Si surface activates an H–Si 

bond. The activated Si reacts with the end carbon of the α,β-unsaturated carbons of the 

solution-based molecule in an electrophilic-type addition reaction, resulting in the 

formation of a surficial C–Si bond to the AA or MA.107–110 The formation of the C–C single 

bond is coupled with a surface hydrogen abstraction for balanced stoichiometry. This work 

expands our understanding on the utility of CB-initiated covalent surface functionalization 
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processes, as opposed to photoexcitation of the Si surface, where transient charge injection 

into the CB promotes transient binding that leaves the surface intact. 

We have investigated the reductant-activated addition of AA as a function of reductant 

concentration and reaction time for octamethylnickelocene ((Me4Cp)2Ni), cobaltocene 

(Cp2Co), and decamethylcobaltocene ((Me5Cp)2Co). This series of one-electron outer-

sphere redox species was selected to systematically span the range of electrochemical 

potentials, from 0.03 eV ((Me4Cp)2Ni) to 0.89 eV ((Me5Cp)2Co) above the Si CBM in MA 

(Figure 3.1) and to allow characterize of surface activation by electrophilic addition.44,111 

For the analogous oxidant-activated nucleophilic addition, oxidants with reduction 

potentials more negative than the potential of the Si valence band minimum were unable 

to activate the surface toward addition.6,106 Thus, metallocenes with reduction potentials 

more positive that the potential of the Si CBM were not included in this study. The 

concentration range of the reductants used in this study was chosen to ensure an accessible 

reaction rate for surface functionalization from earlier experiments over a range of 

metallocene concentrations.106  

Reductant-activated addition of MA was observed with nickelocene (Cp2Ni), (Me4Cp)2Ni, 

and (Me5Cp)2Co. Use of AA and MA as electrophiles enables detection and 

characterization of the resulting functionalized surfaces by standard surface 

characterization techniques, such as X-ray photoelectron spectroscopy (XPS), Fourier 

transform infrared (FTIR) spectroscopy, and variable-angle spectroscopic ellipsometry. 

Moreover, the incorporation of reactive moieties in SAMs, such as various carbonyls, is 

not readily achieved in a single reaction step using commonly employed H-Si(111) 

hydrosilylation methodologies. The synthetic route presented in this work offers a 

convenient alternative for addition of reactive functional groups to the surface with short 

reaction times at room temperature and without use of specialized equipment.39,112,113 Such 

moieties can later be utilized to anchor functional materials to the Si(111) surface, which 

may be beneficial for photovoltaic, sensor, and catalysis applications, among others.114,115 
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Figure 3.1 Reductant-activated addition of electrophiles to H–Si(111). (A) Proposed 

mechanism for the reductant (Red)-activated addition of acrylic acid (AA) and methyl 

acrylate (MA) to H–Si(111). (B) Energy diagram showing the positions of the Si valence-band 

maximum (EVBM), Si conduction-band minimum (ECBM), and calculated bulk Fermi level (EF) 

for the Si used vs. the vacuum level (EVac). The measured formal reduction potentials (E°′) vs 

SCE in MA of the molecular reductants (Red) used are indicated relative to the Si band 

positions.116 The reduction potentials are aligned with the Si band energies by assuming that 

the absolute one electron potential of SCE is at -4.69 eV. 

3.2 Experimental 

3.2.1 Materials 

All solvents and reagents were purchased commercially and used as received, unless stated 

otherwise. Aqueous buffered hydrofluoric acid (BHF(aq)) and aqueous ammonium 

fluoride (NH4F(aq), 40% semiconductor grade) were purchased from Transene Co. Inc. 

NH4F(aq) was deaerated by bubbling with Ar(g) (99.999%, Airgas) for ≥1 h prior to use. 

Dichloromethane (anhydrous 99.8%, Sigma-Aldrich) was deaerated by bubbling with 

Ar(g) for ≥1 h and was stored in a nitrogen (N2)-purged glovebox (<5 ppm of O2(g)) prior 

to use. Acrylic acid (AA, anhydrous 99%, Sigma-Aldrich) was degassed by three 

consecutive freeze-pump-thaw cycles and stored in a N2-purged glove box prior to use. 

Methyl acrylate (MA, anhydrous 99%, Alfa Aesar), decamethylcobaltocene ((Me5Cp)2Co, 

bis(pentamethylcyclopentadienyl)cobalt(II), 98%, Sigma-Aldrich), cobaltocene (Cp2Co, 

bis(cyclopentadienyl)cobalt(II), 98%, Sigma-Aldrich), octamethylnickelocene 
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((Me4Cp)2Ni, bis(tetramethylcyclopentadienyl)nickel, 98%, Alfa-Aesar), and nickelocene 

(Cp2Ni, bis(cyclopentadienyl)nickel(II), 98%, Sigma-Aldrich) were stored in an argon 

(Ar)-filled glovebox (< 2 ppm O2 (g)) prior to use. Float-zone-grown, phosphorus-doped 

n-Si(111) “intrinsic” wafers (University Wafer, Boston, MA) were double-side polished, 

450 ± 10 μm thick, oriented within 0.5° of the (111) crystal plane, and had a resistivity of 

5.0–5.5 kΩ·cm. Deionized water (≥18.2 MΩ·cm resistivity) was obtained from a Barnstead 

E-Pure system. 

3.2.2 Preparation of hydrogen-terminated Si(111) surfaces 

For transmission mode IR analysis, Si wafers were scored using a diamond-tipped scribe 

and broken into ~ 1.3 cm × 3.2 cm pieces. The Si surfaces were sonicated for 10 min 

sequentially with methanol (≥99.8%, BDH) and water, and then were dried under a stream 

of Ar(g). The samples were oxidized in a piranha solution consisting of a 3:1 (v/v) ratio of 

18 M sulfuric acid (95–98% v/v, ACS Grade, EMD) to 8.8 M (30 wt % in H2O) hydrogen 

peroxide (ACS grade, EMD) using a heated water bath at a temperature of 95 ± 5 °C. After 

etching in the piranha solution, the substrates were thoroughly rinsed with copious amounts 

of water and immersed for 18 s in BHF(aq). Anisotropic etching was then performed for 9 

min in an Ar(g)-purged solution of 40% NH4F(aq), resulting in atomically flat H–Si(111) 

surfaces.24,117 The wafers were removed, rinsed with water, and dried under a stream of 

Ar(g). 

3.2.3 Reductant-activated addition of electrophiles to hydrogen-terminated Si(111)  

The H–Si(111) wafers were transferred to a N2(g)-purged glovebox and immersed in neat 

AA or MA solutions that contained 2.0 mM, 5.0 mM, or 10.0 mM of the reductant (Cp2Ni, 

(Me4Cp)2Ni, Cp2Co, or (Me5Cp)2Co). Solutions were prepared by gentle manual shaking 

prior to introduction of the wafers. Reactions were performed in glass test tubes for 10-60 

minutes at room temperature without additional stirring. Upon completion of the reaction, 

the wafers were rinsed with CH2Cl2, removed from the glovebox in sealed CH2Cl2-filled 

test tubes, sonicated for 10 min, and dried under a stream of Ar(g). 
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3.2.4 Methyl ester-terminated Si(111) hydrolysis 

Si(111) surfaces functionalized with MA were subjected to acidic ester hydrolysis to form 

carboxylic acid-terminated Si(111) surfaces. The functionalized wafers were immersed in 

1.0 M sulfuric acid and heated to 35 ± 5 oC for 24 h in a sealed pressure vessel. The wafers 

were removed from the solution, rinsed with copious amounts of water, and dried under 

Ar(g).  

3.2.5 Instrumentation 

Transmission infrared spectroscopy (TIRS) was performed using a Thermo Scientific 

Nicolet 6700 optical spectrometer equipped with an electronically temperature-controlled 

EverGlo mid-IR source, a KBr beam splitter, a deuterated l-alanine-doped triglycine 

sulfate (DLaTGS) detector, and a N2(g) purge. The samples were mounted using a custom 

attachment such that the angle between the path of the beam and the surface normal was 

74° (Brewster’s angle for Si). The reported spectra are averages of 1500 consecutive scans 

collected at 4 cm–1 resolution. Spectra were referenced to a spectrum of a Si wafer that was 

covered with silicon oxide (SiOx). Data were collected and processed using OMNIC 

software, version 9.2.41. The baseline was flattened, and residual water and CO2 peaks 

were subtracted to produce the reported spectral data. 

X-ray photoelectron spectroscopic (XPS) data were collected using a Kratos AXIS Ultra 

spectrometer and a Surface Science M-probe ESCA/XPS. The Kratos AXIS Ultra 

spectrometer was equipped with a monochromatic Al Kα X-ray source at 1486.7 eV, a 

hybrid electrostatic and magnetic lens system, and a delay-line detector (DLD).  The 

photoelectron-ejection vector was 90° with respect to the sample surface plane. The 

electron collection lens aperture was set to sample a 700 × 300 μm spot. Survey and high-

resolution spectra were collected with an analyzer pass energy of 80 and 10 eV, 

respectively. The chamber base pressure was < 9 × 10–9 Torr. The instrument energy scale 

and work function were calibrated using clean Au, Ag, and Cu standards. The instrument 

was operated by Vision Manager software v. 2.2.10 revision 5 and data were analyzed 

using CasaXPS software (CASA Software Ltd). The Surface Science M-Probe system had 

a chamber base pressure of < 2 × 10-9 Torr. Data were acquired using the ESCA25 Capture 

(Service Physics, Bend OR; V5.01.04) software. A monochromatic x-ray source 
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illuminated the sample with 1486.7 eV Al Kα radiation that was directed at 35° to the 

sample surface. collected Photoelectrons were collected by a hemispherical energy 

analyzer with a 100 mm radius and a pass energy of 50 eV. The analyzer had a resolution 

of ~ 0.8 eV and a takeoff angle of 90° with respect to the sample surface. Data were 

evaluated using CasaXPS software (CASA Software Ltd). 

High-resolution C 1s, O 1s, and Si 2p XPS data were analyzed using CasaXPS version 

2.3.16. C 1s spectra were fitted using a Voigt GL(30) line function, which consisted of 

70% Gaussian and 30% Lorentzian character. Bulk Si 2p data were fitted using a line 

function of the form LA(a, b, n), where a and b define the asymmetry of the line shape 

and n defines the Gaussian width. LA(1.53, 243) was used in this work. Contributions from 

surface silicon species and SiOx were fitted using the GL(30) line shape. Spectra were 

analyzed using a linear background. All spectra were internally calibrated to the energy of 

the C 1s emission of the major adventitious emission (285 eV) following the precedent for 

analysis of Si(111).6,81,106 Residual STD for C 1s and O 1s spectra was between 0.9 – 1.0, 

and 1.9 – 2.6 for Si 2p. 

Surface-bound layer thicknesses were measured using a J.A. Woollam Alpha-SE variable-

angle spectroscopic ellipsometer. The measurements were performed using a standard (10 

s) data acquisition period over a 380-900 nm wavelength range and at incidence angles of 

65o and 70o.  The thickness of the layers was modelled with CompleteEASE software, 

using the “Si with transparent film” model. The functionalized surfaces were measured at 

≥ 2 locations.  

3.2.6 Determination of formal potentials and Si Fermi level 

The formal potentials of the reductant species (10.0 mM) in MA were determined by cyclic 

voltammetry (CV) vs. Cp2Fe+/0, using a glassy carbon working electrode (3 mm diameter), 

a quasi-reference electrode formed from Ag+/0 in acetonitrile, a Pt counter electrode, and 

0.10 M tetra(n-butyl)ammonium hexafluorophosphate (TBAPF6, Sigma-Aldrich) as the 

supporting electrolyte. The glassy carbon electrode was freshly polished before each 

measurement. The CVs were recorded at room temperature in a N2-filled glovebox (OMNI-

LAB, VAC), using a SP-200 potentiostat (Bio-logic). All CVs were electronically 

compensated using positive-feedback iR-compensation for 85% of the Ru, as determined 
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by the ZIR technique at open-circuit potential.118 The scan rate for all CVs was 25 mV s-1. 

Formal reduction potentials (E°′) vs SCE (E°′(Cp2Fe+/0) = 0.455 V vs. SCE) were converted 

to absolute potentials using a value of −4.44 V for the absolute electrochemical potential 

of the standard hydrogen electrode (SHE) at 25 °C, and the redox potential of SCE vs. SHE 

(+0.24 V),106,119 using equation 1: 

E°′ vs. vac = – (E°′ vs. SCE) – 4.68 V.   (1) 

The formal potentials of the reductants in AA were not determined due to large (80 kΩ) 

solution resistances in this electrolyte. 

The Si Fermi level was determined using equation 2: 

EF = ECBM + kBT ln(
𝑁𝑑

𝑁𝑐
).   (2) 

ECBM is the energy position of the Si conduction band minimum (–4.17 eV vs. Evac). kB is 

Boltzmann’s constant, T is the temperature in Kelvin (296 K), Nd is the dopant density as 

determined from the Si resistivity (8.8 × 1011 cm–3), and Nc is the effective density of states 

in the Si conduction band (2.8 × 1019 cm–3). 

3.3 Results and Discussion 

3.3.1 Addition of Acrylic Acid to Si(111) surfaces 

Figure 3.2 demonstrates the reactivity trend of the H–Si(111) surface towards AA as a 

function of the reduction potential of the one-electron redox species that promotes the 

surface functionalization process. Freshly-etched H–Si(111) exhibits a characteristic ν(H–

Si) signal at 2083 cm-1 (Figure 3.2a).106,117 The inverted absorbance bands at 1231 cm-1 and 

1060 cm-1 correspond to the longitudinal and transverse optical modes, associated with 

ν(Si–O–Si),120 and derive from the oxide-terminated Si(111) used as a reference. H–

Si(111) surfaces, treated for 60 min with AA in the presence of 2.0 mM (Me5Cp)2Co 

(Figure 3.2b) or Cp2Co (Figure 3.2c), exhibited absorbance bands indicative of the 

resulting propionic acid-functionalized surface and acrylic acid polymerization 

products.108,109 The absorbance band centered at 1717 cm-1 corresponds to the ν(C=O) 

mode of the carboxylic acid group and decreased with decreasing reductant strength. Two 
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additional signals at 1455 cm-1 and 1411 cm-1 (Figure 3.2b) are ascribed to δ(Si–CH2) and 

δ(O–H), respectively, and provide further indication of the nature of the functionalized 

surface and the covalent C–Si bond formation. The characteristic ν(C=O) band is absent 

after surface treatment with (Me4Cp)2Ni as the reductant (Figure 3.2d) or in neat AA 

(Figure 3.2e). The functionalization reaction displaces the hydrogens bonded to the Si(111) 

surface as indicated by the reduction of 37% - 47% in the intensity of the sharp ν(H–Si) 

absorption. However, the H–Si bond is unstable, which makes quantitative comparison of 

its signal intensity difficult and impacts the observed intensity of both the initial hydride-

terminated surface and the functionalized surface.121 Treatment with increasing 

concentrations (5.0 mM, 10.0 mM) of (Me4Cp)2Ni for 60 min did not result in covalent 

binding of AA to Si(111), as evidenced by the absence of the ν(C=O) signal in the TIRS 

spectra (Figure 3.3). Shorter (Me4Cp)2Ni treatments were therefore not evaluated. Acidic 

conditions (i.e., AA solution) produce a positive shift in the reduction potential of 

metallocenes),111 placing the effective reduction potential of (Me4Cp)2Ni below the Si 

CBM, consistent with the lack of observed reductant-activated addition under such reaction 

conditions (Figure 3.4).  

 

Figure 3.2 TIRS data for H–Si(111) surfaces (a) after a 60 min treatment in acrylic acid (AA) 

solution containing 2.0 mM of (b) (Me5Cp)2Co, (c) Cp2Co, (d) (Me4Cp)2Ni, (e) or no reductant. 
The spectra are offset vertically for clarity. 
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Figure 3.3 TIRS data for H–Si(111) surfaces after 60 min of reaction in acrylic acid (AA) 

solution containing 10.0 mM (a), 5.0 mM (b), or 2.0 mM (c) of (Me4Cp)2Ni. The spectra are 

offset vertically for clarity. 

 

Figure 3.4 Comparison of cyclic voltammograms (CVs) for decamethylcobaltocene (orange), 

cobaltocene (purple), octamethylnickelocene (blue), nickelocene (red), and ferrocene (black) 

dissolved in methyl acrylate (MA) with 0.1 M TBAPF6 supporting electrolyte. The 

concentrations of cobaltocene, nickelocene and ferrocene are 10 mM. Formal reduction 

potentials were converted from V vs. Cp2Fe+/0 to V vs. SCE using Eo’(Cp2Fe+/0) = 0.455 V vs. 

SCE. Lower current density observed for methyl-substituted metallocenes are due to their 

lower solubility. Scan rate: 25 mV s-1.  

To further characterize the effect of the (Me5Cp)2Co and Cp2Co reductants on the 

electrophilic addition reaction to H–Si(111), the reductant concentration (2.0-10.0 mM) 

and the surface treatment time (10-60 min) were both varied. Figure 3.5 shows the TIRS 

spectra of H–Si(111) surfaces treated with 5.0 mM (Figure 3.5C and D) or 10.0 mM (Figure 

3.5A and B) AA solutions of (Me5Cp)2Co (Figure 3.5A and C) or Cp2Co (Figure 3.5B and 
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D). Increases in the reaction time resulted in a substantial increase in the ν(C=O) peak 

intensity. For longer reaction times (30 min for Cp2Co and 20 min for (Me5Cp)2Co), 

increases in the concentration of reductant, from 5.0 mM to 10.0 mM, resulted in a 

substantial increase in the ν(C=O) peak intensity, whereas no substantial difference was 

observed for shorter reaction times (20 min for Cp2Co and 10 min for (Me5Cp)2Co). For 

both reductant concentrations, the stronger reductant, (Me5Cp)2Co, produced higher 

intensity ν(C=O) peaks after 20 min of reaction than were observed after 30 min of reaction 

with Cp2Co.  Consistently, 10 min of reaction (Me5Cp)2Co produced similar intensity 

ν(C=O) peaks to those observed after 20 min of reaction with Cp2Co.  

 

Figure 3.5 TIRS data for H–Si(111) surfaces after treatment in acrylic acid (AA) solution 

containing: (A) 10.0 mM (Me5Cp)2Co, (B) 10.0 mM Cp2Co, (C) 5.0 mM (Me5Cp)2Co, and (D) 

5.0 mM Cp2Co. Surface treatment times varied between (a) 20-30 min and (b) 10-20 min for 

different reductants. The spectra are offset vertically for clarity. 
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XPS was used qualitatively to corroborate the formation of C–Si bonds and characterize 

the composition of the functionalized surface. In the Si XP spectra, the Si–H emission is 

obscured by that of Si–Si; however, in the C spectra the C-Si emission only partially 

overlaps that of adventitious carbon. This overlap prevented a quantitative surface 

coverage analysis rather representative XP spectra are presented. Figure 3.6 displays a XP 

spectrum of a surface-bound layer formed by treating H–Si(111) with a 10.0 mM AA 

solution of (Me5Cp)2Co for 10 min. The high-resolution C 1s spectrum (Figure 3.6B) had 

a peak at 284.2 eV with a FWHM of 0.87 eV indicative of formation of a covalent C–Si 

bond by the reductant-activated electrophilic addition of AA to H–Si(111).102,109  

A Monte Carlo simulation of the C 1s XP spectrum (Figure 3.7) was used to estimate the 

errors in the fitting and test the reproducibility. The STD of the fit was compared with the 

residual STD of ~ 1 observed in the noise of the background of the C 1 XP spectra.81 A 

Monte Carlo simulation using 30 simulated spectra resulted in standard deviations of 0.015 

and 0.030 for the peak position and full width at half maximum (FWHM), respectively, of 

the C–Si bond, indicating robust fitting parameters. The C 1s peaks at 285.0 (C–C and C–

H) and 286.7 eV (C–O) were ascribed to adventitious carbon on the surface, contributed 

by multiple species. These peaks could not be deconvoluted from those associated with the 

C–C and C–H of covalently bound AA. The multiple C–C and C–H species that contribute 

to the peak at 285.0 eV give rise to a large FWHM value of 1.36 eV much larger than that 

observed for the C–Si signal at 284.2 eV of 0.87 eV. While the overlap between the 

adventitious carbon signal at 285.0 and the C–Si signal prevented quantitative comparisons 

of peak areas for various samples the position of the peak and robustness of fit for the C-

Si emission allows the identification of AA covalently bound to the Si surface. The carbon 

signal observed at 288.9 eV was assigned to COOR34 had a FWHM of 1.39 eV similar to 

that of the adventitious C at 285.0 suggesting that either multiple adventitious species also 

contribute to the signal and/or the moiety can take on multiple configures relative to the Si 

surface.  



 

50 

 

 

 

Figure 3.6 XPS (A) survey spectrum and high resolution (B) C 1s, (C) Si 2p, (D) and O 1s 

spectra of H–Si(111) surface treated with acrylic acid (AA) solution of 10 mM (Me5Cp)2Co 

for 10 min.  
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Figure 3.7 XPS high-resolution C 1s spectra and Monte Carlo simulations for H–Si(111) 

surfaces treated with A. acrylic acid (AA) solution of 10 mM (Me5Cp)2Co for 10 min, B. AA 

solution of 10 mM Cp2Co for 30 min, C. methyl acrylate (MA) solution containing 2.0 mM 

(Me5Cp)2Co, and D. MA solution containing 2.0 mM (Me5Cp)2Co, followed by hydrolysis in 

1.0 M H2SO4(aq) at 35 ± 5 oC for 24 hours. 10 out of 30 representative simulated spectra are 

shown for clarity. 

The high-resolution Si 2p spectrum (Figure 3.6C) showed a 2p doublet (2p3/2 and 2p1/2 peak 

splitting) at 99.1 and 99.7 eV, corresponding to both bulk and surface Si.115 Signals 

originating from the carboxylic acid (C=O and (CO)OH) were observed in the high-

resolution O 1s spectrum (Figure 3D; 531.7 eV and 533.2 eV, respectively). The difference 

between their intensities and FWHM may be attributed to oxygen-containing adventitious 

species introduced during post-reaction handling. Silicon oxide was not detected in the Si 

2p and the O 1s spectra, and residual Co 2p was not detected in the survey spectrum (Figure 

3.6A). We have excluded the presence of a Si–O–C linkage as Si emissions characteristic 

of Si–O are absent in the Si 2p and O 1s spectra while the OH group remains intact (Figure 

3.6C and D). 
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The surface-bound layer formed by treating the H–Si(111) surface with a 10 mM AA 

solution of Cp2Co for 30 min (Figure 3.5B, a) was also characterized by XPS (Figure 3.8). 

The high-resolution C 1s spectrum exhibited the adventitious carbon signal at 285.0 eV, a 

C–Si signal at 283.8 eV, and a carboxylic acid signal at 288.9 eV (Figure 3.8B). The ratio 

of the C–Si to adventitious carbon signals increased compared to Figure 3.6B and was 

attributed to a higher degree of surface functionalization with longer reaction times 

allowing the binding energy of the C–Si bond to be more accurately determined. C–Si peak 

fit robustness was demonstrated with Monte Carlo simulation (Figure 3.7B) that resulted 

in standard deviation values of < 0.01 for both peak position and FWHM. Bulk and surface 

Si species, as well as carboxylic acid signals, were observed, at their expected binding 

energies in the high-resolution Si 2p and O 1s spectra, respectively (Figure 3.8C and D). 

The Si 2p spectrum did not display SiOx signals at high binding energies (101 eV – 102 

eV). A peak at 530.9 eV in the O 1s region corresponds to a metal oxide, likely Co, species. 

A peak at 780 eV in the survey spectrum can be assigned to Co 2p3/2 and is ascribable to 

Cp2Co and/or cobalt oxides absorbed on the surface that may be removed by further 

sonication and rinsing (Figure 3.8A) and was not further investigated.122  
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Figure 3.8 XPS survey spectrum (A) and high-resolution C 1s (B), Si 2p (C), and O 1s (D) 

spectra of H–Si(111) surface treated for 30 min with 10.0 mM Cp2Co in acrylic acid (AA). 

Surface-bound layer thicknesses were estimated using variable-angle spectroscopic 

ellipsometry (Table 3.1, Figure 3.9). Freshly prepared H–Si(111) resulted in an 

ellipsometrically measured overlayer of 1.21 ± 0.08 nm thick. Physisorbed carbon species 

are expected to contribute to this overlayer on the freshly prepared surface. Surface 

treatments with (Me4Cp)2Ni (Figure 3.3) resulted in measured overlayer thicknesses of 

~1.2 nm, indicating that AA was not bound to the surface. Treatment with 2.0 mM Cp2Co 

for 60 min produced an increase in the measured overlayer thickness to ~ 1.7 nm, which is 

in agreement with typical values measured for SAMs.123 (Me5Cp)2Co treatment under 

nominally similar conditions produced a substantially higher measured thickness (10.25 ± 

0.89 nm), consistent with polymerization after the initial SAM formation between surface-

bound moieties and free AA in solution.110 At a concentration of 2.0 mM, the stronger 

reductant ((Me5Cp)2Co) required intermediate reaction times (20-30 min) to produce layers 

of ~ 2.0 nm in measured thickness (Figure 3.10). At the same concentration, the 

intermediate strength reductant, Cp2Co, resulted in an ellipsometrically measured 2.89 ± 
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0.01 nm thick layer after 60 min, with little or no detectable surface functionalization at 

shorter reaction times. Thick surface-bound layers (> 6.9 nm), formed by AA 

polymerization on the surface, were observed with the stronger reductant ((Me5Cp)2Co), 

at higher concentration (10.0 mM), and longer reaction times (20 min for (Me5Cp)2Co and 

30 min for Cp2Co). Several combinations of reaction time and reductant concentration 

resulted in ellipsometric thicknesses and FTIR signals that were in accord with values 

measured for SAMs. However, the presence of a mixture of propionic acid SAM and 

polymerized products cannot be excluded because an increase in surface coverage and 

polymerization of the existing SAM with free AA can simultaneously occur.  

Table 3.1 Spectroscopic ellipsometry-derived layer thickness (nm).a,b 

 
(Me5Cp)2Co Cp2Co (Me4Cp)2Ni 

 

2.0 mM 5.0 mM 

10.0 

mM 2.0 mM 5.0 mM 10.0 mM 2.0 mM 5.0 mM 

10.0 

mM 

10 min 

1.19 ± 

0.02 

3.28 ± 

0.04 

3.19 ± 

0.08 
- 

0.97 ± 

0.02 

1.82 ± 

0.05 
- - - 

20 min 

1.35 ± 

0.02 

10.68 ± 

0.59 

14.46 ± 

0.54 
- 

1.72 ± 

0.01 

2.47 ± 

0.01 
- - - 

30 min 

6.94 ± 

1.01 
- - 

1.25 ± 

0.02 

7.23 ± 

0.92 

11.10 ± 

1.14 
- - - 

60 min 

10.25 ± 

0.89 
- - 

2.89 ± 

0.01 
- - 

1.18 ± 

0.02 

1.04 ± 

0.02 

1.27 ± 

0.02 

a Reductant ((Me5Cp)2Co, Cp2Co, (Me4Cp)2Ni) concentration: 2.0 mM, 5.0 mM, 10.0 mM.  

b Surface treatment time: 10-60 min. 
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Figure 3.9 Layer thickness of H–Si(111) surfaces treated with AA solutions of Cp2Co (orange) 

and (Me5Cp)2Co (cyan), measured by spectroscopic ellipsometry. Reductant concentrations 

are represented by patterns according to the legend. 

 

Figure 3.10 TIRS data for H–Si(111) surfaces after 10 min (d), 20 min (c), 30 min (b), and 60 

min (a) treatment in acrylic acid (AA) containing 2.0 mM of (Me5Cp)2Co. The spectra are 

offset vertically for clarity. 
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3.3.2 Addition of Methyl Acrylate to Si(111) surfaces 

To assess the contribution of polymeric species to the surface overlayer, polymerization 

during SAM formation can in principle be prevented by elimination of the –OH group on 

the AA, by use of MA (Figure 3.11). Figure 3.12 shows the TIRS spectra of H–Si(111) 

after reductant-activated addition of MA in the presence of (Me5Cp)2Co (Figure 3.12a), 

(Me4Cp)2Ni (Figure 3.12b), or Cp2Ni (Figure 3.12c). The ν(C=O) signal associated with 

the ester carbonyl appeared at 1744 cm-1 with significantly higher intensity for the samples 

treated with (Me5Cp)2Co and (Me4Cp)2Ni compared to those treated with Cp2Ni. This 

demonstrates that reductant-activated electrophilic addition is achieved when the 

reductant’s reduction potential is more negative than the Si CBM potential. When this 

condition is not met, surface functionalization is not obtained. As we cannot exclude that 

the surface coverage of the AA-functionalized surfaces is higher than the MA-

functionalized surfaces, a distinction between C=O bonds associated with monolayers and 

polymerized products cannot be made. Ellipsometrically-derived layer thicknesses were 

1.66 ± 0.05 nm ((Me5Cp)2Co), 1.89 ± 0.01 nm ((Me4Cp)2Ni), and 1.00 ± 0.01 nm (Cp2Ni), 

respectively.  

 

Figure 3.11 Schematic for polymerization through double bond of acrylic acid (top) and 

blocking of polymerization pathway via methyl ester substitution (bottom). 
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Figure 3.12 TIRS data for H–Si(111) surfaces after a 60 min treatment in methyl acrylate 

(MA) solution containing (a) 2.0 mM (Me5Cp)2Co, (b) 10.0 mM (Me4Cp)2Ni, and (c) 10.0 mM 

Cp2Ni. H–Si(111) surface treated with (Me5Cp)2Co was subjected to (d) hydrolysis in 1.0 M 

H2SO4 at 35 ± 5 oC for 24 hours. The spectra are offset vertically for clarity. 

Ester hydrolysis of the surface-attached MA was performed with the (Me5Cp)2Co-treated 

surface for 24 h in 1.0 M H2SO4 at 35 ± 5 oC. The hydrolysis resulted in the appearance of 

the characteristic carboxylic acid ν(C=O) signal at 1717 cm-1, whereas the 1744 cm-1 signal 

intensity decreased (Figure 3.12d), indicating partial hydrolysis. After hydrolysis, the 

ellipsometricallly measured overlayer thickness was 1.45 ± 0.01 nm. High-resolution C 1s 

XPS analysis of the MA-based SAM (Figure 3.13) was in accord with the TIRS data, 

showing a 20% increase in the ratio between the area of the carbonyl (~ 288.5 eV) and 

methyl (~ 286.5 eV) peaks. Moreover, the FWHM of the carbonyl peak increased from 1.3 

eV to 2.2 eV after hydrolysis, indicating the presence of two carbonyl species, as expected 

from partial ester hydrolysis. Although MA hydrolysis is expected to result in a decreased 

the XPS C–C emission, the decrease is obscured by an increase in surface adventitious 

carbon following exposure to solvents and air during MA hydrolysis. Monte Carlo 

simulations indicate a robust fit model for the C 1s peaks (Figure 3.7C and D).  
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Figure 3.13 XPS high-resolution C 1s spectra for H–Si(111) surfaces after a 60 min reaction 

time in methyl acrylate (MA) solution containing 2.0 mM (Me5Cp)2Co (A), and after 

hydrolysis in 1.0 M H2SO4(aq) at 35 ± 5 oC for 24 hours (B). The spectra are offset vertically 

for clarity. 

3.4 Conclusions 

In summary, we have demonstrated the reductant-activated electrophilic addition reaction 

to H–Si(111) surfaces using AA and MA. Reaction initiation requires the presence of a 

reductant with a reduction potential above the Si CB edge. For functionalization with AA 

or MA, the proposed mechanism involves the activation of the Si surface by injection of 

charge from a molecular reductant in solution. The activated surface then loses a H atom 

and is attacked by the Cβ of the free AA/MA in solution with the formation of a C-Si bond 

(Figure 3.1). AA functionalized surfaces can further react through the carboxylate group 

of the surface bound acrylate by reacting with the Cβ of free AA in solution with subsequent 

polymerization occurring through the carbon double bond (Figure 3.11).109,110 Radical-

initiated solution-based acrylate polymerization, reactions that require the presence of a 

radical initiator, UV irradiation, or elevated temperatures, which were not present during 

the reductant- activated surface functionalization, were unlikely to occur. The presence of 

the C 1s XPS emission, due to the C–Si bond, confirms the presences of the covalently 

bound acrylate (AA or MA) to the Si surface. XPS and FTIR data for both AA and MA 

indicate the presence of carboxylic acid and ester groups, respectively, which also confirms 

that functionalization occurs through the double bond end of the AA or MA.  
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Polymerization of surface bound MA did not take place, as seen by the similar thickness 

values obtained with different reductants, which supports the proposed polymerization 

mechanism when AA is present. Moreover, use of MA as the electrophile minimizes 

protonation of the metallocenes, which enables the reaction to occur with mild reductants, 

such as (Me4Cp)2Ni. H–Si(111) surface functionalization with AA and MA results in the 

consumption of H–Si bonds, which in turn will result in changes to the surface dipole and 

position of Si CBM relative to the solution electrochemical potential. These changes can 

impact the reactivity of the remaining Si surface atoms. Moreover, as the coverage 

increases, especially above the ~50% surface coverage levels observed herein, steric 

interactions between adjacent AA or MA groups would occur and significantly change the 

energetics of the reaction, making it harder to functionalize these sites.   

Reductant-activated electrophilic addition enables the formation of stable C–Si bonds 

while simultaneously enabling the incorporation of additional functional groups in the 

SAM. Reactive functional groups can be utilized for subsequent surface reactions and be 

used to covalently cross-link different Si surfaces for optoelectronic applications. This 

work expands our understanding on the utility of CB-initiated covalent surface 

functionalization processes.  

In the next chapter, we expand this surface functionalization method to silicon nanocrystals 

with diameters of 8 nm, 5 nm, and 3 nm, and explore the reaction dependence on reductant 

strength and nanocrystal size. This study will provide a deeper understanding of interplay 

between the reductant solution potential and the CB edge, which differs across the various 

sized silicon nanocrystals.   
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Chapter 4 – Reductant-activated Surface Functionalization of 

Silicon Nanocrystals 

 

4.1 Introduction 

Over the last decade, silicon nanocrystals (Si NCs) have emerged as a non-toxic, 

biocompatible alternative to the more commonly employed II-VI, IV-VI, and III-V 

semiconductor QDs.124,125 Silicon is comparatively less expensive than other QDs as it is 

an earth abundant material, making up approximately 28% of the earth’s crust.48,125,126 

Moreover, planar silicon has dominated the microelectronics industry for decades, leading 

to widespread knowledge about its mechanical, electronic, and optical properties.48,125,126 

In addition to these qualities that motivate the use of Si NCs as an alternative to other QDs, 

Si NCs also present distinctive optical and electronic properties that are not present in the 

bulk Si material such as observable photoluminescence.  

The properties of Si NCs can be tuned through chemical modification of the surface via 

covalent attachment of small organic moieties. Functionalization enables passivation of 

surface defects and protection from oxidation at ambient conditions,127 tuning of the band 

gap and resulting optical properties,6,128 tailoring of the NC solubility for desired 

applications,51 and covalent linkage to other structures or molecular catalysts.52 Current 

surface functionalization methods available for these materials include thermal 

hydrosilylation, radical and Lewis acid-mediated routes, photochemical hydrosilylation, 

and microwave methods.48 However, each of these functionalization pathways present 

certain disadvantages that limit the types of Si linkages that can be formed and the diversity 

of ligands that can be used. For example, thermal hydrosilylation must be conducted at 

very high temperatures often exceeding 170 ℃ with high boiling point solvents. In 

contrast, microwave methods allow for lower boiling point solvents, but require the use of 

specialized instrumentation. Radical and Lewis acid-mediated functionalization methods 

can be carried out with more mild synthesis conditions but cannot be used to attach ligands 

with multiple reactive ends or certain functional groups (e.g., alcohols). Photochemical 

functionalization can be performed without an initiator but is limited to NCs of diameters 

smaller than their Bohr exciton radius of 5 nm. These disadvantages impose a need for new 
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surface functionalization routes to expand the types of ligands and linkages that can be 

applied to Si NCs.  

Prior work demonstrated a new surface functionalization method for Si surfaces based on 

the addition of a one-electron, outer-sphere oxidant to facilitate attachment of nucleophilic 

ligands. This reaction was first shown by attaching methanol onto the bulk Si(111) surface 

through a Si–O linkage using a number of metallocene-based oxidants, where stronger 

oxidants enabled higher surface coverages.106 Oxidant-activated nucleophilic addition was 

then performed on various sizes of Si NCs to explore the relationship between the 

material’s electronic structure and the redox potential of the oxidant used.6 These reactions 

demonstrated that the redox potential of the oxidant must be more positive or near the 

valence band of the Si NC material as a requirement for successful attachment of organic 

moieties. In addition, this reaction allowed access to a diverse set of Si linkages through 

Si–O, Si–N, Si–S, and Si–P bonds.  Recently, an analogous reductant-activated surface 

functionalization route was developed to attached electrophiles (i.e., alkyl halides) onto 

1T´-MoS2 nanosheets, where the surface coverage similarly increased with reductant 

strength.81 This work was easily expanded to functionalize WS2 surfaces with methyl 

groups, demonstrating the reaction’s potential for broad applicability to other 

semiconductor surfaces.129  

We report herein the analogous reductant-activated electrophilic addition to Si NC surfaces 

and explore the relationship between the Si NC electronic structure and the redox potential 

of the reductants employed. Figure 4.1 illustrates the functionalization route explored, in 

which hydride-terminated Si NCs with diameters of 3, 5, or 8 nm were reacted with methyl 

acrylate (MA) in the presence of two one-electron metallocene reductants including 

cobaltocene (Cp2Co) and a stronger reductant, decamethylcobaltocene (Me10Cp2Co). 

Although the analogous electrophile acrylic acid has already been attached to Si NC 

surfaces using various functionalization routes,108,109 MA was selected as the electrophile 

for this work due to the lack of reactivity of its ester group toward oligomerization through 

the Michael addition reaction as discussed in Chapter 3,110 allowing for more facile and 

accurate characterization of the resulting monolayer (Figure 3.11). 
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Figure 4.1. Reductant-activated addition of electrophiles to hydride-terminated Si NCs. (a) 

Reaction scheme for surface functionalization of hydride-terminated Si NCs under the 

presence of the one-electron outer-sphere metallocene reductants. (b) Band diagram 

comparing bulk Si and various sizes of Si NC band edges relative to Evac and redox potentials 

of metallocenes used to activate electrophilic addition reaction. 

4.2 Experimental 

4.2.1 Materials 

Trichlorosilane (99%, Aldrich), anhydrous ethanol (200 proof, Koptec), hydrofluoric acid 

(49%, semiconductor grade, Transene), anhydrous methanol (99.8%, Sigma-Aldrich) were 

used as received. Methyl acrylate (%, Sigma-Aldrich) was degassed with three freeze-

pump-thaw cycles prior to use. Water (resistivity ≥ 18.2 MΩ-cm) was obtained from a 

Barnstead E-pure system. Forming gas (5% hydrogen/balance nitrogen) and argon (ultra-

high purity 5.0 grade) were purchased from Airgas. Unless specified, solvents were 

purchased as ACS grade and used as received. Decamethylcobaltocene and cobaltocene 

(technical grade, Aldrich) were used as received. Quartz tubes (22 × 25 mm, 4 ft. length) 

were purchased from GM Associates, and quartz boats (100 mm L × 17 mm W × 10mm 

H) from MTI Corporation. Alumina tubes (99.8%, 18 × 24 mm, 4 ft. length) were 

purchased from Anderman Industrial Ceramics, and alumina boats (99.8%, 70 mm L × 14 

mm W × 10 mm H) from Coorstek Incorporated. 
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4.2.2 Synthesis of Si NC composite 

Preparation of the Si NC/SiO2 composite was accomplished in two steps: synthesis of a 

sol-gel polymer precursor and its subsequent thermal processing.47,48 The sol-gel polymer 

precursor (HSiO1.5)n was synthesized by first adding trichlorosilane (4.5 mL, 45 mmol) to 

a Schlenk flask and cooling to 0 ℃ under inert atmosphere. While stirring vigorously, 

water (1.6 mL, 90 mmol) was added in one rapid injection while venting to remove 

hydrochloric acid vapors formed during the reaction, and the mixture was allowed to warm 

to room temperature for one hour. The resulting translucent white precipitate was then 

dried completely for at least three hours under vacuum. Due to its air-sensitivity, the sol-

gel polymer was used immediately after its synthesis. To prepare it for further processing, 

the large chunks of dried polymer were ground briefly (< 5 min.) via vigorous stirring 

under inert atmosphere, yielding a fine white powder. The sol-gel polymer precursor was 

then quickly transferred to a quartz boat and heated in a tube furnace to produce a 

composite of 3, 5, or 8 nm diameter Si NCs at a peak processing temperature of 1100, 1200, 

or 1300 ℃, respectively, for 1 hour under a slightly reducing atmosphere provided by 

flowing forming gas (95% nitrogen/5% hydrogen) at a flow rate of ~5 mL/s. A ramp rate 

of 10 ℃/min was used to reach the peak processing temperature. After heating, the 

composite was cooled to below 50 ℃ under forming gas flow before removal from the 

furnace. 

4.2.3 Preparation of hydrogen-terminated Si NC surfaces 

The hydride-terminated Si NC surface provides a highly reactive starting point for most 

surface functionalization methods. In a typical procedure, the Si NC/SiO2 composite (0.25 

g) was added to a 50 mL polymethylpentene (PMP) beaker with a Teflon stirbar. The 

powder was then suspended by sonication for 30-60 seconds in a solvent mixture of ethanol 

and water (1:1 v/v, 6 mL total). To this, hydrofluoric acid (3 mL) was added, and the brown 

mixture was stirred for 1 hour under subdued light. The completion of the etching process 

can be qualitatively confirmed by the golden color of the mixture. The liberated, 

hydrophobic Si NCs were then extracted with toluene (3 × 15 mL). The suspensions were 

centrifuged (3100 rpm, 10 min.), and the supernatant was quickly removed. The centrifuge 
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tubes containing the NC pellets were immediately backfilled with argon and then 

transferred to a nitrogen-filled glovebox for subsequent reactions.  

4.2.4 Addition of methyl acrylate to hydrogen-terminated Si NC surfaces 

Under inert atmosphere, Si NCs were suspended in degassed MA (20 mL) and partitioned 

evenly into four foil-covered vials containing the reductant (10 mM) or no reductant. The 

reaction solutions were stirred in the dark for 1 hour. The suspensions were centrifuged 

(3100 rpm, 10 min.), and the supernatant was removed in the glovebox. The Si NC pellets 

were rinsed with 5 mL methanol via sonication (2 min.) and centrifuged (3100 rpm, 10 

min). The supernatant was removed under inert atmosphere, and this process was repeated 

once more for a total of 2 times. The NCs were prepared for sample characterization by 

removing the supernatant and dropcasting the NCs with minimal solvent.  

4.2.5 Instrumentation 

The infrared (IR) spectra were collected by performing attenuated total reflectance Fourier 

transform infrared spectroscopy (ATR-FTIR) on a Thermo Scientific Nicolet 6700 optical 

spectrometer equipped with a thermoelectrically cooled deuterated L-alanine-doped 

triglycine sulfate (DLaTGS) detector, an electronically temperature-controlled (ETC) 

EverGlo mid-IR 13 source, a nitrogen gas purge, and a KBr beam splitter. Functionalized 

Si NCs were drop casted onto a diamond window and allowed to dry before measurement. 

X-ray photoelectron spectroscopy (XPS) data was collected using a Kratos AXIS Ultra 

spectrometer equipped with a hybrid magnetic and electrostatic electron lens system and a 

delay-line detector (DLD). The photoelectron-ejection vector was 90° with respect to the 

sample surface plane. XPS data were collected using a monochromatic Al Kα X-ray source 

(1486.7 eV) at pressures < 9 × 10-9 Torr. The electron-collection lens aperture was set to 

sample a 700 × 300 μm spot.  The analyzer pass energy was 80 eV for survey spectra and 

was 10 eV for high-resolution spectra. The electron-collection lens aperture was set to a 55 

μm spot size and the analyzer pass energy was 5 eV. The instrument energy scale and work 

function were calibrated using clean Au, Ag, and Cu standards. Si NC samples were 

prepared by dropcasting on Cu foil and allowed to dry under inert atmosphere and 
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transferred to the XPS. The instrument was operated using Vision Manager software v. 

2.2.10 revision 5 and data were analyzed using CasaXPS software (CASA Software Ltd). 

4.3 Results and Discussion 

4.3.1 Influence of reductant strength on Si NC reactivity 

Figure 4.2 displays a representative set of FT-IR spectra for hydride-terminated Si NCs 

treated in the absence of reductant and in the presence of reductant, with characteristic 

sharp Si–H stretching vibrations at ca. 2255 cm-1, strong Si–O–Si vibrations from ca. 1000-

1300 cm-1, and H–Si–O hybrid vibrations from ca. 800-900 cm-1 present in all spectra, 

corresponding well to the FTIR spectra reported by Henderson et al.47 Peaks associated 

with methyl acrylate were also observed in all three spectra, with characteristic C–H 

stretches at 2925 cm-1, C=O stretches at 1700 cm-1, C–H2 scissoring mode at 1450 cm-1, 

and a C–O stretch at 1395 cm-1. A small sharp peak for C=C was displayed at 1550 cm-1 

for samples treated in the absence of reductant. The presence of the C–H2 peak indicates 

successful attachment of MA due to the saturation of the C=C peak in the free molecule 

upon covalent binding to the Si surface.109 The higher intensity of this peak in samples 

treated with reductant compared to those treated without reductant demonstrates that the 

presence of the reductant increases the reactivity of the Si surface toward electrophilic 

addition. This is corroborated by the significantly greater intensity of the C=O and C–O 

peaks relative to the Si–H stretch in samples treated with reductant. Moreover, samples 

treated with the stronger reductant, decamethylcobaltocene, illustrate even greater relative 

C=O peak intensity, suggesting that stronger reductants increase surface coverage. 

However, the presence of Si–O vibrations associated with oxidation of the Si surface 

convolutes the exact MA coverage achieved due to the conversion of Si–H bonds to both 

Si–CH2 and Si–O bonds. No surface reacted with MA is completely rid of the hydride 

species, which may lead to oxidation during the rinsing process or during measurements.  
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Figure 4.2 Representative FT-IR spectra measured for 5 nm diameter Si NCs treated with 

neat MA under the presence of (a) no reductant, (b) decamethylcobaltocene, and (c) 

cobaltocene. Highlighted peaks in orange represent vibrations associated with Si bonds, and 

highlighted peaks in blue represent vibrations associated with MA.  

To corroborate the IR spectra, XP spectra were also collected for each of the samples. 

Figure 4.3 demonstrates a representative set of spectra measured for Si NCs with a diameter 

of 5 nm treated with MA in the presence of decamethylcobaltocene and cobaltocene and 

in the absence of reductant. In the absence of reductant, the Si 2p spectra demonstrates 

peaks at 100.5 eV and 101.6 eV corresponding to Si(0) atoms and Si–C bonds resulting 

from functionalization with MA through the C=C bond (Figure 4.3a). The presence of the 

small Si–C peak corroborates the presence of C–H, C=O, and Si–CH2 vibrations in the IR 

spectra (Figure 4.2a), indicating that minimal surface functionalization occurs even in the 

absence of reductant. The Si 2p spectra of the Si NCs treated in the presence of 

decamethylcobaltocene illustrate peaks at 98.3 eV, 98.9 eV, and 102.4 eV corresponding 

to Si(0) atoms, Si–C bonds, and silicon oxide species, respectively (Figure 4.3b). Si NCs 

treated with MA in the presence of cobaltocene display peaks at 98.7 eV, 99.6 eV, and 

102.9 eV corresponding to Si(0) atoms, Si–C bonds, and silicon oxide species (Figure 

4.3c). In both cases where the Si NCs were treated with MA in the presence of a reductant, 

the Si–C peak appears with greater area than the samples treated in the absence of reductant 
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due to the formation of a surficial Si–C bond through the Cβ atom of the C=C bond in MA. 

The presence of oxide species in the samples treated with reductant may be attributed to 

oxidation of the surface due to small amounts of oxygen introduced during the sonication 

and centrifugation process or during sample preparation prior to measurement. 

 

Figure 4.3 Representative XP spectra measured for Si NCs of 5 nm diameter treated with 

neat MA in the presence of (a, d) no reductant, (b, e) decamethylcobaltocene, and (c, f) 

cobaltocene. Each column represents each reductant condition tested. The top row represents 

Si 2p XP spectra and the bottom row displays C 1s XP spectra. 

Figure 4.3d-f displays a representative set of C 1s XP spectra of 5 nm diameter Si NCs 

treated with MA in the presence of decamethylcobaltocene and cobaltocene and in the 

absence of reductant. Si NCs treated with MA in the absence of reductant illustrate peaks 

at 283.7 eV, 285.1 eV, 286.0 eV, 287.8 eV, and 289.5 eV corresponding to C–Si, 

adventitious C–C, adventitious C=C, C–OMe, and C=O bonds, respectively (Figure 4.3d). 

The presence of a small C–Si peak indicates that a small amount of MA reacted with the 

Si NC surface. The C–OMe and C=O peaks in the XP spectra likely result from a 

combination of a small amount of surface functionalization as well as adsorbed residual 

MA. Si NCs treated in the presence of decamethylcobaltocene show peaks at 284.0 eV, 

285.0 eV, 285.7 eV, 286.6 eV, and 288.6 eV can be attributed to C–Si, adventitious C–C, 
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adventitious C=C, C–OMe, and C=O bonds, respectively. Samples treated with 

cobaltocene display peaks at 283.8 eV, 284.9 eV, 286.2 eV, 287.5 eV, and 289.0 eV 

represent C–Si, adventitious C–C, adventitious C=C, C–OMe, and C=O bonds, 

respectively. In contrast to the Si NCs treated without reductant, samples treated with 

decamethylcobaltocene and cobaltocene display stronger C–Si peaks due to greater extent 

of covalent functionalization. Furthermore, the C=O peak present in the spectra of Si NCs 

treated with decamethylcobaltocene appear with greater intensity than the C=O peak of Si 

NCs reacted with cobaltocene, which appears as a weaker shoulder. This further 

demonstrates that reductant strength increases the reactivity of the surface toward 

electrophilic addition, validating the reductant strength trends observed in the IR spectra 

(Figure 4.2b and c).   

4.3.2 Si NC size dependency of surface reactivity 

To determine the NC size dependency of the reaction, 8 nm and 3 nm diameter hydride-

terminated Si NCs were treated similarly with neat MA under the presence of no reductant, 

decamethylcobaltocene, or cobaltocene. Figure 4.4 displays zoomed-in regions containing 

the Si–H, C=O, and Si–O vibrations. The spectral trends observed for the 5 nm diameter 

Si NCs hold for each size tested, where the peak intensity of C=O increases dramatically 

with respect to the hydride peak when treated with stronger reductants. However, no 

distinct trend was observed correlating the size of the Si NC to the relative intensity of the 

C=O peak, indicating that there is no strong reaction dependency on Si NC size. This 

contrasts oxidant-activated addition,6 where NC size strongly influenced the extent of the 

reaction, displaying a distinct “on-off” mechanism in which the weakest reductant tested 

only activated 8 nm Si NCs toward nucleophilic addition and zero reactivity was observed 

for smaller NCs. In oxidant-activated nucleophilic addition, a major requirement for 

reactivity is that the redox solution potential of the oxidant must lie near or above the 

valence band of the Si NC used. Analogously, it was expected that the redox solution 

potential of the reductant must lie near or above the conduction band edge of the Si NC for 

reductant-activated electrophilic addition. Here, the lack of Si NC size dependency in 

reductant-activated addition may be attributed to the significantly smaller energy 
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difference between the conduction bands of the different sized Si NCs (Figure 4.1b) 

compared to the valence bands. 

 

Figure 4.4 Zoomed-in regions of FT-IR spectra for (a) 8 nm, (b) 5 nm, and (c) 3 nm diameter 

Si NCs treated with neat MA under the presence of no reductant (top, blue), 

decamethylcobaltocene (middle, red), or cobaltocene (bottom, green). Highlighted peaks in 

orange represent vibrations associated with Si bonds, and highlighted peaks in blue represent 

vibrations associated with MA. 

To further investigate the dependency of Si NC size on the reactivity of the surface toward 

electrophilic addition, XPS was performed and the size dependency of the reaction was 

compared using the C 1s XP spectra (Figure 4.5). Similar spectral trends were observed 

correlating reactivity to reductant strength as in Figure 4.3, where Si NCs treated with neat 

methyl acrylate in the presence of decamethylcobaltocene resulted in C=O peaks with 

greater area than the samples treated in the presence of cobaltocene. Those treated with 

cobaltocene result in a C=O peak that appears as a weak shoulder compared to 

decamethylcobaltocene-treated samples where the C=O peak is more distinct. As in Figure 

4.3, samples treated in the absence of reductant displayed a very weak to no C–Si peak 

indicating poor reactivity of the surface toward electrophilic addition, and peaks attributed 

to C=O and C–OMe can be associated with residual adsorbed methyl acrylate remaining 

from incomplete washing. No distinct trend was observed across the 8 nm, 5 nm, and 3 nm 

sized Si NCs, confirming the lack of size dependency of the reaction observed in the IR 

spectra (Figure 4.4).  
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Figure 4.5 C 1s XP spectra collected for Si NCs with diameters of (a-c) 8 nm, (d-f) 5 nm, and 

(g-i) 3 nm treated with neat methyl acrylate in the presence of (top row) no reductant, (middle 

row) decamethylcobaltocene, and (bottom row) cobaltocene. 

4.4 Conclusions 

In summary, reductant-activated electrophilic addition of methyl acrylate to hydride-

terminated Si NC surfaces was demonstrated, in which methyl acrylate adds to the surface 

through a covalent Si–C bond. When a reductant with a redox solution potential near or 

above the conduction band of the Si NC material is added, the surface becomes sufficiently 

electrophilic, allowing for the Cβ atom of methyl acrylate to bind to the surface, producing 

a covalent Si–CH2 bond. Thus, the reactivity of the surface toward electrophilic addition 

depends on the strength of the reductant, where stronger reductants resulted in greater 

extent of functionalization and the absence of reductant resulted in minimal to no reactivity. 
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This reductant strength dependency is observed across all sizes of Si NCs tested, including 

8 nm, 5 nm, and 3 nm diameters. Although oxidant-activated nucleophilic addition 

demonstrates a strong dependency on Si NC size, no trend was observed correlating Si NC 

size to the extent of electrophilic addition, which may be attributed to the small energy 

differences between the conduction band edges of the differently sized Si NCs in 

comparison to their valence bands. This work completes our experimental understanding 

of redox-activated surface reactions of Si materials, providing a new avenue for 

functionalization that is mild, requires no specialized equipment, and agnostic to functional 

groups in the small molecule bound to the surface. Furthermore, this work allows for more 

precise control over the Si surface at an atomic level. This novel functionalization route 

enables various applications and purposes, including electronic structure-selective 

purifications, new surface moieties with accessible functional groups that would otherwise 

be incompatible with conventional Si surface functionalization methods, as well as 

achievement of more complex 3D architectures by linking Si materials to other materials. 

In the final chapter, we present a new method of synthesizing Si NCs using a time-

dependent thermal annealing process and use oxidant-activated addition to form a mixed 

monolayer based on Si–O linkages. This reaction will provide a method for controlling the 

functional group that adds to the Si NC surface, while preserving the other functional group 

for further reactions. At the end of this chapter, we present a strategy for crosslinking Si 

NCs using the intact functional group with an orthogonal reaction to form a mesostructured 

material.   
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Chapter 5 – Time-dependent Silicon Nanocrystal Synthesis 

and Mixed Monolayer Surface Functionalization to Achieve 

Mesostructured Materials 

 

5.1  Introduction 

Quantum dots (QDs) are semiconductor nanocrystals that have revolutionized a wide 

variety of important technological fields including biological imaging and therapeutics,130–

132 sensing of chemically and biologically relevant compounds,133–136 environmental 

remediation,137,138 and photovoltaics139–142 owing to the unique size-tunable or shape-

tunable optical and electronic properties that arise from quantum confinement. However, 

most QDs are binary compounds composed of group II-VI, IV-VI, and III-V elements, 

leading to high toxicity and issues with biocompatibility.143 Over the last decade, silicon 

nanocrystals (Si NCs) have emerged as a non-toxic, biocompatible alternative to these 

more commonly employed II-VI, IV-VI, and III-V semiconductor QDs.124,125 Silicon is 

comparatively less expensive than other QDs as it is an earth-abundant material, making 

up about 28% of the earth’s crust.48,125,126 Moreover, planar silicon has dominated the 

microelectronics industry for decades, leading to widespread knowledge about its 

mechanical, electronic, and optical properties.48,125,126 In addition to these qualities that 

motivate the use of Si NCs as an alternative to other QDs, Si NCs also present distinctive 

optical and electronic properties that are not present in the bulk material. 

Si NCs have already found limited successful applications in biomedical imaging,49 light-

emitting diodes,51 sensing,52 and photodiodes.50 However, the challenges associated with 

wide-spread implementation of Si NC-based materials stem from their susceptibility to 

oxidation and poor solution dispersibility.16-18 To address these concerns, researchers have 

developed a myriad of covalent surface functionalization techniques for Si NCs utilizing 

thermal, radical-initiated, Lewis acid-mediated, photochemical, and microwave-heating 

methods.48 In addition to improving passivation against oxidation and solution 

dispersibility, functionalization enables tuning of optical properties, development of 

purification techniques, and formation of various three-dimensional architectures.  
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Despite considerable progress in improving the passivation and solution dispersibility of 

Si NCs, there are few experimental demonstrations using Si NCs in optoelectronic 

applications.128 The relative lack of examples has been attributed to the bulky, insulative 

alkyl chains that are used to yield solution-dispersible particles. These well-passivated 

surfaces are formed at the cost of reduced charge transport between NCs.  However, with 

proper interfacial design, Si NCs may display a host of promising properties for 

optoelectronic applications, including ready absorption of photons and efficient exciton 

transport, tunable absorption and emission properties by NC size and functionalization, 

essentially defect-free surfaces for very small NC diameters, and the potential for multiple-

exciton generation and hot carrier collection paradigms.144 Thus, interfacial design is 

critical to the successful implementation of Si NCs in optoelectronic applications. 

Researchers have explored several strategies for assembling Si NCs to enable more 

efficient energy harvesting. To date, the most promising methods encapsulate the NCs in 

either an amorphous inorganic matrix or an organic polymer blend to reduce the spacing 

between NCs. In the former strategy, a bulk heterojunction is formed at the interface of the 

inorganic matrix and the NCs. At this interface, excitons dissociate and then move between 

the NCs more efficiently due to the reduced QD spacing imposed by the inorganic matrix. 

Wang et al. demonstrated this concept with lead sulfide (PbS) QDs embedded within a zinc 

sulfide (ZnS) matrix.145 This encapsulation resulted in a nearly 10-fold reduction of the QD 

spacing from over 100 nm to fewer than 15 nm, and afforded high stability through a facile 

solution-based in situ process. However, this method requires precise control over the NC 

size and spacing and has yet to be achieved with Si NC systems. In the latter encapsulation 

strategy, Si NCs are blended with an organic polymer, within which excitons can 

dissociate. This matrix can form an electron-selective or hole-selective contact with other 

materials based on the energy level alignment at the interface. Kortshagen et al. 

demonstrated this concept with Si NCs embedded in a P3HT matrix, which provided a 

large interfacial area in which the donor-acceptor separation was within an exciton 

diffusion length of the absorption site.146 However, despite its appeal for solution 

processing, this method suffers from instability in ambient conditions and poor control over 

the interface morphology, lowering its overall practicality.144  
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These limitations motivate the development of an assembly method with more precise 

control over the NC spacing and enhanced stability of the system in ambient conditions. 

These goals may be realized through an alternative route in which Si NCs are assembled 

by covalently crosslinking the NCs via conjugated ligands (Figure 5.1). Synthesis of such 

a mesomaterial may result in promising optoelectronic properties such as improved hole 

transport through shorter, fixed distances between NCs. In addition, this assembly may 

yield greater charge separation, in which the conjugated crosslinking ligands provide a 

means for overcoming the high exciton binding energies present in Si NCs such that 

electrons can move through the ligand while holes are allowed to “hop” between NCs. 

Recently, the Lusk group demonstrated the viability and promise of such a system through 

computational studies for two Si147 NCs, showing that linkage by a single short, conjugated 

molecule increased carrier hopping rates by at least three orders of magnitude and outpaced 

photoluminescence rates.144  

 

Figure 5.1 Schematic diagram of a novel optoelectronic mesomaterial based on an assembly 

of covalently crosslinked Si NCs (grey spheres). Photoexcitation (orange) of the material 

induces formation of an electron-hole pair. Here, charge separation follows such that holes 

(h+) can hop across NCs while electrons (e-) are transported through conjugated crosslinking 

ligands (blue).    

Given these promising results, we propose to experimentally demonstrate these 

computational results through the synthesis of a novel optoelectronic mesomaterial. Our 

group has recently developed an oxidant-activated functionalization route that opens up 

new possibilities for synthesizing Si NCs with a wide variety of nucleophiles and Si 

linkages.6 Thus, we will use this method to develop a mesomaterial comprised of Si NCs 

linked by short conjugated ligands and passivated by small methoxy groups. Herein, this 
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report summarizes our progress in synthesizing and passivating these NCs, initial results 

in building the crosslinking ligand, and the outlook of this work toward achieving a 

mesomaterial with improved optoelectronic properties.  

5.2   Experimental 

Trichlorosilane (99%, Aldrich), anhydrous ethanol (200 proof, Koptec), hydrofluoric acid 

(49%, semiconductor grade, Transene), decane (≥99%, Sigma-Aldrich), 1-decene (94%, 

Aldrich), anhydrous methanol (99.8%, Sigma-Aldrich), anhydrous tetrahydrofuran 

(≥99.9%, Sigma-Aldrich), and 4-formylbenzoic acid (97%, Aldrich) were used as received. 

Water (resistivity ≥ 18.2 MΩ-cm) was obtained from a Barnstead E-pure system. Forming 

gas (5% hydrogen/balance nitrogen) and argon (ultra high purity 5.0 grade) were purchased 

from Airgas. Unless specified, solvents were purchased as ACS grade and used as received. 

Ferrocenium tetrafluoroborate (technical grade, Aldrich) was recrystallized prior to use. 

Quartz tubes (22 × 25 mm, 4 ft. length) were purchased from GM Associates, and quartz 

boats (100 mm L x 17 mm W x 10mm H) from MTI Corporation. Transmission electron 

microscopy grids (C-flat holey carbon grid, 1.2 μm hole, 1.3 μm space, 200 mesh) were 

purchased from Electron Microscopy Sciences.  

5.2.1 Synthesis of Si NC/SiO2 composite 

A typical preparation of the Si NC/SiO2 composite was accomplished in two steps: 

synthesis of a sol-gel polymer precursor and its subsequent thermal processing.  The sol-

gel polymer precursor (HSiO1.5)n was synthesized by first adding trichlorosilane (4.5 mL, 

45 mmol) to a Schlenk flask and cooling to 0 ℃ under inert atmosphere (nitrogen or argon). 

While stirring vigorously, water (1.6 mL, 90 mmol) was added in one rapid injection while 

venting to remove hydrochloric acid vapors formed during the reaction, and the mixture 

was allowed to warm to room temperature for one hour. The resulting translucent white 

precipitate was then dried completely for at least three hours under vacuum. Due to its air-

sensitivity, the sol-gel polymer must be used immediately after its synthesis. To prepare it 

for further processing, the large chunks of dried polymer were ground briefly (< 5 min.) 

via vigorous stirring under inert atmosphere, yielding a fine white powder.  
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The sol-gel polymer precursor was then quickly transferred to a quartz boat and heated in 

a 3-zone quartz tube furnace at a peak processing temperature of 1100 ℃ for 1 hour under 

a slightly reducing atmosphere provided by flowing forming gas (95% nitrogen/5% 

hydrogen) at a flow rate of ~5 mL/s. A ramp rate of 18 ℃/min was used to reach the peak 

processing temperature. After heating, the composite was cooled to below 50 ℃ under 

forming gas flow before removal from the furnace.   

5.2.2 Annealing of Si NC/SiO2 composite for crystal growth 

After removal from the furnace, the orange-brown Si NC/SiO2 composite was first 

mechanically ground to a very fine powder using an agate mortar and pestle with sodium 

chloride salt in a ~2:1 mass ratio of composite to salt. To prevent the formation of 

particulate dust, the mixture was wetted with ethanol to form a brown slurry. The 

composite grains that flowed freely in the supernatant of the ethanol mixture were collected 

by pipette while the larger grains were ground further with more ethanol. The freely 

flowing composite suspensions were combined and centrifuged (3100 rpm, 12 min.). The 

supernatant was discarded, and the salt was removed by suspending the pellet in deionized 

water (~14 mL), followed by vigorously shaking and centrifuging the mixture using the 

same settings. This rinsing process was repeated twice more. To remove the water for more 

efficient drying, the pellet was rinsed with acetone or methanol and centrifuged. The 

supernatant was discarded, and ~1-3 mL of acetone were used to form a thick slurry of the 

composite that was then transferred by pipette to a scintillation vial. Completely drying the 

composite under gentle flowing air for at least 2 hours yielded approximately 800-900 mg 

of a very fine orange-brown powder.  

Two methods were employed to grow the Si NCs: annealing by either varying the peak 

processing temperature or varying the peak processing time. In both procedures, the 

previously prepared composite was heated once more using nitrogen instead as the flowing 

gas delivered at a rate of ~5 mL/s. For both methods, the dry finely-ground orange-brown 

powder was first transferred to a quartz boat and loaded into the tube furnace. To grow the 

NCs using the former method, the composite was then heated using a ramp rate of ~18 

℃/min. to a peak processing temperature of 1200 ℃ or 1250 ℃. The composite was 
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annealed at this temperature for 1 hour and then cooled under gas flow to below 50 ℃ 

before removal from the furnace to yield a brown composite.  

In this report, most of the experiments use composites that were annealed by the latter 

growth method. Here, the finely-ground orange-brown powder was heated using a ramp 

rate of 18 ℃/min. to 1100 ℃ and then annealed at that temperature for a longer processing 

time ranging from 5-11 hours. The composite was then cooled to below 50 ℃ under gas 

flow before removal from the furnace to yield a brown composite.  

5.2.3 Hydride-termination of Si NCs by etching with hydrofluoric acid 

The hydride-terminated Si NC surface provides a highly reactive starting point for the 

majority of surface functionalization methods. In a typical procedure, the Si NC/SiO2 

composite (0.25 g) was added to a 50 mL polymethylpentene (PMP) beaker with a Teflon 

stirbar. The powder was then suspended by sonication for 30-60 seconds in a solvent 

mixture of ethanol and water (1:1 v/v, 6 mL total). To this, hydrofluoric acid (3 mL) was 

added, and the brown mixture was stirred for 1 hour under subdued light. The completion 

of the etching process can be qualitatively confirmed by the golden color of the mixture. 

The liberated, hydrophobic Si NCs were then extracted with a nonpolar solvent, i.e., 

toluene (3 × 15 mL) or decane (1 × 15 mL) and 1-decene (1 × 15 mL). When extracted 

with decane and 1-decene, the hydride-terminated NCs were immediately used in thermal 

hydrosilylation reactions. For hydride-terminated NCs extracted with toluene, the 

suspensions were centrifuged (2170 rpm, 10 min.), and the supernatant was quickly 

removed. The NC pellets were then combined, suspended in 15 mL of toluene, and 

centrifuged using the same settings for a rinsing process that was repeated a total of 2 times. 

The final pellets of hydride-terminated Si NCs were then suspended in 25 mL of anhydrous 

tetrahydrofuran for use in oxidant-activated nucleophilic addition reactions.     

5.2.4 Functionalization of Si NC surfaces with 1-decene 

The hydride-terminated Si NCs extracted with decane and 1-decene in the previous section 

were collected in an oven-dried Schlenk flask under a nitrogen atmosphere. Dissolved 

gases were then removed from the cloudy golden solution with three freeze, pump, thaw 

cycles. While stirring, the degassed solution was heated at 170 ℃ for 24 hours under a 
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nitrogen atmosphere. Subsequent cooling to room temperature yielded a transparent golden 

solution that was centrifuged (3100 rpm, 10 min) to form a very small brown pellet that is 

believed to be colloidally unstable large Si NCs and other decomposition products.  

The solvent and unreacted ligand was removed from the collected supernatants by rotary 

evaporation, leaving an orange solid that was then dissolved in toluene. To remove trace 

grease impurities, the dissolved Si NCs were then purified further by anti-solvent 

precipitation with methanol followed by centrifugation (3100 rpm, 15 min), and the process 

was repeated twice more. The purified functionalized Si NCs were suspended in toluene 

for further characterization. 

5.2.5 Functionalization of Si NC surfaces with methanol 

The hydride-terminated Si NCs extracted with toluene and suspended in 25 mL of 

anhydrous tetrahydrofuran in Section 5.2.3 were transferred to an oven-dried Schlenk flask 

and maintained under inert atmosphere (nitrogen or argon). Dissolved gases were removed 

from the cloudy golden solution with three freeze, pump, thaw cycles. During this process, 

a 1 mM oxidant solution was prepared by dissolving ferrocenium tetrafluoroborate (Fc+) 

with a small excess (3.0 mg, 0.011 mmol) in anhydrous methanol (10 mL). The blue 

oxidant solution was similarly degassed with three freeze, pump, thaw cycles. After the Si 

NC suspension completely warmed to room temperature, the flask was wrapped in 

aluminum foil, and 1.0 mL of the Fc+ solution was quickly added by syringe. The reaction 

mixture was stirred for 30 min. or 24 hours at room temperature under inert atmosphere.  

Following the reaction, the foil was removed, and the solvent and unreacted ligand was 

removed in vacuo until only ~3 mL remained. The NCs were then purified by suspension 

in the following solvent mixture: 10 mL ethanol, 1 mL methanol, 0.5 mL toluene, followed 

by centrifugation (3100 rpm, 7-8 min). The supernatant was removed, and the rinsing 

process was repeated for a total of 3 times. The resulting pellet of NCs was rinsed with 12 

mL of methanol and centrifuged using the same settings. The supernatant was then 

removed, and a small portion of the functionalized Si NCs were suspended in toluene for 

further characterization. 
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5.2.6 Functionalization of Si NC surfaces with methanol and 4-formylbenzoic acid 

The hydride-terminated Si NCs extracted with toluene and suspended in 25 mL of 

anhydrous tetrahydrofuran in Section 5.2.3 were transferred to an oven-dried Schlenk flask 

and maintained under an argon atmosphere. Dissolved gases were removed from the cloudy 

golden solution with three freeze, pump, thaw cycles. During this process, a 2, 10, or 100 

mM ligand solution was prepared by dissolving the respective amount of 4-formylbenzoic 

acid (6.0 mg, 0.040 mmol; 15 mg, 0.10 mmol; 150 mg, 1.0 mmol) in anhydrous methanol 

(20 mL; 10 mL; 10 mL). The clear solution was then similarly degassed with three freeze, 

pump, thaw cycles. After the Si NC suspension completely warmed to room temperature, 

the flask was wrapped in aluminum foil, and solid Fc+ (300 mg, 1.10 mmol) was added 

directly to the flask. The mixture was stirred for 2 min. under an argon atmosphere, and 

then 1.5 mL of the ligand solution was quickly added by syringe. The reaction was allowed 

to proceed for 24 hours at room temperature under an argon atmosphere.  

Following the reaction, the foil was removed, revealing a dark blue-green mixture. The 

solvent and unreacted ligand was removed in vacuo until only ~3 mL remained, and the 

NCs were then purified by suspension in the following solvent mixture: 10 mL ethanol, 1 

mL methanol, 0.5 mL toluene. The dark mixture was shaken vigorously and centrifuged 

(2480 rpm, 12 min.), and the supernatant was carefully removed and discarded. The NCs 

were rinsed using this process two more times, then similarly rinsed once with 12 mL 

methanol, yielding a dark brown pellet of functionalized Si NCs. The supernatant was 

discarded, and a small portion of the Si NCs was also dissolved in a variety of solvents 

ranging in polarity index for further characterization.   

5.2.7 Instrumentation 

The infrared (IR) spectra were collected by performing attenuated total reflectance Fourier 

transform infrared spectroscopy (ATR-FTIR) on a Thermo Scientific Nicolet 6700 optical 

spectrometer equipped with a thermoelectrically cooled deuterated L-alanine-doped 

triglycine sulfate (DLaTGS) detector, an electronically temperature-controlled (ETC) 

EverGlo mid-IR source, a nitrogen gas purge, and a KBr beam splitter. Functionalized Si 

NCs were drop casted onto a diamond window.  
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Powder X-ray diffraction (XRD) patterns were collected on a Bruker D2 Phaser equipped 

with a copper tube and LynxEye 1-dimensional detector with a 2.3° Soller slit. Samples 

were prepared by drop casting onto a silicon crystal specimen holder or by filling specimen 

well of a PMMA ring with dry powder. Patterns were measured using a step size of 0.01 

2θ, variable rotation of 5.0 min-1, and X-ray generation with 30 kV voltage and 10 mA 

current.  

Transmission electron micrographs (TEM) were obtained using a FEI Tecnai F30ST 

electron microscope with an accelerating voltage of 300 kV and equipped with a high angle 

annular dark field detector and a Gatan Ultra Scan 1000XP camera. TEM samples were 

prepared by drop casting the Si NC suspension in toluene on a holey carbon-coated Cu 

grid. The NC size distributions were determined using ImageJ (version 1.51).  

5.3  Results and Discussion 

5.3.1 Synthesis of Si NCs with controllable crystal growth by reductive thermal 

processing 

Si NCs embedded in an oxide matrix were successfully synthesized by procedures outlined 

by the Veinot group, involving the reductive thermal processing of the sol-gel condensation 

polymer (HSiO1.5)n at 1100 ℃ for 1 hour.47 ATR-FTIR was employed the investigate the 

chemical composition of these materials. Figure 5.2a shows the FTIR spectra of the sol-

gel polymer (HSiO1.5)n, with a characteristic sharp Si–H stretching vibration at  ca. 2255 

cm-1, strong Si–O–Si vibrations from ca. 1000-1300 cm-1, and H–Si–O hybrid vibrations 

from ca. 800-900 cm-1. These results correspond well to the FTIR spectra reported by 

Henderson et al.47 Figure 5.2b displays the FTIR spectra of the Si NC/SiO2 composite 

formed upon thermal processing of the polymer precursor, with an intense broad Si–O–Si 

vibration from 900-1300 cm-1 and lacks the Si–H stretch of (HSiO1.5)n. These results 

indicate the polymer was successfully converted to an oxide matrix upon thermal 

processing.  
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Figure 5.2 ATR-FTIR spectra of (a) (HSiO1.5)n polymer precursor and (b) Si NC/SiO2 

composite after reductive thermal processing. Disappearance of the Si–H peak at 2255 cm-1 

indicates successful conversion from the polymer to the composite. 

The Si NCs were also initially grown using a method reported by the Veinot group, in 

which the composites are first ground and then reprocessed at a higher temperature for 1 

hour under an inert atmosphere.47 XRD is a method widely-employed to assess the quality 

of the synthesized Si NC/SiO2 composite and qualitatively monitor nanocrystal growth.48 

XRD patterns for the Si NC/SiO2 composites synthesized at initially 1100 ℃ and then 

further processed at 1200 ℃ or 1250 ℃ are shown in Figure 5.3. All composites display 

broad reflections at ca. 28°, 47°, and 56°, which can be readily indexed to the (111), (220), 

and (311) crystal planes of silicon.47 Furthermore, the patterns illustrate clear peak 

broadening and increased intensity upon reheating the initial composite, but minimal 

change is observed between composites reheated at 1200 ℃ versus 1250 ℃. This change 

can likely be attributed to the similar size distribution of the embedded Si NCs when 

reprocessed at these temperatures.  

 

Si–H  

Si–O–Si  H–Si–O  
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Figure 5.3 XRD patterns of (a) initially synthesized composite from thermal processing of 

polymer at 1100 ℃, and composites subsequently reheated at (b) 1200 ℃ or (c) 1250 ℃. All 

patterns display characteristic reflections indexed to the (111), (220), and (311) 

crystallographic planes of Si diamond structure. Clear peak broadening and intensification 

is shown for reheating the initial composite, but minimal change is observed between 

composites reheated at 1200 ℃ versus 1250 ℃.   

Hydride-terminated Si NCs were liberated by etching the oxide matrix grown at 1250 ℃ 

with hydrofluoric acid. Figure 5.4 shows the FTIR spectra of the Si NCs embedded in the 

oxide matrix and the hydride-terminated Si NCs. After etching, the Si–O–Si vibrations 

from 900-1300 cm-1 disappeared, and the hydride-terminated Si NCs display new 

stretching and scissoring frequencies at ca. 2100 and 910 cm-1 that are characteristic of Si–

H,47 indicating successful removal of the matrix. This result is further validated by XRD; 

the large broad peak associated with amorphous oxide decreases upon etching, indicating 

the removal of the matrix (Figure 5.5). 

Following release of the hydride-terminated Si NCs, ferrocenium-activated methoxylation 

was attempted following procedures reported by Dasog et al. to achieve passivation of the 

Si NCs for use in our mesomaterial.6 The reaction proceeds by the transfer of an electron 

from the Si NC to the oxidant when the following conditions are met: 1) the solution redox 

energy is less than the surface resonance energy and 2) the solution redox energy is below 

or near the valence band edge of the Si NC.6 The first condition is met for all Si NC sizes, 

but the valence band edge shifts to more negative energies as the NC size decreases. Thus, 

smaller NCs with valence band edges below the redox energy of ferrocene/ferrocenium 

will not undergo methoxylation. Although the methoxylation procedure appeared 

straightforward, characterization of the functionalized particles by IR spectroscopy showed 
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that the initial attempt resulted in incomplete methoxylation as evidenced by a residual 

sharp Si–H peak. This result indicated that the size of the Si NCs may present a challenge 

in achieving a well-passivated surface.  

 

Figure 5.4 ATR-FTIR spectra of (a) Si NC/SiO2 matrix and (b) hydride-terminated Si NCs 

after etching with hydrofluoric acid. Disappearance of the Si–O–Si peak at 900-1300 cm-1 and 

appearance of Si–H frequencies at ca. 2100 and 910 cm-1 indicate successful etching of the 

oxide matrix.  

 

Figure 5.5 XRD patterns of (a) Si NC/SiO2 composite reprocessed at 1250 ℃ and (b) hydride-

terminated Si NCs after hydrofluoric acid etching. Reduction of the large broad peak 

associated with amorphous oxide indicates successful removal of the matrix and release of 

the Si NCs. 

Because the functionalization route is size-dependent and was previously demonstrated for 

NCs of approximately 8 nm in diameter, we investigated the size distribution of the 

hydride-terminated NCs by TEM. Figure 5.6 shows representative TEM images in which 
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the crystalline structure of the particles can be observed at high magnification. However, 

the hydride-terminated surface renders the NCs colloidally unstable, so the NCs tend to 

form secondary aggregates upon drop casting as evidenced by the imaged NC films. This 

agglomeration presents a significant challenge in determining the size distribution of our 

particles, as the NCs cannot be easily distinguished from one another. Moreover, the large 

NCs used within the ferrocenium-activated methoxylation study were grown at higher 

temperatures than our furnace could achieve. Thus, the incomplete functionalization may 

have resulted from using particles that were too small for the chosen oxidant. Similarly, 

using NCs with a wide size distribution may have led to incomplete methoxylation for 

smaller nanoparticles than the oxidant could activate. To resolve these issues, three 

modifications were made to the Si NC synthesis procedure.  

 

Figure 5.6 TEM of hydride-terminated Si NCs grown at 1250 ℃. (a) Poor colloidal stability 

of the NCs yields secondary aggregates upon drop casting, and (b) magnification displays Si 

NC films. This agglomeration presents a challenge in obtaining the size distribution due to 

difficulty in distinguishing individual NCs. 

We addressed the first challenge in controlling the average particle diameter during crystal 

growth by extending the peak temperature processing time instead of the peak processing 

temperature to induce Si NC growth. Various sol-gel polymer precursors may be used to 

synthesize Si NC/SiO2 composites. The reductive thermal disproportionation of the 

precursors leads to elemental Si that diffuses through the oxide matrix to form Si-rich 

nanodomains that eventually crystallize and grow to yield Si NCs.147 This growth 



 

85 

 

 

mechanism may be influenced by the structure of the polymer precursor, which affects the 

diffusion kinetics of the Si atoms within the oxide matrix.147 The (HSiO1.5)n precursor used 

in this work possesses a network structure (Figure 5.7a). It was found that Si NCs in a 

silicon oxycarbide (SiOC) glass derived from a similarly structured polysiloxane precursor 

could be grown by increasing the peak temperature processing time.148 In contrast, 

hydrogen silsesquioxane (HSQ) possesses a more open cage structure (Figure 5.7b) that 

was shown to initially yield larger Si NCs, but these NCs could not be grown further using 

the same method. These differing observations suggest that the precursor structure can 

influence the NC growth. Because our precursor possesses a network structure like that 

used to derive the SiOC glass, we anticipated that we could grow our Si NCs using a similar 

method. 

 

Figure 5.7 The polymer precursors (a) (HSiO1.5)n (network struture) and (b) HSQ (cage 

structure) possess different structures that may impact the growth mechanism of Si NCs by 

affecting the diffusion kinetics of Si atoms within the oxide matrix. 

To improve the size distribution of the Si NCs, Si NC/SiO2 composites must be ground to 

reduce the grain size and maximize their homogeneity.48 Otherwise, non-uniform grains 

will complete etching and release the embedded Si NCs at different rates, such that the 

freestanding NCs also begin etching and decreasing in size while additional Si NCs are 

released.  These different rates of etching completion effectively widen the size distribution 

and may hinder the oxidant-activated functionalization route. Thus, we increased the 

homogeneity of our composite grains by manually grinding them with sodium chloride salt 

prior to etching, which has been previously shown to ensure narrow NC size distributions.47  

Finally, to resolve the challenge in attaining images of disperse Si NCs for statistical 

analysis, we functionalized the Si NCs with 1-decene by thermal hydrosilylation.149 This 

functionalization route was selected for its facile synthesis and purification procedures that 

yield good surface coverage. Additionally, the size-independent nature of the reaction 

allows for more accurate determination of the NC size distribution by including smaller 
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NCs that could not be rendered dispersible by oxidant-activated functionalization.48 Using 

the three techniques discussed, we processed different Si NC/SiO2 composites for 5, 6, and 

7 hours at 1100 ℃.  

From Figure 5.8, TEM showed that this procedure afforded NCs with good colloidal 

stability, such that individual particles could be distinguished for more efficient and 

accurate diameter measurement. Figure 5.9 shows that processing times of 5, 6, and 7 hours 

yielded size distributions of 7.6 ± 1.5 nm (83 particle count), 8.0 ± 1.5 nm (176 particle 

count), and 8.8 ± 1.8 nm (282 particle count), respectively. This data indicates that we 

successfully controlled the NC growth by extending the thermal processing period of our 

composites. However, these measurements may be susceptible to possible overestimation 

due to the low image contrast and very small particle size relative to the TEM carbon grid 

background. Nevertheless, this process could feasibly provide particles of suitable diameter 

and size distribution to carry out oxidant-activated methoxylation and achieve passivation 

of the NC mesomaterial.  
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Figure 5.8 TEM of Si NCs functionalized with 1-decene using Si NC/SiO2 composites 

thermally processed for (1a) 5 h,  (2a) 6 h, and (3a) 7 h at 1100 ℃ demonstrate good colloidal 

stability allowing for efficient size measurement of individual particles. Magnification of the 

particles displays their crystalline lattice (1b, 2b, 3b). 
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Figure 5.9 Size distributions of Si NCs taken by measuring the particle diameter along its 

longest dimension. Heating at a peak temperature of 1100 ℃ for (a) 5 h, (b) 6 h, and (c) 7 h 

afforded NCs with size distributions of 7.6 ± 1.5 nm (83 particle count), 8.0 ± 1.5 nm (176 

particle count), and 8.8 ± 1.8 nm (282 particle count), respectively. This trend indicates that 

increasing the processing time yields controllable crystal growth. 

5.3.2 Methoxy-terminated surface functionalization of Si NCs 

The hydride-terminated Si NCs grown at longer processing times were methoxylated 

through ferrocenium-activated functionalization in the dark under an inert atmosphere. 

Figure 5.10 displays the ATR-FTIR spectra for the functionalized Si NCs that were grown 

for 6, 7, 10, and 11 hours at 1100 ℃. Upon comparison to IR spectra taken for methanol 

by Falk and Whalley,150 the spectra for our methoxylated-Si NCs displayed characteristic 

C–H stretches at ~2925 cm-1, weak C–H bending vibrations at ~1445 cm-1, and strong C–

H rocking vibrations at ~1256 cm-1. The C–O stretching vibration that was previously 

reported at ~1029 cm-1 may be convoluted with the Si–O–Si vibration from ~915-1205 cm-

1. Residual Si–H vibrations were observed at 2100 and 910 cm-1 for functionalized NCs 

that were grown for 6, 7, and 10 hours, but are nearly absent for NCs grown for 11 hours.  

Although statistical analysis showed that Si NCs grown for 6 hours possessed a size 

distribution matching the distribution used in previous reports, incomplete methoxylation 

indicated that the particle size may have been overestimated due to the difficulties in 

imaging the Si NCs, so the NCs were further grown using longer processing times. We 

observed the trend that the C–H stretch increased in intensity relative to the Si–H stretch, 

indicating that with growing NC size, ferrocenium-activated oxidation achieved more 

complete methoxylation. This observation corresponded well to the results reported by 

Dasog et al. for the dependence of methoxylation completion on NC size.6 The inset shown 

in Figure 5.10 shows the qualitative red-orange photoluminescence of the successfully 
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methoxylated NCs in toluene under UV-excitation, demonstrating the good colloidal 

stability of the NCs that remains even after storage under ambient conditions for a few 

days.  

 

Figure 5.10 ATR-FTIR spectra of the methoxylated Si NCs grown from composites thermally 

processed at 1100 ℃ for (a) 6 h, (b) 7 h, (c) 10 h, (d) 11 h. Characteristics C–H vibrations 

observed at ~2925, ~1445, and ~1256 cm-1. Expected C–O stretch at ~1029 cm-1 may be 

convoluted with Si–O–Si stretch from ~910-1205 cm-1. Relative intensity of C–H stretch and 

Si–H stretches at 2100 and 910 cm-1 indicate greater methoxylation completion with 

increasing NC size. Inset displays photoluminescence of methoxylated Si NCs (11 h grown) in 

toluene under UV irradiation.    

5.3.3 Mixed monolayer functionalization of Si NCs with 4-formylbenzoic acid and 

methanol 

After achieving methoxylation of the Si NCs that will provide passivation for the desired 

mesomaterial, we ran initial reactions aiming to build the crosslinking ligand illustrated by 
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Figure 5.11 by a two-step imine formation from dehydration of a carbinolamine 

intermediate. To simplify the required characterization, we divided the process into two 

orthogonal steps: functionalization of the Si NCs with a molecule containing exposed 

aldehyde groups, and subsequent reaction of these groups with a diamine to yield the imine 

crosslinking ligand. 

 

Figure 5.11 Crosslinking ligand to be employed in the Si NC mesomaterial synthesis. The 

ligand will be formed by oxidant-activated addition of 4-formylbenzoic acid to the Si NCs 

followed by imine formation upon p-phenylenediamine addition. 

This procedure presents several synthetic advantages that enable more efficient 

characterization over using a single molecule with two binding sites to form the linkage 

between NCs. In the first step, we can employ oxidant-activated addition of a molecule 

containing a nucleophilic group as well as the aldehyde group, i.e., 4-formylbenzoic acid, 

in order to control and ensure the aldehyde groups remain unbound and available for the 

following imine formation reaction. Second, the crosslink formed upon addition of the 

diamine forms a nitrogen linkage that can be readily characterized by ATR-FTIR, XPS, 

and solid-state NMR. Because this reaction is not carried out using oxidant-activated 

addition, these nitrogen bonds can only form upon crosslinking rather than during the initial 

functionalization step, which provides a simpler route for characterizing and confirming 

synthesis of the desired mesomaterial.   

The first step of the crosslinking procedure utilizes the oxidant-activated addition of 4-

formylbenzoic acid and methanol (Figure 5.12) to produce a mixed monolayer where 4-

formylbenzoic acid provides the building block of the crosslinking ligand and 

methoxylation passivates the NCs. Figure 5.13 shows the ATR-FTIR spectra of Si NCs 

grown for 11 hours and functionalized by the oxidant-activated addition of the aldehyde in 

concentrations of 2, 10, and 100 mM in methanol under an inert atmosphere in the dark. 

Broad peaks from approximately ~1500-1800 cm-1 not present on simply methoxylated 

surfaces appear for all aldehyde concentrations. For the addition of 10 and 100 mM 

aldehyde solutions, we also observe that peaks corresponding to methoxylated particles 
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increased in intensity when the aldehyde concentration was decreased. It is well-known 

that vibrations associated with aldehyde and carboxylate groups typically appear from 

approximately 1630-1740 cm-1,151 which lies within the range that we observe the new 

vibrations, making it likely that 4-formylbenzoic acid was added to the surface. However, 

further characterization with XPS and solid-state NMR of the exact monolayer composition 

is still needed to confirm this hypothesis. Figure 5.14 displays images of the Si NCs reacted 

with a 10 mM aldehyde solution dispersed in solvents of ranging polarity index (i.e., THF, 

dimethyl sulfoxide (DMSO), N,N-dimethylformamide (DMF), ethanol, and isopropyl 

alcohol (IPA)) under visible and UV-radiation. Weak photoluminescence was observed for 

Si NCs dispersed in DMSO and DMF, but it is still unclear whether this photoemission 

originates from functionalized NCs.    

 

Figure 5.12 Synthetic scheme for the mixed monolayer functionalization of Si NCs with 4-

formylbenzoic acid and methanol under argon via ferrocenium-activated nucleophilic 

addition. 



 

92 

 

 

 

Figure 5.13 ATR-FTIR spectra of 11h-grown Si NCs reacted with 4-formylbenzoic acid in 

concentrations of (a) 100 mM, (b) 10 mM, and (c) 2 mM in methanol through ferrocenium-

activated addition under inert atmosphere in the dark. (d) Methoxylated Si NC IR spectra is 

provided for comparison. New vibrations observed in ~1500-1800 cm-1 range that may be 

associated with carboxylate and aldehyde groups, but further characterization is still 

required to confirm this hypothesis. 

 

Figure 5.14 Images of Si NCs reacted with 10 mM aldehyde in methanol solution under visible 

light (top) and under UV light (bottom). The NCs are dispersed in solvents of varying polarity, 

i.e., THF, DMSO, DMF, ethanol, and IPA (left to right). Weak photoluminescence observed 

for dispersion in DMSO and DMF, but its origin is still unclear.  
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5.4  Conclusions and Outlook 

We have reported our efforts toward the synthesis of a novel Si NC mesomaterial 

passivated by methoxylation and comprised of particles linked together by a short 

conjugated molecule through imine formation. The size distribution and average particle 

diameter of Si NCs was controlled by extending the thermal processing time at 1100 ℃ of 

Si NC/SiO2 composites synthesized from the thermal disproportionation of the polymer 

precursor (HSiO1.5)n. Using this method to grow the Si NCs, we then achieved ferrocenium-

activated methoxylation of Si NCs with good solution dispersibility as confirmed by ATR-

FTIR. This methoxylation was a necessary step to passivate the desired mesomaterial. We 

then began building the ligand that would link the Si NCs to each other by a two-step 

orthogonal process involving imine formation through the reaction of exposed aldehydes 

to a diamine. We reported the preliminary ATR-FTIR spectral results of the first step of 

this crosslinking procedure, in which we aimed to synthesize Si NCs with exposed 

aldehydes by reacting hydride-terminated NCs with various concentrations of 4-

formylbenzoic acid in methanol. Although the exact composition of the surface monolayer 

of the Si NCs cannot be confirmed by ATR-FTIR spectroscopy alone, new peaks within 

the 1500-1800 cm-1 range appeared along with IR vibrations matching those of the 

methoxylated surface. The clear change in the IR spectra for these reactions holds promise 

for the possible achievement of a mixed monolayer. Further work will determine whether 

this bond vibration can be definitively associated with the aldehyde and carboxylate group 

by characterization with XPS and solid-state 1H and 13C NMR.  

Upon successful binding of a ligand containing exposed aldehyde groups to Si NCs, 

reacting these aldehydes by imine formation will build the conjugated crosslinking ligand. 

To achieve this, p-phenylenediamine will be added to the functionalized NCs and heated 

to drive the dehydration reaction to completion (Figure 5.15). ATR-FTIR spectroscopy, 

XPS, and solid-state 1H and 13C NMR spectroscopy will be employed to characterize this 

linkage by the appearance of C–N in the IR spectra, a new nitrogen peak in the N 1s XP 

spectrum, and the disappearance of the aldehyde signal in the NMR spectra.  

Once we can achieve a mesomaterial comprised of Si NCs crosslinked by a conjugated 

molecule, we will devise fabrication methods to form films of the mesomaterial. The film 
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morphology and Si NC spacing will be characterized by microscopy and X-ray scattering 

techniques. These films will then be used to investigate the effect of crosslinking on the 

carrier mobilities and on solar cell performance using device fabrication and 

characterization methods analogous to those employed for colloidal lead sulfide quantum 

dot inks.152   

 

Figure 5.15 Synthetic scheme for building crosslinking ligand by imine formation upon 

addition of p-phenylenediamine to exposed aldehydes on functionalized Si NCs, where heat 

is used to drive the reaction to completion.    
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Appendix 
 

Calculations used in Chapter 2 

1. DFT Modeling of Grand Canonical Potential Free Energy 

We used a published method to relate traditional Quantum Mechanics (QM), where the 

number of electrons is fixed throughout a reaction, to Grand Canonical QM, where the 

potential is fixed by allowing the charge to change. This method, called Grand Canonical 

Density-function Theory (GC-DFT), allows us to model reactions at fixed potential to 

make comparisons with experimental data. The relationship between the voltage-

dependent grand canonical potential (GCP) for surface states can be derived from 

traditional fixed-electron free energies using a Legendre transformation.10 The result is that 

GCP depends quadratically on the applied potential (U) and on the number of electrons, 

allowing a continuous description of the evolution of the initial state, final state, and 

transition state of a reaction with respect to potential, shown in Eq. 1: 

G(n; U) = F(n) – ne(USHE – U)      (1) 

where G is the grand canonical free energy, which depends on the applied voltage U vs 

SHE and the number of electrons n, e is the unit electronvolt in energy, F is the total free 

energy as a function of n, and USHE is the electronic energy at the standard hydrogen 

electrode (SHE) condition which is –4.44 V. U is defined such that the sign relates directly 

to the experimental potential, i.e., U = 0.4 V corresponds to 0.4 V vs SHE. For G(n; U) to 

be used as a thermodynamic potential, the number of electrons in the system must be 

equilibrated to the applied voltage and in order to obtain the value of G at equilibrium, F(n) 

must be minimized with respect to n, and thus the form of F(n) must be at least quadratic. 

Although F(n) appears to be linear with respect to n, as shown in the top row of plots in 

Figure 2.4, this apparent linearity is largely due to the linear contribution of the free energy 

of electrons. Linearly correcting for the free energies of electrons by plotting F(n) – nUSHE 

as shown in the plots in the bottom row of Figure 2.4 reveals that F(n) is quadratic with 

respect to n.  
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To determine how the potential varies with charge for a particular state along the reaction, 

whether it is the initial state, final state, or transition state of a reaction, we fitted F(n) 

quadratically to obtain the quadratic coefficients a, b, and c that can then be used to 

calculate the thermodynamic GCP free energy by Eq. 2: 

F(n) = a(n – n0)
2 + b(n – n0) + c   (2) 

where n0 is the number of electrons in a neutral system. 

To obtain the coefficients a, b, and c specific of the structures (all initial, transition, and 

final states) mentioned in this thesis, we obtained the optimized geometries using VASP at 

charges that span the potential of interest, then used jDFTx with CANDLE solvation to 

obtain the free energy and potential (V vs SHE) of the optimized geometry. The fluid was 

modeled to include fluoride anion and potassium cation components at concentrations of 

0.1 M. Figure 2.4 shows the fitting for F(n) – nUSHE vs n – n0 for the initial states, transition 

states, and final states for the reactions MoS2 + ClCH3 on S7 (a low-S sulfur), and on S10 

(a high-S sulfur). The initial states and final states for MoS2 reactions involving one or 

more sulfurs on the surface were also fitted using this method. 

2. Conversion from JDFT Output to Electrochemical Potential 

To convert µ, the potential relative to vacuum in hartrees, obtained from the JDFT 

calculation to a potential vs SHE, we multiplied µ by –27.2116 to get the potential relative 

to EVac, and used the relationships ESHE = –4.44 V vs EVac to obtain the following 

conversion:  

E vs ESHE = µ × –27.2116 – 4.44 V. (3) 

3. Conversion of Electrochemical Potential Values 

The relationship ESHE = –0.4 V vs E(Fc+/0) was used to convert the potential obtained from 

our electrochemical measurement of the open-circuit voltage of the dropcast ceMoS2 

electrode, as well as the potentials referenced in previously reported experimental 

reductant-activated work to a potential relative to SHE, to obtain the following table. The 

starred values were obtained from previous work.11 
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Reductant (A-) 

(50:1 red:ox) 

Potential vs E(Fc+/0) (V)  Potential vs ESHE (V) 

Open circuit voltage –0.1 0.3 

Nickelocene –0.52* –0.12 

Octamethylnickelocene –1.05* –0.65 

Cobaltocene –1.26* –0.86 

 

4. Calculations Using the Boltzmann Distribution and Eyring Equation 

The Boltzmann distribution for the relative probabilities of two states to be populated based 

on their free energies is given by: 

pi/pj = exp(–(Ei – Ej)/kBT) (4) 

where pi is the probability of the system being in state i, Ei is the energy of state i, kB is the 

Boltzmann constant, T is the temperature. In this work, we used the energy of the state in 

eV, kB = 8.617E-5 eV/K, and T = 298 K. 

The Eyring equation used to obtain the rate constant of a reaction based on the barrier 

height is given by: 

k = (kBT/h)exp(–ΔG‡/RT) (5) 

where k is the reaction rate constant, kB is the Boltzmann constant, T is the temperature, h 

is Planck’s constant, and R is the gas constant. We used the barrier height ΔG‡ values 

converted to J/mol, kB = 1.38E-23 J/K, T = 298 K, h = 6.63E-34 J·s, and R = 8.31 J/(K·mol).  
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Table A.1 List of free energies and electrochemical potentials for methyl-functionalized MoS2 

structures calculated using jDFTx with CANDLE solvation following optimization using 

VASP. Sulfur numbers refer to positions functionalized with propyl groups – see Figure 2.5 

in main manuscript for numbering overlaid on unit cell. S1–S4 and S9–S12 are high-S, and 

S5–S8 and S13–S16 are low-S. 

Methyl-functionalized 

Positions 

Excess 

Charge 

(Δn = n – n0) 

Free Energy (eV) Potential (V vs 

SHE) 

S6 2 –39015.62194 –0.1451678652 

S7 2 –39015.56757 –0.1581176480 

S10 2 –39015.07457 –0.1110112934 

S11 2 –39015.07597 –0.1124483108 

S7–S1 2 –39219.03720 –0.2158277643 

S7–S2 2 –39218.71193 –0.2303384589 

S7–S3 2 –39218.57902 –0.2639103078 

S7–S4 2 –39218.81809 –0.2001626449 

S7–S5 2 –39219.31858 –0.2041571445 

S7–S6 2 –39218.93827 –0.2066235223 

S7–S8 2 –39218.90332 –0.2173222254 

S7–S9 2 –39218.74437 –0.2156520590 

S7–S10 2 –39218.56138 –0.2547164061 

S7–S11 2 –39219.04605 –0.1037662594 

S7–S12 2 –39218.71646 –0.2264322881 

S7–S13 2 –39219.08074 –0.2129471988 

S7–S14 2 –39219.37704 –0.2148767189 

S7–S15 2 –39219.04942 –0.2322386177 

S7–S16 2 –39219.28967 –0.2405164408 

S7–S14–S1 2 –39422.73083 –0.3342205923 

S7–S14–S2 2 –39422.37121 –0.3650879075 

S7–S14–S3 2 –39422.29908 –0.3614640026 

S7–S14–S4 2 –39422.77784 –0.2822863285 

S7–S14–S5 2 –39423.14055 –0.2431903887 

S7–S14–S6 2 –39422.63582 –0.3340990653 

S7–S14–S8 2 –39422.60484 –0.3299136219 

S7–S14–S9 2 –39422.27783 –0.3679436560 

S7–S14–S10 2 –39422.30825 –0.3421299431 

S7–S14–S11 2 –39423.27163 –0.1683163107 

S7–S14–S12 2 –39422.55564 –0.2877080493 

S7–S14–S13 2 –39422.66948 –0.3428003009 

S7–S14–S15 2 –39422.56295 –0.3789889261 

S7–S14–S16 2 –39423.14198 –0.2433804617 

S5–S7–S14–S1 2 –39626.37219 –0.4572531613 

S5–S7–S14–S2 2 –39626.38574 –0.4505781286 

S5–S7–S14–S3 2 –39626.28589 –0.4394758230 

S5–S7–S14–S4 2 –39626.35928 –0.4414186768 

S5–S7–S14–S6 2 –39626.22129 –0.4670748345 

S5–S7–S14–S8 2 –39626.30293 –0.4385793640 

S5–S7–S14–S9 2 –39625.96078 –0.4492161336 
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S5–S7–S14–S10 2 –39625.99037 –0.4516703478 

S5–S7–S14–S11 2 –39626.07737 –0.4442290364 

S5–S7–S14–S12 2 –39626.05340 –0.4507323367 

S5–S7–S14–S13 2 –39626.34658 –0.4214947515 

S5–S7–S14–S15 2 –39626.32287 –0.4376117195 

S5–S7–S14–S16 2 –39626.91271 –0.2602234897 

S5–S7–S14–S16–S1 4.2 –39837.78754 –1.438823928 

S5–S7–S14–S16–S2 4.2 –39837.75893 –1.418702365 

S5–S7–S14–S16–S3 4.2 –39837.76080 –1.419020986 

S5–S7–S14–S16–S4 4.2 –39837.59129 –1.404813374 

S5–S7–S14–S16–S6 4.2 –39837.77007 –1.470188481 

S5–S7–S14–S16–S8 4.2 –39837.77159 –1.470006027 

S5–S7–S14–S16–S9 4.2 –39837.46449 –1.463542864 

S5–S7–S14–S16–S10 4.2 –39837.46278 –1.463826218 

S5–S7–S14–S16–S11 4.2 –39837.46483 –1.464397336 

S5–S7–S14–S16–S12 4.2 –39837.46251 –1.464285441 

S5–S7–S14–S16–S13 4.2 –39837.76509 –1.470329927 

S5–S7–S14–S16–S15 4.2 –39837.76305 –1.470693828 

S5–S7–S13–S14–S16–S1 4.2 –40040.18582 –1.416895025 

S5–S7–S13–S14–S16–S2 4.2 –40040.03326 –1.396416582 

S5–S7–S13–S14–S16–S3 4.2 –40040.35048 –1.529160671 

S5–S7–S13–S14–S16–S4 4.2 –40040.46668 –1.394890855 

S5–S7–S13–S14–S16–S6 4.2 –40040.36025 –1.563442525 

S5–S7–S13–S14–S16–S8 4.2 –40040.35948 –1.565256723 

S5–S7–S13–S14–S16–S9 4.2 –40039.94323 –1.548095863 

S5–S7–S13–S14–S16–S10 4.2 –40040.07683 –1.570291821 

S5–S7–S13–S14–S16–S11 4.2 –40040.01706 –1.576574190 

S5–S7–S13–S14–S16–S12 4.2 –40040.07341 –1.565660815 

S5–S7–S13–S14–S16–S15 4.2 –40040.36494 –1.570038726 
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Table A.2 List of free energies and electrochemical potentials for propyl-functionalized MoS2 

structures calculated using jDFTx with CANDLE solvation following optimization using 

VASP. Sulfur numbers refer to positions functionalized with propyl groups – see Figure 2.5 

in main manuscript for numbering overlaid on unit cell. S1–S4 and S9–S12 are high-S, and 

S5–S8 and S13–S16 are low-S. 

Propyl-functionalized 

Positions 

Excess Charge 

(Δn = Δn – n0) 

Free Energy (eV) Potential (V vs SHE) 

S6 1.5 –39388.79865 –0.02410696711 

S7 1.5 –39388.86435 0.001618770685 

S10 1.5 –39388.44943 –0.008178384932 

S11 1.5 –39388.40469 –0.007362499530 

S7–S1 1.5 –39967.79949 –0.1067574129 

S7–S2 1.5 –39967.59688 –0.1796247442 

S7–S3 1.5 –39967.37173 –0.1499892437 

S7–S4 1.5 –39967.62871 –0.09478912532 

S7–S5 1.5 –39968.00263 –0.07991199937 

S7–S6 1.5 –39967.72919 –0.07052203813 

S7–S8 1.5 –39967.72022 –0.09868794894 

S7–S9 1.5 –39967.54099 –0.1252863355 

S7–S10 1.5 –39967.46523 –0.1354528342 

S7–S11 1.5 –39967.18064 –0.1214119751 

S7–S12 1.5 –39967.57250 –0.09686166962 

S7–S13 1.5 –39968.12635 –0.0880166751 

S7–S14 1.5 –39968.02122 –0.1263387714 

S7–S15 1.5 –39967.82536 –0.1557426739 

S7–S16 1.5 –39967.98513 –0.1299585945 

S7–S13–S1 1.5 –40547.18107 –0.05973892461 

S7–S13–S2 1.5 –40546.87846 –0.2114407102 

S7–S13–S3 1.5 –40547.60282 0.009880675042 

S7–S13–S4 1.5 –40546.75350 –0.2103362458 

S7–S13–S5 1.5 –40547.53284 –0.05015902641 

S7–S13–S6 1.5 –40547.04140 –0.1850752277 

S7–S13–S8 1.5 –40547.03435 –0.1684045035 

S7–S13–S9 1.5 –40547.59601 0.009254644973 

S7–S13–S10 1.5 –40546.75434 –0.2098032794 

S7–S13–S11 1.5 –40547.02616 –0.1311133459 

S7–S13–S12 1.5 –40546.87749 –0.2122160503 

S7–S13–S14 1.5 –40547.03539 –0.1675663318 

S7–S13–S15 1.5 –40547.53636 –0.04753506624 

S7–S13–S16 1.5 –40547.04250 –0.1853094107 

S5–S7–S13–S1 1.5 –41126.68208 –0.1677352887 

S5–S7–S13–S2 1.5 –41126.98848 –0.1700037293 

S5–S7–S13–S3 1.5 –41127.07137 –0.1746474976 

S5–S7–S13–S4 1.5 –41126.95469 –0.1713118997 

S5–S7–S13–S6 1.5 –41126.74362 –0.1472847916 

S5–S7–S13–S8 1.5 –41126.73089 –0.1449886768 

S5–S7–S13–S9 1.5 –41126.75362 –0.1497482578 

S5–S7–S13–S10 1.5 –41126.71972 –0.1507592231 
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S5–S7–S13–S11 1.5 –41127.03528 –0.1693951963 

S5–S7–S13–S12 1.5 –41126.66282 –0.1589866776 

S5–S7–S13–S14 1.5 –41126.80911 –0.1772509675 

S5–S7–S13–S15 1.5 –41126.92102 –0.1639144807 

S5–S7–S13–S16 1.5 –41126.95990 –0.1685755284 
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Code for Coverage Simulations 

Python v. 3.8.5 was used to simulate the random addition of surface functional groups 

within a given set of constraints. For each model of coverage distribution, N = 2000 

simulations were performed of random surface functionalization on 100×100 grids. Half 

of the positions represent low-S and half represent high-S sulfurs, for a total of 5000 MoS2 

units. Each position has 6 neighbors, as shown in Figure 2.22. 

Section 1 is the “0-neighbor max low-S” model, which restricts functionalization to low-S 

positions and does not allow any functional groups to have nearest neighbors; Section 2 is 

the “global 1-neighbor max low-S” model, which restricts functionalization to low-S 

positions and allows a maximum of 1 neighbor for any functionalized position after each 

step; Section 3 is the “local 1-neighbor max low-S” model, which restricts functionalization 

to low-S positions and allows a maximum of 1 neighbor next to the position being 

functionalized; Section 4 is the “local 1-neighbor max” model, which allows a maximum 

of 1 neighbor next to the position being functionalized whether it is low- or high-S; and 

Section 5 is the “2-stage local 1-neighbor max” model, which functionalizes the surface 

first according to the “0-neighbor max low-S” constraints, then according to the “local 1-

neighbor max” constraints. 

The corresponding coverage per MoS2 from the simulations below can be calculated by 

taking the fraction of functionalized positions out of the total (number of functionalized 

positions divided by the total number of positions) multiplied by 2 to express the fractional 

coverage per MoS2 to follow convention with previous studies:  

Model coverage per MoS2 = 2 × Number of Functionalized Positions / Total Number of 

Positions 

1. Coverage distribution model for low-S with no neighbors (“0-neighbor max 

low-S”) 

The pseudocode and code to model the coverage distribution under the constraints that (1) 

low-S sulfurs can be functionalized with a maximum of 0 neighbors and (2) no high-S 

sulfurs can be functionalized, is given below. The pseudocode is: 
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1. Initialize a grid of 0’s (i.e., not functionalized) with length SHEET_SIZE that is 

divisible by 2. Even-indexed columns are high-S and odd-indexed columns are low-

S. Create a set of positions that correspond to low-S sulfur which is the set of odd 

numbers between 0 and (SHEET_SIZE – 1)2.  

2. Randomly select a number from this set of odd positions if it is not empty and 

convert it to the (row, column) location in the grid. 

3. Check the value in of the corresponding position in the grid. If it is 0 (i.e., not 

functionalized), functionalized it (i.e., change it to 1). Then, remove this position 

and the position above and below it from the set of positions available (all other 

adjacent positions are either not neighbors or are high-S). 

4. Repeat steps 2–3 until the set of available positions is empty. 

The Python code written in Jupyter Notebook used to obtain the coverage distribution is 

provided below. 
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Example surface after a simulation of a 12 × 12 grid: 
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2. Coverage distribution model allowing a maximum of two functional groups in 

a row on low-S (“global 1-neighbor max low-S”) 

The pseudocode and code to model the coverage distribution under the constraints that (1) 

low-S sulfurs can be functionalized if the result is no more than two adjacent functional 

groups and (2) no high-S sulfurs can be functionalized, is given below. The pseudocode is: 

1. Initialize a grid of 0’s with length SHEET_SIZE that is divisible by 2. Even-

indexed columns are high-S and odd-indexed columns are low-S. Create a set of 

positions that correspond to low-S sulfur which is the set of odd numbers between 

0 and (SHEET_SIZE – 1)2.  

2. Randomly select a number from this set of odd positions if it is not empty and 

convert it to the (row, column) location in the grid. Functionalize this position. (i.e., 

set the value in the grid to 1). 

3. If functionalization yields more than 2 functional groups in a row, remove this 

functional group: check every window within which this position is contained for 

more than 2 functional groups in a row. If there is more than 2, stop checking and 

remove this functional group (i.e., set the value to 0).  

4. Remove this position from the set of positions available to be functionalized. 

5. Repeat steps 2–4 until the set of available positions is empty. 

The Python code written in Jupyter Notebook used to obtain the coverage distribution is 

provided below. 
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Example surface after a simulation of a 12 × 12 grid: 
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3. Coverage distribution model allowing at most one adjacent functional group 

to functionalization site at each step and only low-S (“local 1-neighbor max 

low-S”) 

The pseudocode and code to model the coverage distribution under the constraints that (1) 

a low-S sulfur site can be functionalized if there is a maximum of 1 neighbor to the 

functionalization site and (2) no high-S sulfurs can be functionalized is given below. The 

pseudocode is: 

1. Initialize a grid of 0’s with length SHEET_SIZE that is divisible by 2. Even-

indexed columns are high-S and odd-indexed columns are low-S. Create a set of 

positions that correspond to low-S sulfur which is the set of odd numbers between 

0 and (SHEET_SIZE – 1)2.  

2. Randomly select a number from this set of odd positions if it is not empty and 

convert it to the (row, column) location in the grid. 

3. Check the values of the position above and below to see if there is at most one of 

these positions that is functionalized (i.e., sum of the values in positions above and 

below is < 2). If this is the case, functionalize this position (change to 1). Remove 

this position from the set of positions available. (Other positions not above/below 

are either not neighbors or are not high-S.) 

4. Repeat steps 2–3 until the set of available positions is empty. 

The Python code written in Jupyter Notebook used to obtain the coverage distribution is 

provided below. 
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Example surface after a simulation of a 12 × 12 grid: 
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4. Coverage distribution model allowing at most one adjacent functional group 

to functionalization site at each step, on any sulfur (“local 1-neighbor max”) 

The pseudocode and code to model the coverage distribution under the constraints that any 

site can be functionalized if there is a maximum of 1 neighbor to the functionalization site, 

is given below. The pseudocode is: 

1. Initialize a grid of 0’s with length SHEET_SIZE that is divisible by 2. Even-

indexed columns are high-S and odd-indexed columns are low-S. Create a set of 

positions that corresponds to both low- and high-S sulfur which is the set of 

numbers between 0 and (SHEET_SIZE – 1)2. 

2. Randomly select a number from this set of positions if it is not empty and convert 

it to the (row, column) location in the grid. 

3. Check the values of the neighboring positions to see if there is at most one of these 

positions that is functionalized (i.e., sum of the values is < 2). In converting the 

hexagonal MoS2 surface to a rectangular grid, the even-indexed rows have 

neighbors to the top, bottom, left, top right, right, and bottom right, and the odd-

indexed rows have neighbors to the top, bottom, top left, left, bottom left, and right. 

If there is at most 1 neighbor in total, functionalize this position (change to 1). 

Remove this position from the set of positions. 

4. Repeat steps 2–3 until the set of positions is empty. 

The Python code written in Jupyter Notebook used to obtain the coverage distribution is 

provided below. 
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Example surface after a simulation of a 12 × 12 grid: 
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5. Coverage distribution model for a 2-stage process, first following “0-neighbor 

max low-S”, then following “local 1-neighbor max” (“2-stage local 1-neighbor 

max”) 

The pseudocode and code to model the coverage distribution under the constraints that (1) 

the surface is functionalized first according to the “0-neighbor max low-S” constraints, and 

(2) the remaining open positions are functionalized according to the “local 1-neighbor 

max” constraints, is given below. The pseudocode is: 

1. Initialize a grid of 0’s with length SHEET_SIZE that is divisible by 2. Even-

indexed columns are high-S and odd-indexed columns are low-S. Create 2 sets of 

positions (a primary and secondary) that correspond to low-S sulfur which is the 

set of odd numbers between 0 and (SHEET_SIZE – 1)2. 

2. Randomly select a number from this set of odd positions if it is not empty and 

convert it to the (row, column) location in the grid. 

3. Check the value in of the corresponding position in the grid. If it is 0 (i.e., not 

functionalized), functionalized it (i.e., change it to 1). Then, remove this position 

from both the primary and secondary sets, and remove the position above and below 

it (i.e., the low-S positions) from the primary set of positions. 

4. Repeat steps 2–3 until the primary set of available positions is empty. 

5. Combine the secondary set with a set of positions representing the high-S positions 

(even numbers between 0 and (SHEET_SIZE – 1)2 to form the set of remaining 

positions. 

6. Randomly select a number from the set of remaining positions if it is not empty and 

convert it to the (row, column) location in the grid. 

7. Check the values of the neighboring positions to see if there is at most one of these 

positions that is functionalized (i.e., sum of the values is < 2). In converting the 

hexagonal MoS2 surface to a rectangular grid, the even-indexed rows have 

neighbors to the top, bottom, left, top right, right, and bottom right, and the odd-
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indexed rows have neighbors to the top, bottom, top left, left, bottom left, and right. 

If there is at most 1 neighbor in total, functionalize this position (change to 1). 

Remove this position from the set of remaining positions. 

8. Repeat steps 6–7 until the set of remaining positions is empty. 

The Python code written in Jupyter Notebook used to obtain the coverage distribution is 

provided below. 
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Example surface after a simulation of a 12 × 12 grid: 
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