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ABSTRACT

Accurate and verifiable computation of the properties of real materials with strong
electron correlation has been a long-standing challenge in the fields of chemistry,
physics, and material science. Most existing algorithms suffer from either approxi-
mations that are too inaccurate, or fundamental computational complexity that is too
high. In studies of simplified models of strongly-correlated materials, tensor net-
work algorithms have demonstrated the potential to overcome these limitations. This
thesis describes our research efforts to develop new algorithms for two-dimensional
(2D) tensor networks that extend their range of applicability beyond simple models
and toward simulations of realistic materials.

We begin by describing three algorithms for projected entangled-pair states (PEPS,
a type of 2D tensor network) that address three of their major limitations: numerical
stability, long-range interactions, and computational efficiency of operators. We
first describe (Ch. 2) a technique for converting a PEPS into a canonical form. By
generalizing the QR matrix factorization to entire columns of a PEPS, we approxi-
mately generate a PEPS with analogous properties to the well-studied canonical 1D
tensor network. This connection enables enhanced numerical stability and ground
state optimization protocols. Next, we describe (Ch. 3) a technique to efficiently
represent physically realistic long-range interactions between particles in a 2D ten-
sor network operator, a projected entangled-pair operator (PEPO). We express the
long-range interaction as a linear combination of correlation functions of an aux-
iliary system with only nearest-neighbor interactions. This allows us to represent
long-range pairwise interactions with linear scaling in the system size. The third
algorithm we present (Ch. 4) is a method to rewrite the 2D PEPO in terms of a
set of quasi-1D tensor network operators, by exploiting intrinsic redundancies in
the PEPO representation. We also report an on-the-fly contraction algorithm using
these operators that allows for a significant reduction in computational complexity,
enabling larger scale simulations of more complex problems.

We then move on to describe (Ch. 5) an extensive study of a “synthetic 2D
material”—a two-dimensional square array of ultracold Rydberg atoms—enabled
by some of the new algorithms. We investigate the ground state quantum phases
of this system in the bulk and on large finite arrays directly comparable to recent
quantum simulation experiments. We find a greatly altered phase diagram com-
pared to earlier numerical and experimental studies, and in particular, we uncover
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an unexpected entangled nematic phase that appears in the absence of geometric
frustration.

Finally, we finish by describing (Ch. 6) a somewhat unrelated, but topically similar
project in which we investigate the feasibility of laser cooling small molecules
with two metal atoms to ultracold temperatures. We study in detail the properties
of the molecules YbCCCa and YbCCAl for application in precision measurement
experiments.
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C h a p t e r 1

INTRODUCTION

This chapter will begin by giving a short but broad overview of context and moti-
vation for the research described in subsequent chapters of this thesis. It will then
proceed by giving a basic introduction to tensor networks, which are the primary
technical topic of the work. Finally, the chapter will conclude by summarizing the
research contributions presented in this thesis.

1.1 Context and motivation
The properties of molecules, materials, and their chemical reactions are described
by the equations of quantum physics. Solving these equations allows researchers to
investigate the atomic-level origin of interesting phenomena, as well as to predict
and design new systems with desirable functions. Quantum systems are able to host
an extraordinarily wide variety of interesting behaviors that arise due to quantum
correlations. When a large number of nuclei and electrons are combined together
into molecules and materials, the resultant behavior is not simply a “sum” of the
behavior of individual particles. Coordinated, collective physics can emerge such as
the famous quantum Hall effect [1, 2] and high-temperature superconductivity [3–
5]. Judging by the frenzied pace at which new discoveries are currently being made,
many collective phenomena remain to be fully understood, with other important
ones likely yet to be discovered!

The basics
The many-body Schrödinger equation allows us to study all types of quantum systems
and make predictions about them. It is often written in the following remarkably
simple notation,

𝑖ℏ
𝑑

𝑑𝑡
|Ψ(𝑡)⟩ = �̂� |Ψ(𝑡)⟩ . (1.1)

The Hamiltonian of the system, �̂�, encodes all the components of its total energy—
typically the motion of individual particles and the interactions between each pair
of them. This operator changes depending on the system one wants to study,
since different molecules or materials will contain different types of atoms and
different numbers of electrons. The time-dependent quantum state of the system,
or wavefunction, is denoted |Ψ(𝑡)⟩. This object describes all the probabilities of
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finding the system in any possible configuration of particles’ positions and momenta.

One simple property of the above equation is that if �̂� itself does not explicitly
depend on time (which is often the case), then quantum systems admit a set of
stationary states. Such states do not change over time if they are not perturbed, and
thus have fixed energies 𝐸 . These states are fundamental to describing all possible
behaviors of the system, and are given by the solutions to the even simpler looking
time-independent Schrödinger equation,

�̂� |Ψ⟩ = 𝐸 |Ψ⟩ . (1.2)

Nevertheless, this simple notation belies an extraordinary complexity. Since |Ψ⟩
encodes the probability of all possible configurations of the system, it is a function
whose complexity grows exponentially with the number of degrees of freedom. This
exponential growth is a classic example of the so-called “curse of dimensionality”,
and prohibits even the world’s largest supercomputers from directly solving the
equation for more than ∼ 15 degrees of freedom.

In order to solve Eq. (1.2) for complex problems of practical interest, which typically
contain much more than 15 electrons, a wide variety of numerical algorithms with
sub-exponential scaling have been designed to obtain approximate solutions. De-
veloping techniques to obtain more accurate approximations while still requiring a
reasonable amount of computing resources has been an active field of research across
chemistry, physics, and material science since the advent of electronic computers in
the 1950s. Broadly speaking, this is the focus of this entire thesis.

Low energy physics
A related concept to the exponential complexity of the quantum state |Ψ⟩ is the
fact that, in general, Eq. (1.2) has an exponential number of valid solutions with
different energies 𝐸0, 𝐸1, . . . , 𝐸𝑁 and corresponding states |Ψ0⟩ , |Ψ1⟩ , . . . , |Ψ𝑁⟩.
In this thesis we are interested in the low energy properties of the systems we study.
Simply, the lowest energy states describe how the system behaves when it is cooled
to low temperatures. At absolute zero, the complexity mentioned above is eliminated
because the system has no choice but to assume its lowest energy state, known as the
ground state. As the temperature is raised, the additional energy allows the system
to access other states with low energies close to the ground state. Even at room
temperature, it is typically true that the large majority of solutions |Ψ𝑖⟩ are too high
in energy to contribute meaningfully to the description of the system. In this sense,
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molecules and materials in an “ordinary” environment are described by their low
energy physics.

It is common practice across the broad field of numerical simulation for quantum
systems to focus most on studying the ground state. In part, this is because systems
at finite temperature can often be described by the ground state plus some small
perturbations coming from low-energy excited states. In part, it is simply because
it makes the problem of solving Eq. (1.2) more tractable by eliminating one source
of exponential complexity (the number of solutions). The remaining problem of
determining the ground state is still exponentially challenging in general, and thus
there are a variety of different approaches to approximate the solution.

Ab initio approach
One predominant approach for gleaning useful knowledge about the ground state
despite our incomplete ability to solve Eq. (1.2) is the ab initio approach. This
perspective is more common in the fields of chemistry and material science. The
central idea is to make as few approximations as possible to the true Hamiltonian
describing all the nuclei and electrons in the molecule or material under investigation.
In other words, the goal is to keep almost all atomic-level detail in the description of
the problem and then try to solve it as well as possible given the complexity of the
system’s description. This results in a (non-relativistic) Hamiltonian of the form

�̂� = −
∑︁
𝐴

ℏ2

2𝑚𝑖
∇2
𝑖 −

∑︁
𝑖,𝐴

𝑍𝐴𝑒
2

|®𝑟𝑖 − ®𝑟𝐴 |
+

∑︁
𝑖≠ 𝑗

𝑒2

2|®𝑟𝑖 − ®𝑟2
𝑗
|

−
∑︁
𝐴

ℏ2

2𝑀𝐴

∇2
𝐴 +

∑︁
𝐴≠𝐵

𝑍𝐴𝑍𝐵𝑒
2

2|®𝑟𝐴 − ®𝑟𝐵 |
, (1.3)

where 𝑖 and 𝑗 label electrons, 𝑚 is the electron mass, 𝐴 and 𝐵 label nuclei, 𝑀𝐴

and 𝑍𝐴 are the nuclear mass and proton number, ®𝑟 is the spatial coordinate of each
particle, ∇2 is the kinetic energy operator, 𝑒 is the electron charge, and ℏ is the
reduced Planck constant. In the field of quantum chemistry, which is primarily
concerned with the electronic structure, the Hamiltonian is made slightly simpler by
invoking the Born-Oppenheimer approximation [6]. The positions of the nuclei are
“frozen” and the solution becomes a function of a fixed set of nuclear coordinates
{𝑟𝐴},

�̂� ({𝑟𝐴}) = −
∑︁
𝐴

ℏ2

2𝑚𝑖
∇2
𝑖 −

∑︁
𝑖,𝐴

𝑍𝐴𝑒
2

|®𝑟𝑖 − ®𝑟𝐴 |
+

∑︁
𝑖≠ 𝑗

𝑒2

2|®𝑟𝑖 − ®𝑟2
𝑗
|
. (1.4)

These descriptions are often very faithful to the details of the real matter that one



4

wants to study, and accurate solutions yield results that are in direct agreement with
appropriate experimental measurements. However the complexity and generality
of this description often makes it difficult to solve with high accuracy. For this
reason, a large hierarchy of algorithms has been developed which have a gradual set
of trade-offs between accuracy and computational efficiency. For a fixed budget of
computational resources, smaller systems with few atoms can be studied with highly
accurate methods, while larger systems require methods that are more efficient, but
which contain significantly more approximations.

One widely-used set of techniques is density functional theory (DFT) [7, 8]. This
framework maps the many-body problem into an auxiliary system of non-interacting
electrons, which instead interact with an average potential based on the position of all
other electrons. Specifically, this potential is generated by an exchange-correlation
functional of the 3-dimensional electron density. By mapping the interacting prob-
lem to a non-interacting problem, standard DFT algorithms scale with the number
of electrons 𝑛𝑒 as 𝑂 (𝑛3

𝑒), a dramatic reduction from the general 𝑂 (2𝑛𝑒) complex-
ity. This efficiency makes DFT very popular for studying large systems. However,
this reduction of complexity stems from the approximate nature of the exchange-
correlation functional, which accounts for all the many-body effects. Although
an extraordinary number of different functionals have been proposed for studying
different types of systems, there is no rigorous and systematic way to improve the
accuracy of a given functional for all systems [9]. This generically prevents DFT
algorithms from providing verifiable, high-accuracy quantitative solutions for the
ground state.

Another common set of techniques, often referred to as “wavefunction theory”, forms
a more rigorous hierarchy. The most efficient, and most approximate, algorithm
within this set is Hartree-Fock theory, which represents the wavefunction in a
compact form known as a Slater determinant [10]. This representation of the
wavefunction contains no quantum correlations between electrons. More accurate
techniques are then built on top of this simple wavefunction by systematically adding
in an increasing amount of quantum correlations using a variety of strategies. As
more correlations are built in, the wavefunction can represent a larger class of
possible ground states, but the scaling of the computations also increases. The most
accurate method of this hierarchy that is commonly used in realistic calculations is
coupled cluster theory [11]. While Hartree-Fock theory scales with the number of
electrons 𝑛𝑒 as𝑂 (𝑛4

𝑒), common versions of coupled cluster scale as𝑂 (𝑛6
𝑒) −𝑂 (𝑛8

𝑒).
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This inherent trade-off between efficiency and accuracy makes solving the ab initio
problem with high accuracy for large systems a grand challenge of the field. In the
case of studying materials this becomes an important issue because many materials
contain numerous heavy atoms in a unit cell, each of which has many electrons1.
If the electrons in the ground state are strongly correlated, obtaining accurate solu-
tions becomes extremely challenging. Unfortunately, many of the most interesting
collective quantum phenomena are stabilized by the presence of these correlations.
This challenge has recently spurred significant renewed research efforts [12–15].

The “big picture” motivation for the research presented in the subsequent chapters
of this thesis is to develop new algorithms that are able to overcome this limitation in
the study of materials. To do so, we seek to adapt high-accuracy algorithms that are
utilized in a different paradigm of material simulation. These algorithms are based
on tensor networks, which are systematically improvable like the wavefunction
methods mentioned above, but do not suffer from the concomitant penalty of an
increased computational complexity2. They are typically used in the context of
solving simplified models. We will conclude Section 1.1 by briefly discussing the
simplified models paradigm of material simulation, and then in Section 1.2 turn to
a more thorough introduction of tensor networks, their associated advantages over
the typical ab initio methods, and their limitations that have so far prevented them
from studying realistic descriptions of materials.

Simplified models approach
Another major approach for gleaning useful knowledge about the ground state of
a system despite our incomplete ability to solve Eq. (1.2) is based on simplified
models. This approach is more common in the field of condensed matter physics,
and is primarily used for studying materials. This is slightly different than the ab
initio approach, which is regularly used for both molecules and materials. The

1It is important to note that simply having many electrons does not intrinsically preclude a
material from being “properly” studied with a purely ab initio approach. Many materials (such as
band insulators and basic metals) have very simple electronic properties which contain little or no
electron correlation. This allows highly approximate algorithms such as DFT to nevertheless obtain
an accurate solution.

2Of course, the computational effort still increases for an increased accuracy, but the scaling
relation does not change.
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primary goal of using simplified models to study materials is twofold: (i) to write
down a Hamiltonian that can qualitatively reproduce a specific material phenomenon
of interest, while (ii) simultaneously being simple enough to solve exactly or to very
high accuracy, even for large systems. To this end, the most successful model
Hamiltonians include only the smallest number of physical details necessary to
generate a ground state that stabilizes a particular phenomenon.

For a concrete comparison to Eq. (1.3), a very famous model system for studying
Mott insulators [16, 17] is the Hubbard model [18],

�̂� = −𝑡
∑︁
⟨𝑖, 𝑗⟩,𝜎

(
�̂�
†
𝑖,𝜎
�̂� 𝑗 ,𝜎 + �̂�†𝑗 ,𝜎 �̂�𝑖,𝜎

)
+𝑈

∑︁
𝑖

�̂�𝑖,↑�̂�𝑖,↓. (1.5)

Here, 𝑖 labels a site on a regular lattice (typically a 𝑑-dimensional cubic lattice), ⟨𝑖, 𝑗⟩
denotes pairs of nearest neighbor sites, �̂� (†) is a fermionic annihilation (creation)
operator, 𝜎 labels fermion spin, and �̂�𝑖 is the density operator on site 𝑖. Qualitatively,
this model describes fermions “hopping” around freely on a cubic lattice, only
interacting with each other (with strength 𝑈) if two fermions occupy the same site.
This physical picture is drastically simpler than the one described in Eq. (1.3).
Perhaps remarkably, by tuning the relative strengths of the parameters 𝑡 and 𝑈, the
ground state of this simple model displays the essential behavior of a Mott insulator,
which emerges in much more complex settings in real materials such as transition
metal oxides.

In general, this approach of using simplified models will not yield quantitative results
directly comparable to experiments on real materials. The purpose of this sacrifice
is to enable the qualitative study of a wide variety of complex collective phenomena.
For example, there are an extensive number of studies on topics such as frustrated
magnetism, superconductivity, and topological order. However, as discussed earlier,
the ground states that support such phenomena contain a significant amount quantum
correlations, or to be more precise, quantum entanglement. In order to regularly
investigate these types of ground states, high-accuracy algorithms are essential.
These requirements have led to the development of a variety of algorithms that
have much different advantages and limitations than those described in the ab initio
section. Some of the most successful algorithms in terms of accuracy, efficiency,
and flexibility (to study a variety of different models) are based on tensor networks.

Although tensor network techniques are predominantly used to study models, they
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are quite versatile. Much effort has been invested into adapting them to the ab initio
language for molecules, and it has resulted in great success. They have been used to
successfully study some of the most well-known, challenging problems in quantum
chemistry, including benzene polymorphs [19], the P-cluster of nitrogenase [20],
and the chromium dimer [21]. However, the analogous application of tensor net-
work methods to materials has not yet been realized, due to a lack of appropriate
algorithms. In the following section, we will review some basics of tensor networks
and describe the origin of these algorithmic limitations. Then, in the final section
of this chapter we will provide an overview of the research described in the rest of
the thesis, which is aimed at developing new algorithms that will eventually enable
tensor network simulation of realistic materials. For now, the advances described in
this thesis allow for the successful high-accuracy simulation of Hamiltonians with
an intermediate level of complexity between simple models and full ab initio.

1.2 Tensor networks
This section aims to review some of the important concepts of tensor networks
that the following chapters assume as basic knowledge of the reader. The expedited
presentation of this extensive topic will likely not contain enough details for complete
beginners, whom we refer to Refs. [22, 23] for much more detail.

The basics
The term “tensor network” refers to a broad set of mathematical objects and their
associated numerical algorithms. The basic element, a tensor, is defined in this field
simply as a multi-dimensional array. Common objects in linear algebra such as
matrices, vectors, and scalars are 2, 1, and 0-dimensional tensors, respectively. We
will quickly adopt a graphical diagrammatic notation which greatly simplifies the
forthcoming algebraic expressions. To represent arbitrary 𝑛-dimensional tensors,
we will draw them as shapes with 𝑛 “legs” sticking out. Each leg represents a single
axis of the tensor, and the size of this axis is called the bond dimension.

Connecting two legs represents a tensor contraction operation. Some simple in-
stances of this operation include the matrix-vector product and matrix-matrix mul-
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tiplication, however it can also be a completely general operation between higher-
dimensional tensors.

A tensor network (TN) can now be simply defined as any diagram that consists
of multiple tensors with connected legs, with no completely disconnected sets of
tensors. The result of the specified contraction can be arbitrary; it could repre-
sent a scalar or an 𝑛-dimensional tensor. Although this is very general, there are
some specific structures of tensor networks that have important properties for the
representation of quantum states, which we will discuss in a moment.

Another basic operation that is very important is matrix decomposition. Specif-
ically, let us consider the singular value decomposition (SVD) of a matrix 𝑇𝑎𝑏 =∑
𝑖𝑈𝑎𝑖Σ𝑖𝑖𝑉𝑖𝑏. This too can be generalized into a tensor form by “vectorizing” multi-

ple indices into the left-hand side and all the other indices into the right-hand side3.
For example, the indices of the 4-dimensional tensor 𝑇𝑤𝑥𝑦𝑧 can be re-grouped as
𝑇(𝑤𝑥),(𝑦𝑧) = 𝑇𝑎𝑏, where dim(𝑎) = dim(𝑤) × dim(𝑥) and dim(𝑏) = dim(𝑦) × dim(𝑧).
After performing an SVD on the newly defined matrix, the indices 𝑎 and 𝑏 can be
re-factored like

∑
𝑖𝑈𝑎𝑖Σ𝑖𝑖𝑉𝑖𝑏 =

∑
𝑖𝑈𝑤𝑥𝑖Σ𝑖𝑖𝑉𝑖𝑦𝑧 = 𝑇𝑤𝑥𝑦𝑧.

3To avoid any confusion, there is a different operation known as “higher order SVD” that can
also be performed on generic tensors. We are not discussing that operation, and it is not used in this
thesis.
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Matrix product states
A general many-body quantum state for 𝑁 degrees of freedom can be written, in
second-quantized form, as a superposition of all possible basis states,

|Ψ⟩ =
∑︁

𝑖1,...,𝑖𝑁

Ψ𝑖1,...,𝑖𝑁 |𝑖1, . . . , 𝑖𝑁⟩ , (1.6)

where the coefficient for each basis state is contained in the 𝑁-dimensional tensor Ψ.
If each degree of freedom |𝑖𝑘⟩ has dimensionality 𝑑, then Ψ contains 𝑑𝑁 elements.
This reflects the exponential scaling of wavefunction that makes simulation of
quantum systems challenging, as we discussed more generally in previous sections.

To design an algorithm that can perform efficient computations, one common strat-
egy is to define an ansatz forΨwhich contains a much smaller number of parameters.
With this more compact form of wavefunction, the objective is then to optimize its
parameters to reproduce a target state of interest with as much accuracy as possible
given the constraints of the ansatz. When trying to study the ground state of a
system, the variational principle of quantum mechanics guarantees that this opti-
mization is specifically a minimization of the energy; the state with minimal energy
is the ground state.

A good ansatz for Ψ should be chosen on the basis of physical intuition so that,
as the parameter space for coefficients gets restricted, the excluded states are those
that are most irrelevant for describing the target state. A very general and powerful
ansatz is the matrix product state (MPS) tensor network.

If all the connected legs in the MPS are restricted to a constant bond dimension 𝐷,
the number of unique parameters in the ansatz is just linear in the number of degrees
of freedom, 𝑂 (𝑁𝑑𝐷2).

The physical justification for this considerable simplification comes from one-
dimensional (1D) simplified models. In this context it has been proven that for
the ground state of any Hamiltonian containing only localized interactions, away
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from criticality, the entanglement entropy at any bipartition of the system grows pro-
portionally to the size of the boundary of the partition [24]. This important result
is known as the “area law of entanglement” for ground states. In one dimension,
the boundary of a bipartition is simply a point, which means that the size of the
boundary remains constant regardless of the size of either partitioned component of
the system. As a consequence we have a remarkable property, that the entanglement
between any two partitions is bounded by a constant.

This property is central to the success of tensor networks as a variational ansatz
for ground states, since it is built in by construction. Consider a general bipartition
of the degrees of freedom in the exact tensor Ψ𝑖1,...,𝑖𝑘 ,...,𝑖𝑁 = Ψ(𝑖1,...,𝑖𝑘),(𝑖𝑘+1,...,𝑖𝑁 ) .
Performing a tensorized SVD according to this grouping of indices gives us the
Schmidt decomposition of the quantum state

|Ψ⟩ =
∑︁

𝑖1,...,𝑖𝑁

∑︁
𝛼

𝑈(𝑖1,...,𝑖𝑘),(𝛼)Σ𝛼,𝛼𝑉(𝛼),(𝑖𝑘+1,...,𝑖𝑁 ) |𝑖1, . . . , 𝑖𝑘⟩ ⊗ |𝑖𝑘+1, . . . , 𝑖𝑁⟩ , (1.7)

where Σ𝛼 are the Schmidt values. The von Neumann entanglement entropy between
these two parts of the system is given by 𝑆 = −∑

𝛼 Σ
2
𝛼 logΣ2

𝛼. For one-dimensional
models, the area law tells us that this quantity is a constant, which means that the
number of non-zero entries in Σ𝛼 will be constant despite the clear mathematical
possibility for it to grow exponentially with the total size of the smaller partition.

If we now look back at the structure of the MPS with constant bond dimension 𝐷,
we can imagine choosing any point 𝑘 along the 1D chain and contracting all the
tensors together on either side of the partition, leaving only the bond at position
𝑘 (which connects the partitions) uncontracted. This diagram would be identical
to the tensorized SVD of the original exact state, with the Schmidt values on the
bond in between the left and right partitions. Above, we just detailed how we only
need a constant number of Schmidt values at this partition to accurately represent
the 1D ground state, which corresponds exactly to the constant bond dimension 𝐷
in the MPS. Returning to the original MPS diagram, this analysis can be repeated
successfully for any partition point 𝑘 , revealing that the bond dimension 𝐷 MPS
can represent nearly all 1D ground states with extremely high accuracy.

An analogous 1D tensor network structure exists for efficiently representing opera-
tors, such as the Hamiltonian. This is known as a matrix product operator (MPO),
and its basic properties are discussed in detail in Chapter 4. These efficient and
highly accurate representations of both states and operators can be used to formulate
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an efficient variational minimization algorithm over the manifold of all matrix prod-
uct states, which is known as the density matrix renormalization group (DMRG) [22,
25, 26]. It has been used with extraordinary success to solve for the ground states
of nearly any imaginable 1D quantum system [27]. Importantly, it scales linearly
with the number of degrees of freedom in the system, so it can been used to study
very large systems and even infinitely-sized systems [28] if there is some degree of
translational invariance.

Aside from its efficient representability of 1D ground states, which we discussed
above, another key property of the MPS that enables the success of DMRG is that
the MPS can be transformed into a “canonical form”. Specifically, this form allows
for efficient computational operations4 and numerically stable optimization. The
canonical form makes use of the inherent gauge freedom present in a MPS, which
can be revealed by inserting a pair of matrices 𝑋𝑋−1 on any bond of the MPS.
Although these matrices multiply to form an identity, which leaves the full state
invariant, the individual matrices can be absorbed into the adjacent tensors with 𝑋
being contracted to the left and 𝑋−1 to the right. The result is an MPS with two new
tensors

�̃�𝛼𝑘−1,𝑖𝑘 ,𝛾 =
∑︁
𝛼𝑘

𝐿𝛼𝑘−1.𝑖𝑘 ,𝛼𝑘𝑋𝛼𝑘 ,𝛾 (1.8)

�̃�𝛾,𝑖𝑘+1,𝛼𝑘+1 =
∑︁
𝛼𝑘

𝑋−1
𝛾,𝛼𝑘

𝑅𝛼𝑘 ,𝑖𝑘+1,𝛼𝑘+1 , (1.9)

where 𝐿 and 𝑅 were the original tensors at positions 𝑘 and 𝑘 + 1 in the MPS,
respectively. We now have a different MPS that represents the exact same quantum
state. We can exploit this freedom to change the MPS representation of a given state
to one with useful properties. The canonical form refers to the form in which either
one or both ends of the MPS |Ψ𝑀𝑃𝑆⟩ reduce to identity matrices when contracted
with the conjugate state ⟨Ψ𝑀𝑃𝑆 |.

Importantly, there will always be at least one tensor which does not contract to
identity, which is called the “canonical center” and contains all the non-unitary
components of the global quantum state. As a result, this can make large portions
of the tensor network entirely trivial to contract when evaluating certain important

4It is important to note the distinction between efficient representation and efficient computational
operations in tensor networks. The representation is a memory requirement, but just because a given
tensor network provides a memory-efficient representation of a state does not necessarily guarantee
that it also provides efficient computational operations on the state. This will be important in the
upcoming discussion of 2D PEPS.
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quantities such as expectation values ⟨Ψ𝑀𝑃𝑆 | �̂� |Ψ𝑀𝑃𝑆⟩. In addition to the clear
computational efficiency, this also dramatically enhances the numerical stability of
optimizations because “local” changes to a single tensor at the canonical center can
be chosen in a globally optimal way for the entire state. This is discussed in detail
in Chapter 2.

As a final point about MPS and DMRG, we will comment on their utility beyond 1D
models. Strictly, outside of ground states in 1D we do not expect the 1D area law to
remain true. This means we should no longer to expect the required bond dimension
for high-accuracy solutions to remain constant as the size of the system grows.
However, the area law is only an asymptotic statement that describes the expected
behavior of entanglement as the system size becomes very large. The ground states
of systems that are at some fixed finite size and in an arbitrary geometry will have
different, unknown amounts of entanglement between different bipartitions of the
degrees of freedom. Whether or not an MPS can accurately represent this type
of arbitrary, finite ground state is a purely quantitative question that can only be
answered by performing numerical simulations.

The low computational scaling of DMRG with respect to the bond dimension 𝐷
(typically𝑂 (𝐷3)) allows for simulations with large𝐷 of the size𝑂 (10000) using the
most advanced codes. In practice, this has enabled many successful, high-accuracy
studies of systems beyond 1D models. One prominent example is molecules in the
ab initio picture, since the complete description of a single molecule is finite-sized.
In particular, DMRG has been most useful in addressing outstanding challenges
in molecular simulation related to molecular states containing a large amount of
quantum correlations [20, 21, 29]. Unfortunately, extension of molecular ab initio
DMRG to materials is prohibitively expensive in most cases due to both the problem
size and geometry of entanglement. Another important example where DMRG is
successful is 2D lattice models with a finite width of∼ 10 lattice sites [30]. There are
a large number of studies (including Chapter 5) that have employed DMRG in this



13

way to gain insight into the rich physics present in many 2D models [27]. However,
the scaling of entanglement in 2D ground states requires an exponential growth in
the MPS bond dimension as the width of the system increases, so larger systems
cannot be studied accurately. To overcome this scaling mismatch, a different tensor
network structure is required for the wavefunction ansatz.

Projected entangled-pair states
A projected entangled-pair state is an extension of the ideas of MPS to two (or more)
spatial dimensions. In this type of ansatz, the associated tensor network forms a
grid of tensors, connected in a square lattice along both the x- and y-axes.

The structure of the PEPS network is designed to satisfy the area law of entanglement
for 2D ground states [31, 32]. In this case, the entanglement entropy is still expected
to scale proportionally to the boundary between the two partitioned components of
the system. While in 1D that scaling relation was a constant, in 2D the length of the
boundary grows linearly as the size of both the x- and y-dimensions increase linearly.
A constant bond dimension PEPS captures this scaling relation by construction.

Analogous to the MPS, a constant 𝐷 PEPS can represent 2D ground states with
high accuracy while also achieving an exponential reduction of the parameter space
compared to the exact wavefunction tensor, from 𝑂 (𝑑𝑁 ) to 𝑂 (𝑁𝑑𝐷4). However,
the more complex network structure of the PEPS limits the applicability of other
analogies to the properties of MPS. Most importantly, the diagrams corresponding
to expectation values ⟨Ψ𝑃𝐸𝑃𝑆 | �̂� |Ψ𝑃𝐸𝑃𝑆⟩ and even normalization ⟨Ψ𝑃𝐸𝑃𝑆 |Ψ𝑃𝐸𝑃𝑆⟩
cannot be contracted exactly in polynomial computing time [33]. A related conse-
quence is that the PEPS lacks a canonical form equivalent to that of the MPS.

Despite these challenges, numerous systematically controllable, approximate con-
traction algorithms have been developed [34–37]. Additionally, new forms of opti-
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mization algorithms that do not rely on the canonical form have been designed5 [36,
38–40]. As software libraries have continuously improved, high-accuracy PEPS
simulations of the ground state of 2D models on large, finite lattices as well as
infinite lattices (with translation invariance) have become common and quite suc-
cessful [41–44].

At the time that the research in this thesis began (2017), the success of ground state
simulations using PEPS was nevertheless strictly limited to the domain of highly
localized lattice models. For the purposes of computational efficiency and concep-
tual simplification, all of the approximate contraction and optimization algorithms
that had been well-studied were explicitly designed for Hamiltonians with at most
next-nearest neighbor interactions. Directly generalizing these techniques to make
them capable of handling more complicated Hamiltonians rendered them inefficient
or inaccurate; and the practical use of general projected entangled-pair operators
(PEPOs), the 2D generalization of MPOs, was quite scarce in the literature [45,
46]. These algorithmic limitations broadly prohibited the use of PEPS to study the
ground states of more complex problems, although the PEPS ansatz itself faces no
fundamental barriers to the task of representing these states.

1.3 Summary of research
In order to move beyond the study of highly local model Hamiltonians, and toward
the simulation of realistic materials with PEPS, a number of different limitations
are addressed in this thesis with the development of new algorithms. One persistent
challenge with PEPS is a lack of numerical stability, which fundamentally originates
from the inability to perform exact contraction. In the study of local Hamiltonians,
a variety of ad hoc tricks are often employed to get the ground state optimization
procedure to converge stably [36–38]. Since we anticipated the need to develop qual-
itatively different algorithms for studying more complex Hamiltonians, we wanted
to try to address the problems with numerical stability in a more fundamental way
that might be applicable to a broader class of algorithms.

In Chapter 2 we describe these efforts. We present a technique for approximately
converting a PEPS into a canonical form that is directly analogous to the MPS
canonical form. In MPS, a QR matrix factorization is commonly used to shift
the canonical center from one site to the next. We generalize the standard QR to
the factorization of an entire PEPS column by using a shallow unitary circuit to

5The details of some of these complex algorithms are discussed throughout the following chapters
of this thesis.
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represent Q. Even though this representation only approximates the exact Q, the
orthogonality condition is exactly preserved. This allows for exact enforcement of
the useful MPS-style canonical property that the left and right sides of the PEPS
exactly contract to identity operators when combined with their conjugate state. We
are able to show that this form of the PEPS is substantially more numerically stable
than a standard PEPS by testing the sensitivity of various contractions to numerical
perturbations of the individual tensors. We additionally show that the canonical
form of the PEPS can be used to implement ground state optimization for local
Hamiltonians based on imaginary time evolution.

In Chapters 3 and 4, a considerable amount of research efforts were invested into the
following question: how to best represent and operate with complex Hamiltonians
in 2D? Since previously the focus of the literature was overwhelming on local
Hamiltonians, this question had been almost entirely unexplored. Importantly, to
make significant progress towards the ultimate goal of studying “realistic matter”,
we want to efficiently include long-range pairwise interactions between particles,
such as the Coulomb potential that appears in the electronic structure Hamiltonian.

In Chapter 3, we detail an approach to efficiently represent long-range interaction
potentials in real space using PEPOs. By expressing the interaction approximately
as a linear combination of correlation functions from a simple Ising model auxiliary
system, we are able to keep the bond dimension of the PEPO constant despite the
quadratic (with system size) number of terms in Hamiltonian. This constant bond
dimension results in a representation of the long-range Hamiltonian which has a
number of unique parameters that scales just linearly with system size.

In Chapter 4, we confront the problem that contracting the expectation value of a
PEPO with a PEPS is very computationally expensive. This operation is critical to
any possible ground state optimization protocol, but even when using a PEPO with
constant bond dimension 𝐷𝑃, the cost of approximate contraction for the expectation
value increases by a factor of𝑂 (𝐷7

𝑃
) compared to algorithms for a local Hamiltonian.

To overcome this problem, we develop an approach to rewrite a PEPO in terms of a
set of quasi-1D tensor network operators by exploiting redundancies intrinsic to the
PEPO representation. We also develop a new on-the-fly algorithm for contraction
of the expectation value using these quasi-1D operators, which dramatically reduces
the cost factor to 𝑂 (𝐷3

𝑃
).

These advances allowed us to perform large-scale ground state simulations of long-
range interacting Hamiltonians using PEPS for the first time. In Chapter 5, we
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describe our extensive investigation of the ground state quantum phases of a “syn-
thetic 2D material,” namely a 2D square array of ultracold Rydberg atoms. The
bosonic degrees of freedom in this system interact with a long-range van der Waals
potential. We study the ground state phase diagram of this system in the bulk and on
large finite arrays directly comparable to recent quantum simulation experiments.
We find that our high-accuracy treatment of the long-range interactions yields a
greatly altered phase diagram compared to earlier numerical results with truncated
interactions. In particular, we discover an unexpected entangled nematic phase.
We also find that a reinterpretation of the previously reported experimental phase
diagram is required based on our new results.

Finally, in Chapter 6, we describe a somewhat different research project that is
unrelated to tensor networks, but rather related in spirit to the cold atom system
from the previous chapter. Here, we investigate the feasibility of laser cooling
metal atoms that are not typically amenable to cooling, but are of interest for other
applications in precisely controlled quantum science experiments. To do so, we
combine such a metal with a different, coolable metal atom in a well-designed small
molecule. For some prototypical molecules of this type (YbCCCa and YbCCAl)
we find that it may be realistically possible to cool the entire molecule by cycling
photons only on Ca or Al. This suggests that the hypermetallic approach may be a
new, versatile tool for experimental control of metal species that do not otherwise
efficiently cycle photons.
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C h a p t e r 2

CONVERSION OF PROJECTED ENTANGLED PAIR STATES
INTO A CANONICAL FORM

This chapter is based on the following publication:

1. Haghshenas, R., O’Rourke, M. J. & Chan, G. K.-L. Conversion of projected
entangled pair states into a canonical form. Phys. Rev. B 100, 054404. doi:10.
1103/PhysRevB.100.054404 (5 Aug. 2019).

2.1 Abstract
We propose an algorithm to convert a projected entangled pair state (PEPS) into a
canonical form, analogous to the well-known canonical form of a matrix product
state. Our approach is based on a variational gauging ansatz for the QR tensor
decomposition of PEPS columns into a matrix product operator and a finite depth
circuit of unitaries and isometries. We describe a practical initialization scheme that
leads to rapid convergence in the QR optimization. We explore the performance and
stability of the variational gauging algorithm in norm calculations for the transverse-
field Ising and Heisenberg models on a square lattice. We also demonstrate energy
optimization within the PEPS canonical form for the transverse-field Ising and
Heisenberg models. We expect this canonical form to open up improved analytical
and numerical approaches for PEPS.

2.2 Introduction
Tensor network states (TNS) [25, 26, 47–49] are widely used as variational wave
functions to approximate low-energy states of quantum many-body systems [23,
50]. Their power arises from their ability to efficiently capture global behaviors of
quantum correlations in the system, as described by entanglement area laws [51,
52]. As a consequence, the global wave function is encoded in local tensors with
finite bond dimension. A concrete example is the matrix product state (MPS) [22,
53–55], a class of tensor-network states that capture the area law in 1D, and which
underlie the success of the density matrix renormalization group (DMRG) [25, 26].

The local tensors in a TNS are not uniquely defined and contain redundant parameters
known as a local gauge. In MPS, such gauges can be fixed by bringing the MPS into
a canonical form where all tensors but one are isometric [22]. The canonical form
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is simple to compute through QR decompositions, and has many applications, such
as in defining optimal local truncations [22, 56], the DMRG algorithm, constructing
the tangent space of excitations [57–60], and providing a framework to characterize
phases [61, 62].

Projected entangled pair states (PEPS) [23, 63–65] are higher-dimensional gener-
alizations of MPS with analogous area laws. The PEPS has widely been used as a
variational ansatz to explore physical properties of quantum many-body systems [41,
42, 66–71]. It has already been observed that partially fixing the gauge of local ten-
sors can dramatically improve the efficiency and stability of PEPS algorithms [36,
38, 72, 73]. However, unlike in MPS, computing a fully canonical form for a PEPS
remains a challenge.

Here, we introduce a gauging variational ansatz that efficiently brings a PEPS wave
function into a full canonical form in direct analogy with that of an MPS. To do so, we
re-express the columns of the PEPS as a QR tensor product, where𝑄 is an isometric
column tensor network and 𝑅 is a matrix product operator (MPO). We show that
𝑄 can be compactly parametrized by a finite-depth circuit of block isometries and
unitaries that can be determined by variational optimization. After transforming
all columns but one (a central column) to be isometric, we obtain the (column)
canonical form of the PEPS, where part of the entanglement in the environment is
transferred to the central column. We explore the stability and performance of the
QR decomposition and PEPS canonical representation in calculating the norm in
the 2D transverse-field Ising (ITF) and Heisenberg models on a square lattice. We
also analyze the behavior of imaginary-time energy optimization in the canonical
PEPS form in the context of the ground-state of the ITF and Heisenberg models.

The paper is organized as follows. The basic concepts of the PEPS ansatz are
introduced in Sec. 2.3. We first discuss the canonicalization procedure in the context
of MPS in Sec. 2.4 as a basis to describe our approach to addressing this problem
for PEPS. We then study the cost, accuracy, and stability of our gauging variational
ansatz in calculations on the ITF and Heisenberg models. We also compare the
results of direct energy optimization in the canonical form to results from standard
PEPS optimization algorithms. Finally, we summarize our findings in Sec. 2.5 and
discuss future research directions.
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2.3 PEPS definition and background
A PEPS is a TNS defined by a set of local tensors {𝐴𝑠𝑖

𝑖
} connected by virtual bonds

along the grid of the physical lattice. The bond dimension of the virtual bonds
is denoted 𝐷, which controls the number of parameters (or, more physically, the
amount of entanglement in the wavefunction) and hence the accuracy of the ansatz.
The physical indices 𝑠𝑖 encode the local physical Hilbert space of dimension 𝑑. A
PEPS wave function |Ψ⟩ on the 𝑙𝑥 × 𝑙𝑦 = 4 × 4 square lattice with open boundary
conditions is depicted in Fig. 2.1(a),

|Ψ⟩ =
∑︁
{𝑠𝑖}
F (𝐴𝑠1

1 , 𝐴
𝑠2
2 , · · · , 𝐴

𝑠𝑙𝑥×𝑙𝑦
𝑙𝑥×𝑙𝑦 ) |𝑠1, 𝑠2 · · · , 𝑠𝑙𝑥×𝑙𝑦⟩, (2.1)

where F denotes tensor contraction of the virtual bonds. The tensors are all colored
differently to indicate that we do not assume translational invariance in the tensor
network.

The tensor contraction in Eq. (2.1) is invariant under insertion of a gauge matrix
and its inverse 𝐺, 𝐺−1 between two tensors (along with a virtual bond). In an
MPS, the canonical form at site 𝑖 is defined as the choice of gauges such that the
environment tensor G𝑖 (constructed by partial norm-contraction over all sites except
𝑖) is the identity tensor

G𝑖 = F
(∏
𝑗≠𝑖

𝐸 𝑗

)
= 1, (2.2)

with 𝐸 𝑗 =
∑
𝑠 𝑗
𝐴
𝑠 𝑗†
𝑗
𝐴
𝑠 𝑗

𝑗
; 1 denotes the tensor 𝛿𝑖1𝑖′1𝛿𝑖2𝑖′2 . . . where 𝑖1𝑖2 . . ., 𝑖′1𝑖

′
2 . . .

index the virtual bonds of 𝐴𝑠𝑖†
𝑖

, 𝐴𝑠𝑖
𝑖

respectively. By ensuring that the PEPS tensors
satisfy Eq. (2.2), it also defines an analogous canonical form for a PEPS, depicted in
Fig. 2.1(b). In the case of an MPS, we can convert an arbitrary MPS into canonical
form by sequential QR (LQ) decompositions of tensors to the left (right) of site 𝑖,
𝐴
𝑠 𝑗

𝑗
→ 𝑄

𝑠 𝑗

𝑗
𝑅 𝑗 (𝐴𝑠 𝑗

𝑗
→ 𝐿 𝑗𝑄

𝑠 𝑗

𝑗
) where𝑄 𝑗 is orthogonal in the sense

∑
𝑠 𝑗
𝑄
𝑠 𝑗†
𝑗
𝑄
𝑠 𝑗

𝑗
= 1

(for LQ,
∑
𝑠 𝑗
𝑄
𝑠 𝑗

𝑗
𝑄
𝑠 𝑗†
𝑗

= 1). For simplicity, we henceforth do not distinguish between
QR and LQ, with the choice implicit from the diagrammatic representation. 𝑅 𝑗 is
then absorbed into the adjacent tensor for the subsequent QR decomposition until
the full canonical form is reached [22].

2.4 PEPS canonical form and column QR ansatz
To similarly canonicalize a PEPS, we sequentially decompose the PEPS columns,
denoted 𝑀 (composed of tensors {𝑚𝑖}), as a QR tensor contraction, where the
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Figure 2.1: (a) Tensor network diagram of the PEPS |Ψ⟩ on a 4×4 square lattice with
open boundary conditions. Different colors are used for each tensor to explicitly
indicate a non-translationally invariant tensor network. (b) A PEPS canonicalized
around a single site, showing that the environment around that site contracts to the
identity tensor. (c) A decomposition of a bulk column 𝑀 ≈ 𝑄𝑅, where (d) the
tensor network 𝑄 is isometric, i.e. 𝑄†𝑄 = 1. (e) A graphical representation of the
steps based on our QR scheme to bring a PEPS into canonical form. Note in the
final step, MPS canonicalization is used on the central column 𝐶. (f) The tensor
network 𝑄 is reshaped into an MPO by fusing the virtual bond and physical bond,
as shown by the arrows. The thick virtual bonds have bond dimension 𝐷𝑑. (g)
The isometric tensor network 𝑄 is parameterized by a finite depth circuit of 𝑙-site
isometries/unitaries {𝑢𝑖}.
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column tensor network 𝑄 is isometric, satisfying 𝑄†𝑄 = 1, see Fig. 2.1(c, d).
The gauge column tensor network 𝑅 (composed of tensors {𝑟𝑖}) is an MPO acting
on the horizontal virtual bonds. Once all columns (around a central column) are
decomposed to be isometric, the central column 𝐶 can be viewed as an MPS
by grouping the horizontal bonds with the physical bonds. This central column
can then be canonicalized around a chosen site using the MPS canonicalization
algorithm above, to yield a complete PEPS canonicalization (Fig. 2.1(e)). Note
that the PEPS canonicalization condition around a site (Fig. 2.1(b)) does not itself
specify that columns to the left and right of the central column separately contract
to the identity; the conditions we impose are thus sufficient and convenient when
canonicalizing a PEPS, but are more constrained than the necessary conditions for
Fig. 2.1(b).

To explicitly carry out the QR decomposition, we first rewrite 𝑀 and thus 𝑄 as
MPOs by fusing physical bonds with the left virtual bonds (Fig. 2.1(f)); for the
equivalent LQ decomposition, the physical bonds should be fused with the right
virtual bonds, as in MPS. Then, to explicitly enforce the isometric constraint on
𝑄, we write it as a finite depth-𝑛 circuit of block-size 𝑙 isometries and unitaries
{𝑢𝑖}, where the isometries appear in the edge layer of the circuit (Fig. 2.1(g): the
isometries have thick bonds (dimension 𝐷𝑑) and thin bonds (dimension 𝐷) while
the unitaries only have thick bonds (dimension 𝐷𝑑)) [74, 75]. The tensors in the
first layer are chosen to be unitary and those in the remaining layers are isometries.
The layer depth and block size control the distribution of entanglement between 𝑄
and 𝑅. In practice, to obtain a faithful QR decomposition we have found it sufficient
to use 𝑛 = 2 (a single layer of unitaries and isometries), increasing 𝑙 if necessary. In
addition, we set the vertical bond dimension of 𝑅 equal to that of 𝑀 .

To determine the tensors in the QR ansatz, we minimize the distance (cost function)
𝐹 =∥ 𝑀 − 𝑄({𝑢𝑖})𝑅({𝑟𝑖}) ∥ with respect to {𝑢𝑖, 𝑟𝑖} (∥ · ∥ is the Hilbert-Schmidt
norm) using standard tensor network techniques [76–78]. We optimize the tensors
one at a time and sweep until convergence. The cost function depends quadratically
on {𝑟𝑖}, i.e. 𝐹 = 𝑟

†
𝑖
𝑁𝑟𝑖 − 𝑆𝑟𝑖 + const, which is explicitly minimized by solving

the linear equation 𝑁𝑟′
𝑖
= 𝑆. To update the isometric/unitary tensors {𝑢𝑖}, we

observe that the cost function only depends linearly on them due to cancellations,
i.e. 𝐹 = 𝑢

†
𝑖
𝑌 + const, thus the optimal solution is given by 𝑢′

𝑖
= −𝑉𝑈†, where 𝑉 ,

𝑈 appear in the singular value decomposition 𝑌 = 𝑈𝑠𝑉† [76]. The tensor network
diagrams of 𝑁 , 𝑆, and 𝑌 appear in Fig. 2.2(a, b, c) respectively.



22

Figure 2.2: (a, b, c) Tensor network representation of the tensors 𝑁 , 𝑆, and𝑌 appear-
ing in the QR optimization procedure; free indices in the first column correspond
to the left indices of the tensors in matrix form, free indices in the second column
correspond to the right indices of the tensors in matrix form. (d) The local distance
(cost function) used to obtain a good initial guess for local tensors 𝑢𝑖, 𝑟𝑖, and 𝑟𝑖+1.
The cost function is minimized with respect to tensors 𝑝𝑖, 𝑝𝑖+1, and 𝑣𝑖, which are
used to build 𝑢𝑖, 𝑟𝑖, and 𝑟𝑖+1 as depicted. (e, f) Graphical representation of 𝑀†𝑀
and 𝑌𝑘𝑍𝑘 used in the Schulz algorithm.
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To accelerate the QR optimization (and to avoid local minima) we start with a
good initial guess for {𝑢𝑖, 𝑟𝑖}. We have used two techniques. The first uses a local
projective truncation on the tensors {𝑚𝑖} to initialize {𝑢𝑖} and {𝑟𝑖}. To this end,
we contract an approximate resolution of the identity (i.e. 1𝐷 ≈ 𝑝𝑖𝑝†𝑖 where 𝑝𝑖 is
a local isometry) and a unitary 𝑣𝑖 into two adjacent tensors 𝑚𝑖, 𝑚𝑖+1 and optimize
𝑝𝑖, 𝑝𝑖+1, and 𝑣𝑖 to minimize the local cost function shown in Fig. 2.2(d). Once we
have the optimized tensors 𝑝𝑖, 𝑝𝑖+1, and 𝑣𝑖, we construct a guess for 𝑟𝑖, 𝑟𝑖+1, and 𝑢𝑖
as shown in Fig. 2.2(d). This initialization is purely local but in practice, we find
that it performs well.

A second strategy is based on an accurate estimate of the {𝑟𝑖} tensors using a Schulz
iteration for the matrix square-root [79]. Note that 𝑅 is formally the square root of
𝑀†𝑀 , due to the isometric property of 𝑄. We thus rewrite 𝑀†𝑀 as an MPO as in
Fig. 2.2(e). Then, starting from𝑌0 = 𝑀†𝑀 and 𝑍0 = 1, the coupled Schulz iteration,
𝑌𝑘+1 = 1

2𝑌𝑘 (31−𝑍𝑘𝑌𝑘 ), 𝑍𝑘+1 = 1
2 (31−𝑍𝑘𝑌𝑘 )𝑍𝑘 , gives𝑌𝑘→∞ = 𝑅 and 𝑍𝑘→∞ = 𝑅−1.

The vertical bond dimension of 𝑌𝑘 and 𝑍𝑘 increases with each MPO multiplication
(Fig. 2.2(f)) thus we perform MPO compression after each iteration (viewing the
MPO as an MPS). The vertical bond dimension of the final𝑌𝑘 (𝑅) is compressed back
to the original bond dimension of 𝑀 . Also, since 𝑍𝑘 approximates 𝑅−1 which may
have arbitrarily large norm, we regularize the iteration using 𝑀†𝑀 → 𝑀†𝑀 + 𝛿𝐼,
where 𝛿 is a small number (∼ 10−6). The Schulz iteration converges rapidly (see
SM) and we use this accurately estimated 𝑅 to initialize the optimization of the
tensors in 𝑄 with respect to the cost function 𝐹. Although computing the Schulz
iteration is more expensive than the local initialization, we expect it to be better
when canonicalizing PEPS with more entanglement.

PEPS canonicalization sweep and truncations
To canonicalize all columns 𝑀 [1]𝑀 [2] . . . 𝑀 [𝑙𝑥] in the PEPS, we sweep over all
the columns in a prescribed order (say from left to right) and compute the QR
decomposition to each. After column 𝑀 [1] has been converted to QR form, we
then absorb the 𝑅 gauge into the neighboring 𝑀 [2] column, creating a combined
column 𝐶 [2] with an increased vertical bond dimension of 𝐷2. To avoid increasing
the vertical bond dimension of subsequent columns, we compress 𝐶 [2] to a smaller
vertical bond dimension 𝐷𝑐 < 𝐷2. We can perform this column truncation as an
MPS truncation with enlarged physical bond dimension 𝐷2𝑑. The role played by
𝐷𝑐 is somewhat related to the 𝜒 in PEPS contraction algorithms [36, 80], but here
𝐷𝑐 is an (auxiliary) bond dimension for a single PEPS layer, rather than for a double
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layer. A more relevant comparison is therefore to the 𝜒 used in single-layer PEPS
algorithms [81, 82], which is argued to be ∝ 𝐷, thus leading us to conjecture that
(asymptotically) 𝐷𝑐 ∝ 𝐷. Continuing, we perform the QR decomposition on the
truncated 𝐶 [2] column (with vertical bond dimension 𝐷𝑐), absorb 𝑅 into 𝑀 [3] and
proceed as before over the remaining columns, to finally produce a PEPS in the
canonical form as 𝑄 [1]𝑄 [2] . . . 𝑄 [𝑙𝑥−1]𝐶 [𝑙𝑥] . Note that if MPS truncation is used to
compress 𝐶, then the final central column will be in canonical form around a single
site.

Canonicalization redistributes entanglement in the PEPS, and thus the canonicalized
PEPS has different bond dimensions than the original PEPS. If we use the 𝑛 = 2,
𝑙 = 2 ansatz for𝑄, then when viewed as an MPO the𝑄 columns have a vertical bond
dimension of O(𝐷2), while the central column 𝐶 has a vertical bond dimension of
𝐷𝑐. The formally large bond dimension of 𝑄 is primarily an artifact of expressing
the isometric constraint in terms of gates. Thus it is computationally most efficient
to use the structure of 𝑄 (i.e. viewing the column of isometries and column of
unitaries separately) in the tensor network contractions.

Given a canonical PEPS, the canonicalization sweep can be used to convert be-
tween canonical forms (where we move the central column) which is important in
algorithms such as energy optimization. The only difference then from the canoni-
calization sweep discussed above is that the 𝑄 columns have a larger vertical bond
dimension than 𝑀 . Thus, when absorbing 𝑅 into a neighboring 𝑄 column (in the
𝑛 = 2, 𝑙 = 2 ansatz), we create a central column𝐶 of vertical bond dimension 𝐷2𝐷𝑐,
which we subsequently compress to 𝐷𝑐.

From the above, we see that in computing the canonical form, and in moving the
central column, there are two potential sources of error that must be controlled. The
first is the QR approximation error, controlled by the finite-depth/block-size (𝑛, 𝑙)
of {𝑢𝑖} and the vertical MPO bond dimension 𝐷 of 𝑅 (which we fix). The second
is the absorption error, which arises from the truncation of the central column’s
vertical bond dimension to 𝐷𝑐.

Cost of conversion to canonical form
We now discuss the leading costs of the computational steps in the conversion to the
canonical form, assuming the 𝑛 = 2, 𝑙 = 2 ansatz for Q and setting the vertical bond
dimension of 𝑅 to always be equal to that of the column that is being decomposed.

QR optimization. For a column of vertical bond dimension 𝐷, the cost to determine
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the isometries/unitaries is O(𝑙𝑦𝐷6) (non-iterative) and O(𝑙𝑦𝐷4), using an iterative
algorithm to solve the linear equation 𝐹 = 𝑢

†
𝑖
𝑌 + const. The cost to determine {𝑟𝑖}

tensors is O(𝑙𝑦𝐷12) (non-iterative) and O(𝑙𝑦𝐷8), using a minimization algorithm
to solve 𝐹 = 𝑟

†
𝑖
𝑁𝑟𝑖 − 𝑆𝑟𝑖 + const.

Absorption step. As discussed above, when converting a standard PEPS with
columns 𝑀 [1]𝑀 [2] . . . 𝑀 [𝑙𝑥] that have vertical bond dimension 𝐷 into canonical
form, the typical absorption step during the sweep creates a central column 𝐶

with an enlarged vertical bond dimension 𝐷𝐷𝑐 (because 𝑅 has dimension 𝐷𝑐).
Compressing this down to a vertical bond dimension 𝐷𝑐, using sequential SVD on
the MPS bonds, costs O(𝑙𝑦𝐷5𝐷3

𝑐). Alternatively, if we consider direct minimization
| | |𝜙⟩ − |𝜓⟩| | (the cost typically reported in boundary PEPS algorithms) where |𝜙⟩
and |𝜓⟩ are MPSs with physical bond dimension 𝑑𝐷2 and virtual bond dimensions
𝐷𝐷𝑐 and 𝐷𝑐 respectively, the cost is O(𝑙𝑦𝐷4𝐷4

𝑐).

Alternatively when carrying out the absorption step for a PEPS already in canonical
form, e.g. when moving𝐶 from 𝑙𝑥 to 𝑙𝑥−1 in the PEPS with columns𝑄 [1]𝑄 [2] . . . 𝐶 [𝑙𝑥] ,
then the absorption step involves compressing 𝐶 [𝑙𝑥−1] from vertical bond dimension
𝐷2𝐷𝑐 → 𝐷𝑐. Using sequential SVD on the MPS bonds, the cost is O(𝑙𝑦𝐷8𝐷3

𝑐),
while direct minimization gives a cost of O(𝑙𝑦𝐷6𝐷3

𝑐) + O(𝑙𝑦𝐷4𝐷4
𝑐)).

However, in this case, since 𝐶 [𝑙𝑥−1] = 𝑄 [𝑙𝑥−1]𝑅, we can use the ansatz structure of 𝑄
to reduce the cost of the truncation, by absorbing and truncating first the column of
isometries, then the column of unitaries. (In both these truncations, the surrounding
columns are canonical, and thus each can be performed as an MPS truncation.) With
this technique, the cost of the absorption step is reduced to O(𝑙𝑦𝐷4𝐷4

𝑐) by using
direct minimization. The cost is the same for truncating the column of isometries
and for the column of unitaries. Using sequential SVD truncation, the leading term
is O(𝑙𝑦𝐷6𝐷3

𝑐).

Accuracy of QR ansatz
To assess the accuracy of the QR ansatz, we first study its performance for a single
PEPS column. As our initial state, we use the (approximate) ground-state of the
spin-1

2 ITF and Heisenberg models on the square lattice. The ITF model and the



26

 

10-12

10-11

10-10

10-9

10-8

10-7

10-6

10-5

1 2 3 4 5 6

F

λ

D=2, l=2
D=2, l=4
D=4, l=4
D=4, l=2

10-4

10-3

10-2

10-1

0 20 40 60 80 100

F

Iteration

D=3
D=4
D=5

1 ×10-5

1 ×10-4

2 ×10-4

5 10 15 20 25 30
ly

D=2, l=2
D=2, l=4
D=3, l=2
D=3, l=4

10-5

10-4

10-3

10-2

10-1

0 2 4 6 8 10 12 14

F S
C

Schultz Iteration

D=3, χ=4
D=3, χ=12
D=4, χ=4

D=4, χ=12

Figure 2.3: Accuracy of the variational ansatz for QR decomposition of a single
bulk column. (a) The relative distance 𝐹 as a function of transverse Ising field 𝜆, for
a single bulk column with 𝑙𝑦 = 16, and for given values of bond dimension 𝐷 and
block size 𝑙 used in 𝑄. The distance 𝐹 rapidly decreases with increasing 𝑙, as more
entanglement is included in the 𝑄 circuit. (b) The relative distance as a function
of PEPS column length 𝑙𝑦 for different block sizes 𝑙. The error of the variational
ansatz increases linearly with the length 𝑙𝑦. (c) The distance 𝐹𝑆𝐶 as a function of
Schulz iteration for a single bulk column with 𝑙𝑦 = 16 at magnetic field 𝜆 = 2.0.
(d) The relative distance 𝐹 of the Heisenberg model versus iteration number of the
QR optimization for a single bulk column with 𝑙𝑦 = 10 and with different bond
dimensions 𝐷.
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Heisenberg model are respectively defined by

𝐻ITF = −
∑︁
⟨𝑖 𝑗⟩

𝜎𝑖𝑧𝜎
𝑗
𝑧 − 𝜆

∑︁
𝑖

𝜎𝑥 ,

𝐻Heisenberg =
∑︁
⟨𝑖, 𝑗⟩

S𝑖 · S 𝑗 ,

where S𝑖 ≡ (𝜎𝑥 , 𝜎𝑦, 𝜎𝑧) and 𝜎𝛼 are the Pauli matrices. The ITF model has a critical
point at 𝜆𝑐 ≈ 3.05. Our initial PEPS is constructed from the bulk tensors of an
infinite PEPS ground-state [34] (optimized with a full-update scheme [38, 80] and
a 2 × 2 unit cell) that is repeated periodically across the finite PEPS lattice.

We measure the accuracy of the QR ansatz by the value of its optimization cost
function 𝐹. Here, the parameter controlling the accuracy is the block size 𝑙 of the
isometric/unitary circuit (the number of layers is kept as 𝑛 = 2, and the vertical bond
dimension of 𝑅 is kept as 𝐷). In Fig. 2.3(a), we show the plot of the distance 𝐹
versus ITF magnetic field 𝜆. As expected, when the system is close to criticality,
the accuracy is reduced as the ground state becomes more entangled. Increasing 𝑙
increases the disentangling effect of the unitaries, and the accuracy increases rapidly
(we conjecture exponentially with 𝑙), especially far from criticality.

Next, we investigate the QR accuracy as a function of system size 𝑙𝑦 for the ITF
model at field strength 𝜆 = 3.5. As shown in Fig. 2.3(b), the relative error in 𝐹
increases linearly with system size, although the slope shows a rapid decay with
the isometry/unitary block size 𝑙. Thus, the variational gauging ansatz introduces a
constant error per lattice site, consistent with a fidelity that goes like 𝑒−𝜖𝑙𝑦 ∼ 1− 𝜖𝑙𝑦.

We can also study the accuracy of the Schulz iteration. We show this by evaluating
the distance 𝐹𝑆𝐶 =∥ 𝑀†𝑀 − 𝑅2 ∥ as a function of the Schulz iteration. The MPO
compression is controlled by a truncated bond dimension 𝜒 (in the final iteration
in the canonicalization algorithm, this is always set to 𝐷). In Fig. 2.3(c), we show
how the accuracy of the Schulz iteration depends on 𝜒 for different initial bond
dimensions 𝐷 for the ITF model at magnetic field 𝜆 = 2.0. The regularization
parameter is always set to 𝛿 ∼ 10−6.

Finally, we give additional results for the QR optimization in the Heisenberg model.
We plot the relative distance 𝐹 versus iteration number for a single bulk column
with 𝑙𝑦 = 10 in Fig. 2.3(d), using block size 𝑙 = 2. We see that the relative error
of the norm contraction Δ is similar to that of the ITF model at the critical point
(∼ 10−2) for a lattice of size 10 × 10.
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Figure 2.4: (a) The relative error of the norm contraction Δ =
𝑁−𝑁𝑏
𝑁𝑏

as a function of
𝜆. 𝑁𝑏 is a reference norm obtained by boundary method contraction. For the norm
computed via the canonical form, we use 𝐷𝑐 = 3𝐷. (b) Δ as a function of column
position 𝑥 in the PEPS for different values of 𝜆. The bond dimensions are 𝐷 = 3
and 𝐷𝑐 = 12, and the lattice size is 16 × 16.

Accuracy of PEPS canonical form
We next investigate the accuracy and stability of the full PEPS canonical form
constructed from a sweep of the QR approximation and absorption steps across
the columns. We estimate the faithfulness of the canonical form from the norm
contractionN = ⟨Ψ|Ψ⟩. We compute the norm in the canonical form using only the
central column𝐶 since all other columns contract exactly to the identity. The relative
error of norm contraction is then defined asΔ =

N−N𝑏
N𝑏 , where the reference valueN𝑏

is obtained using an accurate boundary contraction of the original (uncanonicalized)
PEPS keeping a large boundary auxiliary bond dimension [35, 50, 64]. In Figs. 2.4(a,
b), we show a plot of the relative error Δ as a function of ITF magnetic field 𝜆 (using
the same approximate ground-state as above) and central column position. Similarly
to the single-column results above, the accuracy of the full canonical form depends
on the correlation length of the model, and the canonicalization error decreases
rapidly (exponentially) as the block size 𝑙 is increased.

Norm stability of the canonical form
An important property to assess is the numerical stability of the PEPS in the canon-
ical form. We can study this by examining the stability of the total norm 𝑁 with
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Figure 2.5: The total norm of a 8 × 8 PEPS as a function of perturbation strength
𝛼 for (a) ITF ground-state PEPS at different coupling parameters 𝜆 and for (b) a
uniform random PEPS. cPEPS denotes canonical PEPS derived from the standard
PEPS. The bond dimensions are chosen to be 𝐷 = 3 and 𝐷 = 2 for the ITF PEPS
ground state and random PEPS respectively.

respect to small perturbations of the tensors. A numerically stable form is one where
small perturbations to the tensors result in small perturbations in the norm. To study
this property, we compare the stability of the norm in a standard PEPS versus in its
canonical form. We add small perturbations to each tensor 𝐴𝑖𝑠𝑖 → 𝐴𝑖𝑠𝑖 + 𝛼𝑃 in a
canonical PEPS and a normal PEPS (the unperturbed canonical PEPS is obtained
by first converting the normal PEPS to canonical form). The normalized tensors 𝑃
(|𝑃 | = 1) are chosen to form a uniform random distribution in the interval [0, 1].
In Fig. 2.5(a, b), we plot the norm 𝑁 as a function of perturbation strength 𝛼 for
the ITF ground-state PEPS and a random PEPS. We observe, in both cases, that
the canonical PEPS (cPEPS) remains more stable, as the norm changes less with
the perturbation as compared to the standard PEPS. This is a result of the fact that
the 𝑄 tensors are isometric and adding small perturbations to them only affects the
isometric property on the unit scale.

Energy optimization in canonical form
A natural application of the PEPS canonical form is to ground-state energy opti-
mization, which mimics the use of the MPS canonical form in energy optimization.
To show this, we perform imaginary time evolution on the ITF model, which we
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Figure 2.6: Imaginary time energy optimization based on the PEPS canonical form.
The canonical PEPS energy of the ITF model as a function of imaginary time
sweep for (a) 4 × 4 and (b) 8 × 8 square lattices with field 𝜆 = 3.5. A direct
variational energy comparison between canonicalized PEPS (cPEPS) and standard
uncanonicalized PEPS [35] for the (c) ITF model at 𝜆 = 3.5 and (d) Heisenberg
model, on a 8× 8 square lattice. Both algorithms start form the same random initial
PEPS. The horizontal DMRG line is the result of a converged 2D DMRG calculation
and can be taken to be numerically exact. The parameter 𝜒 stands for boundary bond
dimension in environment calculations in the standard PEPS optimization. cPEPS
denotes a canonical PEPS.
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carry out with a sequence of gates 𝑒−𝜏ℎ on the horizontal and vertical bonds [36,
50]. Evolution on a column of vertical bonds is conveniently carried out on the
central column 𝐶 of a canonical PEPS with bond dimension 𝐷𝑐, where it reduces to
an MPS imaginary time evolution followed by an MPS truncation with an enlarged
physical bond dimension 𝐷2𝑑. Evolution on a column of horizontal bonds can be
carried out using a two-column canonical PEPS (analogous to the two-site MPS
canonical form) where there are two central columns, and columns to the left and
right of these two are isometric tensors 𝑄, thus reducing the optimization problem
to one of a PEPS with only two columns. In this case, rather than canonicalizing
the remaining environment around the bond in the two-column PEPS, we contract
it exactly, which is straightforward. Since there are only two columns, these can be
reduced to an MPS with enlarged vertical bond dimension 𝐷2𝐷𝑐 and physical bond
dimension 𝐷2𝑑2. In Fig. 2.6(a, b) we show the energy as a function of the number
of full imaginary time sweeps for the ITF model at field strength 𝜆 = 3.5 compared
to a near-exact DMRG result. Note that both 𝐷 (which controls the variational
space of the standard PEPS) and 𝐷𝑐 (vertical bond dimension of the central column,
which controls the accuracy of the absorption step in the canonicalization sweep)
affect the final converged energy; in this setting, increasing 𝐷𝑐 has a larger effect
than increasing 𝐷. The relative error of the energy per site reached for the largest
bond dimension 𝐷 = 4, 𝐷𝑐 = 8 for both 4 × 4 and 8 × 8 lattice sizes is on the order
of 10−4.

In Fig. 2.6(c, d), we benchmark the variational energy for the canonical PEPS and
the standard PEPS for the ITF model at 𝜆 = 3.5 and the Heisenberg model. For
the standard PEPS we used the optimization algorithm from Ref. [36] to obtain
the ground state. Both algorithms are initialized by the same random PEPS. The
maximum relative errors of the QR and absorption steps using the two layer, 𝑙𝑦 = 2
QR ansatz are on the order of 10−4 and 10−3 respectively in the ITF and Heisenberg
simulation. This relative error bounds the ultimate accuracy in the energy that
the canonical PEPS simulation can achieve. Thus we observe that standard PEPS
optimization leads to lower energies than the canonical PEPS energy in both cases
as expected.

2.5 Summary
In summary, we have described a procedure to convert a PEPS into a canonical
form analogous to that of an MPS where all columns but one are isometric, by
sequentially decomposing columns through a variational QR ansatz. We find that
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the canonicalization is stable and can be carried out with a small and controllable
error. Canonicalization redistributes entanglement in the PEPS, resulting in a central
column with increased bond dimension. Our procedure introduces the possibility
to formulate canonical PEPS algorithms which make explicit use of an isometric
environment, which we demonstrated in an imaginary time optimization of the
ground-state energy. The canonical form is clearly numerically more stable, as we
show in calculations of the stability of the norm with respect to perturbations of
the tensors. However, a faithful comparison of the cost of algorithms using the
canonical PEPS and standard PEPS requires considerably more analysis. This is
because the canonicalization leads to a non-homogeneous PEPS with different bond
dimensions on the vertical and horizontal bonds, quite different from the standard
PEPS scenario, and in addition, the canonical PEPS introduces additional numerical
parameters (to control the accuracy of the QR ansatz and 𝑅 absorption) which must
be converged. To eliminate the additional errors of the QR decomposition, it may
be more expedient to directly optimize the underlying network of isometries and
unitaries suggested by the QR ansatz, without explicitly converting into the standard
PEPS column-row form. Future investigations will focus on more detailed analysis
of these and other algorithms as well as the general representational power of
canonicalized PEPS.

Note: At the time this project was completed, a similar work was also dissemi-
nated [83]. In that work, the authors similarly pursue a full canonicalization of a
PEPS, but use a different set of isometric conditions on the 𝑄 tensors which are
more constrained than the ones that we use. Further work is needed to understand
the relationship between these techniques.



33

C h a p t e r 3

EFFICIENT REPRESENTATION OF LONG-RANGE
INTERACTIONS IN TENSOR NETWORK ALGORITHMS

This chapter is based on the following publication:

1. O’Rourke, M. J., Li, Z. & Chan, G. K.-L. Efficient representation of long-
range interactions in tensor network algorithms. Phys. Rev. B 98, 205127.
doi:10.1103/PhysRevB.98.205127 (20 Nov. 2018).

3.1 Abstract
We describe a practical and efficient approach to represent physically realistic
long-range interactions in two-dimensional tensor network algorithms via projected
entangled-pair operators (PEPOs). We express the long-range interaction as a linear
combination of correlation functions of an auxiliary system with only nearest-
neighbor interactions. To obtain a smooth and radially isotropic interaction across
all length scales, we map the physical lattice to an auxiliary lattice of expanded
size. Our construction yields a long-range PEPO as a sum of ancillary PEPOs, each
of small, constant bond dimension. This representation enables efficient numerical
simulations with long-range interactions using projected entangled pair states.

3.2 Introduction
The accurate description of strongly correlated quantum many-body systems is a
major challenge in contemporary physics. Nonetheless, some of the most intriguing
macroscopic quantum phenomena, such as high-temperature superconductivity and
the fractional quantum Hall effect, arise from strong quantum correlations. In recent
years, tensor network states (TNS) [25, 26, 47–49, 84], including matrix product
states (MPS) [22, 53–55] and projected entangled-pair states (PEPS) [23, 63–65],
have emerged as promising classes of variational states to numerically approximate
the low energy physics of correlated quantum systems with area or near-area law
physics. Their power stems from systematically improvable accuracy through in-
creasing the tensor bond dimension 𝐷 [85], and the 𝑂 (𝐴) linear complexity of
the associated algorithms with respect to the system size 𝐴 (under assumption of
contractibility of the underlying tensor network, as is common in many physical
applications, using approximate contraction methods [63, 64, 86–90].)
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One promising application of TNS is to accurate calculations of electronic structure
of realistic materials. While the electronic structure Hamiltonian can be represented
in multiple ways [91–94], the simplest—and the one of interest in this work—is a
real-space grid formulation [95–99],

�̂� = −𝑡
∑︁
<𝑖, 𝑗>

(𝑎†
𝑖𝜎
𝑎 𝑗𝜎 + ℎ.𝑐.) +

∑︁
𝑖

𝑣𝑛𝑒𝑖 𝑛𝑖 + �̂� 𝑒𝑒,

�̂� 𝑒𝑒 =
∑︁
𝑖

𝑣𝑒𝑒𝑖𝑖 𝑛𝑖𝛼𝑛𝑖𝛽 +
∑︁
𝑖< 𝑗

𝑣𝑒𝑒𝑖 𝑗 𝑛𝑖𝑛 𝑗 , (3.1)

where 𝑖, 𝑗 label lattice sites, 𝜎 ∈ {𝛼, 𝛽} labels spin, 𝑡 is the kinetic energy matrix
element, and 𝑎†, 𝑎, and 𝑛 are fermion creation, annihilation, and number operators,
respectively. As the spacing between grid points (ℎ) goes to zero, the parameters
scale as 𝑡 ∝ ℎ−2 and 𝑣𝑒𝑒

𝑖 𝑗
∝ ℎ−1; these become exact representations of −1

2∇
2 and the

continuum Coulomb potential 1/𝑟𝑖 𝑗 with 𝑟𝑖 𝑗 ≜ |r𝑖 − r 𝑗 | [96, 98]. This simple form
of the electronic structure Hamiltonian is especially suited to TNS algorithms as the
Coulomb interaction is a pairwise operator as opposed to a general quartic operator
when using a non-local basis, and Eq. (3.1) can be viewed as an extended Hubbard
model with long-range terms. Ground states of such grid Hamiltonians have been
computed in 1D using MPS and the density matrix renormalization group (DMRG),
yielding near exact electronic structure benchmarks for small lattice spacings [25,
26, 95]. In principle, this success in 1D should be extensible to 2D and 3D by
using PEPS instead of MPS, and would then provide a route to simulate arbitrarily
complex electronic structure problems with arbitrarily improvable accuracy.

However, current state-of-the-art PEPS applications to physical problems have not
yet advanced beyond local lattice models in 2D [41, 88, 100–103]. There are two
principal complications. The first is that long-range interactions can in principle
lead to increased entanglement, and even volume-law entanglement, that would
be difficult or impossible to capture with a PEPS with a finite bond dimension.
Fortunately, in applications of the density matrix renormalization group using the
Coulomb interaction (for example, to electronic structure) it is seen that the increase
in entanglement is modest and volume law entanglement is not observed [93, 95, 97,
104–106]. The second complication is simply the increased cost of all operations
when long-range interactions are considered, even for a fixed bond dimension. To
see the basic challenge, consider the evaluation of the energy expectation value: for
a Hamiltonian with localized interactions, the number of terms in a standard term-
by-term calculation scales linearly with the size of the system, 𝑂 (𝐴). However,
for a Hamiltonian with long-range interactions, the number of terms scales like
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𝑂 (𝐴2), which is prohibitively expensive in two (or higher) dimensions, as we take
the continuum limit. Alternatively, one might try to use an exact tensor network
operator, or projected entangled pair operator (PEPO), to represent the long-range
interaction [107], avoiding the explicit term-by-term evaluation. However, the
exact PEPO representation for arbitrary long-range interactions in 2D has a bond
dimension that scales as 𝑂 (𝐴1/4), causing the overall cost to compute expectation
values to scale as 𝑂 (𝐴2) [45].

In 1D, the increased computational cost of long-range interactions can be eliminated
if they are smooth and decaying. In this case one can approximate the exact matrix
product operator (MPO) by a compressed MPO of constant bond dimension 𝐷 that
generates a sum of exponential interactions, and smoothly decaying interactions
can be approximated well by such sums [46, 107, 108]. Exponential interactions
in MPOs arise naturally from the matrix product structure, which also gives rise
to the exponential decay of two-point correlation functions in MPS. Extending the
correlation function analogy to 2D leads to an efficient representation of long range
interactions in 2D when their form exactly coincides with the correlation function
of a 2D lattice model. This was demonstrated in Ref. [107], which constructed a
compact pair interaction PEPO whose interaction potential was given by the critical
2D Ising correlation function.

Building on these ideas, in this work we describe how general long-range interactions
in two dimensions, including the Coulomb interaction, can be efficiently encoded
as a sum of low rank correlation function valued PEPOs. Although superficially
similar to the problem of approximating a smooth interaction in 1D by a sum of
exponentials, additional complications arise in two dimensions because physical in-
teractions possess different analytic properties from two-point correlation functions
on the same lattice. For example, the Coulomb interaction is radially isotropic at
all distances, while the two-point lattice correlation functions are isotropic only at
large distances due to the lattice discretization. We show how to overcome these
and other difficulties by introducing an expanded auxiliary lattice, and demonstrate
the effectiveness of the representation in a ground-state finite PEPS simulation of a
2D spin model with Coulombic Heisenberg interactions. Although we specifically
treat only the Coulomb interaction and two dimensions in our numerical exam-
ples, our arguments naturally extend to representing smooth and radially isotropic
interactions in any dimension.
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(a)

(b) (c)

Figure 3.1: (a) The construction of the nonzero parts of the CF-PEPO tensor W[𝑘] via
the coupling of the finite state machine (FSM) tensor (red) with the Ising correlation
function tensors (blue). Note that here the physical indices of W[𝑘] are explicitly
shown, whereas they are suppressed in Eq. (3.3). (b)-(c) Two possible constructions
of the long-range PEPO for a 3x3 physical system with 1 fictitious Ising site (blue)
in between adjacent physical sites (red) and a 2 site buffer to help mitigate boundary
effects in the encoding of the potential. Black bonds are 𝐷′

𝑂
= 2 and red bonds are

𝐷𝑂 = 8 (b) and 6 (c).

3.3 Correlation function valued PEPOs
We first define correlation function valued PEPOs (CF-PEPOs), which are central to
this work. As motivation, we recall the construction of MPOs for smooth interactions
approximated by sums of exponentials. This is usually done in the language of finite
state machines (FSM), where the MPO is viewed as an operator valued MPS, and
the incoming and outgoing bonds of each MPO tensor are interpreted as machine
states [46, 108]. An FSM can encode an exponentially decaying interaction strength
𝑒−𝜆𝑟𝑖 𝑗 via a single non-zero element in each MPO tensor with value 𝑒−𝜆, which gets
multiplied along the lattice as long as the FSM stays in a specified state. The pairwise
operator

∑
𝑖< 𝑗 𝑒

−𝜆𝑟𝑖 𝑗𝑛𝑖𝑛 𝑗 can then be represented by an MPO with bond dimension
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3, with the two additional states in the FSM acting to combine the exponential scalar
values with the operators 𝑛𝑖𝑛 𝑗 . The construction can be extended to the general
1D interaction

∑
𝑖< 𝑗 𝑉 (𝑟𝑖 𝑗 )𝑛𝑖𝑛 𝑗 ≈

∑
𝑖< 𝑗

∑𝑁𝑡
𝑡=1 𝑐𝑡𝑒

−𝜆𝑡𝑟𝑖 𝑗𝑛𝑖𝑛 𝑗 by introducing additional
states for each of the 𝑁𝑡 exponential decays, for a total MPO bond dimension of
𝑁𝑡 + 2 (or alternatively, 𝑁𝑡 MPOs of bond dimension 3). However, while this
representation is natural in 1D, its direct extension to 2D is not. This is because
multiplying the element 𝑒−𝜆 along any single FSM path between two sites 𝑖 and 𝑗

creates an exponentially decaying strength as a function of the Manhattan distance
|𝑥 |+|𝑦 |, not the desired Euclidean distance (𝑥2+𝑦2)1/2, as the elements are multiplied
out along the grid lines [45].

A different starting point, that is more natural in higher dimensions, is to con-
sider scalar interaction strengths generated by the two-point correlation function
⟨𝑜(r𝑖)𝑜(r 𝑗 )⟩𝛽 of a classical model at inverse temperature 𝛽. We term the PEPO
for the operator

∑
𝑖< 𝑗 ⟨𝑜(r𝑖)𝑜(r 𝑗 )⟩𝛽𝑛𝑖𝑛 𝑗 , a correlation function valued PEPO (CF-

PEPO). Using a classical model with local interactions yields a CF-PEPO with low
bond dimension, as noted in Ref. [107]. As a concrete example, consider the spin-
spin correlation function ⟨𝜎𝑖𝜎𝑗 ⟩ of the 2D Ising model, which has the Hamiltonian
𝐻 = −∑

⟨𝑚,𝑛⟩ 𝜎𝑚𝜎𝑛, 𝜎 ∈ {+1,−1}. For two given points on the lattice 𝑖 and 𝑗 , this
correlation can be exactly represented by the Ising PEPS with 𝐷 = 2 [65, 109], viz.,

⟨𝜎𝑖𝜎𝑗 ⟩𝛽 =
1
𝑍

Tr ©«
∏
𝑘≠𝑖, 𝑗

𝑇
[𝑘]
𝑙𝑘𝑢𝑘𝑑𝑘𝑟𝑘

𝑀
[𝑖]
𝑙𝑖𝑢𝑖𝑑𝑖𝑟𝑖

𝑀
[ 𝑗]
𝑙 𝑗𝑢 𝑗𝑑 𝑗𝑟 𝑗

ª®¬ . (3.2)

Here 𝑍 = Tr
∏
𝑘 T[𝑘] is the partition function and the tensors T and M are the local

tensors of the PEPS off and on the correlation function sites, respectively. These
tensors are obtained from the eigenvalue decomposition 𝑋 = 𝑈𝜆𝑈T of the familiar
2×2 Ising model transfer matrix 𝑋𝑖 𝑗 = exp((−1)𝛿𝑖 𝑗+1𝐽𝛽), which encodes the local
terms of the partition function for a pair of nearest neighbor spins [110]. In tensor
network language, these 𝑋 matrices would be placed on each bond of the square
lattice. In order to create a local tensor network description of the system, we define
the “square root” of this transfer operator as 𝑃 = 𝑈

√
𝜆𝑈T, and define the local

tensors as 𝑇𝑙𝑢𝑑𝑟 =
∑
𝑎 𝑃𝑙𝑎𝑃𝑢𝑎𝑃𝑎𝑑𝑃𝑎𝑟 and 𝑀𝑙𝑢𝑑𝑟 =

∑
𝑎𝑏 𝑃𝑙𝑎𝑃𝑢𝑎𝑃𝑑𝑎𝜎

𝑧
𝑎𝑏
𝑃𝑏𝑟 , where 𝜎𝑧

is the standard Pauli matrix.

To obtain the Ising CF-PEPO, we combine the tensors T[𝑘] , M[𝑘] of the Ising PEPS
at each site with (translationally invariant) tensors Y[𝑘] of a PEPO for the interaction∑
𝑖< 𝑗 𝑛𝑖𝑛 𝑗 . As demonstrated in a general fashion in [45] based on work in [46], the
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Y[𝑘] tensors can be obtained by a FSM construction in 2D, where each element of
the tensor 𝑌𝐿,𝑈,𝐷,𝑅 at a given site corresponds to a specific local state of the FSM
and returns a specific local operator {0, 𝐼, 𝑛}. The Ising CF-PEPO tensors are then
formed by a selective direct product between Y[𝑘] , T[𝑘] , and M[𝑘] ,∑︁

𝑖< 𝑗

⟨𝜎𝑖𝜎𝑗 ⟩𝛽𝑛𝑖𝑛 𝑗 = Tr

(∏
𝑘

𝑊
[𝑘]
(𝐿𝑘 ,𝑙𝑘) (𝑈𝑘 ,𝑢𝑘) (𝐷𝑘 ,𝑑𝑘) (𝑅𝑘 ,𝑟𝑘)

)
,

W[𝑘]
(𝐿𝑘 ,:) (𝑈𝑘 ,:) (𝐷𝑘 ,:) (𝑅𝑘 ,:) = 𝑌

[𝑘]
𝐿𝑘 ,𝑈𝑘 ,𝐷𝑘 ,𝑅𝑘

⊗ T[𝑘] if 𝑌 = 𝐼𝑘 ,

W[𝑘]
(𝐿𝑘 ,:) (𝑈𝑘 ,:) (𝐷𝑘 ,:) (𝑅𝑘 ,:) = 𝑌

[𝑘]
𝐿𝑘 ,𝑈𝑘 ,𝐷𝑘 ,𝑅𝑘

⊗M[𝑘] if 𝑌 = 𝑛𝑘 ,

W[𝑘]
(𝐿𝑘 ,:) (𝑈𝑘 ,:) (𝐷𝑘 ,:) (𝑅𝑘 ,:) = 0 if 𝑌 = 0. (3.3)

Here W[𝑘] (Fig. 3.1(a)) is the operator valued tensor in the Ising CF-PEPO and
(𝐿𝑘 , 𝑙𝑘 ) is a composite index of the bond 𝐿𝑘 for the 2D FSM and the bond 𝑙𝑘 of
the Ising PEPS. Note that the selective direct product can be formed unambiguously
due to the 1 : 1 correspondence between possible states of Y[𝑘] and the Ising PEPS
tensors M[𝑘] and T[𝑘] .

Since the FSM tensors Y[𝑘] only need to encode the two operators 𝑛𝑖𝑛 𝑗 and contain
no information about the distance between them, there is some flexibility in the
possible topologies of the FSM (see Fig. 3.1). The snake geometry in (c) has
a significantly reduced computational complexity compared to the original FSM
from [45] shown in (b), and it also imposes an ordering that allows for a simple
way to include fermionic statistics (via Jordan-Wigner strings) at the operator level,
eliminating the need for swap gates in fermionic PEPS [80]. The full specifications
for constructing the tensors Y[𝑘] according to both FSM geometries are given in
Appendix A. As an important note, both of these constructions are compatible with
existing iPEPS [34] algorithms.

3.4 CF-PEPOs and the auxiliary lattice
Using the above arguments, we might now consider approximating the form of a
physical, smooth, and isotropic interaction 𝑉 (𝑟𝑖 𝑗 ) by a sum of 𝑁𝑡 lattice correlation
functions at different temperatures, 𝑉 (𝑟𝑖 𝑗 ) ≈ 𝑉fit(𝑟𝑖 𝑗 ) =

∑𝑁𝑡
𝑡=1 𝑐𝑡 𝑓𝛽𝑡 (𝑟𝑖 𝑗 ) [ 𝑓𝛽𝑡 (𝑟𝑖 𝑗 ) ≜

⟨𝑜(r𝑖)𝑜(r 𝑗 )⟩𝛽𝑡 ], giving the interaction operator as a sum of CF-PEPOs. In Fig. 3.2(a)
we show the maximal absolute error in a direct fit of 1/𝑟𝑖 𝑗 using Ising correlation
functions on an 𝐿x𝐿 lattice. For large 𝑟𝑖 𝑗 , the maximal error (at a given radius) can be
seen to converge rapidly, with a fitted convergence rate of ∼ 𝑂 (𝑟−2.7

𝑖 𝑗
) (Fig. 3.2(a)),

showing we can easily capture the long distance behavior of the Coulomb potential



39

that is sampled at large system sizes. However, for small 𝑟𝑖 𝑗 , the maximal errors
are much larger, and the expansion does not converge even with very many terms,
as seen in Fig. 3.2(b). This is because the lattice discretization of the correlation
functions prevents radial isotropy in the basis { 𝑓𝛽𝑡 } at short lattice distances. In
addition, for finite lattices, boundary effects also cause errors in the isotropy and
translational invariance.

The short distance anisotropy error can be remedied by representing the isotropic
physical interaction by correlation functions generated on an expanded auxiliary
lattice with additional “fictitious” sites. The physical distance 𝑟𝑖 𝑗 (on the original
lattice) maps to the expanded distance 𝑅𝑖 𝑗 = (𝑁 𝑓 + 1)𝑟𝑖 𝑗 on the auxiliary lattice (𝑁 𝑓

denotes the number of fictitious sites added to the sides of one unit square on the
original lattice). This gives us a rescaled potential that is easier to fit at small 𝑟𝑖 𝑗 ,

�̃�
[𝑁 𝑓 ]
fit (𝑟𝑖 𝑗 ) ≜ (𝑁 𝑓 + 1)𝑉fit(𝑅𝑖 𝑗 ) = (𝑁 𝑓 + 1)

𝑁𝑡∑︁
𝑡=1

𝑐𝑡 𝑓𝛽𝑡 (𝑅𝑖 𝑗 ), (3.4)

where the specific rescaling in Eq. (3.4) has been shown for the Coulomb potential.
Choosing a sufficiently large expansion factor 𝑁 𝑓 ensures that the fitting basis
becomes isotropic up to an error 𝜖 , and the radial fit can then be performed to
increasing accuracy with increasing 𝑁𝑡 up to a similar 𝜖 . Further, choosing a
suitably large side length of the auxiliary lattice buffering the physical region also
removes the boundary effects in a finite lattice simulation.

In Figs. 3.2(b)-(c) we show the behavior of the maximal error in fitting �̃� [𝑁 𝑓 ]fit (𝑟𝑖 𝑗 )
to 1/𝑟𝑖 𝑗 for several values of 𝑟𝑖 𝑗 , as a function of both the number of fictitious
sites 𝑁 𝑓 and fitting terms 𝑁𝑡 . They demonstrate that for 𝑁 𝑓 = 10 and a modest
𝑁𝑡 = 8, we are able to obtain a maximum error of 10−3 with �̃� [10]

fit (𝑟𝑖 𝑗 ). In Fig.
3.2(c), note that the 𝑟𝑖 𝑗 = 1 curve (i.e. the maximal error curve) converges as
∼ (𝑁 𝑓 + 1)𝑂 (𝑁−2.7

𝑓
) ∝ 𝑁−1.7

𝑓
due to the rescaling factor in Eq. (3.4). Thus by

further increasing 𝑁 𝑓 the error can be continually decreased.

Up to this point in this section, we have implicitly considered 𝑟𝑖 𝑗 only on the unit
lattice, i.e., 𝑟𝑖 𝑗 ≜ | (𝑥, 𝑦)𝑖 − (𝑥, 𝑦) 𝑗 |; 𝑥, 𝑦 ∈ Z, which is to say that the lattice spacing
ℎ = 1. In addition to the above discussion of increasing 𝑁 𝑓 to reduce the fitting error
for a fixed spacing ℎ = 1, an alternative (but equivalent) viewpoint is that 𝑁 𝑓 can be
increased to maintain a given maximal error in the potential as ℎ→ 0. Precisely, the
maximal error in the new potential will occur at the new shortest physical distance,
𝑉 (ℎ) = ℎ−1�̃�

[𝑁 𝑓 ]
fit (1). The error at this point 𝜖 (𝑉 (ℎ)) scales as 𝜖 ∝ ℎ−1𝑁−1.7

𝑓
, which
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reveals that 𝑁 𝑓 must increase as 𝑁 𝑓 ∝ ℎ−1/1.7 = ℎ−0.59 in order to maintain the level
of error originally incurred at the point �̃� [𝑁 𝑓 ]fit (1) (for ℎ = 1).

In summary, the full CF-PEPO is obtained by coupling the FSM of the operators
(either in the snake form, or the full 2D FSM) to the Ising CF-PEPS on an expanded
lattice as specified by Eq. (3.4), and as shown in Fig. 3.1(b)-(c). The total error
of the fit is controlled by the expansion parameter 𝑁 𝑓 and the number of terms 𝑁𝑡 .
For the Coulomb interaction and a desired accuracy, 𝑁𝑡 is only weakly dependent
on the physical lattice discretization and system size. This is similar to what is
observed in MPO fits in one dimension [46, 95, 107, 108] as well as analytical work
on exponential fits of the Coulomb operator in 2D [111].

3.5 Computational cost
We now consider the evaluation of a finite PEPS expectation value for a PEPS of
bond dimension 𝐷𝑆 and an Ising CF-PEPO of bond dimension 𝐷𝑂 . To define the
computational cost, we must choose an approximate contraction scheme. Here we
use a simple generalization of the “optimized” contraction scheme proposed in Ref.
[82] to include a PEPO. Using the full 2D FSM (Fig. 3.1(b)), the CF-PEPO has
bond dimension 𝐷𝑂 = 8 for the bonds emanating from the physical sites and 𝐷′

𝑂
= 2

for bonds that only connect fictitious sites, and the leading contraction cost can be
derived to be 𝑁𝑡 [𝑂 (𝐴𝜒3𝐷3

𝑂
) +𝑂 (𝐴𝑁 𝑓 𝜒

3𝐷
′2
𝑂
𝐷𝑂) +𝑂 (𝐴𝑁2

𝑓
𝜒3𝐷

′3
𝑂
) +𝑂 (𝐴𝜒3𝐷3

𝑆
) +

𝑂 (𝐴𝑁 𝑓 𝜒
3𝐷

′2
𝑂
𝐷𝑆)], where 𝜒 is the maximum bond dimension appearing in the

approximate contraction scheme and can be taken as 𝜒 ∼ 𝐷2
𝑆
𝐷𝑂 . For the snake

FSM construction (Fig. 3.1(c)) 𝐷𝑂 = 6 instead of 8, and the physical PEPO tensors
only have two large bond dimensions instead of four. This reduces the overall
scaling to 𝑁𝑡 [𝑂 (𝐴𝜒3𝐷

′2
𝑂
𝐷𝑂) +𝑂 (𝐴𝑁 𝑓 𝜒

3𝐷
′2
𝑂
𝐷𝑂) +𝑂 (𝐴𝑁2

𝑓
𝜒3𝐷

′3
𝑂
) +𝑂 (𝐴𝜒3𝐷3

𝑆
) +

𝑂 (𝐴𝑁 𝑓 𝜒
3𝐷

′2
𝑂
𝐷𝑆)].

In both cases, the cost is linear in the system area 𝐴 as we originally desired.
However, it is instructive to compare these costs to an implementation without a
PEPO. In a naive implementation of the exact term-by-term contraction of each 𝑛𝑖𝑛 𝑗
operator in the Coulomb potential, a single term would involve a contraction of cost
𝑂 (𝐴𝜒3𝐷3

𝑆
) with 𝜒 ∼ 𝐷2

𝑆
, and there would be 𝑂 (𝐴2) such terms, giving an 𝑂 (𝐴3)

cost. Assuming a reasonably large value for 𝐷𝑆, this cost can be compared to the
analogous term in the (snake) PEPO contraction cost, which gives an approximate
crossover when 𝐴2 ∼ 𝑁𝑡𝐷3

𝑂
, which for 𝑁𝑡 = 10, 𝐷𝑂 = 6, corresponds to 𝐴 ∼ 50. In

a more sophisticated exact implementation, we could rewrite
∑
𝑖 𝑗 𝑉𝑖 𝑗𝑛𝑖𝑛 𝑗 as

∑
𝑖 𝑛𝑖�̂�𝑖,
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Figure 3.2: Convergence properties of Coulomb fitting. For all plots 𝑟𝑖 𝑗 = 0 is the
central point on the lattice. (a) The upper envelope of

��𝑉fit(𝑟𝑖 𝑗 ) − 1/𝑟𝑖 𝑗
�� obtained

with 𝑁𝑡 = 12, 𝑟𝑖 𝑗 = 𝑅𝑖 𝑗 , a least squares weight function of 𝑟1.5
𝑖 𝑗

, and Ising model
lattices with different side lengths 𝐿. The fits were performed on a disc with radius
equal to the maximum 𝑟𝑖 𝑗 displayed for a given curve. (b) and (c): The maximum
fitting error

����̃� [𝑁 𝑓 ]fit − 1/𝑟𝑖 𝑗
��� at selected values of 𝑟𝑖 𝑗 as functions of 𝑁𝑡 (b) and 𝑁 𝑓

(c). In (b), the open circles correspond to 𝑁 𝑓 = 0 and the closed circles to 𝑁 𝑓 = 10.
In (c), 𝑁𝑡 = 12. The fits in (b) and (c) were performed on discs of radius 𝑟𝑖 𝑗 = 36
with 𝐿 = 199 and a weight function of 𝑟1.5

𝑖 𝑗
.

with �̂�𝑖 =
∑
𝑗 𝑉𝑖 𝑗𝑛 𝑗 . Each �̂�𝑖 can be represented as a snake-like MPO with bond

dimension 𝐷 = 3, and the cost of contracting a single �̂�𝑖 expectation value is then
𝑂 (𝐴𝜒3𝐷3

𝑆
) with 𝜒 ∼ 𝐷𝐷2

𝑆
, with 𝑂 (𝐴) such terms. The crossover with our (snake)

PEPO representation then occurs when 𝐴 ∼ 8𝑁𝑡 , which for 𝑁𝑡 = 10 corresponds to
𝐴 < 100. Thus in either comparison, a crossover between our PEPO representation
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Figure 3.3: (a) Average accuracy of energy per site expectation values for 6 × 6 FM
and AFM trial PEPS with 𝐷𝑆 = 1. The solid triangular markers show FM states
while the open circles show AFM states. Ψ0 is a true FM or AFM state, while the
“𝑥 flip" regions are Ψ0 perturbed by 𝑥 random spin flips. The average error is taken
over 5 PEPS for each 𝑥 and each 𝑁 𝑓 . (b) The signed error 1/𝑟𝑖 𝑗 − �̃� [0]fit (𝑟𝑖 𝑗 ), where
𝑟𝑖 𝑗 = 0 is the white square in the center, each adjacent square is 𝑟𝑖 𝑗 = 1, etc. For
(a)-(b) the fitted potentials are obtained from Eq. (3.4) with 𝑁𝑡 = 12.

and other implementations of the long-range operator is achievable already at modest
lattice sizes.

3.6 Results
To numerically test our PEPO’s faithful discretized representation of long range
interactions, we have explicitly constructed a long-range 𝑆=1/2 Heisenberg Hamil-
tonian on 4 × 4, 6 × 6, and 8 × 8 square lattices,

�̂� =
∑︁
𝑖< 𝑗

®𝑆𝑖 · ®𝑆 𝑗
𝑟𝑖 𝑗

, (3.5)

in which every pair of spins has an interaction strength of Coulomb form. To
represent this operator, we first used the fitting scheme described in Eq. (3.4) with
𝑁𝑡 = 12. Figure 3.3(a) shows the accuracy of the energy per site expectation value
(𝑒0) for 6 × 6 trial ferromagnetic (FM) and anti-ferromagnetic (AFM) PEPS with
𝐷𝑆 = 1. The FM and AFM states show similar levels of error for a given value
of 𝑁 𝑓 , indicating that the fitted operator can obtain similar levels of error even for
states which have different structures of the signed error.

We next performed a simple gradient-based variational optimization for the ground
state PEPS with 𝐷𝑆 = 1, 2 [39, 40]. Note that our goal here is not to demonstrate
fully converged physics with respect to the PEPS bond dimension, which will be
discussed in future studies, but rather to show that our PEPO leads to a stable
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𝜒 sum 𝑒0 PEPO 𝑒0 ⟨𝜓 [𝑃]0 |𝜓
[𝑠]
0 ⟩

4 × 4, 𝐷𝑆 = 1 40 -0.184314 -0.184425 0.999244
4 × 4, 𝐷𝑆 = 2 100 -0.408209 -0.408492 0.999070
4 × 4, exact – 0.424577 – –

8 × 8, 𝐷𝑆 = 1 40 -0.193983 -0.193861 0.994549
8 × 8, 𝐷𝑆 = 2 120 -0.414653 -0.414422 0.989271
8 × 8, exact – -0.431648 – –

Figure 3.4: Top: The trajectories over the first 25 iterations of the energy optimiza-
tion for the 4×4 𝐷𝑆 = 2 system using the PEPO and the explicit sum over all𝑂 (𝐴2)
terms in (3.5). The long tails of the trajectories are excluded for clarity. Bottom:
Ground state energies per site 𝑒0 for the Hamiltonian (3.5) with various system sizes
and bond dimensions. The fifth column is the overlap of the normalized ground
states obtained with the two different methods. In all cases 𝑁 𝑓 = 4 and 𝑁𝑡 = 12.
The “exact” rows are the results of converged DMRG calculations.

optimization procedure. Here we refined the fit for each lattice size to ensure that
the maximum PEPO fitting error was limited to ∼ 4.5 · 10−4 with only 𝑁 𝑓 = 4,
𝑁𝑡 = 12. Fig. 3.4 shows the initial convergence behavior of the energy optimization
using the PEPO compared to the same optimization using the more expensive sum
over terms formalism. We observe that the trajectories are similar and the use of
the PEPO does not change the stability of the gradient optimization, although it
does require a larger value of 𝜒. The small-𝐷𝑆 converged energies and normalized
wavefunction overlaps are given in Fig. 3.4. In all cases, the CF-PEPO nicely
reproduces the explicit sum-over-terms algorithm, as the maximum fitting error is
faithfully reflected in the accuracy of 𝑒0. It is also interesting to see that the error of
the ground-state energy using 𝐷𝑆 = 2 is ∼ 3% for both the 4 × 4 and 8 × 8 lattice,
suggesting that the entanglement does not grow significantly with system size despite
the long-range interaction, which is a similar observation to other simulations of
physical Coulombic systems.
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3.7 Summary
In summary, we have detailed the efficient construction of a PEPO capable of
encoding long-range interactions in 2D TNS that maintains the strengths of tensor
network algorithms: systematically improvable accuracy and linear computational
complexity in the system size. Despite an increased cost prefactor compared to
local simulations, this approach allows for the possibility of practically including
long-range interactions in numerical studies of physically realistic systems that
have an entanglement structure consistent with PEPS. The crossover between our
approach and other more naive implementations of long-range interactions can be
achieved at modest system sizes. In the context of ab initio electronic structure
calculations, while there remain many issues to explore, in particular associated
with the continuum limit of relevance to such applications, this advance presents a
first step towards these calculations using higher dimensional tensor networks.
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C h a p t e r 4

A SIMPLIFIED AND IMPROVED APPROACH TO TENSOR
NETWORK OPERATORS IN TWO DIMENSIONS

This chapter is based on the following publication:

1. O’Rourke, M. J. & Chan, G. K.-L. Simplified and improved approach to
tensor network operators in two dimensions. Phys. Rev. B 101, 205142.
doi:10.1103/PhysRevB.101.205142 (20 May 2020).

4.1 Abstract
Matrix product states (MPS) and matrix product operators (MPOs) are one-dimensional
tensor networks that underlie the modern density matrix renormalization group
(DMRG) algorithm. The use of MPOs accounts for the high level of generality and
wide range of applicability of DMRG. However, current algorithms for two dimen-
sional (2D) tensor network states, known as projected entangled-pair states (PEPS),
rarely employ the associated 2D tensor network operators, projected entangled-pair
operators (PEPOs), due to their computational cost and conceptual complexity. To
lower these two barriers, we describe how to reformulate a PEPO into a set of tensor
network operators that resemble MPOs by considering the different sets of local
operators that are generated from sequential bipartitions of the 2D system. The
expectation value of a PEPO can then be evaluated on-the-fly using only the action
of MPOs and generalized MPOs at each step of the approximate contraction of the
2D tensor network. This technique allows for the simpler construction and more
efficient energy evaluation of 2D Hamiltonians that contain finite-range interactions,
and provides an improved strategy to encode long-range interactions that is orders
of magnitude more accurate and efficient than existing schemes.

4.2 Introduction
The density matrix renormalization group (DMRG) algorithm [25, 26] is a pop-
ular and successful [56] technique for finding the variational ground state of the
Schrödinger equation in one spatial dimension (1D). In its modern form, the vari-
ational wave function and the Hamiltonian are represented as 1D tensor networks
(TNs), namely matrix product states (MPS) [22, 53–55] and matrix product oper-
ators (MPOs) [94, 107, 112–114]. The widespread use of MPOs has allowed for
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the development of very general, efficient implementations of the algorithm [115],
permitting the study of large classes of complex problems in a relatively black-box
manner.

However, the two-dimensional (2D) generalization of MPS, known as projected
entangled-pair states (PEPS) [23, 63–65], and their associated ground state algo-
rithms [34, 36, 39, 40, 87, 114] have not yet come close to the same level of
generality or range of applicability. One significant reason for this is that projected
entangled-pair operators (PEPOs) [45, 46, 70, 107], the 2D generalization of MPOs,
have been scarcely used in the tensor network literature to date. The ground state
optimization algorithms employed by most authors instead utilize a significantly
less general representation of the Hamiltonian that is restricted to relatively local
interactions [34, 36, 39, 40, 87, 114, 116]. We conjecture that this under-utilization
of PEPOs in favor of simpler operator representations can be attributed to two facts.
Firstly, the construction of a PEPO for an arbitrary 2D Hamiltonian is more concep-
tually complicated than the construction of the MPO for the analogous Hamiltonian
in 1D, which itself is still more complicated than building the local operators cur-
rently used in 2D simulations. Secondly, when compared to the local operators
currently used in 2D, the use of PEPOs in a ground state optimization significantly
increases the computational cost of the approximate contraction algorithms for 2D
tensor networks in both the finite [35] and infinite (iPEPS) [34, 37, 87] cases.

In this article we describe how to overcome both the computational and conceptual
complexity of using general tensor network operator representations of the Hamilto-
nian in 2D algorithms. To do so, we first briefly summarize the MPO formalism and
review some well-known examples that are central ideas in this work (Section 4.3).
We then introduce a new type of tensor network operator known as a generalized
MPO (gMPO), which is closely related to the traditional MPO (Section 4.4). Next
we show how to reformulate the calculation of the expectation value of a general
PEPO into a series of operations involving only MPOs and gMPOs, which we call
the boundary gMPO method (Section 4.4). Since the language of MPOs is much
better known than that of PEPOs, this reformulation serves to simplify the construc-
tion of general 2D Hamiltonians for most readers. In Section 4.5 we demonstrate
this simplicity by reporting the explicit forms of the gMPOs for various represen-
tative types of 2D Hamiltonians. We also show that the new scheme sacrifices no
accuracy compared to the explicit usage of a PEPO, while providing large speedups
in computational time. In addition, a new scheme for efficiently constructing and
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evaluating Hamiltonians with long-range interactions is shown to be many orders of
magnitude more accurate and efficient than existing PEPO-based approaches [70,
117, 118].

4.3 Matrix Product Operators (MPOs)
Since many detailed and comprehensive presentations of MPOs already exist [22,
45, 46, 94, 107], this section will simply contain a brief overview in order to establish
notation, as well as some simple examples which we will call upon in later sections.

Overview
Consider a 1D system which has been discretized into 𝐿 localized sites, each with
a local Hilbert space H𝑖 of dimension 𝑑𝑖. A general operator �̂� acting on such a
system can be written as,

�̂� =
∑︁
{𝑜𝑖}

𝑂𝑜1𝑜2...𝑜𝐿𝑜1𝑜2...𝑜𝐿 , (4.1)

where {𝑜𝑖} is the set of local operators acting on H𝑖 and 𝑂 is a rank-𝐿 tensor
with indices 𝑜𝑖 whose dimensions are equal to the cardinality of their respective set
{𝑜𝑖}. 𝑂 contains the weights associated with all possible configurations of the local
operators 𝑜𝑖.

By fixing the indices, a specific element 𝑂𝑜1𝑜2...𝑜𝐿 of the tensor 𝑂 can then be
decomposed into a product of matrices𝑊 [𝑖],

𝑂𝑜1𝑜2...𝑜𝐿 =
∑︁
{𝛼}

𝑊𝑜1
𝛼1 [1] 𝑊

𝑜2
𝛼1𝛼2 [2] ... 𝑊

𝑜𝐿
𝛼𝐿−1 [𝐿], (4.2)

where 𝛼 indexes the so-called “virtual” or “auxiliary” indices which are introduced
to perform the matrix multiplication. In Eq. (4.2) the 𝑜𝑖 are simply labels, intended
to indicate that each matrix 𝑊 [𝑖] is chosen specifically so that their product repro-
duces the element 𝑂𝑜1𝑜2...𝑜𝐿 . However, if the labels are all reinterpreted as their
corresponding indices from Eq. (4.1), then we see that the full tensor 𝑂 can be
reconstructed as the contraction over rank-3 tensors𝑊 [𝑖].

Similar to MPS, this decomposition of a rank-𝐿 tensor into 𝐿 rank-3 tensors is
motivated by the fact that most operators of interest do not contain general 𝐿-body
interactions, but instead are usually limited to few-body terms. This means that,
while in general this decomposition could be exponentially expensive, often the 𝑂
tensor is quite sparse and such a transformation can be a highly efficient way to
represent the full tensor.
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Figure 4.1: Tensor network diagrams of (a) an MPO, (b) a gMPO, and (c) a PEPO.

It is common and frequently useful to associate the operators 𝑜𝑖 with their corre-
sponding coefficient tensor𝑊 [𝑖] according to,

�̂�𝛼𝑖−1𝛼𝑖 [𝑖] =
∑︁
𝑜𝑖

𝑊𝑜𝑖
𝛼𝑖−1𝛼𝑖 [𝑖] 𝑜𝑖 . (4.3)

This yields matrices �̂� [𝑖] in which every element is a 𝑑𝑖 × 𝑑𝑖 local operator acting
onH𝑖. The full operator �̂� is thus reconstructed via simple matrix multiplication,

�̂� =
∑︁
{𝛼}

�̂�𝛼1 [1] �̂�𝛼1𝛼2 [2] ... �̂�𝛼𝐿−1 [𝐿], (4.4)

and the set of matrices {�̂� [𝑖]} are referred to as the MPO representation of �̂�. This
form of an MPO is commonly used throughout the literature, and will be heavily
utilized in the remainder of this work.

We will now relate the MPO form in Eq. (4.4) to the common diagrammatic repre-
sentation, as seen in Fig. 4.1. Since every element of �̂�𝛼𝑖−1𝛼𝑖 [𝑖] is itself a 𝑑𝑖 × 𝑑𝑖
matrix, each individual numerical element can be exposed by introducing two new
indices 𝑝𝑖 and 𝑝′

𝑖
, each of dimension 𝑑𝑖. By fixing each of 𝛼𝑖−1, 𝛼𝑖, 𝑝𝑖, and 𝑝′

𝑖
,

the expression (�̂�𝛼𝑖−1𝛼𝑖 [𝑖])𝑝𝑖 𝑝′𝑖 yields a single number. More commonly written
as �̂� 𝑝𝑖 𝑝

′
𝑖

𝛼𝑖−1𝛼𝑖 [𝑖], the correspondence to the rank-4 tensors shown in MPO diagrams
becomes apparent. The new indices 𝑝𝑖 and 𝑝′

𝑖
are the so-called “physical” indices,

which map the action of the local operators onto the corresponding site tensors of
an MPS.

Examples
Frequently the operator that one wants to encode as an MPO is a Hamiltonian �̂�, so
that the DMRG algorithm can be used to find its ground state in the form of an MPS.
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Here we will explicitly write out the well-known matrices �̂� [𝑖] which make up the
MPO representations of several common Hamiltonians consisting of 1- and 2-body
terms. There are multiple techniques that can be used to derive these matrices, each
with their own conventions and notation, but in this work we will remain agnostic
to these different languages in an attempt to make the presentation in the following
sections as conceptually simple and widely accessible as possible. To do so, we will
simply refer back to these explicit examples. In lieu of derivations we will point
to helpful references for readers who do not already have a preferred technique for
understanding the form of MPO matrices.

Nearest-neighbor interactions

Consider a system of 𝐿 sites, which are indexed by 𝑖 ∈ {1, 2, ..., 𝐿}, and a Hamil-
tonian consisting of local terms and nearest-neighbor interactions of the form
�̂� =

∑𝐿
𝑖=1 �̂�𝑖 +

∑𝐿−1
𝑖=1 �̂�𝑖 �̂�𝑖+1. In the MPO literature this Hamiltonian is usually

written with �̂� = �̂� so that the interaction is symmetric and �̂� is Hermitian, however
in this paper we will always keep the operators distinct for purposes of notational
clarity, even though this means that some Hamiltonians under consideration will
be non-Hermitian when �̂� ≠ �̂�. The MPO matrices for this Hamiltonian, denoted
�̂�𝑁𝑁 , are given by,

�̂�𝑁𝑁 [1] =
(
�̂� �̂� 𝐼

)
, �̂�𝑁𝑁 [𝐿] =

(
𝐼 �̂� �̂�

)𝑇
,

�̂�𝑁𝑁 [𝑖] =
©«
𝐼 0̂ 0̂
�̂� 0̂ 0̂
�̂� �̂� 𝐼

ª®®¬ , (4.5)

where 𝐼 is the identity operator and 0̂ is the zero operator.

If instead the interaction is symmetric so that �̂� =
∑𝐿
𝑖=1 �̂�𝑖 +

∑𝐿−1
𝑖=1 ( �̂�𝑖 �̂�𝑖+1 + �̂�𝑖 �̂�𝑖+1),

then the MPO matrices (�̂�𝑁𝑁−𝑠𝑦𝑚) are given by,

�̂�𝑁𝑁−𝑠𝑦𝑚 [1] =
(
�̂� �̂� �̂� 𝐼

)
,

�̂�𝑁𝑁−𝑠𝑦𝑚 [𝐿] =
(
𝐼 �̂� �̂� �̂�

)𝑇
,

�̂�𝑁𝑁−𝑠𝑦𝑚 [𝑖] =
©«
𝐼 0̂ 0̂ 0̂
�̂� 0̂ 0̂ 0̂
�̂� 0̂ 0̂ 0̂
�̂� �̂� �̂� 𝐼

ª®®®®®¬
. (4.6)
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In general, for an exact MPO representation of a Hamiltonian �̂�, the required bond
dimension of the MPO matrices is 𝐷 = 2 + 𝑏 · 𝑟, where 𝑟 is the maximum distance
over which interactions occur and 𝑏 is the number of unique operators that act “first”
in the interactions. This is reflected in Eq. (4.5) where 𝑟 = 1 and 𝑏 = 1, and in
Eq. (4.6) where 𝑟 = 1 and 𝑏 = 2. To understand these patterns, as well as the form
of the MPO matrices in this section, we recommend Ref. [46].

Exponentially decaying interactions

One important exception to the above result is the MPO representation of a Hamil-
tonian which has long-range interactions that decay exponentially, such as �̂� =∑
𝑖 �̂�𝑖 +

∑
𝑖< 𝑗 𝑒

−𝜆( 𝑗−𝑖) �̂�𝑖 �̂� 𝑗 . Here we have introduced a second index 𝑗 which runs
from 𝑖 + 1 to 𝐿. Despite the fact that 𝑟 = 𝐿 in this case, the Hamiltonian has an
exact, compact representation with 𝐷 = 3 MPO matrices (�̂�𝑒𝑥𝑝) of the form,

�̂�𝑒𝑥𝑝 [1] =
(
�̂� �̂� 𝐼

)
, �̂�𝑒𝑥𝑝 [𝐿] =

(
𝐼 𝑒−𝜆 �̂� �̂�

)𝑇
,

�̂�𝑒𝑥𝑝 [𝑖] =
©«

𝐼 0̂ 0̂
𝑒−𝜆 �̂� 𝑒−𝜆 𝐼 0̂
�̂� �̂� 𝐼

ª®®¬ . (4.7)

Refs. [45, 107, 108, 117] provide insight into why this is possible for the unique
case of exponential interactions.

A special case of this representation, which will prove useful in later sections, is
when 𝜆 = 0. The Hamiltonian then has long-range interactions between every pair
of sites but the strength of the interactions are all the same, �̂� =

∑
𝑖 �̂�𝑖 +

∑
𝑖< 𝑗 �̂�𝑖 �̂� 𝑗 .

We will denote this special case with its own MPO notation: �̂�𝑢𝑛𝑖 𝑓 𝑜𝑟𝑚.

Much like before, if the interactions are symmetric so that �̂� =
∑
𝑖 �̂�𝑖+

∑
𝑖≠ 𝑗 𝑒

−𝜆 | 𝑗−𝑖 | �̂�𝑖 �̂� 𝑗

(where now both 𝑖, 𝑗 ∈ {1, ..., 𝐿}), the MPO matrices become,

�̂�𝑒𝑥𝑝−𝑠𝑦𝑚 [1] =
(
�̂� �̂� �̂� 𝐼

)
,

�̂�𝑒𝑥𝑝−𝑠𝑦𝑚 [𝐿] =
(
𝐼 𝑒−𝜆 �̂� 𝑒−𝜆 �̂� �̂�

)𝑇
,

�̂�𝑒𝑥𝑝−𝑠𝑦𝑚 [𝑖] =
©«

𝐼 0̂ 0̂ 0̂
𝑒−𝜆 �̂� 𝑒−𝜆 𝐼 0̂ 0̂
𝑒−𝜆 �̂� 0̂ 𝑒−𝜆 𝐼 0̂
�̂� �̂� �̂� 𝐼

ª®®®®®¬
. (4.8)

Again, we will give the special case of 𝜆 = 0 its own notation, �̂�𝑢𝑛𝑖 𝑓 𝑜𝑟𝑚−𝑠𝑦𝑚, which
will prove useful in the coming sections.
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General two-body long-range interactions

As mentioned previously, exact MPO representations of Hamiltonians with general
long-range interaction coefficients �̂�𝑔𝑒𝑛 =

∑
𝑖 �̂�𝑖 +

∑
𝑖< 𝑗 𝑉𝑖 𝑗 �̂�𝑖 �̂� 𝑗 require a bond

dimension which is proportional to 𝐿 [45]. However, if 𝑉𝑖 𝑗 is a smoothly decaying
function of the distance between two sites, 𝑉𝑖 𝑗 = 𝑓 ( 𝑗 − 𝑖), then highly accurate
approximate MPO representations of �̂�𝑔𝑒𝑛 can often be found which have finite,
constant bond dimensions. The traditional technique is to fit 𝑓 ( 𝑗 − 𝑖) by a sum of
exponentials [107, 108],

𝑓 ( 𝑗 − 𝑖) =
𝐾∑︁
𝑘=1

𝑎𝑘𝑒
−𝜆𝑘 ( 𝑗−𝑖) . (4.9)

This yields an MPO representation of �̂�𝑔𝑒𝑛 with bond dimension 𝐾 + 2, where the
MPO matrices take the form,

�̂�𝐾−𝑒𝑥𝑝 [1] =
(
�̂� 𝑎1 �̂� 𝑎2 �̂� · · · 𝑎𝐾 �̂� 𝐼

)
,

�̂�𝐾−𝑒𝑥𝑝 [𝐿] =
(
𝐼 𝑒−𝜆1 �̂� 𝑒−𝜆2 �̂� · · · 𝑒−𝜆𝐾 �̂� �̂�

)𝑇
,

�̂�𝐾−𝑒𝑥𝑝 [𝑖] =

©«

𝐼 0̂ 0̂ · · · 0̂ 0̂
𝑒−𝜆1 �̂� 𝑒−𝜆1 𝐼 0̂ · · · 0̂ 0̂
𝑒−𝜆2 �̂� 0̂ 𝑒−𝜆2 𝐼 · · · 0̂ 0̂
...

...
...

. . . 0̂ 0̂
𝑒−𝜆𝐾 �̂� 0̂ 0̂ · · · 𝑒−𝜆𝐾 𝐼 0̂
�̂� 𝑎1 �̂� 𝑎2 �̂� · · · 𝑎𝐾 �̂� 𝐼

ª®®®®®®®®®®¬
. (4.10)

The accuracy of the representation {�̂�𝐾−𝑒𝑥𝑝} is determined by the quality of the fit
in Eq. (4.9).

Although this is often a reasonably accurate approach, several more sophisticated
techniques have been developed in recent years which are based on the singular
value decomposition (SVD) of blocks of 𝑉𝑖 𝑗 [94, 97]. These methods also work
most effectively when 𝑉𝑖 𝑗 is a smooth function of the distance, but they are able
to fit more general functions 𝑓 that may be challenging to represent directly with
exponentials like those in Eq. (4.9) [94]. They also can be a bit more efficient,
producing a higher accuracy representation of �̂�𝑔𝑒𝑛 with a smaller bond dimension
than Eq. (4.10) [97].

In this work, we utilize the technique described in Ref. [97]. The basic idea is that
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(a)

(b)

Figure 4.2: A set of tensor network diagrams that represent the elements of the
operator-valued MPO matrix �̂�𝑔𝑒𝑛 [𝑖] (a), along with the additional elements needed
for �̂�𝑔𝑒𝑛−𝑠𝑦𝑚 [𝑖] (b). Here we assume �̂�𝑔𝑒𝑛 [𝑖] is a (2 + 𝑙𝑖) × (2 + 𝑟𝑖) matrix and
�̂�𝑔𝑒𝑛−𝑠𝑦𝑚 [𝑖] is a (2 + 2𝑙𝑖) × (2 + 2𝑟𝑖) matrix. We use the symbol “1” to denote the
first value of a given index, 𝑒 to denote the final value of a given index, 𝑎 to denote
the set of values ranging from 2 to 𝑙𝑖 + 1, 𝑏 to denote the set of values ranging from
𝑙𝑖 +2 to 2𝑙𝑖 +1, 𝑎′ to denote the set of values ranging from 2 to 𝑟𝑖 +1, and 𝑏′ to denote
the set of values ranging from 𝑟𝑖 + 2 to 2𝑟𝑖 + 1. This index labelling corresponds
directly to the expressions in Equations (4.11) and (4.12).

the MPO matrices �̂�𝑔𝑒𝑛 for the general Hamiltonian �̂�𝑔𝑒𝑛 can be written as,

�̂�𝑔𝑒𝑛 [𝑖] =
©«

𝐼 0̂ 0̂
(𝑣𝑖)𝑎 �̂� (𝑋𝑖)𝑎𝑎′ 𝐼 0̂
�̂� (𝑤𝑖)𝑎′ �̂� 𝐼

ª®®¬ , (4.11)

where ®𝑣𝑖 is a column vector of coefficients that has length 𝑙𝑖 and is indexed by 𝑎,
𝑋𝑖 is an 𝑙𝑖 × 𝑟𝑖 matrix of coefficients indexed by 𝑎 and 𝑎′, and ®𝑤𝑖 is a row vector of
coefficients that has length 𝑟𝑖 and is indexed by 𝑎′, yielding a (2+ 𝑙𝑖) × (2+ 𝑟𝑖) MPO
matrix. We write the indexed elements of ®𝑣𝑖, ®𝑤𝑖, and 𝑋𝑖 in Eq. (4.11) to remind the
reader of the shape of these quantities. For clarity, tensor network diagrams for this
matrix are given in Fig. 4.2(a). If the coefficients contained in �̂�𝑔𝑒𝑛 [𝑖] can be, to a
good approximation, related to the coefficients contained in �̂�𝑔𝑒𝑛 [𝑖 + 1] by a linear
transformation, then the MPO matrices for each site can be successively generated



53

by finding the correct linear transformation on the coefficients contained in the MPO
matrix on the previous site. These linear transformations can be found by taking
SVDs of certain blocks of the upper triangle of 𝑉𝑖 𝑗 . It is observed in [97] that if 𝑉𝑖 𝑗
is a smooth function of the distance | 𝑗 − 𝑖 |, the transformations are often compact
(i.e. their dimensions do not scale with 𝐿) and highly accurate because sub-blocks
of the upper triangle of 𝑉𝑖 𝑗 are low-rank. These ideas are developed in full detail in
the supplementary information of Ref. [97] 1.

The form of this MPO matrix can be viewed as a direct generalization of �̂�𝑢𝑛𝑖 𝑓 𝑜𝑟𝑚.
The “coefficients” in adjacent �̂�𝑢𝑛𝑖 𝑓 𝑜𝑟𝑚 matrices can be related to each other via
the simplest possible linear transformation (𝑋1×1 = 1, ®𝑣 = ®𝑤 = 1) because all
the interactions are of identical strength and thus all sub-blocks of 𝑉𝑖 𝑗 are rank 1.
However, when the interaction coefficients vary with distance and the sub-blocks
of the upper triangle of 𝑉𝑖 𝑗 are rank-𝑙, the single 𝐼 in the center of �̂�𝑢𝑛𝑖 𝑓 𝑜𝑟𝑚 gets
generalized to an 𝑙 × 𝑙 block 𝑋𝑙×𝑙 𝐼 in �̂�𝑔𝑒𝑛. By extension, ®𝑣 and ®𝑤 undergo the
same generalization. The MPOs �̂�𝑒𝑥𝑝 and �̂�𝐾−𝑒𝑥𝑝 are special, simple cases of this
generalization.

As a final note, if the interactions in the general Hamiltonian �̂�𝑔𝑒𝑛 become symmetric
so that �̂� =

∑
𝑖 �̂�𝑖 +

∑
𝑖≠ 𝑗 𝑉𝑖 𝑗 �̂�𝑖 �̂� 𝑗 =

∑
𝑖 �̂�𝑖 +

∑
𝑖< 𝑗 𝑉𝑖 𝑗 �̂�𝑖 �̂� 𝑗 +

∑
𝑗<𝑖 𝑉𝑖 𝑗 �̂� 𝑗 �̂�𝑖, then the

general MPO matrices become,

�̂�𝑔𝑒𝑛−𝑠𝑦𝑚 [𝑖] =
©«

𝐼 0̂ 0̂ 0̂
(𝑣𝑖)𝑎 �̂� (𝑋𝑖)𝑎𝑎′ 𝐼 0̂ 0̂
(𝑣′
𝑖
)𝑏 �̂� 0̂ (𝑋′

𝑖
)𝑏𝑏′ 𝐼 0̂

�̂� (𝑤𝑖)𝑎′ �̂� (𝑤′
𝑖
)𝑏′ �̂� 𝐼

ª®®®®®¬
. (4.12)

Tensor network diagrams representing this matrix are given in Fig. 4.2. Here we
have introduced the additional indices 𝑏 and 𝑏′ to index the new vectors ®𝑣′𝑖, ®𝑤′𝑖
and the new matrix 𝑋′

𝑖
, as described in Fig. 4.2. If we have the additional property

that interaction coefficients themselves are symmetric, 𝑉𝑖 𝑗 = 𝑉 𝑗𝑖, then the above
expression can be simplified according to ®𝑣′𝑖 = ®𝑣𝑖, ®𝑤′𝑖 = ®𝑤𝑖, 𝑋′𝑖 = 𝑋𝑖.

4.4 PEPO expectation value via generalized MPOs
Generalized MPOs (gMPOs)
In order to relate the contraction of PEPOs to the well-known 1D MPOs described
in Section 4.3, we must first introduce the notion of a generalized MPO (gMPO).

1It should be noted that in the referenced article there is a typo in the explicit expressions for the
compressed MPO matrices. The local operators associated with the 𝑋 block of each matrix should
be 𝐼, not �̂�, as in Eq. (4.11).
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Figure 4.3: A gMPO-based representation of the two-row example Hamiltonian in
Section 4.4 for a 2× 5 system. Left: The gMPO tensors (blue) appear on the sites in
row 2, while the complementary operator vectors (red) appear on the sites in row 1.
Physical indices are suppressed for simplicity. Right: The resulting tensor network
along row 2 (an MPO) after contractions over the 𝛽 indices have been performed.

In a gMPO, the operator-valued MPO matrices �̂� [𝑖] are elevated to rank-3 tensors,
which will be indicated by the addition of a virtual index 𝛽𝑖 ∈ {1, 2, ..., 𝑔}. The
new operator-valued, rank-3 gMPO tensors will be denoted by �̂�𝛽𝑖 [𝑖]. Exposing
all the indices explicitly, this gives a rank-5 tensor 𝑀 𝑝𝑖 𝑝

′
𝑖

𝛼𝑖−1𝛼𝑖𝛽𝑖
[𝑖], which is shown in

diagrammatic form in Fig. 4.1.

The basic notion of a gMPO is that for each value of 𝛽𝑖, a different MPO matrix
�̂� [𝑖] can be encoded in the gMPO tensor. In the simplest case 𝛽𝑖 only takes a
single value (𝑔 = 1) and thus every gMPO tensor can only represent a single MPO
matrix, reducing the gMPO back to a regular MPO. If instead 𝛽𝑖 takes two values
(𝑔 = 2), then every tensor can represent two different MPO matrices, and the gMPO
can encode 2𝐿 different 1D MPOs. In practice, however, the 𝛽𝑖 are not “free”
indices but are instead summed over in the final network just like the 𝛼 indices in a
regular MPO (see Eq. (4.4)). The proper notion of a gMPO is therefore as a tensor
network operator that can represent a sum of many regular 1D MPOs after the 𝛽𝑖 are
appropriately summed over. This formulation is useful because it provides a flexible
framework in which operators in regular MPOs can be coupled with other operators
that act “outside” of the 1D domain of the regular MPO. In general it allows for the
complete coupling of two distinct MPOs into one, however in this work we only
utilize a simpler special case in which specific local operators are coupled together.
Much like how a local operator on site 𝑖 can be coupled to a local operator on site
𝑖 + 1 by summing over the index 𝛼𝑖 in a regular MPO, we use the gMPO formalism
to couple a local operator that acts “below” site 𝑖 to the local operators on site 𝑖 by
performing an appropriate sum over 𝛽𝑖.

For clarity, let us consider a simple example. Given a 2D system of size 2 × 𝐿
consisting of two rows with 𝐿 sites each, we can label each site by (𝑖, 𝑦), where
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𝑖 ∈ {1, ..., 𝐿} as usual and 𝑦 ∈ {1, 2}, as depicted in Fig. 4.3. Consider the
Hamiltonian �̂� = �̂�1 + �̂�2 =

∑
𝑖 ( �̂�𝑖,1�̂�𝑖,2 + �̂�𝑖,2�̂�𝑖+1,2), where there are nearest-

neighbor interactions between row 1 and row 2 (�̂�1), as well as nearest-neighbor
interactions within row 2 (�̂�2). This Hamiltonian can be represented by a simple
gMPO (�̂�) acting on row 2 along with the complementary operators (�̂�) that act
locally on the sites in row 1.

Since there are no interactions between sites in row 1, the operators {�̂� [𝑖, 1]} that
are applied in this row take the form of vectors, like those at the ends of a regular
MPO, but applied along the 𝛽𝑖 index instead of 𝛼 (see Fig. 4.3),

𝑂
𝑝𝑖,1𝑝

′
𝑖,1

𝛽𝑖
[𝑖, 1] → �̂�𝛽𝑖 [𝑖, 1] =

(
𝐼𝑖,1 �̂�𝑖,1

)
. (4.13)

To couple these operators with the local operators in row 2, as well as to encode
the nearest-neighbor interactions within row 2, gMPO tensors can be used in row 2.
They take the form,

�̂�1 [𝑖, 2] = �̂�𝑁𝑁 [𝑖],

�̂�2 [1, 2] =
(
�̂�1,2 0̂ 0̂

)
, �̂�2 [𝐿, 2] =

(
0̂ 0̂ �̂�𝐿,2

)𝑇
,

�̂�2 [1 < 𝑖 < 𝐿, 2] =
©«

0̂ 0̂ 0̂
0̂ 0̂ 0̂
�̂�𝑖,2 0̂ 0̂

ª®®¬ , (4.14)

where �̂�𝑁𝑁 is from Section 4.3 (with �̂� = 0̂). The reason why the matrix �̂�2 [𝑖, 2]
takes this form can be understood by explicitly considering what happens during the
contraction over 𝛽𝑖 for a given column 𝑖.∑︁

𝛽𝑖

�̂�𝛽𝑖 [𝑖, 1] �̂�𝛽𝑖 [𝑖, 2] =

𝐼𝑖,1 ·
©«
𝐼𝑖,2 0̂ 0̂
�̂�𝑖,2 0̂ 0̂
0̂ �̂�𝑖,2 𝐼𝑖,2

ª®®¬ + �̂�𝑖,1 ·
©«

0̂ 0̂ 0̂
0̂ 0̂ 0̂
�̂�𝑖,2 0̂ 0̂

ª®®¬
=

©«
𝐼 0̂ 0̂
�̂�𝑖,2 0̂ 0̂

�̂�𝑖,1�̂�𝑖,2 �̂�𝑖,2 𝐼

ª®®¬ . (4.15)

The resulting tensor network operator now looks like a regular MPO along row 2
(see Fig. 4.3), and the form of its matrices looks very similar to �̂�𝑁𝑁 (Eq. (4.5)),
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which encodes non-symmetric nearest neighbor interactions. The only difference
is that in the place of �̂�, the 1-body on-site term in Section 4.3, there is now the
inter-row interaction term �̂�1 for column 𝑖. Thus, if these MPO matrices are now
all contracted together along the 𝛼 indices in row 2, we will exactly recover all the
terms in our original two row Hamiltonian.

The function of �̂�2 [𝑖, 2] is thus evident: it couples the inter-row interactions into
an intra-row MPO matrix in a consistent manner with the structure of the intra-row
MPO. Without �̂�2, the action of �̂�𝑖,1 could not be selectively coupled into specific
matrix elements of �̂�1. Thus, the form of �̂�2 can be simply determined based on
an understanding of the structure of the “in-row” MPO matrix �̂�1; namely, to which
matrix elements the “external” operators should couple. Although this formalism
may appear unnecessarily general in the context of this simple example, its full utility
will become apparent in the subsequent sections as more complicated Hamiltonians
are considered.

Evaluation of PEPO expectation values using gMPOs
To this point, the Hamiltonians under consideration have acted on lattices that
are either strictly or quasi- one dimensional. In this section we will present an
algorithm that utilizes the gMPO formalism to evaluate the expectation value of
fully 2D Hamiltonians with the same level of generality as PEPOs, but with simpler
and more familiar concepts. This presentation will focus on the case of a finite
𝐿𝑥 × 𝐿𝑦 rectangular lattice, but prospects for its extension to the infinite case will be
discussed in Section 4.6. The concepts for this technique begin with consideration
of the three subsets of local operators that are distinguished by a bipartitioning of
the system. Namely, given the full system Hamiltonian �̂� represented by a localized
structure such as a PEPO and a horizontal bipartition of it (as depicted in Fig. 4.4(a)),
all the local operators in �̂� can be grouped into three mutually exclusive groups: (i)
those for which there are interactions between sites that are all below the line (�̂�bot),
(ii) all above the line (�̂�top), or (iii) those for which interactions occur across the
line (�̂�int). This decomposition,

�̂� = �̂�bot +
∑︁
𝑖 𝑗

ℎ𝑖 𝑗�̂�𝑖�̂� 𝑗 + �̂�top, (4.16)

where 𝑖 indexes sites below the partition, 𝑗 indexes sites above the partition, and ℎ𝑖 𝑗
contains the coefficients for the interactions that get “cut”, is a familiar concept in
1D for the analysis of MPOs and is the basis of an efficient implementation of the
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Figure 4.4: The first full iteration of the boundary gMPO algorithm for a 5×5 PEPS.
(a) A 5 × 5 PEPO (with physical indices that are suppressed) that is bipartitioned
by a cut between rows 2 and 3. (b) A useful diagrammatic definition: when a flat
square lattice TN diagram is drawn with some red bonds and some black bonds, the
red corresponds to where a tensor network operator has been sandwiched between
the bra and ket. Black bonds contain just bra and ket virtual indices. Figures (c)-(g)
are the diagrams that directly correspond to the algorithm steps 1-5, respectively
(see Section 4.4). Green bonds are used to denote the pre-computed environments
from step 1.

DMRG algorithm [94]. In 2D, it allows for the evaluation of ⟨𝜓 |�̂� |𝜓⟩ on-the-fly
using gMPOs.

To see how, first consider the contraction of the finite, 2-layer, 2D tensor network
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corresponding to ⟨𝜓 |𝜓⟩ for some PEPS |𝜓⟩ using the “boundary MPS” method [35].
Starting from the bottom, the first point of reference is row 1 and as the contraction
progresses, it shifts upward to row 2, then row 3, etc. During this process the
Hamiltonian can be successively partitioned along with the reference row of the
norm contraction, so that the first line lies between row 1 and row 2, then the next
is between row 2 and row 3, etc. Using this idea, the total energy ⟨𝜓 |�̂� |𝜓⟩ can be
accumulated as follows (shown graphically in Fig. 4.4):

1. Pre-compute all the partial contractions of ⟨𝜓 |𝜓⟩ using the boundary method,
starting from the top with row 𝐿𝑦 and working downward. They should be
stored as {envs[0], ..., envs[𝐿𝑦 − 2]} (Fig. 4.4(c)).

2. Construct an MPO which contains all the 1-body terms in �̂� that act locally
in row 1 as well as all the interactions between sites in row 1. In other
words, this should be the MPO representation of �̂�bot when the partition is
between row 1 and row 2. Apply this MPO between the bra and ket tensors
of row 1, and evaluate 𝐸bot = ⟨𝜓 |�̂�bot |𝜓⟩ by contracting this partial TN with
envs[𝐿𝑦 − 2] (Fig. 4.4(d)).

3. Construct complementary operator vectors which contain the local operators
�̂�int that act in row 1 but have interactions with sites above row 1 (as in
Section 4.4). Apply these vectors between the corresponding row 1 ket and
bra tensors along the vertical bonds. This partial TN will be called intops
(Fig. 4.4(e)).

4. Shift the partition line up by 1 row (in general, now in between rows 𝑦 and
𝑦 +1). Construct a gMPO to be applied in row 𝑦 that encodes all the terms in
the new �̂�bot that have not already been evaluated. Apply the gMPO between
the row 𝑦 bra and ket tensors, and contract this TN with intops (below)
and envs[𝐿𝑦 − 𝑦 − 1] (above). Add the resulting scalar to 𝐸bot to obtain a
new 𝐸bot, which now accounts for all the terms in ⟨𝜓 |�̂�bot |𝜓⟩ given the new
partition position. For clarity, the case immediately following step 3 would
be when 𝑦 = 2. To accumulate the proper terms, this gMPO should include
interactions within row 2, as well as all the interactions between sites in row
2 and sites in the rows beneath it, which is just row 1 for now (𝑦 = 2 case
shown in Fig. 4.4(f)).
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5. Construct an updated (approximate) intops. This step can be understood as
iteratively building up MPOs along the vertical bonds. First a complementary
operator matrix (which is just an MPO matrix) is constructed for each column,
which relates the �̂�int in a given column of row 𝑦 − 1 to the �̂�int in the same
column of row 𝑦. This is exactly like how a regular MPO matrix relates the
operators on site 𝑥 − 1 to the operators on site 𝑥. Then these complementary
operator matrices are applied between each of the bra and ket tensors of row
𝑦 along the vertical indices. This row can then be contracted with the old
intops and its horizontal bond dimension can be compressed according to
the boundary method contraction routine. This yields a new approximate
intops that contains the action of all the local operators �̂�int that lie below
the partition when it is between rows 𝑦 and 𝑦 + 1 (𝑦 = 2 case shown in
Fig. 4.4(g))

6. Iterate steps 4 and 5 until the top of the PEPS is reached. When the final
gMPO is applied to row 𝐿𝑦 and contracted with intops, the expectation
values of all the terms in �̂� will have been tallied in the running total 𝐸bot.

Given a Hamiltonian with general interactions of the form �̂�𝑖 �̂� 𝑗 , where 𝑖 < 𝑗 , the
big picture of this algorithm (which we will call the “boundary gMPO” method for
future reference) can be succinctly summarized as follows: To compute ⟨𝜓 |�̂� |𝜓⟩, we
think about classifying terms in �̂� into 3 non-mutually exclusive groups according
to the bipartition of a PEPO between rows 𝑦 and 𝑦 + 1. Group (1) contains terms
where �̂� and �̂� are both below the partition. Group (2) contains terms where �̂� is
below the partition but �̂� is somewhere above it. Group (3) contains terms where
�̂� and �̂� are both below the previous partition (when it was between rows 𝑦 − 1
and 𝑦). At each iteration of the algorithm, we first compute ⟨𝜓 |�̂� |𝜓⟩ for the set of
terms in the difference (1) - (3) by contracting a gMPO with intops, and then we
construct a new intops for the next iteration that accounts for all the terms in (2)
by slightly modifying the previous intops.

This can be viewed as a “decomposed” contraction of the expectation value of
a PEPO. As the partition is iteratively shifted upwards, MPOs are sequentially
constructed and applied tensor-by-tensor along the vertical bonds and gMPOs are
applied along the horizontal bonds in order to “extract” the expectation values of
the terms in �̂�bot, as it is defined based on the current progress of the contraction.
When explicitly contracting the expectation value of a PEPO, the boundary tensors
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accumulate the identical terms but they are not fully evaluated until the entire
contraction is complete. By extracting the “completed” terms along the way, the
boundary gMPO method allows for the energy evaluation of the same set of general
2D Hamiltonians that can be represented by PEPOs while only invoking MPOs and
gMPOs. Since the ideas for constructing MPOs, and thus also gMPOs, are more
familiar and well-established in the literature than PEPOs, we expect that this will
be a useful conceptual simplification.

Additionally, this formulation leads to a reduction in computational cost because
intops can always be constructed with operator virtual indices pointing only in
the vertical direction 2. When compared to the contraction of a PEPO, the cost of
boundary absorption and compression (the time-dominant step; step 5 and Fig. 4.4(g)
above) is reduced because the boundary tensors no longer contain any operator
virtual indices along the horizontal bonds. This decreases the cost of boundary
absorption by a factor of 𝐷4

op and compression by a factor of 𝐷6
op (where 𝐷op

is the virtual bond dimension of the PEPO/vertical bond dimension of intops
operators) 3.

In the context of a variational [39, 40] ground state optimization of a PEPS with
respect to the Hamiltonian �̂�, this algorithm fits very nicely within the frame-
work of the newly-developed differentiable programming techniques for tensor net-
works [119]. Since the expectation values of different sets of operators are evaluated
during different iterations, each iteration of steps 4 and 5 can be differentiated sep-
arately. This allows for the gradient of the energy to also be computed on-the-fly
as the energy itself is being computed, leading to a highly efficient computational
formulation.

4.5 Results
In this section, we will present the explicit constructions of the MPOs and gMPOs
needed to implement the boundary gMPO algorithm described in Section 4.4 for
various types of 2D Hamiltonians. From the set of Hamiltonians that we explicitly
describe, we expect that the construction of most other Hamiltonians of potential
interest will be conceptually straightforward. We will also demonstrate the speed and

2 Although this is always possible, it is not required. It may be the case that for some Hamiltonians
not explicitly considered in this work, allowing horizontal operator virtual indices in intops results
in a more efficient representation.

3These factors are determined under the assumption that the bond dimension 𝜒 of the boundary
MPS during boundary method contraction [35] must be proportional to 𝐷op for accurate results when
using a full PEPO [70].
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�̂�𝑁𝑁 �̂�𝐷 �̂�𝐿𝑅𝑁𝐶 �̂�𝐿𝑅𝐴𝐶
𝐷 = 2, 𝜒 = 5 2.52 3.70 3.66 18.6
𝐷 = 2, 𝜒 = 10 6.94 11.9 11.6 18.4
𝐷 = 2, 𝜒 = 20 13.2 27.9 27.2 19.1
𝐷 = 3, 𝜒 = 15 20.5 39.2 37.5 1.63
𝐷 = 3, 𝜒 = 30 25.3 52.6 51.7 1.36
𝐷 = 3, 𝜒 = 40 24.0 50.9 51.2 1.41
𝐷 = 4, 𝜒 = 15 19.0 33.5 34.2
𝐷 = 4, 𝜒 = 30 27.8 59.3 60.3
𝐷 = 4, 𝜒 = 40 32.7 62.8 62.5

Table 4.1: The average computational speedups of the boundary gMPO algorithm
over PEPO-based expectation value calculations for a representative set of 2D Hamil-
tonians (Eqns. (4.17), (4.19), (4.22), and (4.25)). The gMPO-based scheme is
generically and significantly faster than the PEPOs for all the Hamiltonians except
the one with long-range interactions mediated by a distance-dependent potential
(LRAC). The reported numbers are averages taken over multiple calculations for
each of multiple different trial wavefunctions: PEPS ground states for the 8 × 8
AFM Heisenberg model and FM transverse field Ising model (ℎ = 3.5). 𝐷 denotes
the bond dimension of the trial PEPSs and 𝜒 denotes the maximum boundary bond
dimension used during contraction [35]. Both algorithms were implemented in a
straightforward manner in order to compare their runtimes as fairly as possible. This
data should be used in conjunction with Fig. 4.5.

accuracy of the new algorithm, and compare it to the performance of expectation
value computations using explicit PEPOs as well as “brute force” application of
all the Hamiltonian terms separately (this technique is analogous to the current
technique used in 2D simulations, as mentioned in Section 4.2).

In our brute force implementations we do not utilize any caching strategies for
contraction intermediates that are recyclable between the evaluation of multiple
different Hamiltonian terms. This would lead to a faster routine, and might allow
for a more direct comparison to the boundary gMPO algorithm since it inherently
utilizes a (quite limited) caching strategy. However, while the implementation of
the envs intermediates in the boundary gMPO method is very straightforward,
proper caching for the brute force technique is more complicated, especially for
Hamiltonians which include long-range interactions. To keep the results for all
Hamiltonians comparable, we thus always refrain from caching in the brute force
method.

In all cases we will consider a finite two-dimensional system on a rectangular lattice
of 𝐿𝑥 × 𝐿𝑦 sites labelled (𝑥, 𝑦), where 𝑥 indexes the sites in a row and 𝑦 indexes the
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�̂�𝑁𝑁 �̂�𝐷 �̂�𝐿𝑅𝑁𝐶 �̂�𝐿𝑅𝐴𝐶
𝐷 = 2, 𝜒 = 5 60.8 118.4 1066 34.2
𝐷 = 2, 𝜒 = 10 59.9 107.6 975.7 33.0
𝐷 = 2, 𝜒 = 20 49.4 84.6 782.2 24.2
𝐷 = 3, 𝜒 = 15 43.1 72.8 672.3 16.9
𝐷 = 3, 𝜒 = 30 36.6 64.6 609.6 16.1
𝐷 = 3, 𝜒 = 40 37.3 65.4 628.9 16.8
𝐷 = 4, 𝜒 = 15 39.9 61.8 592.6
𝐷 = 4, 𝜒 = 30 35.3 63.4 569.8
𝐷 = 4, 𝜒 = 40 37.5 68.7 623.8

16 × 16, 𝐷 = 2, 𝜒 = 20 296.1

Table 4.2: The average computational speedups of the boundary gMPO algorithm
over “brute force” expectation value calculations for a representative set of 2D
Hamiltonians (Eqns. (4.17), (4.19), (4.22), and (4.25)). The gMPO-based scheme
is significantly faster for all the Hamiltonians under consideration, especially those
which contain long-range interactions (LRNC and LRAC). In the brute force tech-
nique, the Hamiltonian is evaluated term-by-term by explicitly applying each pair
of local operators. Both algorithms were implemented in a straightforward manner
in order to compare their runtimes as fairly as possible. The reported numbers are
averages taken in an identical manner to Table 4.1, and the parameters 𝐷 and 𝜒 are
also indentically defined. This data should be used in conjunction with Fig. 4.5.

sites in a column. By the conventions of the previous sections, (1, 1) corresponds to
the bottom left corner and (𝐿𝑥 , 𝐿𝑦) to the top right corner. When a sum is taken over
all the sites in the lattice using a single index, such as

∑𝐿𝑥×𝐿𝑦
𝑖=1 , the order in which

the sites are indexed is such that site (𝑥 + 1, 𝑦) always has a larger label number
than site (𝑥, 𝑦), and site (𝑥, 𝑦 + 1) also has a larger label number than (𝑥, 𝑦). This
convention will be important when restrictions are placed on the sums, such as the
condition 𝑖 < 𝑗 .

Local Hamiltonians
Nearest-neighbor interactions

Consider a Hamiltonian with local 1-body terms and non-symmetric nearest-neighbor
interactions of the form,

�̂�𝑁𝑁 =

𝐿𝑥×𝐿𝑦∑︁
𝑖=1

�̂�𝑖 +
∑︁
⟨𝑖 𝑗⟩,𝑖< 𝑗

�̂�𝑖 �̂� 𝑗 , (4.17)

where both 𝑖 and 𝑗 index through all 𝐿𝑥×𝐿𝑦 sites. The MPO in step 2 of the boundary
gMPO algorithm is given by �̂�𝑁𝑁 from Eq. (4.5), Section 4.3. The vertical MPOs
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that are applied tensor-by-tensor as the algorithm progresses in order to produce
intops are given by,

�̂�𝛽1 [𝑥, 1] =
(
𝐼 �̂�

)
,

�̂�𝛽𝑦−1𝛽𝑦 [𝑥, 𝐿𝑦 > 𝑦 > 1] =
(
𝐼 �̂�

0̂ 0̂

)
. (4.18)

Note that here we use the index label 𝛽𝑦 to denote its position (𝑦) along the ver-
tical bonds within column. This is a slight abuse of notation when compared to
Section 4.4, where the subscript on 𝛽 was used to denote its position (𝑥) within
in a single row. A fully consistent notation would require an 𝑥 and 𝑦 subscript on
every 𝛽, but for all Hamiltonians under consideration in Section 4.5 the vertical
MPO matrices will be the same for every 𝑥, so we always suppress the 𝑥 label (and
sometimes also the 𝑦 label when the context is unambiguous) on 𝛽 for simplicity.

Also note that these MPO matrices (Eq. (4.18)) only need to be of dimension 2 × 2
because each time a new intops is created, the expectation values of interaction
terms with the row above are immediately extracted by contracting it with an ap-
propriate gMPO. Unlike a typical MPO, we therefore never need to “complete” an
interaction with a �̂� operator in these matrices because that is taken care of in the
gMPO. This eliminates the need for the third row and column to account for �̂�. In
the current case of nearest neighbor interactions, the bottom row of �̂�𝛽𝑦−1𝛽𝑦 is all
0̂s because the action of �̂� in row 𝑦 does not need to be stored once the point of
reference is shifted up to row 𝑦 + 1.

The gMPO tensors, used in step 4 to extract the expectation values of terms in �̂�bot,
were given as the example in Eq. (4.14). To make the notation consistent with a
fully 2D Hamiltonian, the coordinates of the tensors in that expression should be
transformed according to: �̂�1 [𝑖, 2] → �̂�1 [𝑥, 𝑦 > 1]; �̂�2 [1, 2] → �̂�2 [1, 𝑦 > 1];
�̂�2 [𝐿, 2] → �̂�2 [𝐿𝑥 , 𝑦 > 1]; �̂�2 [𝑖, 2] → �̂�2 [𝐿𝑥 > 𝑥 > 1, 𝑦 > 1]. Additionally, for
generality we do not have �̂� = 0̂ in our current example. In essence, the evaluation
of this Hamiltonian’s expectation value amounts to performing the same calculation
as the one outlined in the example of Section 4.4 for every row in the system.

The accuracy of the boundary gMPO algorithm using these tensors to evaluate
the expectation value of the given Hamiltonian (with �̂� = 0̂, �̂� = �̂� = 𝜎𝑧) with
respect to various trial PEPS is shown in Fig. 4.5. It is almost identically accurate
to the brute force scheme and its accuracy is also very similar to the PEPO-based
implementation in most cases, with the outliers showing an improved accuracy
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for the gMPOs. Despite the similar accuracies, using the gMPOs allows for a
computational speedup of up to ∼ 30× over the PEPOs and ∼ 40× over the brute
force implementation, as seen in Tables 4.1-4.2.

Diagonal-neighbor interactions

Now consider a Hamiltonian that has local 1-body terms as well as both nearest-
neighbor and diagonal-neighbor interactions, with strengths 𝐽1 and 𝐽2 respectively,

�̂�𝐷 =

𝐿𝑥×𝐿𝑦∑︁
𝑖=1

�̂�𝑖 + 𝐽1
∑︁
⟨𝑖 𝑗⟩,𝑖< 𝑗

�̂�𝑖 �̂� 𝑗 + 𝐽2
∑︁

⟨⟨𝑖 𝑗⟩⟩,𝑖< 𝑗
�̂�𝑖 �̂� 𝑗 . (4.19)

Although we are again considering the non-symmetric Hamiltonian construction
(denoted by 𝑖 < 𝑗) for simplicity, if the interaction operators are chosen to be
symmetric (i.e. �̂� = �̂�) then the given Hamiltonian differs from the truly symmetric
one �̂�sym (i.e. 𝑖 < 𝑗 → 𝑖 ≠ 𝑗) by a factor of 2 in the interaction coefficients,
�̂�sym(𝐽1, 𝐽2) = �̂�𝐷 (2𝐽1, 2𝐽2). If the representation of �̂�sym is needed when �̂� ≠ �̂�,
it can be determined by using the results in this section and following the examples
in Section 4.3.

The MPO in step 2 is again given by �̂�𝑁𝑁 (Eq. (4.5), Section 4.3), and the vertical
MPO matrices are still given by Eq. (4.18). The gMPO tensors are,

�̂�1 [1, 𝑦 > 1] =
(
�̂� 𝐽1 �̂� �̂� 𝐼

)
,

�̂�1 [𝐿𝑥 , 𝑦 > 1] =
(
𝐼 �̂� 0̂ �̂�

)𝑇
,

�̂�1 [𝐿𝑥 > 𝑥 > 1, 𝑦 > 1] =
©«
𝐼 0̂ 0̂ 0̂
�̂� 0̂ 0̂ 0̂
0̂ 0̂ 0̂ 0̂
�̂� 𝐽1 �̂� �̂� 𝐼

ª®®®®®¬
,

�̂�2 [1, 𝑦 > 1] =
(
𝐽1�̂� 𝐽2𝐼 0̂ 0̂

)
,

�̂�2 [𝐿𝑥 , 𝑦 > 1] =
(

0̂ 0̂ 𝐽2𝐼 𝐽1�̂�
)𝑇
,

�̂�2 [𝐿𝑥 > 𝑥 > 1, 𝑦 > 1] =
©«

0̂ 0̂ 0̂ 0̂
0̂ 0̂ 0̂ 0̂
𝐽2𝐼 0̂ 0̂ 0̂
𝐽1�̂� 𝐽2𝐼 0̂ 0̂

ª®®®®®¬
. (4.20)

These matrices can be understood by noting the similarity between �̂�1 and �̂�𝑁𝑁−𝑠𝑦𝑚

from Eq. (4.6). The only difference is that in �̂�1 the entry for �̂� in the first column
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Figure 4.5: The relative error of the gMPO-based expectation values compared to the
relative errors obtained using both PEPO-based calculations and the “brute force”
technique of evaluating each term in the Hamiltonian separately. For the majority of
cases tested, all three techniques exhibit the same level of accuracy. None of these
Hamiltonians (Eqns. (4.17), (4.19), (4.22)) contain long-range distance-dependent
potentials. The expectation values are calculated with respect to various 8 × 8 trial
PEPS of bond dimensions 𝐷 = 2, 3, 4. A single point compares the relative error
of gMPOs with either PEPOs or brute force, with each technique using the same
trial state and 𝜒 value (the boundary bond dimension during contraction [35]). All
errors are measured with respect to a brute force evaluation that is highly converged
in 𝜒. The displayed points are for selected values of 𝜒 less than the converged
value, in order to compare the levels of accuracy that can be obtained with a given
computational effort. For a full picture of the computational effort, this data should
be used in conjunction with the speedups reported in Tables 4.1-4.2, which also
include the 𝜒 values for each of the points here.
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is made to be 0̂ (and interaction coefficients are included). This is done to prevent
symmetric nearest-neighbor interactions of the form �̂�𝑥−1,𝑦 �̂�𝑥,𝑦 from being included
along the gMPO row (in these coordinates the gMPO is being applied to row 𝑦).
However, since the sites are ordered in such a way that the (non-symmetric) diagonal-
neighbor interactions occur between site (𝑥, 𝑦−1) and sites (𝑥 −1, 𝑦), (𝑥 +1, 𝑦), we
still want to include the action of �̂� “on the left” on site (𝑥 − 1, 𝑦). This is exactly
what the form of �̂�𝑁𝑁−𝑠𝑦𝑚 is designed to do.

If the �̂�1 matrices were the only ones included in the gMPO, then this action of
�̂�𝑥−1,𝑦 “on the left” would never be utilized due to the 0̂ in place of �̂�𝑥,𝑦 in the
first column. However, �̂�2 couples the action of �̂�𝑥,𝑦−1 (from intops) into the
two typical locations of �̂� in �̂�𝑁𝑁−𝑠𝑦𝑚 (and also multiplies by 𝐽2). This allows
the “on the left” action of �̂�𝑥−1,𝑦 to interact with the action of 𝐽2 �̂�𝑥,𝑦−1, which is
exactly the diagonal interaction that we want to include. �̂�2 also couples 𝐽2 �̂�𝑥,𝑦−1

into the same position as 𝐽1 �̂�𝑥,𝑦 in �̂�1, which allows for the nearest-neighbor hori-
zontal interaction and diagonal-neighbor interaction “to the right” to be accounted
for simultaneously. Specifically, after the 𝛽𝑦−1 indices have been appropriately
contracted over, the subsequent contraction over an 𝛼 index will yield a term like
(𝐽2 �̂�𝑥,𝑦−1 + 𝐽1 �̂�𝑥,𝑦)�̂�𝑥+1,𝑦. For clarity, in the spirit of the example in Eq. (4.15), a
typical contraction over the 𝛽𝑦−1 index (with �̂� = 0̂) would look like,∑︁

𝛽𝑦−1

�̂�𝛽𝑦−1 [𝑥, 𝑦 − 1] �̂�𝛽𝑦−1 [𝑥, 𝑦] =

𝐼 ·
©«
𝐼𝑥,𝑦 0̂ 0̂ 0̂
�̂�𝑥,𝑦 0̂ 0̂ 0̂

0̂ 0̂ 0̂ 0̂
0̂ 𝐽1 �̂�𝑥,𝑦 �̂�𝑥,𝑦 𝐼𝑥,𝑦

ª®®®®®¬
+

�̂�𝑥,𝑦−1 ·
©«

0̂ 0̂ 0̂ 0̂
0̂ 0̂ 0̂ 0̂

𝐽2𝐼𝑥,𝑦 0̂ 0̂ 0̂
𝐽1�̂�𝑥,𝑦 𝐽2𝐼𝑥,𝑦 0̂ 0̂

ª®®®®®¬
=

©«
𝐼 0̂ 0̂ 0̂
�̂�𝑥,𝑦 0̂ 0̂ 0̂

𝐽2 �̂�𝑥,𝑦−1 0̂ 0̂ 0̂
𝐽1 �̂�𝑥,𝑦−1�̂�𝑥,𝑦 𝐽1 �̂�𝑥,𝑦 + 𝐽2 �̂�𝑥,𝑦−1 �̂�𝑥,𝑦 𝐼

ª®®®®®¬
. (4.21)

The form of this gMPO, which is the simplest case where �̂� can interact with a �̂�
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from a different row and column, is the basis for generating all the more complicated
finite-range 2D Hamiltonians with interactions between more distant neighbors. In
essence, the form of �̂�1 has to be adapted to the desired pattern of operators within
the gMPO row, and then �̂�2, �̂�3, ..., etc. take the forms which properly couple the
operators from the vertical MPOs (intops) into �̂�1. For a general construction
of this form that includes all non-symmetric interactions between neighbors up to
range 𝑅, see Appendix A.

The speed and accuracy of the boundary gMPOs using these tensors (with �̂� = 0̂,
�̂� = �̂� = 𝜎𝑧, 𝐽2 = 𝐽1/2) is compared to a PEPO-based implementation and a brute
force implementation in Fig. 4.5 and Tables 4.1-4.2. The gMPOs produce accuracies
which are nearly identical to the brute force scheme, but with a computational effort
that is ∼ 60 − 70× less. When compared to PEPOs, a speedup of up to ∼ 50× is
observed and in most cases the gMPOs and PEPOs also produce the same level of
accuracy. In cases where they differ, the gMPOs are observed to be more accurate.

Long-range Hamiltonians with no coefficients
We will now consider a Hamiltonian which has local 1-body terms and non-
symmetric pairwise interactions of equal strength between every site on the lattice.
This can be viewed as the 2D version of the Hamiltonian represented by �̂�𝑢𝑛𝑖 𝑓 𝑜𝑟𝑚

(see Section 4.3). We have,

�̂�𝐿𝑅𝑁𝐶 =
∑︁
𝑖

�̂�𝑖 +
∑︁
𝑖< 𝑗

�̂�𝑖 �̂� 𝑗 . (4.22)

The MPO used in step 2 of the boundary gMPO algorithm is given by �̂�𝑢𝑛𝑖 𝑓 𝑜𝑟𝑚.
The vertical MPOs used for the construction of intops are given by,

�̂�𝛽1 [𝑥, 1] =
(
𝐼 �̂�

)
,

�̂�𝛽𝑦−1𝛽𝑦 [𝑥, 𝐿𝑦 > 𝑦 > 1] =
(
𝐼 �̂�

0̂ 𝐼

)
. (4.23)

These MPO matrices differ from those in Eq. (4.18) because they “remember” the
action of all the local operators in a given column 𝑥. In Eq. (4.18), the contrac-
tions over 𝛽𝑦−1 that are performed in step 5 result in operator vectors of the form(
𝐼, �̂�𝑥,𝑦

)
. This was sufficient because the previous Hamiltonians under consider-

ation were local, so the action of the �̂�𝑥,𝑦−1, �̂�𝑥,𝑦−2, ..., etc. operators had already
been completely accounted for by the time the reference row was shifted up by one.
However, in our current Hamiltonian the interactions are long-ranged, so the action
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of all the local operators in a given column must be accounted for in a single intops
tensor. This is achieved by the MPO matrices in Eq. (4.23), for which a contraction
over 𝛽1, 𝛽2, ..., 𝛽𝑦−1 yields operator vectors of the form

(
𝐼, �̂�𝑥,1 + �̂�𝑥,2 + ... + �̂�𝑥,𝑦

)
.

The corresponding gMPO tensors are given by,

�̂�1 [1, 𝑦 > 1] =
(
�̂� �̂� �̂� 𝐼

)
,

�̂�1 [𝐿𝑥 , 𝑦 > 1] =
(
𝐼 �̂� 0̂ �̂�

)𝑇
,

�̂�1 [𝐿𝑥 > 𝑥 > 1, 𝑦 > 1] =
©«
𝐼 0̂ 0̂ 0̂
�̂� 𝐼 0̂ 0̂
0̂ 0̂ 𝐼 0̂
�̂� �̂� �̂� 𝐼

ª®®®®®¬
,

�̂�2 [1, 𝑦 > 1] =
(
�̂� 𝐼 0̂ 0̂

)
,

�̂�2 [𝐿𝑥 , 𝑦 > 1] =
(

0̂ 0̂ 𝐼 �̂�

)𝑇
,

�̂�2 [𝐿𝑥 > 𝑥 > 1, 𝑦 > 1] =
©«

0̂ 0̂ 0̂ 0̂
0̂ 0̂ 0̂ 0̂
𝐼 0̂ 0̂ 0̂
�̂� 𝐼 0̂ 0̂

ª®®®®®¬
. (4.24)

Note that this result is nearly identical to the gMPO tensors in the previous section
for diagonal interactions (Eq. (4.20)). The only difference is the replacement of
two 0̂s with 𝐼s in �̂�1 (and the removal of the interaction coefficients). The reason
for this similarity can be understood in two distinct ways. Firstly, the addition of
these identities can be viewed as an elevation of the symmetric nearest-neighbor
interactions in �̂�𝑁𝑁−𝑠𝑦𝑚 to symmetric interactions of arbitrary range, which captures
all the new terms in �̂�𝐿𝑅𝑁𝐶 . Secondly, we can see a direct analogy between the
relations of the current �̂�1 to �̂�𝑢𝑛𝑖 𝑓 𝑜𝑟𝑚−𝑠𝑦𝑚 (Section 4.3) and the previous �̂�1

(Eq. (4.20)) to �̂�𝑁𝑁−𝑠𝑦𝑚. In other words, in the previous section we argued that
because �̂�1 only differed from �̂�𝑁𝑁−𝑠𝑦𝑚 by a single element, it was clear that it
would encode the symmetric nearest-neighbor action of �̂� about site (𝑥, 𝑦) that
was necessary to generate the diagonal interactions. Now in the current case, we
replace the modified �̂�𝑁𝑁−𝑠𝑦𝑚 with an identically modified �̂�𝑢𝑛𝑖 𝑓 𝑜𝑟𝑚−𝑠𝑦𝑚 to obtain
the symmetric action of �̂� on all sites to the left and right of (𝑥, 𝑦). This is precisely
the pattern of operators that needs to be encoded in order to generate all the terms
in �̂�bot.
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The performance of the boundary gMPOs using these tensors (with �̂� = 0̂, �̂� = �̂� =

𝜎𝑧) is compared to a PEPO-based implementation and a brute force implementation
in Fig. 4.5 and Tables 4.1-4.2. In this case, due to the long-range nature of the
interactions, the scaling of our brute force evaluation is 𝑂 (𝑁3). While this can be
slightly reduced with appropriate caching of contraction intermediates, the gMPO-
and PEPO-based techniques only scale as ∼ 𝑂 (𝑁) (where 𝑁 is the total number
of sites in the system). Thus in addition to the ∼ 60× speedup over the PEPOs,
the gMPOs attain large speedups of ∼ 600× over the brute force algorithm for the
𝑁 = 64 cases that we consider. For larger systems, this speedup will grow rapidly.
Given this poor scaling and the fact that the gMPOs can reproduce the accuracy of
the brute force calculations in all of the most challenging test cases, it is clear that
the brute force technique is not a viable approach to study systems with non-local
interactions. Of the two viable strategies, gMPOs show very similar accuracy to
PEPOs across most of the test cases, as in the previous sections.

Long-range isotropic Hamiltonians with approximate coefficients
In the previous section, we demonstrated an exact and compact representation of a
long-range interacting 2D Hamiltonian when the interactions coefficients were all
the same (this can also be done with a PEPO [70]). Despite this, it is a challenging
problem to efficiently 4 represent a 2D Hamiltonian which has long-range interaction
coefficients that depend on the distance between sites, even in an approximate
manner [45, 70, 117, 118]. Various solutions to this problem have been proposed
recently [70, 117, 118], but they all require the explicit use of PEPOs, making their
computational cost high.

The introduction of the gMPO formalism allows for a new, simpler approach to be
derived, which we will show to be many orders of magnitude more accurate and
efficient than the PEPO-based approaches. We will consider a restricted case of the
general long-range interacting Hamiltonian on the 2D lattice,

�̂�𝐿𝑅𝐴𝐶 =
∑︁
𝑖

�̂�𝑖 +
∑︁
𝑖< 𝑗

𝑉𝑖 𝑗 �̂�𝑖 �̂� 𝑗 , (4.25)

where 𝑉 is a translation invariant, decaying function of the Euclidean distance
between sites 𝑖 and 𝑗 (i.e. it is isotropic).

The crux of the long-range interaction problem on the 2D lattice is that func-
tions of the Euclidean distance 𝑓 (

√︁
𝑥2 + 𝑦2), which are necessary for physical

4Here we define “efficient” to mean that the computational cost to evaluate the expectation value
of the Hamiltonian scales linearly with the number of sites in the system.
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potentials 𝑉 , are difficult to represent efficiently within a tensor network struc-
ture [70, 117]. Although 1D functions of 𝑥 and 𝑦 can be independently con-
structed with ease (see Section 4.3), the known possibilities for combining them
within a 2D tensor network ansatz yield functions of the Manhattan distance
𝑓 ( |𝑥 | + |𝑦 |) or product functions 𝑓 (𝑥)𝑔(𝑦), but not the desired radially symmet-
ric ones 𝑓 (𝑟) = 𝑓 (

√︁
𝑥2 + 𝑦2). However, the Gaussian function 𝑒−𝜆𝑟2 has the unique

property that 𝑓 (𝑥) 𝑓 (𝑦) = 𝑒−𝜆(𝑥
2+𝑦2) = 𝑓 (𝑟2). This connection allows for a radi-

ally symmetric Gaussian function in 2D to be created from the product of two 1D
Gaussians 𝑓 (𝑥) = 𝑒−𝜆𝑥2 and 𝑓 (𝑦) = 𝑒−𝜆𝑦2 .

This observation can be directly exploited by the gMPO-based algorithm. If the
vertical MPOs encode the interactions �̂�1 =

∑𝐿𝑦

𝑖=1
∑
𝑗>𝑖 𝑒

−𝜆( 𝑗−𝑖)2 ( �̂�𝑖 𝐼 𝑗+ �̂�𝑖 �̂� 𝑗 ) and the
gMPOs encode horizontal interactions of the form �̂�2 =

∑𝐿𝑥
𝑖=1

∑
𝑗>𝑖 𝑒

−𝜆( 𝑗−𝑖)2 (𝐼𝑖 �̂� 𝑗 +
�̂�𝑖 𝐼 𝑗 + �̂�𝑖 �̂� 𝑗 ), then they can be combined as a product (as in Sections 4.5, 4.5) to
make complete interactions of the form 𝑒−𝜆(𝑎

2+𝑏2) �̂�𝑥,𝑦 �̂�𝑥+𝑎,𝑦±𝑏 + 𝑒−𝜆𝑎
2
�̂�𝑥,𝑦 �̂�𝑥+𝑎,𝑦 +

𝑒−𝜆𝑏
2
�̂�𝑥,𝑦 �̂�𝑥,𝑦+𝑏. The two-dimensional, radially symmetric Gaussians can then be

used as a basis to fit the desired long-range potential,

𝑉 (𝑥, 𝑦) ≈
𝐾∑︁
𝑘=1

𝑐𝑘𝑒
−𝜆𝑘 (𝑥2+𝑦2) , (4.26)

which is a well-studied problem with highly accurate, compact solutions when 𝑉
smoothly decays with distance [111, 120, 121]. The expectation value of the desired
Hamiltonian can then be evaluated as the sum over the expectation values obtained
using 𝐾 different sets of vertical MPOs and gMPOs (for the 𝐾 different values
of 𝜆). Since the only requirement of this technique is the representation of 1D
Gaussian functions, this basis can be encoded directly within the MPO and gMPO
tensors, which completely avoids the conceptual and computational complexity of
introducing fictitious superlattices, as in Refs. [70, 117].

Unfortunately, there is no known exact, compact representation of a 1D MPO with
pairwise Gaussian interactions. However, it can be generated in a nearly numerically
exact manner using the method outlined in Section 4.3 to create �̂�𝑔𝑒𝑛. Fig. 4.7(a)
shows the required bond dimension for the Gaussian MPO for different values of 𝜆.
The result that 𝐷op = 14 in the worst case for an accuracy of ∼ 10−10 is a modest
bond dimension for an MPO, which is what makes the current approach of using
an exact Gaussian basis amenable to the gMPO algorithm. Although this same
scheme could, in principle, be implemented using PEPOs on the same lattice, it
would require the use of PEPOs with 𝐷op = 28 in the worst case. In practice, the
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(a)

(b)

(c)

Figure 4.6: The gMPO tensors �̂� [𝑥, 𝑦 > 1] for long-range Gaussian interactions
(Eq. (4.28)). (a) Is for 1 < 𝑥 < 𝐿𝑥 , (b) is for 𝑥 = 𝐿𝑥 , and (c) is for 𝑥 = 1. Since the
dimension of each bond 𝛼𝑥−1, 𝛼𝑥 , and 𝛽 can vary depending on 𝑥, 𝑦 and the value
of the exponential coefficient 𝜆 in the Gaussian interaction, we will use symbols to
label specific values of the indices. For a horizontal (𝛼) index of bond dimension
2𝑔 + 2 that takes index values {1, 2, ..., 2𝑔 + 2}, we label the first value by “1”, the
next 𝑔 values by 𝑎 (if the bond points left) or 𝑎′ (if the bond points right), the next
𝑔 values by 𝑏 (if the bond points left) or 𝑏′ (if the bond points right), and the final
value by 𝑒. This is the convention that is explained in Eq. (4.12) and is also used in
Eq. (4.28). For a vertical (𝛽) index of bond dimension 𝑔 + 1 that takes index values
{1, 2, ..., 𝑔 + 1}, we label the first element by “1” and the remaining 𝑔 elements by
𝑐. This corresponds directly with Eqns. (4.27) & (4.28)
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factor of 𝐷7
op in the computational cost of PEPO-based contractions makes a PEPO

with a bond dimension of this size unusable. However, since the use of gMPOs
reduces the dependence of the cost on the operator bond dimension to at most 𝐷3

op

(in step 4), and 𝐷1
op in the most time intensive step (compression in step 5), using

this bond dimension for the vertical MPOs and gMPOs is entirely feasible.

The explicit forms of the tensors in this case can be viewed as a direct general-
ization of the tensors from the previous Section (4.5), Eqs. (4.23) & (4.24). This
follows from the discussion in Section 4.3 regarding �̂�𝑔𝑒𝑛 and �̂�𝑔𝑒𝑛−𝑠𝑦𝑚 as direct
generalizations of �̂�𝑢𝑛𝑖 𝑓 𝑜𝑟𝑚 and �̂�𝑢𝑛𝑖 𝑓 𝑜𝑟𝑚−𝑠𝑦𝑚, respectively. Since the tensors in
Section 4.5 are derived from �̂�𝑢𝑛𝑖 𝑓 𝑜𝑟𝑚(−𝑠𝑦𝑚) and in the current case we want to
use tensors based on the �̂�𝑔𝑒𝑛(−𝑠𝑦𝑚) representation of a Gaussian MPO, the ten-
sors in (4.23) and (4.24) generalize to the current case in an analogous way to the
�̂�𝑢𝑛𝑖 𝑓 𝑜𝑟𝑚(−𝑠𝑦𝑚) → �̂�𝑔𝑒𝑛(−𝑠𝑦𝑚) generalization of Section 4.3.

Specifically, the MPO for step 2 is the �̂�𝑔𝑒𝑛 representation of Gaussian interactions
with exponential coefficient 𝜆𝑘 , which is determined from the algorithm in Ref. [97].
From this MPO, the data for each ®𝑣𝑖, ®𝑤𝑖, and 𝑋𝑖 can be extracted (according to
Eq. (4.11)). These can then be used to construct the other tensors for pairwise
interactions mediated by a 2D Gaussian potential. The vertical MPO tensors are
given by,

�̂�𝛽1 [𝑥, 1] =
(
𝐼 (𝑤1)𝑐 �̂�

)
,

�̂�𝛽𝑦−1𝛽𝑦 [𝑥, 𝐿𝑦 > 𝑦 > 1] =
(
𝐼 (𝑤𝑦)𝑐 �̂�
0̂ (𝑋𝑦)𝑐′𝑐 𝐼

)
, (4.27)

where 𝑐 and 𝑐′ index through the vector ®𝑤𝑦 and matrix 𝑋𝑦, like in Eq. (4.11). The



73

gMPO tensors are,

�̂�1 [1, 𝑦 > 1] =
(
�̂�, (𝑤1)𝑎′ �̂�, (𝑤1)𝑏′ �̂�, 𝐼

)
,

�̂�1 [𝐿𝑥 , 𝑦 > 1] =
(
𝐼, (𝑣𝐿𝑥 )𝑎 �̂�, 0̂, �̂�

)𝑇
,

�̂�1 [𝐿𝑥 > 𝑥 > 1, 𝑦 > 1] =
©«

𝐼 0̂ 0̂ 0̂
(𝑣𝑥)𝑎 �̂� (𝑋𝑥)𝑎𝑎′ 𝐼 0̂ 0̂

0̂ 0̂ (𝑋𝑥)𝑏𝑏′ 𝐼 0̂
�̂� (𝑤𝑥)𝑎′ �̂� (𝑤𝑥)𝑏′ �̂� 𝐼

ª®®®®®¬
,

�̂�𝑐 [1, 𝑦 > 1] =
(
(𝑣𝑦)𝑐 �̂�, (𝑣𝑦)𝑐 · (𝑤1)𝑎′ 𝐼, 0̂, 0̂

)
,

�̂�𝑐 [𝐿𝑥 , 𝑦 > 1] =
(

0̂, 0̂, (𝑣𝑦)𝑐 · (𝑣𝐿𝑥 )𝑏 𝐼, (𝑣𝑦)𝑐 �̂�
)𝑇
,

�̂�𝑐 [𝐿𝑥 > 𝑥 > 1, 𝑦 > 1] =

©«
0̂ 0̂ 0̂ 0̂
0̂ 0̂ 0̂ 0̂

(𝑣𝑦)𝑐 · (𝑣𝑥)𝑏 𝐼 0̂ 0̂ 0̂
(𝑣𝑦)𝑐 �̂� (𝑣𝑦)𝑐 · (𝑤𝑥)𝑎′ 𝐼 0̂ 0̂

ª®®®®®¬
,

𝑐 ∈ {2, 3, ..., len( ®𝑤𝑦−1) + 1}. (4.28)

Here 𝑐 is used consistently between Eqns. (4.27) & (4.28) to index the vertical MPO
bond 𝛽. In an identical manner to Eq. (4.12), 𝑎, 𝑎′, 𝑏, 𝑏′ are used to index the
coefficient vectors ®𝑤𝑥 , ®𝑣𝑥 and the coefficient matrix 𝑋𝑥 . Note that within a given �̂�𝑐

matrix, the value of 𝑐 is fixed while the values of 𝑎, 𝑎′, 𝑏, 𝑏′ range appropritely over
the dimensions of the matrix. This means that an expression such as (𝑣𝑦)𝑐 · (𝑣𝑥)𝑏 in
Eq. (4.28) is a scalar multiplying a vector.

For these expressions to always make sense, we require 𝐿𝑥 ≥ 𝐿𝑦 so that the bottom
MPO is long enough to extract all the necessary coefficient vectors and matrices for
the vertical direction. The crucial component of this representation is how ®𝑤 and
®𝑣 appear in �̂�𝑐. For the 𝐼 operator in the bottom row of the matrix, which couples
the action of �̂� (from below) to the action of �̂� (to the right) in the gMPO row, the
“completion” interaction coefficients ®𝑣𝑦 are encoded along the 𝛽 index while the
“beginning” interaction coefficients ®𝑤𝑥 are encoded along the 𝛼𝑥 index. Similarly for
the 𝐼 operator in the first column of the matrix, which couples the action of �̂� (from
below) to the action of �̂� (to the left) in the gMPO row, the “completion” interaction
coefficients ®𝑣𝑦 are encoded along the 𝛽 index while the “completion” interaction
coefficients ®𝑣𝑥 are encoded along the 𝛼𝑥−1 index. This formulation allows for
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Figure 4.7: (a) The maximum bond dimension of a numerically exact 𝐿 = 250 MPO
representation of long-range pairwise Gaussian interactions for various values of the
exponential coefficient 𝜆. The algorithm from [97] was used with a singular value
threshold of 10−10. (b)-(c) The relative error in the computed expectation value
of �̂� =

∑
𝑖< 𝑗 𝜎

𝑧
𝑖
𝜎𝑧
𝑗
/|r𝑖 − r 𝑗 | for 8 × 8, 𝐷 = 2 (dashed) and 3 (solid) ground states

of the AFM Heisenberg model (pentagons) and FM transverse field Ising model
(triangles). We compare the Gaussian gMPO technique (red) with the CF-PEPO
technique (blue) from Ref. [70]. In (b) we use 12 basis functions to fit the Coulomb
potential and vary the boundary dimension 𝜒 of the contraction algorithm [35]. In
(c) we fix 𝜒 = 35 for 𝐷 = 2, 𝜒 = 50 for 𝐷 = 3 and vary the number of basis
functions 𝐾 . The convergence of the gMPOs is rapid and strictly governed by 𝐾 and
𝜒 (for a given trial state, either the curve in (b) or in (c) is always decreasing), while
the PEPOs converge slowly and become saturated by other sources of numerical
error.

vertical interactions of the form
∑𝑦

𝑖=1 𝑒
−𝜆(𝑦−𝑖)2 �̂�𝑖 𝐼𝑦 to be “completed” and thus scalar

multiplied by “completed” horizontal interactions of the form
∑𝐿
𝑖=𝑥+1 𝑒

−𝜆(𝑖−𝑥)2 𝐼𝑥 �̂�𝑖

and
∑𝑥
𝑖=1 𝑒

−𝜆(𝑥−𝑖)2 �̂�𝑖 𝐼𝑥 , yielding the desired 2D Gaussian potential. The other entries
of the tensors can be understood by their analogous form to the previous section and
their direct correspondence with �̂�𝑔𝑒𝑛−𝑠𝑦𝑚 (Eq. (4.12)).
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Due to the inherent challenge of explicitly writing and interpreting the algebraic
expressions for �̂� when the dimension of the 𝛽 index is greater than 2, it can
be more intuitive to understand the form of these gMPO tensors from a graphical
presentation, which is given in Fig. 4.6. Additionally, a straightforward example
implementation of these tensors can be found online [122].

The performance of this scheme relative to the PEPO-based scheme from Ref. [70]
for evaluating the expectation value of �̂� =

∑
𝑖< 𝑗 (𝜎𝑧𝑖 𝜎

𝑧
𝑗
)/|r𝑖 − r 𝑗 | is shown in

Fig. 4.7 and Table 4.1. One notable difference between this case and the previous
sections is that there is no longer a generic, guaranteed speedup of the gMPOs over
PEPOs because the two methods work differently. The PEPOs encode long-range
coefficients by introducing a large auxiliary lattice, while the gMPOs do so by using
an increased bond dimension. Since these things affect the computational scaling in
different ways and their precise costs depend on specific numerical thresholds, one
method is not strictly faster than the other.

However, in practice we observe that the gMPOs are many orders of magnitude more
computationally efficient than the PEPOs. The simplest way to see this is to first note
that for given values of 𝐾 , 𝜒, and 𝐷 > 2, the CF-PEPO and gMPO schemes require
similar levels of computational effort (Table 4.1). Yet with these same parameters,
the gMPOs are approximately 4 orders of magnitude more accurate than the CF-
PEPOs (Fig. 4.7). This can be extended to recognize that in order to obtain a given
level of accuracy, the gMPOs will be many orders of magnitude faster than the
PEPOs, or more generally that the gMPOs can obtain a more accurate answer than
the PEPOs in less time.

Additionally, the convergence towards high accuracy is faster and more straightfor-
ward when using gMPOs than when using PEPOs. In the case of the gMPOs, the
accuracy is systematically governed by 𝜒 and 𝐾 (see Fig. 4.7(b)-(c)). This becomes
clear by observing that, for a given trial state, its curve in either Fig. 4.7(b) or (c)
is always decreasing. On the other hand, the convergence of the PEPO curves stall.
The medium- and high-accuracy regimes are not bounded by errors due to the basis
size or 𝜒, but instead by larger numerical errors stemming from additional com-
plicated parameters involved with making the basis radially symmetric [70, 117].
In fact, this is the inherent reason for the major accuracy difference. The gMPO
Gaussian basis is radially symmetric up to ∼ 10−10 (the singular value threshold
used in the approximation algorithm), whereas the PEPO bases are only radially
symmetric up to significant numerical errors [70, 117].
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As a final point, we note that a slightly faster implementation of this long-range
gMPO scheme is possible. Since the bond dimensions 𝐷op reported in Fig. 4.7(a)
are only for �̂�𝑔𝑒𝑛, the horizontal bond dimension of the gMPO tensors in Eq. (4.28)
is almost twice as large. A factor of ∼ 2 speedup can be gained in step 4 of the
boundary gMPO algorithm if non-symmetric gMPO tensors of horizontal dimension
𝐷op are used instead, so that the interactions �̂�𝑥,𝑦 �̂�𝑥,𝑦+𝑏 + �̂�𝑥,𝑦 �̂�𝑥+𝑎,𝑦 + �̂�𝑥,𝑦 �̂�𝑥+𝑎,𝑦+𝑏
are encoded in one gMPO and the interactions �̂�𝑥,𝑦 �̂�𝑥−𝑎,𝑦+𝑏 in another. The cost
of this bond dimension reduction is an increase in the number of gMPOs that need
to be independently evaluated from 𝐾 to 2𝐾 , but this still leaves a factor of 2 for
the speedup because the cost of step 4 depends quadratically on the horizontal bond
dimension of the gMPOs.

4.6 Summary
In this work we have presented an algorithm which can evaluate the expectation
value of general 2D Hamiltonians without using a PEPO. To accomplish this, we
introduced the formalism of a gMPO and showed how it can be used in combination
with MPOs to efficiently compute the energy of a PEPO on-the-fly. In addition
to the conceptual simplification of rewriting PEPOs in terms of the more familiar
MPOs, we also showed that computing the energy using this strategy is 1-2 orders
of magnitude faster while being equally as accurate as explicitly using a PEPO.
The structure of the algorithm also allows for a new technique to be used for
constructing and evaluating 2D Hamiltonians with physical long-range interaction
potentials, which we demonstrated to be multiple orders of magnitude more accurate
and efficient than existing strategies. We expect that this work will lower the
computational and conceptual barriers to using tensor network operators in future
PEPS calculations. We hope that this opens the door to the study of new, more
complicated Hamiltonians in the tensor network community.

Finally, although this work focused on the specific case of finite systems, the fun-
damental requirement for the formulation of the algorithm to apply is that the
contraction method starts from the boundary. Since much is known about infi-
nite MPOs [28, 123, 124] and many prominent contraction methods for infinite
PEPS [34] also begin from the boundary [39, 40, 87, 125], we expect that the
concepts presented in this work can be generalized to the infinite case.
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4.7 Short Appendix
In Section 4.5, we reported the exact construction of the vertical MPO matrices and
the gMPO tensors for a Hamiltonian that had non-symmetric “linear” interactions
up to distance 𝑅 = 1, and non-symmetric diagonal interactions up to distance
𝑅 =

√
2. Following the concepts in that example, and the general ideas behind

MPO construction, in this Appendix we will give the exact construction for a
Hamiltonian with non-symmetric linear interactions up to a general distance 𝑅, and
non-symmetric diagonal interactions up to

√
2𝑅. The interactions coefficients will

be denoted 𝑗𝑥,𝑦, where 𝑥 is the horizontal distance between the local operators and
𝑦 is the vertical distance.

The vertical MPO matrices are size (𝑅 + 2) × (𝑅 + 2) and they are given by,

�̂�𝛽1 [𝑥, 1] =
(
𝐼 �̂�

[
0̂
]
𝑅−1

)
,

�̂�𝛽𝑦−1𝛽𝑦 [𝑥, 𝑦 > 1] =
©«
𝐼 �̂� 0̂
0̂ 0̂ 1(𝑅−1)×(𝑅−1) 𝐼

0̂ 0̂ 0̂

ª®®®¬ . (4.29)

The gMPO tensors are size (2𝑅 +2) × (2𝑅 +2) × (𝑅 +1), where the third dimension
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is the size of the 𝛽 index. They are given by,

�̂�1 [1, 𝑦 > 1] =(
�̂�, 𝑗1,0 �̂�, · · · , 𝑗𝑅,0 �̂�, �̂�,

[
0̂
]
𝑅−1

𝐼
)
,

�̂�1 [1, 𝑦 > 1] =
(
𝐼, �̂�,

[
0̂
]

2𝑅−1
�̂�

)𝑇
,

�̂�1 [𝐿𝑥 > 𝑥 > 1, 𝑦 > 1] =

©«

𝐼 0̂ 0̂ 0̂ 0̂ 0̂
�̂� 0̂ 0̂ 0̂ 0̂ 0̂
0̂ 1(𝑅−1)×(𝑅−1) 𝐼 0̂ 0̂ 0̂ 0̂
0̂ 0̂ 0̂ 0̂ 1(𝑅−1)×(𝑅−1) 𝐼 0̂
0̂ 0̂ 0̂ 0̂ 0̂ 0̂
�̂� 𝑗1,0 �̂�, · · · , 𝑗𝑅−1,0 �̂� 𝑗𝑅,0 �̂� �̂� 0̂ 𝐼

ª®®®®®®®®®®¬
,

�̂�𝑘 [1, 𝑦 > 1] =(
𝑗0,𝑘−1�̂�, 𝑗1,𝑘−1𝐼, · · · , 𝑗𝑅,𝑘−1𝐼,

[
0̂
]
𝑅+1

)
,

�̂�𝑘 [𝐿𝑥 , 𝑦 > 1] =( [
0̂
]
𝑅+1

𝑗1,𝑘−1𝐼, · · · , 𝑗𝑅,𝑘−1𝐼, 𝑗0,𝑘−1�̂�
)𝑇
,

�̂�𝑘 [𝐿𝑥 > 𝑥 > 1, 𝑦 > 1] =

©«

[
0̂
]
𝑅+1

0̂ 0̂

𝑗1,𝑘−1𝐼

𝑗2,𝑘−1𝐼
...

𝑗𝑅,𝑘−1𝐼

0̂ 0̂

𝑗0,𝑘−1�̂� 𝑗1,𝑘−1𝐼, 𝑗2,𝑘−1𝐼, · · · , 𝑗𝑅,𝑘−1𝐼
[
0̂
]
𝑅+1

ª®®®®®®®®®®®®¬
,

𝑘 ∈ {2, 3, ..., 𝑅 + 1}. (4.30)

In these expressions, 1𝑁×𝑁 is an 𝑁 × 𝑁 identity matrix. Additionally, when some-
thing is enclosed in square brackets and labelled with a subscript 𝑛, it means “repeat
this 𝑛 times”. Based on the dimensions of the other blocks, it should be clear which
axis it should be expanded along. This is only used in places where it is not otherwise
obvious to expand the blocks to match the dimensions of adjacent blocks.
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C h a p t e r 5

ENTANGLEMENT IN THE QUANTUM PHASES OF AN
UNFRUSTRATED RYDBERG ATOM ARRAY

This chapter is based on the following publication:

1. O’Rourke, M. J. & Chan, G. K. Entanglement in the quantum phases of an
unfrustrated Rydberg atom array. arXiv preprint arXiv:2201.03189 (2022).

5.1 Abstract
We report on the ground state phase diagram of interacting Rydberg atoms in the
geometrically unfrustrated square lattice array. Using new tensor network algo-
rithms, we scale to large systems in two dimensions while including all long-range
interactions, revealing the phases in the bulk and their analogs in accessible finite
arrays. We find a greatly altered phase diagram from earlier numerical and ex-
perimental studies, and in particular, we uncover an emergent entangled quantum
nematic phase that appears in the absence of frustration. Broadly our results yield
a conceptual guide for future experiments, while our techniques provide a blueprint
for converging numerical studies in other lattices.

5.2 Introduction
Rydberg atom arrays, where cold atoms are trapped in an optical lattice and interact
via excitation into Rydberg states [126, 127], have generated interest for quantum
information processing and to realize exotic many-body states [128–142]. A recent
experiment [143], backed by numerical studies [144, 145], has suggested a richness
in 2D Rydberg atom array ground states on a square lattice. However, although
the observed, non-disordered, phases are not all classical crystals, they contain
little entanglement [144]. Thus it remains unclear whether such arrays realize non-
trivial entangled quantum ground-states on simple lattices. Here, we describe new
numerical techniques that greatly reduce finite size effects, allowing us to confi-
dently converge the bulk phase diagram. We also showcase techniques that address
large finite two-dimensional lattices realized in experiments, while incorporating
all long-range interactions. Unexpectedly, we derive quite different physics from
our simulations compared to both previous theoretical and experimental analyses—
including the emergence of a non-trivial, entangled nematic phase, even on the
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geometrically unfrustrated square lattice array.

The Rydberg atom array Hamiltonian is

�̂� =

𝑁∑︁
𝑖=1

[
Ω

2
�̂�𝑥𝑖 − 𝛿�̂�𝑖

]
+ 1

2

∑︁
𝑖≠ 𝑗

𝑉

( |®𝑟𝑖 − ®𝑟 𝑗 |/𝑎)6
�̂�𝑖�̂� 𝑗 . (5.1)

Here �̂�𝑥
𝑖
= |0𝑖⟩ ⟨1𝑖 | + |1𝑖⟩ ⟨0𝑖 | and �̂�𝑖 = |1𝑖⟩ ⟨1𝑖 | ({|0𝑖⟩ , |1𝑖⟩} denote ground and

Rydberg states of atom 𝑖). 𝑎 is lattice spacing, Ω labels Rabi frequency, and 𝛿
describes laser detuning. 𝑉 parameterizes the interaction strength between excita-
tions. This can be re-expressed in terms of the Rydberg blockade radius 𝑅𝑏, with
𝑉/(𝑅𝑏/𝑎)6 ≡ Ω. We study the square lattice in units 𝑎 = Ω = 1 [144], yielding two
free parameters 𝛿 and 𝑅𝑏.

The ground states of this Hamiltonian are simply understood in two limits. For
𝛿/Ω ≫ 1, 𝑅𝑏 ≠ 0, the system is classical and one obtains classical crystals of Ryd-
berg excitations [146–149] whose spatial density is set by the competition between 𝛿
and 𝑅𝑏. For 𝛿/Ω ≪ 1, 𝑅𝑏 ≠ 0, Rydberg excitations are disfavored and the solutions
are dominated by Rabi oscillations, leading to a trivial “disordered” phase [144,
150, 151]. In between these limits, it is known in 1D that no other density-ordered
ground states exist besides the classical-looking crystals, with a Luttinger liquid
appearing on the boundary between ordered and disordered phases [151].

In 2D, however, the picture is quite different. An initial study [144] using the density
matrix renormalization group (DMRG) [22, 25, 26, 30] found additional quantum
crystalline (or “density-ordered”) phases, where the local excitation density is not
close to 0 or 1. A recent experiment on a 256 programmable atom array has realized
such phases [143]. However, as also discussed there, the density-ordered phases are
unentangled quantum mean-field phases, and thus not very interesting. In addition,
more recent numerical results [134] highlight the sensitivity of the physics to the
tails of the Rydberg interaction and finite size effects. Thus, whether Rydberg
atom arrays on a simple unfrustrated lattice—such as the square lattice—support
interesting quantum ground-states, remains an open question.

Here, we resolve these questions through high-fidelity numerical simulations. To
do so, we employ variational tensor network methods. Tensor networks have led
to breakthroughs in the understanding of 2D quantum many-body problems [41],
and we rely on two techniques that address specific complexities of simulating
interactions in Rydberg atom arrays. The first we term Γ-point DMRG, which cap-
tures interactions out to infinite range, while employing a traditional finite system
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Figure 5.1: Numerical methods and strategy. (a) A schematic representation of
Γ-point DMRG. A single infinite bulk configuration is given by periodic images of
the central supercell configuration. The wavefunction coefficient for this infinite
configuration is given by the contraction of a snake MPS, which is defined only
within a single supercell. (b) By widely varying the size of the supercell, Γ-point
DMRG obtains many different ground states. Identifying all accessible supercells
which give the same ground state order (shown with identically colored points), we
can ensure that all competing low-energy states are well converged w.r.t. finite size
effects, and thus properly identify the true ground state (inset shows ground-state
order (dark green) converged w.r.t. supercell size, separated from other low-energy
orders by 10−4 energy units). (c) A PEPS wavefunction ansatz with bond dimension
𝐷 for a finite system. Each tensor is a different color because they can all be
unique. (d) A simplified diagrammatic representation of the long-range Hamiltonian
construction for PEPS in Ref. [152]. All terms in the Hamiltonian are accounted
for by a sum of 𝐿𝑥 comb tensor network operators. Tensors of the same color are
identical.

two-dimensional DMRG methodology [30], removing interaction truncations and
boundary effects present in earlier studies [133, 134, 144, 145]. This allows us
to controllably converge the bulk phase diagram. The second is a representation
of long-range interactions [152] compatible with projected entangled pair states
(PEPS) [23, 63–65]. With this, we use PEPS to find the ground states of a Hamilto-
nian with long-range interactions for the first time, and specifically here, model the
states of finite arrays of large widths as used in experiment. Both techniques can
be used for more faithful simulations of Rydberg atoms in other settings. We first
describe the new numerical methods, before turning to the bulk and finite-size phase
behavior of square lattice Rydberg arrays and the question of entangled quantum
phases.
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5.3 Numerical strategy and techniques
Bulk simulations and Γ-point DMRG
A challenge in simulating Rydberg atom arrays is the long-range tails of the inter-
action. Because itinerancy only arises indirectly as an effective energy scale [150],
the main finite size effects arise from interactions. Many previous studies have em-
ployed a cylindrical DMRG geometry common in 2D DMRG studies [30]. However,
there the interaction is necessarily truncated to the cylinder half-width, while along
the open direction, edge atoms experience different interactions than in the bulk;
both choices produce strong finite size effects.

To avoid these problems, we perform 2D DMRG calculations in a site Bloch basis.
Given the site basis |𝑛𝑥,𝑦⟩, 𝑛 ∈ {0, 1}, the Bloch basis states are periodic combina-
tions, |�̃�𝑥,𝑦⟩ =

∑
𝑙 |𝑛(𝑥,𝑦)+𝑅𝑙⟩ where 𝑅𝑙 = (𝑛 · 𝐿𝑥 , 𝑚 · 𝐿𝑦), 𝑛, 𝑚 ∈ Z, are lattice vectors,

and 𝐿𝑥 , 𝐿𝑦 are the supercell side lengths. The above correspond to Bloch states at
the Γ-point of the supercell Brillouin zone. The corresponding matrix product state
(MPS) is expressed as |Ψ⟩ = ∑

{𝑒}
∏
𝑥,𝑦 𝐴

�̃�𝑥,𝑦

{𝑒𝑥,𝑦} |�̃�𝑥,𝑦⟩ where A�̃�𝑥,𝑦 is the MPS tensor
associated with Bloch function �̃�𝑥,𝑦, 𝑒𝑥,𝑦 denote its bonds, and a 2D snake ordering
has been chosen through the lattice. Such a Γ-point 2D DMRG formally models an
infinite lattice (Fig. 5.1a) with a wavefunction constrained by the supercell shape.
This differs from using a periodic MPS as periodicity is enforced by the Bloch basis
rather than the MPS. It is also different from a cylindrical/toroidal geometry, which
are both finite; here the lattice remains infinite, and there is entanglement between
supercells induced by the Bloch basis. The interactions are then expressed as a
lattice sum,

�̂� =
∑︁
𝑖

[
1
2
�̂�𝑥𝑖 − 𝛿�̂�𝑖

]
+ 1

2

∑︁
𝑖≠ 𝑗+𝑅𝑙 ,𝑅𝑙

𝑅6
𝑏

|®𝑟𝑖 − ®𝑟 𝑗+𝑅𝑙 |6
�̂�𝑖�̂� 𝑗 , (5.2)

where the operators now act in the Bloch basis. Further details of this approach are
discussed in the supplementary information (SI) in Appendix A.

The only finite size parameter is the supercell size 𝐿𝑥×𝐿𝑦. We thus perform exhaus-
tive scans over 𝐿𝑥 , 𝐿𝑦 to identify competing orders. We systematically converge the
energy per site of low-energy orders by increasing the commensurate supercell sizes
to contain many copies of the order (up to 108 sites). The finite size effects converge
rapidly because no interactions are truncated and there are no edge effects even in
the smallest cells, allowing us to converge the energy per site to better than 10−5,
compared to the smallest energy density difference we observe between competing
phases of ∼ 10−4 (see Fig. 5.1b and Appendix A).
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Finite simulations and PEPS with long-range interactions
To simulate ground-states of finite arrays, we consider finite systems (with open
boundaries) of sizes 9 × 9 up to 16 × 16 atoms. This resembles capabilities of
near-term experiments [141, 143]. The width of the largest arrays challenges what
can be confidently described with MPS and DMRG for more entangled states.
Consequently, we employ PEPS wavefunctions which capture area law entanglement
in 2D, and can thus be scaled to very wide arrays (Fig. 5.1c). Together with
DMRG calculations on moderate width finite lattices, the two methods provide
complementary approaches to competing phases and consistency between the two
provides strong confirmation. However, PEPS are usually combined with short-
range Hamiltonians. We now discuss a way to combine long-range Hamiltonians
efficiently with PEPS without truncations.

For this, we rely on the representation we introduced in Ref. [152]. This encodes the
long-range Hamiltonian as a sum of “comb” tensor network operators (Fig. 5.1d). As
discussed in Ref. [152], arbitrary isotropic interactions can be efficiently represented
in this form, which mimics the desired potential via a sum of Gaussians, i.e. 1

𝑟6 =∑𝑘max
𝑘=1 𝑐𝑘𝑒

−𝑏𝑘𝑟2 (where 𝑘max ∼ 7 for the desired accuracy in this work). The combs
can be efficiently contracted much more cheaply than using a general tensor network
operator.

While Ref. [152] described the Hamiltonian encoding, here we must also find the
ground-state. We variationally minimize ⟨Ψ|�̂� |Ψ⟩ using automatic differentia-
tion [119]. Combined with the comb-based energy evaluation, this allows for both
the PEPS energy and gradient to be evaluated with a cost linear in lattice size. (Sta-
bly converging the PEPS optimization involves some challenges. Further details can
be found in Appendix A).

5.4 Bulk phases
Summary of the phase diagram. Fig. 5.2a shows the bulk phase diagram from Γ-
point DMRG with infinite-range interactions. We first discuss the orders identified
by their density profiles (orders of some phase transitions are briefly discussed in
Appendix A). Where we observe the same phases as in earlier work [144] we use
the same names, although there are very substantial differences with earlier phase
diagrams.

𝑅𝑏 < 1.8. With weaker interactions, the ground states progress through densely-
packed, density-ordered phases starting from checkerboard (pink) (𝑅𝑏 ∼ 1.2), to
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Figure 5.2: Phase diagrams of the bulk system under various assumptions. The color
of a dot/region identifies the ground state order. The density profiles for each color
are given in (e) and shown near each phase domain. (a) The phase diagram given by
Γ-point DMRG including all long-range interactions. (b) The phase diagram from
Γ-point DMRG when interactions are truncated to 0 beyond a distance of |®𝑟𝑖−®𝑟 𝑗 | = 2.
(c) The classical phase diagram (when all sites are either fully occupied or empty)
including all long-range interactions. (d) The mean-field phase diagram, including
all long-range interactions. Error bars display the uncertainty of the computed phase
boundaries. (e) Representative density profiles for all phases in (a)-(d), identified
by the colored dot in each lower right corner. All profiles have Γ-point boundary
conditions on all edges. In (a)-(b) dots denote computed data, while shading is a
guide for the eye. (c),(d) are computed with very fine resolution/analytically, and
thus no dots are shown.

striated (cyan) (𝑅𝑏 ∼ 1.5), to star (blue) (𝑅𝑏 ∼ 1.6). While the checkerboard and
star phases are classical-like crystals, the striated state is a density-ordered quantum
phase, seen previously [144].

𝑅𝑏 > 1.8. Here, the phases look very different from earlier work, which truncated
the interactions [144]. Ordered ground states start with the 1

5 -“staggered” phase
(red) (𝑅𝑏 ∼ 1.95), then progress to a “nematic” phase (dark green) (𝑅𝑏 ∼ 2.2) and
the 1

8 -“staggered” phase (gold) (𝑅𝑏 ∼ 2.4). There is also a small region at larger 𝛿
(not shown) where the nematic phase and a “3-star” classical-like crystal appear to
be essentially degenerate, with an energy difference per site of Δ𝑒 < 3 · 10−5 (see
Appendix A).
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Effects of interactions. In Fig. 5.2b we show the phase diagram computed using
Γ-point DMRG with interactions truncated to distance 2. This approximation resem-
bles earlier numerical studies [144], but here bulk boundary conditions are enforced
by the Bloch basis, rather than cylindrical DMRG. Comparing Figs. 5.2a,b we see
the disordered and striated phases are greatly stabilized using the full interaction,
and new longer-range orders are stabilized at larger 𝑅𝑏. Comparing Fig. 5.2b and
Ref. [144], we see that having all atoms interact on an equal footing (via the Bloch
basis) destroys some quantum ordered phases seen in [144] at larger 𝑅𝑏.

Classical, mean-field, and entangled phases. Without the Rabi term Ω, one would
obtain classical Rydberg crystals without a disordered phase. Fig. 5.2c shows the
classical phase diagram. For the 𝛿 values here, the 1D classical phase diagram
has sizable regions of stability for all accessible unit fraction densities [147, 151].
However, the connectivity of the square lattice in 2D changes this. For example,
only a tiny part of the phase diagram supports a 1

3 -density crystal, and we do not
find a stable 1

7 -density crystal within unit cell sizes of up to 10 × 10. All ordered
quantum phases in Fig. 5.2a appear as classical phases except for the striated and
nematic phases, while there are small regions of classical phases at densities 1

3 and
2
9 with no quantum counterpart. The striated and nematic phases emerge near the
1
3 and 1

7 density gaps respectively, however the nematic phase also supersedes the
large region of the 1

6 density “3-star” crystal.

Ref. [143] suggested that quantum density-ordered phases are qualitatively mean-
field states of the form

∏
𝑖 𝛼𝑖 |0𝑖⟩ +

√︁
1 − |𝛼𝑖 |2 |1𝑖⟩. Fig. 5.2d shows the mean-field

phase diagram. The disordered phase does not appear, as it emerges from defect
hopping and cannot be described without some entanglement for 𝛿 ≥ 1 [150].
The mean-field phase diagram contains features of both the classical and quantum
phase diagrams. The striated quantum phase indeed appears as a mean-field state,
confirmed by the match between the mean-field and exact correlation functions
(Fig. 5.3a). However, the nematic phase does not appear, and in its place is the
same 1

6 -density crystal stabilized in the classical phase diagram. This shows that a
treatment of entanglement is required to describe the nematic phase.

Nature of the entangled nematic phase. Fig. 5.3b shows the density correlation
function of the nematic phase, which does not display mean-field character. To
reveal the phase structure, Fig. 5.3c shows the lowest energy classical states in the
same region of the phase diagram. Due to the Rydberg blockade radius (𝑅𝑏 = 2.3),
excitations are spaced by 3 units within a column, giving 3 column configurations
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Figure 5.3: Mean-field striated versus entangled nematic phase. (a) Density-density
correlation functions of the mean-field and exact striated ground state, both at
(𝛿, 𝑅𝑏) = (3.1, 1.5); these agree, confirming the mean-field nature of the striated
phase. (b) Density-density correlation functions for the entangled nematic phase
ground state and two different mean-field ground states (from a 6 × 3 unit cell and
a 3 × 4 unit cell) at (𝛿, 𝑅𝑏) = (5.0, 2.3). In (a)-(b), 2-fold/4-fold degeneracy of
a peak is indicated by 2/4 horizontal dots distributed around the proper distance
coordinate. 8-fold degeneracy in (a) is shown as two rows of 4 dots. The non-mean-
field (entangled) character of the nematic phase is evident. (c) Structure of the
nematic state in terms of classical configurations constructed via compositions of 3
individual column states |𝑎⟩ , |𝑏⟩ , |𝑐⟩. In the classical limit, there are distinct sets of
low-energy configurations, all characterized by the absence of adjacent columns in
the same state (e.g. |𝑎𝑎...⟩) and large degeneracies due to permutational symmetry
between |𝑎⟩, |𝑏⟩, and |𝑐⟩. The lowest in energy is 6-fold degenerate, corresponding
to the 3-star state. However, in the quantum nematic state the configurations that
are slightly higher in energy have much larger wavefunction coefficients. The most
relevant classical states in the wavefunction are those with the greatest amount of
single-excitation itinerancy without introducing unfavorable states like |𝑎𝑎...⟩. (d)
Bipartite entanglement entropy for each possible bipartition of the 12 × 9 supercell
nematic ground state. One inset shows the “path” that the “partition location”
axis follows through the supercell MPS, while the other shows the entanglement
spectrum at a central cut.
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|𝑎⟩, |𝑏⟩, |𝑐⟩. Column-column interactions, however, prevent adjacent columns from
being in the same configuration (with excitations separated by 2 units); thus states
such as |𝑎𝑏𝑐𝑏 . . .⟩ are “allowed”, but |𝑎𝑐𝑐𝑏 . . .⟩ are not. Without long-range inter-
actions, these column constraints give rise to an exponential classical degeneracy.
Long-range interactions partially lift the classical degeneracy, yielding the |𝑎𝑏𝑐 . . .⟩
crystal (3-star phase) and its 6-fold degenerate permutations. However, after includ-
ing quantum fluctuations and entanglement in each of the distinct crystals through a
4th order perturbative treatment of 𝜎𝑥 (giving rise to defect itinerancy), |𝑎𝑏𝑎𝑏 . . .⟩
and related configuration energies are lowered below those of the |𝑎𝑏𝑐 . . .⟩ config-
urations; entanglement stabilizes a different order (see Appendix A).

Fig. 5.3c gives the weights of the configurations in the quantum ground-state, which
are distributed across the exponentially numerous |𝑎𝑏𝑎𝑏 . . .⟩, |𝑎𝑏𝑐𝑏𝑎𝑏⟩ etc., con-
figurations, with the classical crystal |𝑎𝑏𝑐 . . .⟩ configurations strongly disfavored.
The bi-partite entanglement entropy and entanglement spectrum are further shown
in Fig. 5.3d. The entanglement spectrum carries 3 large Schmidt values across every
cut along the DMRG snake MPS, showing the state is macroscopically entangled
in a non-trivial way (see Appendix A for discussion), and well approximated by an
MPS of bond dimension 3. The size of our current calculations cannot conclusively
resolve the fate of this macroscopically entangled state in the true thermodynamic
limit, due to the small energy scales involved. However, the stability of the simpler
locally entangled quantum crystal |𝑎𝑏𝑎𝑏 . . .⟩ is certain, and it is generally clear that
quantum fluctuations are much stronger in this phase than in any of the surrounding
ordered phases (further discussion in Appendix A).

5.5 Finite phase diagram
Current experiments are limited to lattices with open boundary conditions consisting
of a few hundred atoms [141, 143]. To investigate how this modifies the bulk
behavior, we computed the phase diagram of selected finite lattices from size 9 × 9
to 16 × 16, using DMRG for the smaller sizes and our PEPS methodology for the
larger ones.

We first focus (in Fig. 5.4a) on understanding the fate of the ordered phases on the
15 × 15 lattice along three slices: 𝛿 = 2.7, 4.0, and 5.0 (16 × 16 lattice phases,
as well as other lattice sizes, are discussed in Appendix A). Here, many finite
lattice ground state orders resemble those in the bulk. However, their regions of
stability are substantially reduced and their patterns are broken by frustration. Out
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Figure 5.4: Phase diagram of the 15 × 15 finite system and finite lattice orders. (a)
The phase diagram, where colors correspond to the same phase classifications as
Fig. 5.2. Triangles represent tentative classification of points showing inconsistent
PEPS convergence, see Appendix A. A new “square” order is specified in (b)
and various examples of boundary-bulk frustrated ground states in (c). (d) The
density profile for a nematic-like ground state that can be stabilized on a 15 × 14
lattice at (𝛿, 𝑅𝑏) = (3.4, 2.1) with manually tailored edge excitations (see text). (e)
Comparing the correlations of the finite nematic phase to the “exact” bulk phase.
The degeneracy of the peaks is split by the boundary excitations, but the number of
peaks is generally conserved between the two (green ovals), which provides a clear
distinction from mean-field states (see Fig. 5.3b).

of the density-ordered quantum phases, the striated mean-field phase remains due
to its commensurate boundary-bulk configurations, while in the region of strongest
interactions the nematic phase is destabilized. A new region of classical order,
called here the square phase (Fig. 5.4b), emerges across much of the 𝑅𝑏 = 1.5− 1.8
region where the star phase was stable in the bulk [145]. We distinguish the square
order from the striated order in the sense that the former has negligible quantum
fluctuations on the (1, 1)-sublattice, although it is unclear if the square and striated
orders constitute truly distinct phases (in the bulk phases the square order is not
stable, only the striated order appears).

In Fig. 5.5, we directly compare the experimental results on the 13×13 lattice to our
calculations on the same lattice. The analysis of the experiments in Ref. [143] was
based on simulations on the 9× 9 lattice using truncated interactions. This assigned
only part of the experimental non-zero order parameter space to a square/striated
phase (see Fig. 5.5a left panel, note, the order parameter does not distinguish
between square/striated orders). However, our simulations (Fig. 5.5b left panel)
in fact reproduce the full region of the non-zero order parameter, and thus the
whole region seen experimentally should be assigned to a square/striated phase,
with the square order appearing in the upper part of the region. Similarly, the
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Figure 5.5: Comparison to experiment. The (a) row directly reproduces experimen-
tal phase diagram data on the 13 × 13 lattice (data extracted from Ref. [143] Fig.
4), while the (b) row is 13× 13 numerical data computed in this work. The first two
columns show the order parameters used in [143] to identify the square/striated and
star phases, while the third column shows a new, more sensitive order parameter
for the star phase. Red dots in (a) denote the phase boundaries assigned in [143],
while the cyan dotted lines in (b) indicate the subset of parameter space that was
computed. Our calculations support a re-interpretation of the experimental data
with a significantly larger square/striated region and much smaller star phase.
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experimental analysis identified a large region of star order (Fig. 5.5a middle panel).
This assignment is complicated by the edge ordering before the bulk [153], which
prevents the order parameter used from cleanly distinguishing the star phase from
other phases. However, our simulations suggest that the region of the star phase
should be considered to be much smaller, located at the very top of the non-zero
order region, and this is confirmed using a different, more sensitive order parameter
(Fig. 5.5b, right panel). Overall, the measured data corresponds more closely
to our numerics than earlier simulations, giving confidence in our more precise
interpretation (more discussion in Appendix A).

Stabilizing entangled ground-state order. Generally, additional impacts of bound-
ary physics can be understood in terms of frustration of the bulk order by the bound-
ary order, where excitations concentrate more densely due to the lower energetic
penalty from fewer long-range interactions on the edge. Examples of the effects of
this frustration, ranging from modified bulk orders, to defect dominated states, are
shown in Fig. 5.4b-c (see also Appendix A).

We searched for conditions to stabilize the entangled nematic ground-state on a
finite lattice by manipulating boundary effects. We scanned various rectangular
sizes and explicitly “removed” patterns of atoms from the edges to induce different
bulk orders. We found the best conditions to stabilize the nematic phase occur near
(𝛿, 𝑅𝑏) = (3.4, 2.1), on a 15 × 14 lattice, while removing edge atoms to create a
spacing of 4 on two edges and 3 on the other two edges (Fig. 5.4d) 1. Although there
are strong finite size effects, the density profile and correlation functions (Fig. 5.4d-
e) reveal qualitative similarities to the bulk nematic phase, in particular, the presence
of 4-fold correlation peaks at distance

√
5 and

√
8, which are also a feature of the

bulk entangled phase (Fig. 5.3b).

5.6 Summary
Using new tensor network simulation methods, we have obtained a converged under-
standing of the phase diagram of Rydberg atom arrays in both bulk and finite simple
square lattices. Surprisingly, our bulk phase diagram is quite different from that
predicted in earlier numerical studies, while on finite lattices, our results support a
reinterpretation of previous experimental analysis. Theoretically, this is due to the
subtle effects of the long-range interactions that are addressed by our techniques,
while experimentally, it brings into focus the challenge of more accurate theoreti-

1Note that the location of this state in phase space cannot be directly compared to the locations
of states in Fig 5.4a due to the significant difference in the treatment of the boundary.
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cal models to interpret increasing experimental capabilities in quantum many-body
physics [153–156]. Perhaps most intriguingly, we find strong evidence that the geo-
metrically unfrustrated square lattice supports an entangled quantum nematic phase,
brought about the competition between emergent itinerancy and the constraints of
the Rydberg interaction.

A primary focus of Rydberg atom array experiments has been to realize well-studied
short-range Hamiltonians, for example, on frustrated lattices. However, we find that
lattice frustration is not necessary to produce interesting entanglement effects in
Rydberg systems. In fact our work highlights the richness and complexity intrinsic
to Rydberg atom arrays, due to the non-trivial effects of their native interactions.
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C h a p t e r 6

ULTRACOLD HYPERMETALLIC POLAR MOLECULES FOR
PRECISION MEASUREMENTS

This chapter is based on the following publication:

1. O’Rourke, M. J. & Hutzler, N. R. Hypermetallic polar molecules for precision
measurements. Phys. Rev. A 100, 022502. doi:10.1103/PhysRevA.100.
022502 (2 Aug. 2019).

6.1 Abstract
Laser cooling is a powerful method to control molecules for applications in precision
measurement, as well as quantum information, many-body physics, and fundamental
chemistry. However, many optically-active metal centers in valence states which
are promising for these applications, especially precision measurement, are difficult
to laser cool. In order to extend the control afforded by laser cooling to a wider
array of promising atoms, we consider the use of small, hypermetallic molecules
that contain multiple metal centers. We provide a detailed analysis of YbCCCa and
YbCCAl as prototypical examples with different spin multiplicities, and consider
their feasibility for precision measurements making use of the heavy Yb atom. We
find that these molecules are linear and feature metal-centered valence electrons,
and study the complex hybridization and spin structures that are relevant to photon
cycling and laser cooling. Our findings suggest that this hypermetallic approach may
be a versatile tool for experimental control of metal species that do not otherwise
efficiently cycle photons, and could present a new polyatomic platform for state-of-
the-art precision measurements.

6.2 Introduction
Cold molecules have applications in diverse areas, from quantum information and
many-body physics to searches for new physics beyond the Standard Model [157–
160]. All of these applications benefit from (or rely on) the ability to efficiently
scatter a large number of photons from a molecule, which allows for laser-cooling and
trapping as well as effective quantum state preparation and readout. However, due
to their inherently complex internal structures, finding molecules that can efficiently
cycle photons is often difficult. A primary concern is that since there are no
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selection rules for vibration during an electronic decay, the population of excitations
can rapidly become diluted over a large number of internal states.

Molecules with particular electronic structure and bonding properties avoid this
problem [161–163], which has made laser cooling and trapping of molecules a reality
in the last few years [164–169]. Suitable molecules typically have a very simple
structure of non-bonding 𝑠 electrons localized on a metal center [162, 163, 170], such
as SrF [167], SrOH [171], CaF [168, 169], YO [166, 172], TlF [173], YbF [174],
BaF [175, 176], and isoelectronic analogues. This decouples the electronic and
vibrational motion, resulting in highly diagonal Franck-Condon (FC) matrices [177,
178]. This property allows these molecules to be laser cooled with a reasonable
number of “repump” lasers to return excited vibrational states back to the photon
cycling process. Many difficulties remain, including avoiding rotational branching,
“dark states” that don’t scatter photons [179, 180], and Renner-Teller effects, but a
diagonal FC matrix is a necessary condition for laser cooling methods that rely on
spontaneous decay.

Despite the success of this scheme in recent years, molecules useful for precision
measurements of fundamental symmetry violations to search for physics beyond
the Standard Model pose a number of additional challenges [159, 181]. First, the
molecule must feature a heavy atom that has core-penetrating valence electrons,
since sensitivity to CP-violating physics relies on relativistic motion of electrons
near the nucleus. The rapid scaling of this feature with proton number, typically
𝑍2−3, effectively restricts the choice of atom to those on the bottom two rows of
the periodic table and having valence 𝑠 or 𝑝 electrons. The requirement of efficient
photon cycling restricts even further, and generally requires that the atoms have
only valence 𝑠 and 𝑝 electrons. Thus diatomic species like BaF [176], RaF [182],
TlF [173], and YbF [174] are promising candidates for laser cooling and are sensitive
to new physics beyond the Standard Model.

However, the requirement of simple electronic structure effectively precludes the ad-
vantageous Ω−doublets that arise from electronic orbital angular momentum [183–
185]. These nearly-degenerate states of opposite parity can be fully polarized in the
lab, leading to “internal co-magnetometer” states that are important for rejection of
systematic effects. Species such as ThO [183] and HfF+ [184], which are used in the
most sensitive experiments to search for the electron EDM, and other species with
experimentally useful Ω−doubled states such as TaN [186] or WC [187], would be
extremely challenging to laser cool using current techniques.



94

However, polyatomic molecules can offer both photon cycling and fully-polarizable
states through their unique mechanical modes [185]. The electronic structure that
enables certain diatomic molecules to cycle photons is largely independent of the
bonding partner, provided that it has similar valence and ionic nature [162, 163, 170,
188]. For example, SrOH has similar properties to isoelectronic SrF and was recently
laser cooled [171]. Since sensitivity to CP-violating physics arises from electronic
structure at the metal center, molecules like YbOH [185, 189–191] and RaOH [188]
have sensitivity comparable to their fluoride analogues, but with significant exper-
imental advantages. Molecules with at least three atoms have nearly-degenerate
mechanical modes of opposite parity, such as linear bending modes or symmetric
top rotations about the symmetry axis [185]. Molecules of the type MOH, MCCH,
MOCH3, and others, where M is a suitable metal such as Yb or Ra, are therefore
promising candidates for photon cycling with a robust mechanism for rejection of
systematic effects. This could enable efficient state preparation/readout along with
the possibility of laser cooling and trapping to achieve long coherence times and
perform extremely sensitive searches for CP-violation. For these types of searches,
this ability to simultaneously have laser cooling and robust systematic error rejection
through parity doublets is unique to polyatomic molecules.

In some sense, the metal atom in these molecules is providing the photon cycling
functionality as well as sensitivity to new physics, while the bonding partner is
providing the polarization. A question then arises: can we attach multiple metals
with interesting properties to a molecule to realize them simultaneously [185]?
For example, a molecule like YbCCCa could provide enhanced scattering rates
and advanced co-magnetometry, or a molecule like TaCOCa could be used to
laser cool and trap a Ta-containing molecule via photon cycling on the Ca center,
thereby enabling access to the advantages of the deformed Ta nucleus for precision
measurements [186].

In the limit where the two metal centers are infinitely far apart, they will truly be
independent and their unique properties can be accessed individually. However,
smaller molecules are more advantageous for practical applications. In this work,
we therefore consider the molecules YbCCCa [185] and YbCCAl to explore whether
the “smallest possible” molecules where the metals do not bond to the same atom
can be thought of as two more-or-less independent centers.

Hypermetallic oxides of the form MOM have been studied both experimentally and
theoretically [192–194], and recently the mixed hypermetallic BaOCa+ was created
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and studied in an ion trap [194]. We consider molecules with additional separation
between the metals to provide more flexibility in choosing metals and bonding
partners. Additionally, the added distance between the centers should reduce their
couplings to each other.

YbCCH [195], CaCCH [196], and AlCCH [197] have all been studied spectroscopi-
cally, and are linear with low-lying electronic excitations centered on the metal. The
species were created via gas-phase chemical reactions of the ablated metal with a
reactive gas such as acetylene (HCCH), which suggests a production mechanism for
the molecules discussed here. Yb (𝑍 = 70) is sensitive to a range of leptonic and
hadronic CP-violating physics while Ca (𝑍 = 20) and Al (𝑍 = 13) are not, yet they
tend to create bonds with higher Frank-Condon factors (FCF). For example, the 0-0
FCF for the 𝐴 ⇝ 𝑋 transition is ≈ 99% [198] in CaF and > 99.9% in AlF [161,
199], compared to ∼ 93% for YbF [200]. Thus, the hope for these molecules is that
the Ca and Al centers will provide better laser cooling than YbOH or YbCCH, but
still with similar mass and while maintaining nearly-degenerate states of opposite
parity. As we shall discuss, the Ca and Al metal centers are distinct due to the
different sets of possible spin configurations that they permit in the molecules that
we consider.

The primary goal of this work is to study the validity of the simple expectation
of multiple, quasi-independent cycling centers on these small molecules. We find
that it is indeed the case that the two metal centers can be considered as reasonably
independent, and can cycle photons. We also find that the hybridization and spin
structure of these exotic molecules plays a critical role in their utility for laser
cooling. Our work highlights the potential utility of this hypermetallic approach,
and illuminates possibilities for future theoretical and experimental investigations
with different metals and molecular bonds which could explore molecules with
heavy metal centers that cannot cycle photons.

6.3 Electronic Structure
A clear trend can be seen in previous works [170, 201] on molecules such as
CaOH [162], CaNC [162], SrOH [171], and YbOH [185] that metals with alka-
line earth-like valence electronic configurations tend to form bonds and hybridized
orbitals which are beneficial for creating highly diagonal FC matrices. Thus, a
molecule such as YbCCCa, in which both metal centers have an alkaline earth-like
valence structure, is a natural place to begin the investigation of small molecules
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with more than one optically active metal.

YbCCCa
Using various methodologies from computational quantum chemistry (described
in detail in Section 6.5), we find that the linear geometry of YbCCCa is lower in
energy than various bent and trigonal configurations in both the ground and excited
states of interest, which is supported by spectroscopy on similar molecules [195,
196]. Additionally, all the excited states of interest lie below the ionization energy.
The molecule is open-shell and has the desired bonding pattern, which causes the
ground state to have an unpaired 4𝑠𝜎 electron on the Ca and an unpaired 6𝑠𝜎
electron on the Yb as the highest occupied molecular orbital (HOMO) and HOMO-
1, respectively (see Fig. 6.1a-b). The ground state spin structure of these two
electrons is characterized by close competition between singlet 𝑋1Σ and triplet 𝑋3Σ

states. This appears to be a significant piece of evidence that the cycling electrons
on the two metal centers are highly independent, because in the limit where they are
truly independent we expect the singlet and triplet states to be exactly degenerate.
The computed splitting between these two states in YbCCCa is approximately 10−3

eV, with the singlet lying lower than the triplet. This value is considered quite small
to resolve with high certainty using standard quantum chemistry methods, but even
if one assumes a large error of ±50% it is still easily resolved experimentally as
it corresponds to a frequency on the order of ∼ 100 GHz. Fortunately, neither
the precise size of this splitting nor the ordering of the states are critical to our
conclusions, provided that the gap between the states is larger than typical radiative
widths of ∼ 10 MHz.

The structure of the lowest lying excited states primarily consists of 4𝑠𝜎 → 4𝑝𝜋
transitions on the Ca atom (which we will call the Ca 𝐴 state), 6𝑠𝜎 → 6𝑝𝜋 on
the Yb atom, (which we will call the Yb 𝐴 state), and 4𝑠𝜎 → 3𝑑𝜎 on the Ca
atom (which we will call the Ca 𝐵 state), which are the potential laser cooling
transitions. We use this nomenclature because these transitions are analogous to the
𝑋2Σ → 𝐴2Π and 𝑋2Σ → 𝐵2Σ transitions in the single-center molecules [170]. In
both the 𝑋Σ ground state and 𝐴Π excited states, we observe similar molecular orbital
hybridization to the molecules studied in Ref. [162], for which those authors gave
a detailed discussion about the likely advantages of this structure for diagonal FC
matrices. The molecular orbitals of the promoted electrons and their corresponding
holes are shown in Figure 6.1 for all of these excited states. These orbitals are
constructed as the eigenvectors of the difference of the density matrices for the
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Yb–C C≡C C–Ca
State 𝐿0 𝐸0 𝐿0 𝐿0 𝐸0 | |𝜇 | |

(Å) (eV) (Å) (Å) (eV) (Debye)
𝑋 3Σ 2.351 6.5209 1.243 2.290 4.5179 0.9715

Ca 𝐴 Π 2.352 4.6355 1.243 2.282 2.6336 –
Yb 𝐴 Π 2.306 4.1175 1.241 2.298 2.1145 –
Ca 𝐵 3Σ 2.347 4.1918 1.242 2.295 2.1888 –

Table 6.1: YbCCCa bond lengths 𝐿0, bond energies 𝐸0, and molecular frame
permanent dipole moment (𝜇) for the ground state, along with bond lengths in the
excited states of interest.

exited state and the ground state, 𝜌ES − 𝜌GS, which is dominated by two nonzero
eigenvalues (≈ {+1,−1}) corresponding to the electron and hole, respectively. The
equilibrium bond lengths for the ground and exited states of interest, as well as the
Yb–C and C–Ca bond energies and the permanent dipole moment of the molecule
are given in Table 6.1.

Similar to the 𝑋 ground state, close competition between singlet and triplet spin
configurations is also observed in the 𝐴 and 𝐵 states. A full treatment of these
excited states including spin-orbit coupling effects reveals that the small energy gap
between 𝐴1Π and 𝐴3Π states induces strong intersystem crossing, causing some
of the true 𝐴Π spin-orbit sub-levels to be linear combinations of both 1Π and 3Π

configurations 1. Such mixing does not occur between the 𝐵 state sub-levels due to
their Σ symmetry. Table 6.2 gives the strength of the mixing for the 𝐴 states, along
with the excitation energies and transition dipole moments (𝜇𝑡𝑟) for all the states of
interest. Although the mixing reported in the Table is derived from the very small
computed value of the energy gap between 1Π and 3Π configurations, our general
conclusion of “strong spin-orbit mixing” is robust to large relative errors in the exact
value of the computed gap. Further discussion of the spin-orbit splitting and mixing,
including this important point, can be found in Appendix 6.8.

This strong mixing between different spin configurations is a complicating factor
for any laser cooling scheme that would use Ca 𝑋 → 𝐴 as the main transition.
Electrons which are pumped into the mixed 𝐴 sub-levels have a roughly equal
chance of decaying back into the singlet or triplet manifold of the ground state.

1The 𝑚𝑠=0 sectors of the singlet and triplet manifolds combine to form highly mixed spin-orbit
sub-levels of the 𝐴 Π state. The other sub-levels are linear combinations of states in the 𝑚𝑠 = ±1
sectors, meaning they are entirely within the triplet manifold. See Appendix 6.8 for a more detailed
discussion.
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Since these two manifolds are not exactly degenerate, they each have their own set
of vibrational modes which are essentially identical to each other, but are split by
∼ 100 GHz. This doubles the number of accessible vibrational states during an
𝐴Π⇝ 𝑋 decay. To avoid doubling the number of repump lasers, one would need to
selectively pump the 𝑋3Σ ground state and use the exclusively triplet 𝑋3Σ → 𝐴3Π

transition for laser cooling. The number of additional repump lasers needed for
this selective pumping of 𝑋3Σ, on top of those necessary for the 𝑋3Σ vibrational
states, depends heavily on the precise values of the main FCFs for the 𝐴 Π⇝ 𝑋1Σ

decay. Note, however, that these strong couplings in the 𝐴 states could be useful for
engineering couplings between the centers.

The Ca 𝑋 → 𝐵 transition provides a simpler laser cooling scheme, as the Σ

symmetry of both 𝑋 and 𝐵 prevents their spin-orbit sub-levels from mixing. One
could therefore drive the 𝑋1Σ → 𝐵1Σ or 𝑋3Σ → 𝐵3Σ transition with reduced risk
of leaking into the other spin manifold. Additionally, since the energy gap between
the Ca 𝐵 and 𝐴 states is relatively small compared to the 𝐵 − 𝑋 gap, the radiative
decay rate for 𝐵⇝ 𝐴 is suppressed by a factor of ∼ 2000 compared the decay rate
for 𝐵⇝ 𝑋 .

Note that for both molecules examined in this work, we consider only single excita-
tions. Excitation of one of the metal centers will shift the transitions, likely on the
order of the change in spin-orbit splitting between ground and excited states. Given
that this shift is considerably larger than the radiative width 2, single excitations
therefore likely “blockade” a second excitation, making simultaneous excitations
difficult to achieve in the laboratory without the addition of even more lasers. On
the other hand, these effects likely have interesting applications on their own.

YbCCAl
Given the desirable electronic transition structure and orbital hybridization of YbC-
CCa, but the complicated spin structure, the molecule YbCCAl has also been
investigated. Since this molecule only has a doublet spin configuration in both the
ground and excited states, the intersystem crossing issues in YbCCCa are avoided
in YbCCAl. Similar to YbCCCa, we find that the energy of the linear geometry
of YbCCAl is lower than bent and trigonal structures for both the 𝑋2Σ ground and
𝐴2Π excited states, which is supported by spectroscopy on similar molecules [195,
197]. Also, the excited states of interest again lie below the ionization energy. As

2Even the energy of interaction between the spin and orbital magnetic moments of the different
metal-centered electrons is likely larger than the radiative width.
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Transition Energy | |𝜇𝑡𝑟 | | 1Π/3Π
(eV) (nm) (Debye) Admix (%)

𝑋 1Σ → Ca 𝐴 Π 1.8843 658 4.020 52%/48%
Ca 𝐴 Π ⇝ 𝑋 3Σ 1.8834 658 4.208 52%/48%
𝑋 3Σ → Ca 𝐴 3Π 1.8824 657 4.031 0%/100%
𝑋 3Σ → 𝐵 3Σ 2.3314 532 4.747 –
𝑋 1Σ → 𝐵 1Σ 2.3291 532 4.718 –
𝑋 1Σ → Yb 𝐴 Π 2.4034 516 4.560 50%/50%

Yb 𝐴 Π ⇝ 𝑋 3Σ 2.4025 516 4.576 50%/50%
𝑋 3Σ → Yb 𝐴 3Π 2.4021 515 4.558 0%/100%
𝑋 3Σ − 𝑋 1Σ 0.0009 – – –
𝐵 3Σ − 𝐵 1Σ 0.0032 – – –

Table 6.2: Computed excitation energies and transition dipole moments for the
lowest-lying excitations of YbCCCa. Here 𝑋 denotes the ground state and 𝐴, 𝐵 are
the excited states. Since the spin-orbit effects are strong in this molecule, some of
the 𝐴Π spin-orbit sub-levels cannot be identified as purely singlet or triplet (they are
left without a spin label). The other 𝐴 Π sub-levels are purely triplet states, so they
are identified with the proper label. Column 4 details the magnitude of the singlet
and triplet components of the mixed 𝐴 Π states. Detailed discussion of spin-orbit
mixing is provided in Appendix 6.8.

Yb–C C≡C C–Al
State 𝐿0 𝐸0 𝐿0 𝐿0 𝐸0 | |𝜇 | |

(Å) (eV) (Å) (Å) (eV) (Debye)
𝑋 2Σ 2.448 4.4757 1.228 1.935 5.8613 4.3541

Al 𝐴 2Π 2.455 2.0163 1.218 1.895 3.4019 –
Yb 𝐴 2Π 2.401 2.2828 1.221 1.952 3.6684 –

Table 6.3: YbCCAl bond lengths 𝐿0, bond energies 𝐸0, and molecular frame
permanent dipole moment (𝜇) for the ground state, along with bond lengths in the
excited states of interest.

before, the bond lengths, bond energies and permanent dipole moment are given
in Table 6.3, the excited state energies and transition dipole moments are given in
Table 6.4, and the electron/hole orbitals for the ground state and low lying excited
states are given in Figure 6.2.

We find that YbCCAl is also open-shell and has the desired bonding pattern, which
causes the ground state to have a single, unpaired, non-bonding 6𝑠𝜎 electron on the
Yb as the HOMO and two non-bonding 3𝑠𝜎 electrons on the Al as the dominant
feature of the HOMO-1 (see Fig. 6.2a-b). The 𝑋 → 𝐴 excited state on the Yb atom
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Figure 6.1: Electron
and hole orbitals for the
ground state and low
lying excited states of
YbCCCa, computed as
the eigenvectors of the
difference of density ma-
trices 𝜌ES − 𝜌GS. Top:
The hole orbitals, each
of which is occupied in
the ground state and un-
occupied in the Π ex-
cited state that is de-
picted directly below it.
(a) shows the unpaired
6𝑠𝜎 HOMO-1 on the Yb
atom, while (b) shows the
unpaired 4𝑠𝜎 HOMO on
the Ca atom. Middle:
The lowest-lying excited
state (𝐴Π) for the Yb Σ

electron (c), and the Ca
Σ electron (d). Bottom:
The Ca 4𝑠𝜎 → 3𝑑𝜎 𝐵

excited state (e).

Transition Energy | |𝜇𝑡𝑟 | |
(eV) (nm) (Debye)

𝑋 2Σ→ Al 𝐴 2Π 2.4594 504 0.0735
𝑋 2Σ→ Yb 𝐴 2Π 2.1929 565 6.345

Table 6.4: Computed excitation energies and transition dipole moments for the
lowest-lying excitations of YbCCAl. Here 𝑋 denotes the ground state and 𝐴 denotes
an excited state.

(Fig. 6.2c) is highly similar to the 𝑋 → 𝐴 excited state in YbCCCa (Fig. 6.1c), as
expected.

However, the 𝑋 → 𝐴 excitation on the Al atom (Fig. 6.2d) has noticeably worse
features than the corresponding Ca excitation in YbCCCa (Fig. 6.1d). The lack of 𝑠−
𝑝 hybridization of the Al orbitals leaves a significant portion of the electron density
in the Al 𝐴 state within the C-Al bonding region. This leads to a relatively large
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Figure 6.2: Electron
and hole orbitals for the
ground state and low
lying excited states of
YbCCAl, computed as
the eigenvectors of the
difference of density ma-
trices 𝜌ES − 𝜌GS. Top:
The hole orbitals, each of
which is occupied in the
ground state and unoccu-
pied in theΠ excited state
that is depicted directly
below it. (a) shows the
unpaired 6𝑠𝜎 HOMO-1
on the Yb atom, while (b)
shows the 3𝑠𝜎 HOMO
on the Al atom. Bottom:
The lowest-lying excited
state (𝐴Π) for the Yb Σ

electron (c), and the Al Σ
electron (d).

change in the C-Al bond length (Table 6.3) when compared to the corresponding
C-Ca bond length in the Ca 𝐴 state of YbCCCa (Table 6.1). Further, the Al 𝐴
state is not completely localized on the Al atom, as there is some additional density
in the 𝜋-bonding region of the C≡C bond. This induces a shortening of the C≡C
bond, similar to what was observed experimentally in AlCCH [197], which we do
not observe in the excited states of YbCCCa. These features of the Al 𝐴 state are
not optimal for photon cycling, as geometry changes tend to reduce the diagonality
of the FC matrix.

As a final note, we point out that for both YbCCCa and YbCCAl our calculations
reveal that there are no Δ excited states on the metal atoms which are intermediate
in energy between the Σ and Π states we have reported. This result is expected
for the Al atom, but the level structures of atomic Yb+ and Ca+ would suggest
intermediate Δ states. This “reordering” of the Π and Δ levels has been understood
for alkaline earth monohalides using a ligand field model [202, 203], as well as
for CaOH using electronic structure techniques [204]. It has also been observed
experimentally [205, 206]. We expect that the qualitative nature of these results
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hold for our slightly more complicated YbCCM species. However, there may still
be perturbative correlated effects between the low-lying Π states and the displaced
Δ states which have physical implications that are not captured in this study [207].

6.4 Vibrational Structure
FC matrix elements have been computed for both YbCCCa and YbCCAl, using
methods described in Section 6.5. There we also discuss that the typical level
of error in these calculations is no less than a few percent, and thus unequivocal
assessment of the cycling properties of these molecules always requires experimen-
tal measurements. Nonetheless, the numbers presented in this section serve as a
useful guide for future experimental and theoretical investigation of these exotic
hypermetallic small molecules.

Due to their linear geometry, YbCCCa and YbCCAl both have five vibrational
modes, two of which are doubly-degenerate, for a total of 7 modes. The assignments
and energies of these modes are given for the triplet ground states of both molecules
in Table 6.5. 𝜈1, 𝜈2, and 𝜈3 label the number of vibrational quanta populating the
C−𝑀 , Yb−C, and C≡C stretching modes of the molecule YbCCM, respectively
(where M is either Ca or Al). These modes are non-degenerate and have the
same 𝜎 symmetry as the vibronic ground state. In reality the physical modes
are superpositions of these possible modes, though these simple descriptions are
reasonably accurate due to the mass differences between the constituent atoms [185,
208]. 𝜈4 and 𝜈5 label the population of the doubly-degenerate “anti-symmetric” and
“symmetric” bending modes of the C atoms about the symmetry axis, respectively 3.
Linear combinations of these 𝜋-symmetric degenerate pairs can be formed which
correspond to states with definite angular momentum ℓ𝑘 = 𝜈𝑘 , 𝜈𝑘 − 2, 𝜈𝑘 − 4, ..., 1/0
about the symmetry axis [185, 209]. This quantum number ℓ characterizes the
different sub-levels which can occur for the degenerate modes.

We will denote the vibrational wavefunction of the ground electronic state 𝜒0(𝑆),
where 𝑆 = {𝜈1𝜈2𝜈3𝜈4𝜈5} is some vibrational state. Similarly, 𝜒1(0) will denote
the excited electronic state. We only consider decays from the ground vibrational
state in the excited electronic state since molecules will be excited to this state
selectively during the laser cooling process, though other excitations are relevant for

3 Since the YbCCM molecules have no inversion symmetry, the anti-symmetric and symmetric
nomenclature to distinguish the bending modes technically does not make sense. However, these
names are well-defined for 4 atom molecules with inversion symmetry, such as HCCH, and there is
a very clear correspondence between the normal modes of YbCCM and those of HCCH, so we use
this nomenclature anyways for the sake of clarity.
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Mode Assignment Frequency (cm−1)
YbCCCa YbCCAl

C−M Stretch 𝜈1(𝜎) 484.92 612.78
Yb−C Stretch 𝜈2(𝜎) 185.57 216.77
C≡C Stretch 𝜈3(𝜎) 2006.15 2047.00

Asymm. Bend 𝜈4(𝜋) 43.15 58.34
Symm. Bend 𝜈5(𝜋) 140.89 197.60

Table 6.5: Vibration frequencies for each of the vibrational modes of the triplet
ground state of YbCCM, where M is either Ca or Al. 𝜎 and 𝜋 represent the
symmetry of the vibration, and whether it is non-degenerate or doubly-degenerate,
respectively.

laser cooling schemes since repumping is invariably required. We seek to compute
the FCFs |⟨𝜒0(𝑆) |𝜒1(0)⟩|2 for the relevant |𝜒1⟩ states discussed earlier in order to
understand if photon cycling on the two metal atoms is possible with only a small
number of repumping lasers 4.

In general, the restrictions on 𝑆 are simply that |𝜒0(𝑆)⟩ must have a total symmetry
of 𝜎, because the |𝜒1(0)⟩ state is 𝜎-symmetric and therefore any other spontaneous
decays |𝜒1(0)⟩ ⇝ |𝜒0(𝑆)⟩ are forbidden. More specifically, this means that the
stretching modes 𝜈1−3 can be arbitrarily populated, but the bending modes 𝜈4−5 are
subject to selection rules during radiative decay of |𝜒1(0)⟩ [209],

Δℓ𝑘 = 0, 𝑘 ∈ {4, 5}∑︁
𝑘

Δ𝜈𝑘 = 0,±2,±4,±6, ... (6.1)

Finally, for any single excited state |𝜒1(0)⟩ under consideration in this work we have
the useful property, ∑︁

𝑆

|⟨𝜒0(𝑆) |𝜒1(0)⟩|2 = 1, (6.2)

which provides a normalized scale with which to assess the branching ratios.

YbCCCa
The computed FCFs for the 𝑋3Σ→ Ca 𝐴3Π, 𝑋3Σ→ Yb 𝐴3Π, and 𝑋3Σ→ Ca 𝐵3Σ

transitions are shown in Table 6.6. The FC matrix for the Ca 𝑋 → 𝐴 transition was
calculated to be highly diagonal, with a 0-0 FCF of 0.99 and only 3 other transitions
with an FCF greater than 4 · 10−4. However, quantitative estimates of the systematic

4Note that the original literature calls ⟨𝜒0 (𝑆) |𝜒1 (0)⟩ the Franck-Condon Factor, but that definition
is less useful and increasingly uncommon.
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𝑋3Σ→ Ca 𝐴3Π FCF Sum
𝜒0({00000}) → 𝜒1(0) 0.99 0.99
𝜒0({01000}) → 𝜒1(0) 0.005 0.994
𝜒0({10000}) → 𝜒1(0) 0.003 0.997
𝜒0({000200}) → 𝜒1(0) 0.002 0.999
𝜒0({00011}) → 𝜒1(0) 0.0004 0.9994
𝜒0({20000}) → 𝜒1(0) 0.0003 0.9997
𝜒0({11000}) → 𝜒1(0) 0.0002 0.9999

Sum: 0.9999

𝑋3Σ→ Yb 𝐴3Π FCF Sum
𝜒0({00000}) → 𝜒1(0) 0.75 0.75
𝜒0({01000}) → 𝜒1(0) 0.16 0.91
𝜒0({10000}) → 𝜒1(0) 0.06 0.97
𝜒0({02000}) → 𝜒1(0) 0.01 0.98
𝜒0({11000}) → 𝜒1(0) 0.01 0.99
𝜒0({20000}) → 𝜒1(0) 0.004 0.995
𝜒0({03000}) → 𝜒1(0) 0.0008 0.996
𝜒0({00011}) → 𝜒1(0) 0.0003 0.996

Sum: 0.996

𝑋 3Σ→ Ca 𝐵3Σ FCF Sum
𝜒0({00000}) → 𝜒1(0) 0.995 0.995
𝜒0({10000}) → 𝜒1(0) 0.003 0.998
𝜒0({000020}) → 𝜒1(0) 0.001 0.999
𝜒0({000200}) → 𝜒1(0) 0.0004 0.9994
𝜒0({20000}) → 𝜒1(0) 0.0003 0.9997
𝜒0({11000}) → 𝜒1(0) 0.0002 0.9999

Sum: 0.9999

Table 6.6: Franck-Condon factors for the metal-centered electronic transitions of
YbCCCa. Multiply populated vibrational modes 𝜈 which are degenerate bending
modes are additionally labeled by their symmetry-projected angular momentum
quantum number 𝜈ℓ. Effects of systematic errors in the calculations are not included
in these numbers (see Sections 6.4 & 6.5 for estimates of these effects).

error in these calculations suggest a reduced level of diagonality. Accounting for
our “worst case” error estimates for this transition, the 0-0 FCF is reduced to 0.9,
but only 3 additional states are required to reach a total efficiency of 0.997, which
is comparable with the “diagonal” results in Table 6.6. However, 8 total states (1
main transition + 7 repump states) are required for an efficiency of 0.999. which is
significantly worse than the results in Table 6.6. The details of these error estimates
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are discussed in Section 6.5.

Without considering the estimates of systematic error or the complications that
arise due to intersystem crossing, the results in Table 6.6 suggest that the Ca atom
can scatter thousands of photons with only 3-4 lasers (1 main transition and 2-3
repumps) and tens of thousands of photons with 7 lasers. When considering the
worst case systematic error, these numbers are increased to 4-8 lasers just for the
ability to scatter thousands of photons. Further, the consideration of intersystem
crossing effects requires the addition of even more lasers in order to have a “closed”
laser cooling cycle that accounts for the non-degenerate vibrational manifolds of the
𝑋1Σ and 𝑋3Σ states (as discussed in Section 6.3).

The Ca 𝑋 → 𝐵 displays significantly nicer properties. The FC matrix was computed
to be even more diagonal than the 𝑋 → 𝐴 transition, with a 0-0 FCF of 0.995 and
only 2 other transitions with an FCF greater than 4 · 10−4. Additionally, the effects
of the “worst case” systematic error estimates for this transition are smaller: the 0-0
FCF is reduced to 0.993, 4 total states are required for an efficiency of 0.9991, and
7 total states are required for an efficiency of 0.9999. Further, intersystem crossing
effects are suppressed. This allows the Ca center to scatter thousands of photons
with only 3-4 lasers, and tens of thousands of photons with 6-7 lasers.

The Yb-centered transition is less diagonal, showing more expansive branching than
YbOH [185]. The main 0-0 FCF is only 0.75 and there are 5 other FCFs with values
larger than 10−3. This limits the scattering efficiency of the Yb atom to∼ 500 photons
with a reasonable number of repump lasers, without even considering systematic
errors or the additional lasers that are necessary due to intersystem crossing. This
decreased efficiency of the Yb atom compared to YbOH is likely due to the fact that
the Yb–C bond in YbCCCa is significantly longer and “floppier” than the Yb–O
bond in YbOH. This allows for a more significant off-diagonal vibrational decay
channel through the Yb–C stretch, as we can see in Table 6.6. Note that for each
metal center M, the two most dominant off-diagonal decays for the 𝐴 states are the
M–C stretch and the C–M′ stretch. The former is not surprising, but the latter may
seem unusual since the metal centers are rather far apart. However, the descriptions
of the mode assignments shown in Table 6.5 are only an approximation, and the true
physical normal modes are admixtures of the idealized stretching modes described
in the first column.
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𝑋 2Σ→ Al 𝐴 2Π FCF Sum
𝜒0({00000}) → 𝜒1(0) 0.74 0.74
𝜒0({10000}) → 𝜒1(0) 0.14 0.88
𝜒0({01000}) → 𝜒1(0) 0.06 0.95
𝜒0({11000}) → 𝜒1(0) 0.01 0.96
𝜒0({000020}) → 𝜒1(0) 0.01 0.97
𝜒0({20000}) → 𝜒1(0) 0.01 0.98
𝜒0({00011}) → 𝜒1(0) 0.009 0.984
𝜒0({00100}) → 𝜒1(0) 0.005 0.989
𝜒0({02000}) → 𝜒1(0) 0.002 0.991

Sum: 0.991

𝑋 2Σ→ Yb 𝐴 2Π FCF Sum
𝜒0({00000}) → 𝜒1(0) 0.74 0.74
𝜒0({01000}) → 𝜒1(0) 0.18 0.91
𝜒0({10000}) → 𝜒1(0) 0.05 0.96
𝜒0({02000}) → 𝜒1(0) 0.02 0.98
𝜒0({11000}) → 𝜒1(0) 0.009 0.988
𝜒0({00100}) → 𝜒1(0) 0.005 0.993
𝜒0({20000}) → 𝜒1(0) 0.002 0.995
𝜒0({10100}) → 𝜒1(0) 0.001 0.996

Sum: 0.996

Table 6.7: Franck-Condon factors for the metal-centered electronic transitions of
YbCCAl. Multiply populated vibrational modes 𝜈 which are degenerate bending
modes are additionally labeled by their symmetry-projected angular momentum
quantum number 𝜈ℓ.

YbCCAl
The FCFs for the 𝑋2Σ → Al 𝐴2Π and 𝑋2Σ → Yb 𝐴2Π transitions are shown
in Table 6.7. The Yb 𝑋 → 𝐴 excitation shows similar branching ratios to the
Yb-centered excitation in YbCCCa, although the populated modes differ slightly.
Despite the same branching ratios, the YbCCAl excitation will have a higher optical
efficiency in practice because it avoids the intersystem crossing of the YbCCCa 𝐴
state. On the other hand, the Al-centered excitation is significantly less diagonal
than the Ca 𝑋 → 𝐴 transition in YbCCCa. The large number of significant FCFs
cause its optical efficiency to be too low for successful laser cooling. This result is
expected based on the non-ideal electronic density in the Al 𝐴2Π excited state (Fig.
6.2d) and its relatively large impact on the geometry of the molecule, as discussed
in Section 6.3.
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6.5 Computational Details
The molecules YbCCCa and YbCCAl were predominantly investigated with the
complete active space self-consistent field (CASSCF) [210, 211] and multireference
configuration interaction (MRCI) [212, 213] methods from the MOLPRO quantum
chemistry package [214]. Since we were interested in the nature of the low-lying
excited states, all calculations involving excited states were performed using state
averaging in CASSCF. These methods were chosen in order to address the electronic
levels (including spin-orbit effects) as accurately as possible, despite the inherent
difficulty of using them to compute more challenging quantities such as the FC
matrix elements (due to very high computational cost).

Despite their typical levels of accuracy, using active space-based methods with
heavy atoms such as Yb poses a challenge. As an example, consider the ideal
chemical active space for YbCCCa: it should likely include all doubly occupied
valence 𝑓 orbitals on the Yb, 4 doubly occupied bonding orbitals, 2 singly occupied
valence 𝑠𝜎 orbitals, 4 virtual 𝑝𝜋 orbitals, and valence 𝑑 orbitals on both the Yb and
Ca. This active space (24 electrons, 28 orbitals) is far too large for MRCI, and even
if the virtual 𝑑 orbitals are removed, the (24e, 18o) reduced active space is still too
large for MRCI.

To test whether this challenge would prohibit us from using the MRCI methodology
(in favor of a more approximate, less computationally expensive method), we exam-
ined the importance of including the occupied 𝑓 orbitals and virtual 𝑑 orbitals in the
active space by running MRCI on further reduced “test” active spaces that were con-
structed by exploiting orbital symmetries. Specifically, some essential components
of the test active spaces always remained the same: the 4 bonding orbitals, 2 singly
occupied valence 𝑠𝜎 orbitals (a-b in Figs. 6.1 & 6.2), the 4 virtual 𝑝𝜋 orbitals (c-d
in Figs. 6.1 & 6.2), and the Ca 3𝑑𝜎 orbital (Fig. 6.1e). However, added on top of
these were permutations of the occupied 𝑓 orbitals in 0, 1, or 2 symmetry sectors
and the valence 𝑑 orbitals in 0, 1, or 2 additional symmetry sectors (not necessarily
the same as the 𝑓 sectors). This allowed us to perform well-defined MRCI tests
(i.e. the exact orbitals in the active space were unambiguously known) on active
spaces of more reasonable sizes such as (14e, 14o) - (16e, 16o). For example, a
prototypical (14e, 14o) test space included 2 occupied 𝑓 orbitals and one virtual 𝑑
orbital on each metal, along with the 4 bonding orbitals, 2 singly occupied valence
𝑠𝜎 orbitals, and the 4 virtual 𝑝𝜋 orbitals.

Across many different permutations of such active spaces, the MRCI tests revealed
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that configurations containing occupied valence 𝑑 orbitals maximally contributed
∼ 0.02% to the multi-determinant ground state and excited 𝐴 states of interest. The
𝐵 state in YbCCCa was completely dominated by the occupation of the𝜎-symmetric
Ca 3𝑑 orbital in Fig. 6.1e, and had equally small contributions from the 3𝑑 orbitals
in other symmetry groups. This was likely due to the relatively large energy gap
between the 3𝑑𝜎 orbital and the 3𝑑𝜋, 𝛿 orbitals, arising from the significant 𝑠−𝑑 and
𝑝𝑧 − 𝑑 hybridization seen in Fig. 6.1e (and the lack of any hybridization in the other
𝑑 orbitals). A completely negligible contribution arose from all configurations in
which an electron vacated the doubly occupied 𝑓 or bonding orbitals. This suggests
that, at least in this specific case, molecular Yb has significantly simpler electronic
structure than atomic Yb+ [215, 216], as mentioned at the end of Section 6.3.

The excited states were examined in these tests by including 12 baseline states in
the state averaging procedure: 2 1Σ, 2 3Σ, 4 1Π, and 4 3Π. Additional states were
added to this average based on the symmetry of the 𝑓 and 𝑑 orbitals included in a
given active space permutation. These tests allowed us to search for all the low-lying
excited states and revealed no additional allowed states in the energy range of the
𝐴 and 𝐵 states of interest. Most importantly, the results allowed us to define much
more tractable (yet still physically realistic) active spaces for our MRCI studies of
YbCCCa and YbCCAl.

YbCCCa
All electronic orbitals, density matrices, transition dipole moments, excitation ener-
gies, and bond energies were obtained using MRCI. The full ANO-RCC basis was
used for Ca and C [217, 218] while a contracted ANO basis [219, 220] was used in
combination with a 28 electron small core pseudopotential [221] for the treatment
of scalar relativistic effects in Yb. An active space of (2e, 7o) was used, including
the two singly occupied valence 𝑠𝜎 electrons (Fig. 6.1a-b), 4 virtual 𝑝𝜋 orbitals
(Fig. 6.1c-d), and the one relevant Ca 3𝑑𝜎 virtual orbital shown in Fig. 6.1e. Given
the active space, we used 12 states in the state averaging procedure: 2 1Σ, 2 3Σ, 4
1Π, and 4 3Π. The spin-orbit coupling analysis was done in MOLPRO via the state
interaction formalism [222–225] with all 12 of the MRCI wavefunctions from the
state averaging.

Optimized geometries, normal modes, and vibrational frequencies for the ground
and excited states were obtained at the level of unrestricted Kohn-Sham (UKS)
DFT using the B3LYP functional in the Q-Chem quantum chemistry package [226].
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Figure 6.3: Potential energy surfaces obtained with DFT and MRCI along the Ca-C
bond coordinate in YbCCCa. The solid lines are the ground state, dashed lines are
the Ca 𝐴 state, and dotted lines are the Ca 𝐵 state. Red curves are from DFT and
blue curves are from MRCI. The dots show the minima of each curve. The curves
have been shifted by scalar values in order to make them easier to compare; hence
the energy axis does not have numerical tick labels because the gaps between the
curves are not to scale. However, for a sense of scale of each curve individually, the
tick marks are placed at intervals of 0.3 eV.

Excited states were obtained using TDDFT. The 𝑋3Σ ground state was easier to
reliably isolate than the 𝑋1Σ ground state in the UKS procedure, so we report FC
matrix elements for the triplet manifold. Given that the splitting between the singlet
and triplet manifolds is on the order of ∼ 100 GHz for the 𝑋 , 𝐴, and 𝐵 states, we
do not expect a meaningful difference in the FCFs between the singlet and triplet
sub-levels of these states, up to the level of accuracy that can be expected from
these calculations. This approach was chosen instead of continuing to use MRCI
due to the numerical difficulty and computational cost associated with computing
vibrational frequencies with CASSCF+MRCI.

We justify the validity of this use of DFT in Figure 6.3 by examining the DFT and
MRCI energy landscapes along the relevant C-Ca bond coordinate. We use the
MRCI curves to estimate the level of systematic error in the DFT frequencies and
geometry changes for each state, and then assess the effects of these errors on the
final FCF values. The curves in Figure 6.3 have been shifted by scalars on both the
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x- and y-axes in order to make the comparison of the curves easier. Shifting in the y
coordinate is necessary because DFT and MRCI do not predict the same excitation
energies. Shifting in the x coordinate is required because DFT and MRCI do not
predict the exact same Ca-C bond length in the ground state; however this alone has
no effect on the values of the FCFs because they depend on changes in geometry
and vibrational frequencies between ground and excited states (and these quantities
are preserved by scalar shifts).

The ground state curves are virtually identical in the window of importance (high-
lighted in gray). Their second derivatives (which are directly related to vibrational
frequencies) at the equilibrium geometry differ by less than 0.5% between MRCI
and DFT. In the 𝐴 state, the 𝑋 → 𝐴 bond length change from the MRCI curve
is 0.02 Å greater than is predicted by DFT and the second derivative from MRCI
is ∼ 15% larger than DFT. The effects of “worst case” systematic errors, in which
we assume all elements of the DFT Hessian are underestimated by ∼ 15% (along
with the 0.02 Å Ca-C geometry change error), on the final FCF values for the Ca
𝑋 → 𝐴 transition are discussed in Section 6.4. In the 𝐵 state, the 𝑋 → 𝐵 bond
length change from the MRCI curve is only ∼ 0.005 Å greater than is predicted by
DFT, and the second derivative from MRCI is ∼ 8% larger than DFT. Similarly, the
effects of the “worst case” of these errors on the FCFs are discussed in Section 6.4.

YbCCAl
All electronic orbitals, density matrices, transition dipole moments, excitation ener-
gies, and bond energies were obtained with MRCI, while the optimized geometries,
normal modes, and their frequencies were obtained with CASSCF (all in MOL-
PRO). The def2-TZVPP basis was used for all atoms [227–229], which included the
same 28 electron small core pseudopotential as above for scalar relativistic effects.
Given that the Al-centered excitation contains some C≡C 𝜋-bonding density (see
Fig. 6.2d), the C≡C 𝜋 bonding orbitals were included in the active space for these
calculations, along with the valence 𝑠𝜎 orbitals (Fig. 6.2a-b) and the 4 virtual 𝑝𝜋
orbitals (Fig. 6.2c-d) for a (7e,8o) active space.

For this molecule, we included 5 states in the state averaging procedure: 1 2Σ and
4 2Π. For the normal mode frequency calculations, we noticed less agreement
between DFT and MRCI than we saw in Fig. 6.3 for YbCCCa. This may have
been due to the larger magnitude of geometry changes in the YbCCAl excited states
(Section 6.3). Thus, we instead chose to use CASSCF to compute the normal modes
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and their frequencies.

For both molecules, the FCFs were computed from the ab initio molecular data
using the ezSpectrum software [230]. Multiple approximations enter into these
calculations. Firstly, all the ab initio molecular data was obtained within the Born-
Oppenheimer approximation, so certain effects such as Renner-Teller are not ac-
counted for. Additionally, the FCFs are computed by assuming that the potential
energy surfaces in the immediate vicinity of the equilibrium geometries for both the
ground and excited state can be approximated by a harmonic potential. Based on Fig.
6.3, this does not appear to be a strong assumption in our case. Finally, the FCFs
were computed analytically, including hot bands and Duchinsky rotations [231–
233], so no assumptions were made about the normal modes of the ground and
excited state being parallel.

As a concluding remark to this section, it is worth mentioning explicitly that no
quantum chemical calculations for molecules this heavy have sufficient accuracy to
serve as a replacement for spectroscopic measurements. The first experimental step
toward using such molecules is measurement of the energy levels and branching
ratios via broadband optical spectroscopy.

6.6 Discussion
These results suggest that both YbCCCa and YbCCAl do indeed show many of
the desired properties for polar molecules with multiple cycling centers. Both the
ground and excited states are bound and linear, the valence 𝑠 electrons of interest
for laser cooling are localized on their respective metal centers, and the Franck-
Condon factors are reasonably diagonal (especially for the Ca center). However,
YbCCAl reveals that metals without an alkaline earth-like valence structure may not
have strong enough 𝑠 − 𝑝 hybridization of the excited state orbitals to remove the
electron density from the bonding region, though this is worth investigating further
with other species, particularly other group IIIA elements. It seems likely that this
generic feature will often cause significant geometrical changes in the excited state
of polyatomic molecules, which reduces the diagonal nature of the FC matrix and
allows branching into a significant number of vibrational modes. These effects
have also been discussed elsewhere in the context of molecules with a single metal
center [170].

In YbCCCa, both metal atoms have alkaline earth-like valence structures and the
𝑠 − 𝑝 hybridization of the excited state orbitals significantly improves FCFs for the
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Ca center over the Al center. The two singly-bonded alkaline earth-like atoms create
a diradical with two singly occupied 𝑠 orbitals, one on each metal. Since we seek
a molecule which has two metal centers that are as independent as possible, this
electronic structure creates a feature of critical importance: the more independent
the two open-shell electrons are, the smaller the energy gap between singlet and
triplet configurations of the molecule in both ground and excited states. This quasi-
degeneracy of singlet and triplet states gives rise to complexities in cycling with the
𝑋 → 𝐴 transition. The singlet-triplet gap will likely never be small enough that it
is not resolved by a laser 5, but also not large enough that strong spin-orbit mixing
of the 𝐴1Π and 𝐴3Π excited states can be avoided (even for light molecules, as is
seen for Ca in Table 6.2). This could effectively double the number of vibronic
states with significant FCFs, though there may be routes to avoid leakage between
the singlet and triplet manifolds as discussed in Section 6.3.

Regardless, the Ca 𝐵 state avoids the challenges caused by spin-orbit coupling
because both the 𝑋 and 𝐵 states are Σ-symmetric. This allows the highly diagonal,
spin-pure 𝑋1Σ→ 𝐵1Σ or 𝑋3Σ→ 𝐵3Σ transitions on the Ca center to be considered
as potentially feasible laser cooling transitions. These transitions may only require
∼ 4 − 5 repump lasers in order to cycle tens of thousands of photons, and the
Ca 𝐵 ⇝ 𝐴 decay has a radiative rate which is suppressed by a factor of ∼ 2000
compared to the desired Ca 𝐵⇝ 𝑋 decay, due to the difference in their respective
energies. No such 𝐵 state was investigated in detail on the Yb center due to the lack
of existing experimental data on 𝐵 states in Yb-containing molecules. Additionally,
configurations with holes in Yb 𝑓 orbitals lie energetically below any potential Yb 𝐵
state, which makes an accurate study of its properties significantly more challenging.

Our results also suggest a compelling alternative approach for precision measure-
ments utilizing hypermetallic MCCM′ molecules. For metals that do not make
cycling centers in molecules, such as Th, Ta, U, Pa, etc., such a molecular scheme
should make it possible to cycle photons, apply optical forces, and potentially im-
plement laser cooling to perform precision measurement on these species, while
maintaining the ability to realize full polarization and internal co-magnetometer
states for robust systematic error rejection [185]. Given that most atoms do not make
laser-coolable molecules, yet may contain interesting properties such as highly de-
formed nuclei with extreme sensitivity to nuclear CP-violation [234], our approach
could make available all of the tools of ultracold molecular precision measurement

5Due to the relative magnitude of various Breit-Pauli terms such as the spin-spin interaction
compared to the spectral width of modern lasers.
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to these exotic species. Utilizing the diagonal transitions of a Ca (or analogous)
metal center in a molecule containing Th, Ta, Pa, etc. may offer extremely favorable
coherence times compared to molecules such as ThO [183, 235, 236] or TaN [237],
or polyatomic analogues such as ThOH+ [238] or TaCH [239].

The additional benefits of this molecular design for precision measurements may
be numerous, especially for CP violation searches. First, the cycling center could
be used for enhanced state detection to yield improved statistics. By using state-
dependent optical pumping (or coherent transfer) of spin states to internal states,
for example excited vibrational states, the cycling center can be used for efficient
detection of the initial spin state. Second, the cycling center offers an additional
co-magnetometer that can be used to diagnose stray fields and other systematic
effects. Third, the requirements are more relaxed for a molecule in which the
non-cycling center is the focus of the precision measurement, compared to the dual-
cycling molecules examined in this work. A slight perturbation to the FCFs of an
optical cycling precision measurement atom (such as Yb) can destroy experimental
efficiency through loss of photon cycling, but a slight perturbation to a CP-violation
sensitivity parameter of a non-cycling measurement atom (such as Th) will still
result in a promising molecule. Such a molecule would also avoid the “excitation
blockade” discussed earlier since simultaneous excitation would be undesirable in
the first place. Lastly, the polyatomic structure allows us to use diamagnetic species
with sensitivity to nuclear CP violation and good robustness against magnetic effects,
such as the 1Σ states of divalent Th or Ra [185, 238] or monovalent Tl [185,
240] while still maintaining strong systematic error rejection and providing optical
readout schemes. All of these areas are worth considering in further theoretical
studies.

6.7 Summary
In summary, we have explored the vibronic structure of two prototypical hypermetal-
lic small molecules for precision measurement experiments, YbCCCa and YbCCAl.
Despite the small size of the molecules, the electronic properties of each of the metal
centers remain quite independent. This allows for photon cycling that is localized
on each metal, exploiting their different advantages. Although these two molecules
do not posses all of the desired properties for precision measurement experiments
that specifically utilize a Yb atom, they suggest a more general class of promising
molecules which contain Ca and a heavy metal that does not make use of photon
cycling for precision measurement. This general recipe for hypermetallic small
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molecules likely allows for the laser cooling of a wide variety of heavy metal atoms
via a Ca center, which is one potential path towards ultra precise next generation
experiments.

6.8 Short Appendix
In this section we will discuss in detail the magnitude of spin-orbit coupling effects
in YbCCCa. The results in Table 6.2 show some spin-orbit sub-levels of the 𝐴
states which are heavily mixed between 3Π and 1Π configurations, along with some
sub-levels which are purely triplets. In total, there are 8 spin-orbit eigenstates on
each metal atom (2 degenerate 𝜋 orbitals × (1 singlet state + 3 triplet states)) which
group into pairs that are exactly degenerate, leaving 4 distinct sub-levels of each
𝐴 state. The mixed sub-levels, of which there are two degenerate pairs per metal
atom, arise from linear combinations of the 𝑚𝑠 = 0 sectors in the singlet and triplet
manifolds. No such linear combinations between singlet and triplet manifolds can be
made for the 𝑚𝑠 = ±1 triplet sectors (due to symmetry), so there are two additional
degenerate pairs which are purely triplet sub-levels of the 𝐴 state. Since the energy
gap between the mixed sub-levels and the pure sub-levels is only ∼ 100 MHz, the
radiative decay lifetime between the pure sub-levels and the mixed ones is essentially
infinite relative to experimental timescales. For this reason, only the lower energy
mixed and triplet sub-levels are reported in Table 6.2. We do not include the Ω

quantum number in the term symbols since we have two distinct metal-centered
electrons that couple to the internuclear axis independently, as opposed to coupling
as a single total spin as in a diatomic molecule. This means that Ω is not necessarily
meaningful, especially for larger molecules where the spins are coupled even more
weakly.

For a detailed understanding of why the 𝑚𝑠 = 0 sectors mix so strongly, we can
perform an explicit analysis on a small part of the spin-orbit matrix 𝐻SOC =

∑
𝑖 𝛼𝑖 ®𝐿𝑖 ·

®𝑆𝑖, where ®𝐿𝑖 is the orbital angular momentum, ®𝑆𝑖 is the electron spin, and 𝛼𝑖 is a
spin-orbit constant. We will examine here only the Ca-centered 𝐴 state, although
identical reasoning extends to the mixing of the Yb-centered sub-levels as well. In
the spin-pure basis {𝐴1ΠCa, 𝐴

3ΠCa} (and in units of cm−1), we computed,
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𝐻0 =

[
−418, 852, 888 0

0 −418, 852, 890

]
(6.3)

𝐻SOC =

[
15198.43 20.74𝑖
−20.74𝑖 15196.52

]
. (6.4)

Note that the off-diagonal terms are of the same order as the spin-orbit constant in
CaOH [241, 242]. Thus the “full” Hamiltonian is given by 𝐻tot = 𝐻0 + 𝐻SOC,

𝐻tot =

[
−418837689.57 20.74𝑖
−20.74𝑖 −418837693.48

]
. (6.5)

This matrix can be analyzed by a simplified matrix of the form,

�̃�tot =

[
𝑁 + 𝜖 𝜒

−𝜒 𝑁 − 𝜖

]
, (6.6)

where 2𝜖 is the splitting between between 𝐴1Π and 𝐴3Π due to standard correlation
effects, while the mixing 𝜒 is due to spin-orbit effects. Note that the very large
energies on the diagonals of 𝐻0 and 𝐻SOC mostly come from the quantum chemical
“background” (i.e. the core electrons), which is computed to very high accuracy.
Typically only small components of the valence energy are subject to significant
possible errors, so error in the splitting 𝜖 should be considered as a percentage of 𝜖 ,
not a percentage of 𝑁 .

In the limit 𝜖 → 0, |𝜒 | > 0, the eigenvectors of �̃�tot approach the fully mixed[
𝑖/
√

2, ±1/
√

2
]𝑇

, while in the limit 𝜒 → 0, |𝜖 | > 0, the eigenvectors approach the
completely unmixed [1, 0]𝑇 , [0, 1]𝑇 . In the case of 𝐻tot, we have 𝜖 ∼ 2 cm−1

and 𝜒 ∼ 20𝑖 cm−1, which gives highly mixed eigenvectors: [0.673𝑖, −0.740]𝑇 ,
[0.740𝑖, 0.673]𝑇 .

Thus, the strong mixing effect emerges because the singlet-triplet energy gap is
small compared to the magnitude of the spin-orbit coupling term. However, as we
just discussed, 𝜖 and 𝜒 are the parts of the computation which are highly sensitive to
the electronic structure and are subject to possible errors based on the computational
methodology. Nonetheless, we expect our conclusion of “strong spin-orbit mixing”
to be valid because even if we assume our calculated values of 𝜖 and 𝜒 both have
very large errors of ∼ 90% each, we still have |𝜖/𝜒 | ≈ 1. Using this ratio to compute
the eigenvectors of �̃�tot, we see that they are still quite mixed: [0.924𝑖, 0.383]𝑇 ,
[−0.383𝑖, 0.924]𝑇 .
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Furthermore, in the context of potential experiments the spin-orbit mixing is only
negligible in the limit when |𝜒/𝜖 | ≈ 10−4. Assuming 𝜒 is approximately correct due
to its similarity with the CaOH results, this limit could only be reached if the error in
𝜖 is 105 − 106%, which we deem unlikely based on our computational methodology
(discussed in Section 6.5).
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A p p e n d i x A

SUPPLEMENTARY INFORMATION: ENTANGLEMENT IN
THE QUANTUM PHASES OF AN UNFRUSTRATED RYDBERG

ATOM ARRAY (CHAPTER 5)

This appendix is based on the following publication:

1. O’Rourke, M. J. & Chan, G. K. Entanglement in the quantum phases of an
unfrustrated Rydberg atom array. arXiv preprint arXiv:2201.03189 (2022).

A.1 Numerical methods
This section gives details for the numerical simulations in this work. Principally,
it will focus on algorithmic subtleties and sources of error, as well as the strategies
employed to resolve the physics of the Rydberg atom system.

Γ-point DMRG
Theoretical details and relation to other methods

In this work we chose to perform 2D DMRG in a site Bloch basis at the Γ-point in the
Brillouin zone. Let us define the computational supercell of the DMRG calculation
to be of dimension 𝐿𝑥 × 𝐿𝑦 sites. Then, such a Γ-point site Bloch basis state |�̃�𝑥,𝑦⟩
is related to the normal site basis state |𝑛𝑥,𝑦⟩ at site 𝑟𝑥,𝑦 by

|�̃�𝑥,𝑦⟩ =
∑︁
𝑙

|𝑛(𝑥,𝑦)+𝑅𝑙⟩ , (A.1)

where 𝑅𝑙 = (𝑛 · 𝐿𝑥 , 𝑚 · 𝐿𝑦); 𝑛, 𝑚 ∈ Z. In other words, each single particle basis
state is a superposition of the original site basis states separated by lattice vectors of
the supercell. The Bloch function has unit norm per supercell.

The many-particle 2D DMRG wavefunction is then

|Ψ⟩ =
∑︁
{𝑒}

∏
𝑥,𝑦

𝐴
�̃�𝑥,𝑦

{𝑒𝑥,𝑦} |�̃�𝑥,𝑦⟩, (A.2)

where A�̃�𝑥,𝑦 is the MPS tensor associated with Bloch function �̃�𝑥,𝑦, 𝑒𝑥,𝑦 denote its
bonds, and an ordering has been chosen through the lattice.

As explained in Chapter 5, this representation is different from the cylindrical
boundary condition MPS employed in previous studies [133, 134, 144]. The primary
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Figure A.1: Convergence of Γ-point DMRG in the most difficult region of the phase
diagram (𝛿, 𝑅𝑏) = (5.0−6.0, 2.3). (a) Shows the convergence w.r.t. bond dimension
of the largest truncated DMRG singular value (red) and the change in energy per
site relative to the energy obtained with bond dimension 𝐷 − 200 (blue). (b) The
energies per site of a large variety of supercell sizes. This is adapted from Fig. 5.1
to highlight the relevant points. The connected dark green points are the nematic
phase, and lime green points are the low energy 3-star 1

6 -density crystalline phase.
The inset shows the convergence of the nematic phase energy w.r.t. supercell size
and gaps to the other low energy solutions, whose density profiles are shown in
(c). Note that, between (a) and (b), the nematic phase is converged to below 10−5

accuracy while the competing states differ in energy by at least 10−4.

advantage of the current approach is that regardless of supercell size, the 2D DMRG
state in the Bloch basis represents an infinite system in 2D (rather than a finite system
in at least one direction in prior cylindrical studies) simply because the underlying
single-particle basis is a discrete periodic function on the infinite 2D square lattice.
Thus there is no need to truncate the Rydberg interactions unlike in cylinder studies.
We note that this type of Bloch basis is widely used in electronic structure theory
partly for similar reasons, namely it allows one to treat the infinite range Coulomb
interaction. For an example of a DMRG calculation of an infinite system using such
Bloch bases (known as crystalline atomic orbitals) in electronic structure, see e.g.
Ref. [243].

Systematic convergence to the correct bulk behaviour in the Bloch representation
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Figure A.2: Bipartite entanglement entropy of various crystalline phases as 𝛿 in-
creases. Each line is a slice over 𝛿 values for a fixed 𝑅𝑏 value. Black line segments
denote when the ground state is in the disordered phase. Solid colored line seg-
ments denote when the ground state is an ordered crystalline phase (same color
classifications as the phase diagram in Chapter 5). Dotted line segments denote the
“transition zone” of a given line between the disordered phase and an ordered phase.
These are simply a result of the finite resolution used to sample phase space in the
phase diagrams.

is controlled by two parameters: the DMRG bond dimension and sampling of the
Brillouin zone. To increase sampling of the Brillouin zone, we can introduce basis
states away from the Γ-point, i.e. |�̃�®𝑘𝑥,𝑦⟩ =

∑
𝑙 𝑒
−𝑖®𝑘 ·𝑅𝑙 |�̃�(𝑥,𝑦)+𝑅𝑙⟩, and convergence

with Brillouin zone sampling corresponds to choosing a sufficiently large numbers
of vectors ®𝑘 . Alternatively, we can simply increase the supercell size and work with
the Γ-point functions of the increasing supercells. We choose the latter strategy in
the current work. Thus, examining convergence with bond dimension and supercell
size is fully sufficient to establish convergence to the thermodynamic limit.

The current 2D DMRG calculation in the Bloch representation can be formally
related to calculations on a finite system as follows. Within the Bloch basis, the
1-particle components of the Rydberg Hamiltonian (Eq. 5.1) remain unaltered. The
interactions are slightly transformed, becoming an infinite lattice sum over the real
space lattice (Eq. 5.2). This Hamiltonian (Eq. 5.2) encodes the per supercell energy
of the infinite bulk system. The infinite lattice sum can also be viewed as arising
from interactions that loop around a torus infinitely many times, with the proper
decaying form.
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Another way to understand the 2D DMRG calculation in the Bloch basis is to
examine the form of the correlation functions it predicts for an infinite system.
Because the Bloch states at the Γ-point are periodic, all correlation functions are
implicitly periodic across supercells. For example, transformed to the site basis, the
density-density correlation function satisfies

⟨𝑛𝑥1,𝑦1𝑛𝑥2,𝑦2⟩ = ⟨𝑛𝑥1,𝑦1𝑛(𝑥2,𝑦2)+𝑅𝑙⟩. (A.3)

Particles in adjacent supercells are thus entangled and correlated with each other, but
in a highly constrained fashion. (This can be seen from the entanglement of a single
particle state in the Bloch basis, which has the maximum entanglement entropy of
log 2 for a cut in the site basis). Note that a 2D infinite tensor network, such as an
iPEPS, also introduces a constrained form of correlations between particles, but the
constraint there is different and controlled solely by the bond dimension. In the 2D
DMRG calculations in the Bloch basis, the full flexibility of long-range correlations
is restored by increasing the Brillouin sampling, or equivalently, the supercell size.

Finite size errors

There are a two types of finite size errors in the energy in the Γ-point formulation
of the bulk Rydberg system. These can be associated with the Rydberg interaction
energy and the (emergent) kinetic energy.

As discussed above, the use of the Γ-point basis induces a periodicity in the density-
density correlation function, Eq. (A.3), and thus in the numerator of the Rydberg
interaction term. This relation is exact for classical crystals and it is also exact for
quantum states with such correlations (those that can be expressed exactly in the
supercell Bloch basis, which obviously need not be classical crystals). However,
one can imagine that such periodic correlations are inaccurate for certain quantum
phases, such as the disordered phase.

As a metric for the energy error per site induced by the constrained form of the
correlations, we compute the quantity

Δ𝑒 =
2 · 𝑅6

𝑏

𝜌𝑒𝑥 ·min(𝐿𝑥 , 𝐿𝑦)6
(⟨�̂�𝑖⟩ − ⟨�̂�𝑖⟩2). (A.4)

Here, ⟨�̂�𝑖⟩ is the expectation of the local Rydberg excitation for a single characteristic
excited site, while 𝜌𝑒𝑥 is the density of sites which have the characteristic excitation
of ⟨�̂�𝑖⟩. This is a measure of error for quantum crystals whose correlations do not
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match those induced by the Bloch basis. Note that Δ𝑒 is always positive, and it can
be systematically reduced by increasing the supercell size.

TThe other source of systematic error comes from the effective itinerancy of the
Rydberg atoms arising from the �̂�𝑥 operator [150]. The error in the kinetic energy
of fermionic systems when using a Bloch basis is well studied and understood to
converge superalgebraically with Brillouin zone samples, in this case, the supercell
size 𝐿𝑥 × 𝐿𝑦 (see e.g. Ref. [244] and references within). We expect a similarly
rapid convergence here, although the precise quantitative effect can only be directly
assessed through simulations. We have carried out such checks extensively to ensure
convergence of our calculations, as discussed in Section A.1 and Fig. A.1.

Convergence and physical strategy

Despite the finite size effects discussed above, we find that we can converge our
calculations to sufficiently high accuracy with reasonable bond dimensions and
manageable supercell sizes. Even in the very complicated region of the phase
diagram near 𝛿 = 5.0 − 6.0, 𝑅𝑏 = 2.3, we can distinguish the ground-state orders
using a bond dimension of 𝐷 = 1200, as shown in Fig. A.1. However, although
this is enough to identify the ground state order, higher bond dimensions would be
needed to capture the phase transitions with high precision; given the large region
of phase space explored here, we leave such detailed calculations to future work.

The strategy used to generate the bulk phase diagram in Fig. 5.2a, as well as the
truncated interaction phase diagram Fig. 5.2b, is as follows.

• For a given point in phase space (𝛿, 𝑅𝑏), run a 𝐷max = 1000 simulation for
all reasonable supercell sizes between 4 × 4 and 10 × 10, as well as 12 × 9.

• Identify all supercells for which the ground state has an energy per site within
10−2 of the lowest energy.

• If there are competing orders, ensure these solutions are all sufficiently con-
verged by requiring (i) the largest singular value truncated during the final
DMRG sweeps is less than 10−8, and (ii) corrections to the energy when in-
creasing supercell size (up to 12 × 9 maximally) are smaller than the energy
gap between competing states (Fig. A.1).
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• The ground state phase is then identified by evaluating simple density-based
order parameters on the largest supercell size which hosts the ground state
order.

The only time this convergence criteria is not satisfied is for disordered phase so-
lutions near the order-disorder phase transition (largest truncated DMRG singular
value is ∼ 10−6), for which all large supercells show a disordered solution. The clas-
sification of the phase in this region is supplemented by analyzing the ground state
entanglement entropy, which shows a distinctive “drop” when the phase becomes
ordered (see Fig. A.2).

Importantly, this strategy completely neglects possible orders with unit cells larger
than 10× 10 or 12× 9, as well as non-periodic solutions. Although orders with unit
cells of this large size are not expected in the region of the phase diagram under
investigation in this work due to the relatively high crystal densities (and thus close
spatial packing) [144, 150, 151], our study cannot definitively rule out the stability
of such solutions.

PEPS
The PEPS simulations in this work combine recent advances in optimizing PEPS
wavefunctions using automatic differentiation [119] and 2D operator representations
of long-range interactions [152]. This combination illuminated many new challenges
for PEPS optimization with respect to complicated Hamiltonians. This section will
detail the various challenges and the technical solutions used in this work. The
instability of PEPS optimization remains an open problem and it is an area of future
research to determine a PEPS optimization pipeline (using automatic differentiation)
that is fully robust to problem instance. In this section, 𝐷 will refer to the PEPS
bond dimension and 𝜒 will refer to the maximum bond dimension allowed during
contraction before approximations (via SVD) are performed.

Operator representation

The method proposed in Ref. [152] to represent Hamiltonians with long-range
interactions writes the interaction potential as a sum of Gaussians,

1
(
√︁
𝑥2 + 𝑦2)6

≈
𝐾∑︁
𝑘=1

𝑐𝑘𝑒
−𝜆𝑘 (𝑥2+𝑦2) ≡ 𝑉fit(®𝑟). (A.5)
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Figure A.3: Examples of typical optimization trajectories for long-range PEPS using
different automatic differentiation schemes. The blue line often occurs with a naive
implementation of the energy evaluation algorithms and use of a line search which
does not minimize gradient norm. The red line can occur even when using a more
sophisticated energy evaluation including local norms and/or a multi-evaluation
cost function. The stable magenta and green lines result from combining the four
techniques discussed in Sec. A.1. The difference between the magenta and green
curves reflects the quality of the initial guess.

Using the methods in Ref. [245], we can obtain a𝐾 = 7 fit with error 𝜖 = max𝑖 |1/®𝑟6
𝑖
−

𝑉fit(®𝑟𝑖) | = 10−5 on the domain ®𝑟 ∈ [1, 16
√

2], which is used throughout the work.

Essential computational techniques

As originally discussed in Ref. [119], when trying to use automatic differentiation to
optimize a PEPS there are a few essential techniques that must be employed, which
are not typically “default” in standard automatic differentiation libraries. They are
“essential” in the sense that without them the computation of the energy expectation
value and its derivative will typically not run to completion due to out-of-memory
errors or numerical infinities. These techniques are:

• Numerical stabilization of the gradient of SVD, by adding Lorentzian broad-
ening to the inverse singular values.

• Significant usage of “checkpointing” when evaluating the energy to reduce
the memory load of computing gradients.

Both of these techniques are explained in significant detail in Ref. [119].
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Stabilizing the optimization

A straightforward implementation of the energy expectation value as described
in [152], with optimization via automatic differentiation including the above tech-
niques, typically fails to find the ground state PEPS for the Rydberg Hamiltonian
(see Fig. A.3). This failure can be generally attributed to the fact that in the quantity
under optimization 𝐸 =

⟨𝜓 |𝐻 |𝜓⟩
⟨𝜓 |𝜓⟩ , both the numerator and denominator are evaluated

approximately and thus the computation is not strictly bound by the variational
principle. Consequently, the optimization can find pathological regions of the PEPS
parameter values which make the PEPS contractions inaccurate for the chosen 𝜒,
even when starting from an accurately contractible PEPS. Unfortunately, in this
problem we find that simply raising the value of 𝜒 does not prevent this behavior
until 𝜒 is impractically large.

In order to mitigate this problem we use the following four techniques in tandem:

• We employ line search methods that minimize the gradient norm as well as
the energy. In this work, we use the BFGS algorithm [246] in conjunction
with such a line search, as suggested in [119].

• We use the cost function 𝐸1/2 + 𝐸2/2 + 𝜆 |𝐸2 − 𝐸1 | where 𝐸1 and 𝐸2 are the
energies of PEPS on lattices rotated by 180 degrees and 𝜆 is a penalty factor.
This strongly penalizes the optimization from entering parameter space with
large contraction error (where 𝐸1 and 𝐸2 would be very different).

• During the first iterations of the gradient optimization we only update small
patches of tensors at a time, which are chosen to break spatial symmetries that
may be contained in the initial guess. After this has pushed the optimization
towards the symmetries of the true ground state order, then all tensors can be
updated at each optimization step.

• We evaluate the numerator and denominator of 𝐸 in a consistent way by
using “local normalization” during the computation of ⟨𝜓 |𝐻 |𝜓⟩. This means
that, writing 𝐻 as a comb tensor sum 𝐻 =

∑𝐿𝑥
𝑖=1 ℎ𝑖, then for each comb tensor

numerator ⟨𝜓 |ℎ𝑖 |𝜓⟩, the associated denominator uses the identical contraction,
but with ℎ𝑖 replaced by the identity (the environments are not recomputed).

Combining all four of these techniques removes the most egregious instabilities in
the optimization trajectory (see Fig. A.3), at the cost of a slightly larger computa-
tional burden. However, as in more standard DMRG calculations with small bond
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dimension, convergence to the correct ground-state (rather than a local minimum)
still requires a reasonable initial guess.

Initial guess

Obtaining an accurate ground state PEPS typically relies on starting with an accurate
initial guess. The predominant algorithms to generate such a guess for problems with
a local Hamiltonian are simple update [80, 247, 248] or imaginary time projection
of a converged small 𝐷 solution to a larger 𝐷 guess. However, in the presence of
long-range interactions it becomes challenging to generalize either of these methods
in an efficient and/or accurate way. We therefore used the following simple scheme
to generate initial guesses in this work.

• Sum 𝑛 manually constructed 𝐷 = 1 PEPS to obtain an initial PEPS of bond
dimension 𝐷 = 𝑛. The configurations of these 𝐷 = 1 PEPS were set to
reproduce specific low energy Rydberg crystals and defects within them.

• For small 𝑅𝑏: truncate the long-range interactions in𝐻 to next-nearest, or next-
next-nearest, neighbor interactions (distance of

√
2 or 2), and run conventional

simple update starting from the above manually summed PEPS. This fails once
the ground state excitations are spaced by more than 2.

• For large 𝑅𝑏: add positive random noise to the manually summed PEPS,
and then run a highly approximate, first-order gradient optimization for ∼ 25
iterations using a large step size when updating the parameters.

Convergence and physical strategy

Despite the simple procedure to generate initial guesses, we were usually able to
systematically converge PEPS solutions according to the conventional protocol of
increasing 𝐷 and 𝜒 until the energies corresponding to multiple increasing (𝐷, 𝜒)
pairs all vary by less than 0.01% relative to each other (e.g. see Fig. A.5). In this
study, we used maximal values of 𝐷 = 5, 𝜒 = 100. However, for a small number
of phase points (𝛿, 𝑅𝑏) we encountered inconsistent convergence of PEPS solutions
(see Fig. A.4), where increasing 𝐷 and 𝜒 did not systematically result in finding
a PEPS with a lower energy, instead getting stuck in various local minima. We
attribute this to the low quality of the initial guesses for larger 𝐷 and 𝑅𝑏.
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Figure A.4: Phase diagrams of 15 × 15 (a) and 16 × 16 (b) arrays, detailing con-
vergence. Circular points indicate systematic convergence with PEPS up to bond
dimension 𝐷 = 5, while triangles indicate intermittent convergence with PEPS,
requiring supplemental convergence checks using 2D DMRG. More details are
available in Sections A.5 and A.1. Colors used in these plots correspond identically
to the colors used in Chapter 5 to identify phases.

In these cases when PEPS energies could not be systematically converged to within
0.01%, the observed order of the various low-energy solutions was nonetheless the
same. The differing energies arose due small quantitative differences such as single-
site defects and variations in the local density ⟨�̂�𝑖⟩. To further increase certainty in
the observed order, we also compared the PEPS solutions to the results of 2D DMRG
on the same finite lattice, since the convergence properties of DMRG are much more
well-understood. In all cases, the low-energy PEPS solutions had similar energies
to the approximate DMRG (relative difference < 1%), and they all showed the same
generic low-energy ground state order. The energy gap between phases appeared to
be sufficiently large to allow for a tentative classification of the order of this small
number of phase points, even though the DMRG was not necessarily converged
to high precision (due to the wide lattices) and the PEPS convergence could not
be definitively confirmed. The uncertainty in convergence highlights remaining
challenges in simulating complex large 2D interacting problems with competing
phases using tensor network techniques. The relevant points in the finite lattice
phase diagram are labelled by triangles in Fig. A.4 above, and in Fig. 5.4.

Finite 2D DMRG
Standard 2D DMRG calculations with open boundaries were used to study the
9 × 9 system, a low-entanglement region of the 13 × 13 system, and to supplement
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Figure A.5: An example of systematic convergence of PEPS on the 15 × 15 lattice
for the frustrated star phase at 𝛿 = 4.0, 𝑅𝑏 = 1.9. The region between the horizontal
lines indicates a change in energy of 0.01% relative to the lowest obtained value.
The PEPS is deemed converged because many simulations with increasing (𝐷, 𝜒)
return energies that fall within this region. Note that the star phase, like most
ordered phases, is sufficiently converged by 𝐷 = 3 due to the predominant mean-
field character of most ordered phases (discussed in Chapter 5).

convergence of PEPS on the larger 15 × 14, 15 × 15, and 16 × 16 lattices. Like
the PEPS calculations, these too included all long-range interactions (according to
Eq. 5.1). The maximal bond dimension used for the 9 × 9 and 13 × 13 simulations
was 𝐷max = 1200, which we found was more than enough to accurately study the
regions of interest in Fig. 5.5 for these lattices (see Fig. A.6). For supplementing
PEPS convergence on the larger lattices, we used 𝐷max = 750. Although this bond
dimension is not large enough to capture the ground state energy or entanglement
of such large systems with high precision, we found it sufficient to capture the
first 3-4 digits of the ground state energy and to help with distinguishing between
the different low-entanglement ordered phases present in the finite phase diagram,
which have substantially larger gaps than the bulk system due to edge effects.

Mean field and classical
The mean field phase diagram for the bulk system (including all long-range interac-
tions) in Fig. 5.2d was generated by the following procedure.

• Parameterize the single site wavefunction as |𝜙𝑖⟩ = sin2(𝜃𝑖) |0⟩ + cos2(𝜃𝑖) |1⟩,
where |0⟩ is the atomic ground state and |1⟩ is the excited Rydberg state.
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Figure A.6: Accuracy of 2D DMRG on the 9 × 9 and 13 × 13 finite lattices (open
boundaries). The displayed regions of parameter space correspond exactly to the
computed regions in Fig. 5.5 and Fig. A.12. The reported error is the largest
truncated singular value during the final DMRG sweeps (i.e. once converged). Note
that in the ordered regions the error is ∼ 10−9, and it grows to ∼ 10−7 as the ground
state becomes disordered on the 13 × 13 lattice due to increasing entanglement.

• Construct a completely un-entangled many-body wavefunction as a typical
product of these single-site states according to all reasonable unit cells between
size 2×2 and 8×10 (supercells are not necessary for mean-field convergence).

• Initialize all possibly relevant configurations for each unit cell as initial
guesses. These can be obtained from classical algebraic arguments or classical
Monte Carlo.

• Minimize the Γ-point energy for all guesses with respect to the {𝜃𝑖} using
gradient descent. Analytic gradients are easily derived, or automatic differ-
entiation can be employed.

• Classify the phase of the lowest energy state using the same density-based
order parameters as the Γ-point DMRG calculations.

The phase space was scanned with a 𝛿-resolution of 0.1 and a 𝑅𝑏-resolution of
0.025. Importantly, these calculations are subject to the same limitation as the
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Γ-point DMRG - they do not capture any possible low energy states with a unit cell
larger than 8 × 10. Although such states are not expected in the phase space under
examination, this study cannot definitively rule them out.

The classical phase diagram for the bulk system (including all long-range interac-
tions) in Fig. 5.2c was generated by the following procedure.

• Run classical Monte Carlo minimization of the Γ-point energy for every unit
cell size between 2× 2 and 10× 10 at phase space points spaced by Δ𝛿 = 0.3,
Δ𝑅𝑏 = 0.1.

• For all low energy configurations obtained at all phase points, derive their
continuous functional form 𝐸 (𝛿, 𝑅𝑏) by numerically integrating the interac-
tions.

• Analytically solve for the intersection line between each adjacent pair of
configurations in phase space that have minimal energy.

These calculations are also subject to the same limitation as above—any states with
unit cells larger than 10× 10 are not captured, and we cannot rule out their possible
existence.

A.2 Entangled nematic phase
In this section we will focus on the nature of the nematic phase and its stability in the
thermodynamic limit (TDL). The qualitatively mean-field nature of all other ordered
phases permits a variety of straightforward arguments for their TDL stability.

The structure of the ground state nematic wavefunction in Fig. 5.3 suggests that
itinerancy of Rydberg excitations plays an important role in stabilizing this state.
Since itinerancy of excitations and defects emerges perturbatively [150], we will
rewrite the 2D Hamiltonian like,

�̂� = �̂�𝐷 + 𝜆�̂�𝑄

=
1
2

∑︁
𝑖≠ 𝑗

𝑅6
𝑏

|®𝑟𝑖 − ®𝑟 𝑗 |6
�̂�𝑖�̂� 𝑗 −

∑︁
𝑖

𝛿�̂�𝑖

+ 𝜆
∑︁
𝑖

�̂�𝑥𝑖 .

Here the eigenstates of �̂�𝐷 are classical crystals, while 𝜆 ≡ Ω
2 = 1

2 . To investigate the
energy scales involved in the itinerant processes, we can begin by performing non-



150

Figure A.7: Energies of various low-energy classical crystals that are corrected
up to 4th-order Rayleigh-Schrodinger perturbation theory (RSPT), which includes
effects of single excitation itinerancy. Results are shown for (a) interactions up
to nearest neighbor columns (|𝑥𝑖 − 𝑥 𝑗 | = 2 in the 2D lattice), and (b) full long-
range interactions. Comparing to the 0th-order classical energies with long-range
interactions (Fig. 5.3c), we see that the classically unfavorable states (due to longer-
range terms) are stabilized by the perturbations. The energy scale of single-excitation
itinerancy is therefore larger than the long-range terms.
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Figure A.8: Example of a perturbative hopping process for a single excitation that
emerges in the second-order Rayleigh-Schrodinger correction to a classical initial
wavefunction (fourth order energy). In (a) a single excitation in an |𝑎𝑏𝑎𝑏𝑎𝑏⟩-type
state can hop while only violating a single Rydberg blockade constraint (denoted by
a red line). In (b), a single excitation in an |𝑎𝑏𝑐𝑎𝑏𝑐⟩-type state must violate two
blockade constraints when hopping. These quantum fluctuations generate entan-
glement that preferentially stabilizes the |𝑎𝑏𝑎𝑏𝑎𝑏⟩-type states, despite their higher
classical and mean-field energy.

degenerate Rayleigh-Schrodinger perturbation theory (RSPT) starting from different
initial column state crystals such as |𝑎𝑏𝑎𝑏𝑎𝑏 . . .⟩, |𝑎𝑏𝑐𝑎𝑏𝑐 . . .⟩, etc (see Fig. 5.3).

Since the initial states that diagonalize �̂�𝐷 are classical, with all sites having exactly
⟨�̂�𝑖⟩ = 0 or 1, the first-order RSPT correction to the wavefunction (second-order
energy) allows local superpositions of |0𝑖⟩ and |1𝑖⟩. This order of RSPT captures
the energies of the mean-field ordered phases with high accuracy. The second-
order RSPT correction to the wavefunction (4th-order energy) allows for effective
“hopping” of a single excitation or defect from site 𝑖 to another site 𝑗 . The first-
and third- order corrections to the energy are zero when starting from a single
column state crystal. In Fig. A.7 we compute the energies up to the 4th order RSPT
correction for various starting states, using all long-range interactions as well as
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interactions truncated to only be between neighboring columns (|𝑥𝑖 − 𝑥 𝑗 | ≤ 2 on
the 2D lattice; in this limit the classical energies of all low-energy column states are
exactly degenerate). The states of type |𝑎𝑏𝑎𝑏𝑎𝑏...⟩ have the lowest RSPT energies
in both interaction schemes. At the level of single-particle hopping, this is because
hops within a single column from excited site 𝑦 to site 𝑦 ± 1 can be chosen to
only violate 1 Rydberg blockade (𝑅𝑏 ∼ 2.3) constraint (the new excitation is 2 sites
away from a single excitation within its column, but still at least

√
5 away from all

excitations in other columns). On the other hand, states with more |𝑎𝑏𝑐...⟩ character
have some single excitation hops which must violate two instances of the blockade
(they can only hop to a position at 𝑦 ± 1 which is 2 sites from an excitation in its
own column and 2 sites from an excitation in the adjacent column). See Fig. A.8.

By comparing the results (Fig. A.7) with truncated interactions and full interactions,
we can see that the energetic contributions of the quantum fluctuation induced
itinerancy are larger than those of the long-range interactions, since the interaction
favors |𝑎𝑏𝑐 . . .⟩ states while itinerancy favors |𝑎𝑏𝑎𝑏 . . .⟩ states. These fluctuations
create entanglement, because the in-column direction of low-energy hopping is
highly dependent on the state of the adjacent columns. This suggests that the ground
state should be populated by |𝑎𝑏𝑎𝑏 . . .⟩ states instead of the |𝑎𝑏𝑐𝑎𝑏𝑐 . . .⟩mean-field
ground state, which is what we observe in the nematic ground state obtained from
DMRG (see Fig. 5.3). This analysis only requires a low-order of perturbation theory
to stabilize the nematic quantum crystal |𝑎𝑏𝑎𝑏𝑎𝑏 . . .⟩, regardless of the system size,
which provides clear evidence for its stability in the TDL.

However, if we take this non-degenerate RSPT style of analysis for each separate
column state crystal to its extreme, we will notice that it diverges at high orders.
Specifically, when the perturbation series reaches an order comparable to the number
of excitations in a single column, the itinerant perturbation term connects different
column states such as |𝑎𝑏𝑎𝑏𝑎𝑏 . . .⟩ and |𝑎𝑐𝑎𝑏𝑎𝑏 . . .⟩. These classical configura-
tions are quasi-degenerate (exactly degenerate with truncated interactions) and the
energy differences in the denominators go to zero. Unlike a typical cat state, where
this degeneracy is a small constant, the present case accesses a manifold of exactly-
and quasi-degenerate states that grows exponentially in the number of columns (see
next subsection). This prevents a straightforward application of degenerate perturba-
tion theory and hints at the possibility of a more exotic, non-perturbative entangled
order.

In the results reported for the 12 × 9 supercell in Fig. 5.3, we do in fact observe
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non-trivial coupling between the exponentially large manifold of low-energy column
states. It is clear the structure of the wavefunction (Fig. 3c) does not correspond
to the single dressed |𝑎𝑏𝑎𝑏𝑎𝑏 . . .⟩ state discussed earlier, since the wavefunction
coefficients are distributed across the 6-fold permutations of the |𝑎𝑏𝑎𝑏 . . .⟩ configu-
rations as well as the exponential manifold of other states around them. The structure
of the entanglement spectrum between columns further supports the presence of a
non-trivial (i.e. non- cat state), macroscopic entangled order (see next subsection)
for the solution on the 12 × 9 supercell.

The stability of this order in the TDL is a much more complicated question than the
single nematic quantum crystal discussed above. As we mentioned, a perturbative
understanding will fail us. In a straightforward perturbative treatment (degenerate
or non-degenerate) of the low-energy classical states, a size-extensive order of the
series is needed to see coupling between the different quasi-degenerate states. For
the finite supercells we are able to study, the energetic benefit of coupling the
exponential classical manifold exceeds the finite cost to do so (due to finite effective
column height). However, in the thermodynamic limit the coupling may go to zero
due to the size-extensive order. The true TDL stability is not clear from this picture.
Numerically, a detailed finite-size scaling analysis is needed to resolve the fate of
this macroscopically entangled order, but this is beyond the scope of our current
calculations, and perhaps beyond current methods in general due to the small energy
scales involved. Analytically, we note that the itinerant-crystalline nature of this
order, along with its non-perturbative behavior, is similar to the incommensurate
floating solid phase that emerges near the order-disorder transition in 1D Rydberg
chains [150, 151]. Future efforts may seek to understand the nematic state through
that lens. Nevertheless, it is undoubtedly clear from our analysis that fluctuations
and entanglement are much larger in this nematic phase than in the other ordered
phases.

D=3 low-energy projectors and the entanglement spectrum
The character of the nematic phase has been extensively discussed in terms of the
classical configurations that make up the quantum wavefunction. It has been pointed
out that all the low-energy (and thus the most relevant) classical configurations can
be described in a succinct notation like |𝑎𝑏𝑐𝑎𝑏𝑐...⟩ in terms of compositions of
3 individual column states |𝑎⟩ , |𝑏⟩, and |𝑐⟩ which are defined in Fig. 5.3. This
notation is very suggestive of the idea that a qualitative model for the 2D state can
be written as a 1D MPS with a local Hilbert space of dimension 3, spanning |𝑎⟩ , |𝑏⟩,
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Figure A.9: Structure of the entanglement spectrum for the 1D low-energy projector
model of the nematic order, as described in Section A.2. Left: The entanglement
structure when projectors are applied on every bond of the MPS, in an open-boundary
conditions style. Right: Entanglement structure when an additional periodic pro-
jector is applied between the first and last site in the MPS. This type of interaction
is generally accounted for in the Γ-point basis calculations. Note the similarity of
these Schmidt spectra to the nematic DMRG ground state shown in Fig. 5.3.

and |𝑐⟩.

A striking feature of the entanglement spectrum presented in Chapter 5 is the
presence of 3 large eigenvalues, with a 1 : 2 degeneracy structure. To illustrate a
possible origin of this pattern in the nematic phase, we create a simple model state
with a similar entanglement spectrum.

The strength of the interactions where the nematic phase emerges (𝑅𝑏 = 2.3) is
such that configurations with adjacent columns in the same state (e.g. |𝑎𝑏𝑐𝑎𝑏𝑏...⟩)
are much higher in energy than all configurations without any identical adjacent
columns. The projector into the low energy subspace thus removes all configurations
with adjacent columns in the same state. It can be written as a product of commuting
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two-site operators,
P =

∏
𝑖

�̂�𝑖,𝑖+1, (A.6)

where �̂�𝑖,𝑖+1 = 1 − |𝑎𝑎⟩ ⟨𝑎𝑎 | − |𝑏𝑏⟩ ⟨𝑏𝑏 | − |𝑐𝑐⟩ ⟨𝑐𝑐 |.

First, we will briefly comment on the eigenspectrum of P. It’s eigenvalues are all
positive integers, with the smallest being 0. The number of 0 eigenvalues grows
as ∼ 2𝐿 , where 𝐿 is the length of the 1D chain. These eigenvalues correspond to
all the possible arrangements of the individual column states that do not violate
any constraints in Eq. (A.6). This reveals the origin of the exponential classical
degeneracy that has been previously discussed in the 2D system.

Concerning the entanglement spectrum, we can apply the operator P to a simple
product state |𝜓0⟩ (a 𝐷 = 1 MPS) containing an equal mixture of all possible column
states i.e. |𝜓0⟩ =

∏
𝑖 (𝜆𝑎 |𝑎𝑖⟩ + 𝜆𝑏 |𝑏𝑖⟩ + 𝜆𝑐 |𝑐𝑖⟩) where |𝑎𝑖⟩, |𝑏𝑖⟩, |𝑐𝑖⟩ represent states

on column 𝑖. As long as |𝜆𝑎 | = |𝜆𝑏 | = |𝜆𝑐 |, then P |𝜓0⟩ has the entanglement
structure shown in Fig. A.9, which is very similar to that seen in the 2D nematic
phase computed by DMRG.

A.3 Bulk phase diagram degenerate region
In Chapter 5 it was briefly mentioned that there is a small region of the bulk phase
diagram where the nematic phase and 3-star phase become essentially degenerate.
By this we mean that their gap becomes too small to resolve within the estimated
finite size error in the Γ-point DMRG numerics. Using the Δ𝑒 finite size error
measure defined above, for [𝑅𝑏 = 2.3, 𝐿𝑥 = 12, 𝐿𝑦 = 9], we have Δ𝑒 ≈ 3 · 10−5 in
the nematic phase and Δ𝑒 ⪅ 8 · 10−6 in the 3-star phase. An expanded view (in 𝛿)
of the upper part of the bulk phase diagram is shown in Fig. A.10. The degenerate
region emerges between the nematic phase and the 1

5 -staggered phase near 𝛿 = 7.0,
as indicated by the lime green color.

A.4 Bulk phase transitions
The disorder→order phase transitions that occur throughout the bulk phase diagram
have been characterized as continuous phase transitions in previous work [144].
Although full, precise characterization of all bulk phase transitions is beyond the
scope of this work, we are able to estimate the order of some transitions using
straightforward numerical differentiation of the energies. Figure A.11 shows the
first and second derivatives of the energy as a function of 𝛿, for various values of
𝑅𝑏, from simulations on an 8×8 supercell. The peaks in the second derivatives near
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Figure A.10: Expanded view of the large-𝑅𝑏 part of the bulk phase diagram,
computed with Γ-point DMRG. For 𝛿 ≤ 5.0, this data is identical to Fig. 5.2a. All
colors correspond to the same phases as in the Fig. 5.2. The small lime green region
indicates the degenerate zone where the gap between the 3-star and nematic phases
becomes very small.

Figure A.11: Numerical evidence of second-order phase transitions between the
disordered phase and the star (blue) and striated (cyan) phases, from simulations on
an 8 × 8 supercell. Top: First derivative of the energy with respect to 𝛿. Bottom:
Second derivative of the energy with respect to 𝛿. Both are estimated using standard
finite difference formulas.

the critical values of 𝛿 tentatively support the conclusions that the disorder→star
and disorder→striated phase transitions are indeed second-order. However, this
data is also consistent with very recent work [153] which shows that although these
two transitions appear continuous using an 8 × 8 simulation cell, they adopt strong
characteristics of first-order transitions once the cell size is increased to 16 × 16.
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A.5 Finite phase diagram: 15 × 15 and 16 × 16
The phase diagram of the 15 × 15 lattice reported in Chapter 5 contained many
of the ground state orders seen in the bulk phase diagram, but it also revealed the
strong finite-size effects induced by the boundary. Due to the long-range van der
Waals interactions, Rydberg excitations at the edge of the array incur roughly half
of the energetic penalty that excitations in the interior do, but lower the energy by an
equal amount (𝛿). Except at small values of 𝑅𝑏, this induces excitations along the
edge of the array to be more densely packed than what would be expected from the
bulk phase diagram at a given point (𝛿, 𝑅𝑏). This generic effect causes frustration
between the boundary and interior of the finite lattices, which gives rise to the
square classical order and many defect-dominated states at large 𝑅𝑏, as discussed in
Chapter 5. In these defect states, the optimal bulk density becomes so small relative
to the optimal edge density that the ground states are permeated by edge-induced
defects, leaving only small regions of any discernible order and making the precise
configuration very sensitive to small changes in 𝑅𝑏 and 𝛿.

In addition to the 15×15 lattice, we also studied two slices (𝛿 = 4.0, 5.0) of the phase
diagram of the 16×16 lattice to probe for bulk-like ordered phases where the 15×15
system is dominated by defects. Specifically, we focused on the 𝑅𝑏 > 1.8 region, for
which the results are shown in Fig. A.4b. We find a clear region of the stability for
the boundary-bulk frustrated 1

5 -stagger phase (red), for which the density profile is
shown in Fig. 5.4c. Along with a small region of the 3-star phase (green and black),
these regions are unique to the 16 × 16 lattice (i.e. they are not seen in 15 × 15).
There are also some common features between the two array sizes, namely regions
of the star and 1

8 -stagger (gold) phase as well as many defect states. This suggests
that the defect states are an intrinsic part of the physics of medium-sized arrays.

As reflected by the triangular markers in Fig. A.4b (which reflect inconsistent
convergence) we found it more challenging than the 15× 15 lattice to systematically
converge the PEPS calculations with respect to (𝐷, 𝜒), especially in the star phase
(blue). In part, this was due to the boundary itself being frustrated; on an even-sided
lattice it is not possible to place excitations in all corners and also along all edges
spaced by a distance of 2. Because the corner excitations are strongly pinned due to
their reduced interaction penalty, this causes the boundary to be frustrated and makes
it more difficult to prepare a good initial guess with our rudimentary strategies.
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Figure A.12: Detailed comparison to experimental phase diagram. The (a) row
directly reproduces the experimental phase diagram on the 13 × 13 lattice (data
extracted from Ref. [143] Fig. 4). Rows (b)-(d) show analogous numerical data on
9× 9 and 13× 13 lattices, where (b) and (d) are results from simulations containing
all long-range interactions and (c) shows results using interactions truncated to zero
beyond distance 2. This is identical to the truncation scheme used in numerics in
Ref. [143]. The first three columns show all three order parameters used in [143] to
distinguish the phase diagram, while the fourth column shows a new, more precise
order parameter for the star phase. Red dots in (a) denote the phase boundaries
assigned in [143], while the cyan dotted lines in (b)-(d) indicate the subset of
parameter space that was computed.
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Figure A.13: Distinguishing the striated and square orders on the 13 × 13 lattice at
the slice 𝛿 = 4.0. The striated order parameter F̃ (𝜋, 0) − F̃ (𝜋/2, 𝜋) (red) is large
across the range 𝑅𝑏 = 1.5 − 1.85, but the density of quantum fluctuations on the
(1, 1)-sublattice𝑂𝑠𝑢𝑏 (blue) decays to ∼ 0 by 𝑅𝑏 = 1.65, revealing the square order.

A.6 Comparing to experiment: 9 × 9 and 13 × 13 lattices
Chapter 5 discussed discrepancies between our numerical results on the 13 × 13
lattice and analysis reported in a recent experiment [143], specifically concerning
the striated, square and star phases. It was noted that the actual experimental data
appears to agree with our numerics, but the interpretation of the data offered in
Ref. [143] is inconsistent with ours. This section details the effect of the approxi-
mations made in the numerics of Ref. [143] on the interpretation of the data, and
how relaxing those approximation leads to the interpretation described in our work
(Chapter 5).

Context
In Ref. [143], the experimental data on the 13 × 13 square lattice was primarily
understood with respect to DMRG calculations performed on the 9 × 9 lattice (all
open boundaries), in which interactions were truncated to zero beyond a distance
of 2. The experimental results of Ref. [143] are reproduced in Fig. A.12a, and they
are compared to our numerical results on 9 × 9 and 13 × 13 lattices (Fig. A.12b-d).
The region of the phase diagram that was studied included domains of stability for
the disordered, checkerboard, striated, and star phases. The square “phase” was not
separately reported, although it may be considered the classical limit of the striated
phase.
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We also introduce here a useful order parameter for detecting the star phase,

𝑂𝑠𝑡𝑎𝑟 =
∑︁
𝑥,𝑦

(⟨�̂�𝑥,𝑦⟩ − ⟨�̂�𝑦,𝑥⟩)2/𝑁, (A.7)

where 𝑁 = 𝐿𝑥 · 𝐿𝑦. 𝑂𝑠𝑡𝑎𝑟 detects a symmetry breaking that occurs in the star phase
but not in the disordered, checkerboard, striated, or square phases. On a finite lattice,
this provides a clean way to define the star phase separate from the other orders in
this set. We also recapitulate the definition of the order parameters defined in [143]
and used in Fig. A.12,

F̃ (𝑘1, 𝑘2) = (F (𝑘1, 𝑘2) + F (𝑘2, 𝑘1))/2 (A.8)

F (𝑘1, 𝑘2) = |
∑︁
𝑥,𝑦

exp(𝑖(𝑘1𝑥 + 𝑘2𝑦))⟨�̂�𝑥,𝑦⟩|/𝑁. (A.9)

Star phase stability
In Fig. A.12c, we recompute the main 9 × 9 phase diagram numerical results used
in [143], which use truncated interactions. The bright region in F̃ (𝜋, 𝜋/2) predicts
a large domain of stability for the star phase, which is corroborated by the value
of 𝑂𝑠𝑡𝑎𝑟 . This data was used in [143] to draw the expected phase boundary in
the 13 × 13 experimental data seen in Fig A.12a. However, Fig. A.12d shows the
analogous results on the 9 × 9 lattice when including all long-range interactions.
Surprisingly, the star phase gets completely destabilized! This illustrates the hazard
of interpreting the experimental data from smaller lattice simulations.

Unlike the 9 × 9 lattice, we observe that the 13 × 13 lattice phase diagram has a
qualitative difference: it hosts a nonzero domain of star phase even when accounting
for all long-range interactions. As pointed out in Chapter 5, F̃ (𝜋, 𝜋/2) is not a
sensitive order parameter for the star phase as it appears on finite lattices, but 𝑂𝑠𝑡𝑎𝑟

does reveal the tiny stable region of the star phase (see Fig. A.12b).

Square and striated phases
The overestimation of the extent of the star phase by using numerics from the 9 × 9
lattice with truncated interactions also results in an underestimation of the extent of
the striated order parameter, F̃ (𝜋, 0) − F̃ (𝜋/2, 𝜋), since F̃ (𝜋/2, 𝜋) is the star order
parameter used in [143] (see Fig A.12c). These 9 × 9 results were used in [143]
to interpret the striated phase domain in the experimental data, so the boundary
drawn in Fig. A.12a is too small. In fact, the extent of the experimental data for
F̃ (𝜋, 0) − F̃ (𝜋/2, 𝜋) (Fig. A.12a) is significantly larger than the drawn boundary,
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corresponding much more closely to the numerical data on the 13 × 13 including
long-range interactions (Fig. A.12b), as mentioned in Chapter 5.

In this work, we distinguish a region of classical square order from the striated
phase where the square order contains (almost) no quantum fluctuations on the
(1, 1)-sublattice, which are an essential feature of the striated phase in the bulk.
F̃ (𝜋, 0) − F̃ (𝜋/2, 𝜋) does not help distinguish between square and striated orders,
and no classical square order was reported in Ref. [143]. In Fig. A.13 we show that
a large part of the bright region in F̃ (𝜋, 0) − F̃ (𝜋/2, 𝜋) on the 13×13 lattice should
be interpreted as a classical square order by plotting,

𝑂𝑠𝑢𝑏 =


4
𝑁

∑
𝑥,𝑦 ⟨𝑛𝑥,𝑦⟩ if𝑥 mod 2 = 1, 𝑦 mod 2 = 1

0 else

which detects the deformation of the density on the (1, 1)-sublattice. This sublattice
is defined in terms of a 2 × 2 cell, as in [143].

Numerical accuracy
All numerical results in Figs.A.12-A.13 were computed using DMRG. It was pos-
sible to study the 13 × 13 lattice using DMRG because we only investigated a
low-entanglement region of the phase diagram. The level of accuracy for these
calculations is shown in Fig. A.6 in terms of the largest truncated singular value
during the DMRG sweep. In the ordered regions of the results, the largest truncated
singular value is below 10−9, which is generally considered accurate.


