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ABSTRACT 

One-dimensional (1D) modeling from a horizontally averaged perspective can oftentimes 

greatly simplify problems in atmospheric and oceanic sciences and thus capture leading-

order physics. Meanwhile, 1D numerical models have great advantages such as numerical 

stability and time efficiency, hence they are widely used to gain insights into complex 

problems. However, oversimplification by 1D models may cause failures in finding solutions, 

revealing novel phenomena, and discovering scaling laws in the three-dimensional (3D) real 

world, and those are when 3D thinking proves its value. Also, the rise in computational power 

has allowed investigations using 3D numerical models. This thesis discusses three examples 

of how 3D modeling transcends the limitations of 1D modeling and reveals new solutions, 

phenomena, and scalings in planetary atmospheres and Earth’s ocean. 

Chapter 2 is focused on the dispersion of methane plumes on Mars and how it can reconcile 

the discrepancy between observations. In the face of ostensibly inconsistent observational 

results of methane on Mars, we adopt a novel approach—inverse Lagrangian modeling in 

3D space—to find the scenarios in which the inconsistency in the observations can be 

reconciled and locate the methane source. We find that the inconsistency between the results 

of the near-surface in situ methane measurements and the satellite remote sensing 

measurements can be reconciled if and only if an active methane emission hot spot is located 

in the immediate vicinity of the Curiosity rover in northwestern Gale crater, or unknown 

physical or chemical processes are rapidly removing methane. 

Chapter 3 presents a novel phenomenon that could exist on exoplanets—self-sustained 

photochemical oscillations, which is only produced by 3D atmospheric models. We use a 3D, 

fully coupled, chemistry-radiation-dynamics model to simulate the ozone-NOx-HOx 

photochemistry in the atmosphere of a tidally locked Earth-like exoplanet in the circumstellar 

habitable zone, and calculate the transmission spectra during transits. We find that under 

certain conditions, biological nitrogen fixation like the one on the Earth can drive large-

magnitude, self-sustained photochemical oscillations in the atmospheres of terrestrial 

exoplanets. The resulting large temporal variability in ozone abundance on exoplanets, if 



 x 
observed, may suggest a strong surface NOx emission source, which could signal extrasolar 

life participating in the nitrogen cycle on exoplanets. Fully coupled, three-dimensional 

atmospheric chemistry-radiation-dynamics models can reveal new phenomena that may not 

exist in one-dimensional models, and hence they are powerful tools for future planetary 

atmospheric research. 

Chapter 4 uses a 3D fluid dynamics model to study the vertical exchange in the upper part of 

Earth’s ocean that potentially has great implications for the marine ecosystem. We develop 

scaling laws for the exchange rate between the surface ocean and the ocean interior which is 

critical to the rate of nutrient supply to phytoplankton near the ocean surface. These scaling 

laws could substitute the crude 1D parameterizations that are currently widely used in ocean 

models. We find that submesoscale turbulence energized by baroclinic instability in the 

ocean mixed layer can induce tracer exchange between the surface ocean and the ocean 

interior. Various environmental physical parameters affect the exchange rate. The exchange 

is stronger where the ocean mixed layer is thicker, the Richardson number (defined as the 

ratio of the squared buoyancy frequency to the squared vertical shear of the horizontal flow) 

of the thermocline is smaller, and the Richardson number of ocean mixed layer is larger. The 

associated nutrient supply from the ocean interior to the surface ocean is also expected to be 

stronger under these conditions. 
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1 
C h a p t e r  1  

INTRODUCTION 

1.1 Overview 

The three-dimensional (3D) planetary atmospheres are not isotropic; instead, the horizontal 

direction and the vertical direction are distinct from each other. The aspect ratios of planetary 

atmospheres are small—for example, the thickness of Earth’s atmosphere, measured from 

the surface to the exobase, is less than 1,000 km, whereas the horizontal dimension of Earth’s 

atmosphere, measured by the perimeter of Earth, is about 40,000 km, 1–2 orders of 

magnitude larger than the vertical dimension. From the perspective of atmospheric dynamics, 

the thickness of Earth’s atmosphere is measured by its scale height, which is less than 10 km, 

and the horizontal dimension of Earth’s atmosphere is measured by the Rossby deformation 

radius of large-scale dynamics, which is on the order of 1,000 km, two orders of magnitude 

larger than the vertical dimension. The small aspect ratio results in greater spatial variability 

and hence richer physics in the vertical direction than in the horizontal direction. Meanwhile, 

the atmosphere has a well-defined lower boundary, and is photochemically and radiatively 

forced at its upper and lower boundaries. These characteristics inspired the invention of one-

dimensional (1D, in altitude) radiative-convective models and photochemical-radiative-

convective models that only explicitly resolve the altitude dependence but ignore or 

parameterize horizontal heterogeneity. These characteristics also allow 1D models to capture 

leading order physics and chemistry of the atmosphere. The time efficiency and numerical 

stability have also made 1D models popular in atmospheric research. Application of 1D 

models (e.g., Allen et al., 1981) has proved to be successful in reproducing vertical thermal 

structure of the atmosphere (e.g., Manabe & Souffer, 1980) and chemical compositions of 

planetary atmospheres in the solar system (e.g., Yung & DeMore, 1982; Yung et al., 1984; 

Nair et al., 1994) and also explaining the underlying mechanisms. Given the success in 1D 

modeling, 1D models have also been widely used to investigate the climate and 

photochemistry of extrasolar planets (e.g., Segura et al., 2003, 2005; Krissansen-Totton et 



 

 

2 
al., 2018; Lustig-Yaeger et al., 2019). In oceanography, 1D models (in depth) have also 

been used to study the turbulent mixing in the upper ocean as they are simple enough and 

easy to implement (e.g., Large et al., 1994; Van Roekel et al., 2018). 

However, oversimplification by 1D models may cause failures in finding solutions, revealing 

novel phenomena, and discovering scaling laws in the three-dimensional (3D) real world. In 

particular, tracer transport by atmospheric or ocean circulations in 3D space is highly 

simplified in 1D models (e.g., represented by a “vertical effective vertical diffusivity” in 

atmospheric models), whereas in fact, tracer transport has its preferred directions in 3D space 

which are dictated by geofluid dynamics. Examples of failures or fallacies of 1D models can 

be found in Chapters 2–4 in this thesis. To overcome the problems with 1D models and to 

be more realistic, 3D models have been developed, and the rise in computational power has 

allowed wide applications using 3D numerical models. In 3D atmospheric models, different 

atmospheric processes, such as atmospheric transport influenced atmospheric dynamics, 

photochemistry, radiative transfer, cloud physics, etc, can be fully coupled, which allows 

more feedbacks to be included. This greatly enhances the complexity of atmospheric models 

and their potential to reveal novel solutions, phenomena, and scalings. 3D oceanic models 

can elucidate the geofluid dynamics underlying tracer transport. This thesis discusses three 

examples of how 3D modeling transcends the limitations of 1D modeling in planetary 

atmospheres and Earth’s ocean. 

The first part of this thesis is about 3D modeling for the transport and dispersion of methane 

plumes on Mars. The second part of this thesis is about large-magnitude, periodic, self-

sustained oscillations of atmospheric chemistry on exoplanets—a special phenomenon only 

produced in 3D fully coupled chemistry-radiation-dynamics models of the atmosphere. The 

third part of this thesis is about 3D modeling for the vertical exchange caused by 

submesoscale dynamics of the upper ocean that leads to new understandings of the physics 

and new scaling laws. It is the author’s intention that the three chapters of this thesis 

altogether can demonstrate the power of 3D modeling in atmospheric and oceanic sciences. 

 



 

 

3 
1.2 Transport and dispersion of methane plumes on Mars  

Advances in astronomy in the early 20th century made it possible to measure the 

concentration of trace gases in the atmosphere of Mars using ground-based telescopes, and 

soon afterwards the presence of methane in the Martian atmosphere was reported for the first 

time (Krasnopolsky et al., 2004). As a reduced gas in a highly oxidized environment, 

methane has been proposed as a potential biosignature, as life can make improbable 

chemistry happen, causing chemical disequilibrium. The fact that more than 90% of methane 

in the Earth’s atmosphere has biological origins (Cicerone & Oremland, 1988) also adds to 

the speculation that methane on Mars has ties to past or extant life. Follow-up observational 

campaigns reported positive detections, but with inconsistent atmospheric concentrations 

(e.g., Formisano et al., 2004; Geminale et al., 2008). Methane concentration in the Martian 

atmosphere was even reported to be highly variable in time (Mumma et al., 2009), which 

contradicts the long residence time predicted by standard photochemical models (Formisano 

et al., 2004; Lefèvre & Forget, 2009) and implies unknown removal mechanisms. The 

landing of the Curiosity rover at Gale crater in 2012 initiated a new era of methane 

measurements, when powerful spectroscopes on or orbiting Mars can reduce measurement 

uncertainties down to tens of parts-per-trillion. Results from Curiosity surprisingly added to 

the puzzle of methane—high time variability in methane concentration was confirmed, and 

the sudden rises and falls of the ambient methane concentration require further explanation 

(Webster et al., 2015, 2018). In order to measure the methane concentration in the mid- to 

high altitudes of the Martian atmosphere—where the sensor of Curiosity cannot sample, the 

ExoMars Trace Gas Orbiter (TGO) started orbiting Mars in 2016. Surprisingly, it soon 

reported non-detections, adding to the conundrum that some mysterious removal 

mechanisms are shortening the residence time of methane on Mars, thus allowing spatial 

heterogeneity (Korablev et al., 2019; Knutsen et al., 2021; Montmessin et al., 2021). 

1D photochemical models not including a planetary boundary layer have failed to reconcile 

the discrepancy between the Curiosity results and the TGO results (e.g., Grenfell et al., 2022). 

After considering the planetary boundary layer, some 1D models can crudely explain the 

discrepancy, but horizontal transport, which is equivalently important to the Curiosity 
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methane measurements, is neglected in such models (Moores et al., 2019a, 2019b). If both 

the Curiosity measurements and the TGO measurements returned credible results, then the 

only possible scenario is that by chance Curiosity landed near a methane emission hot spot, 

so it is heavily influence by near-field effects. Chapter 2 of this thesis digs into this scenario, 

and constrained the conditions under which the Curiosity results and the TGO results are 

compatible with each other by 3D transport and dispersion modeling. 

1.3 Self-sustained oscillations in photochemistry and atmospheric dynamics on 

exoplanets 

Since 1992, more than 5000 exoplanets have been discovered, and among them, up to 60 are 

believed to be potentially habitable exoplanets. Many kinds of remotely detectable signs of 

life for exoplanets have been proposed, and they fall into four broad categories: gaseous 

biosignatures—spectral features of atmospheric constituents that are more likely to be 

produced by life than abiotic processes, surface biosignatures—spectral properties of 

planetary surface that come into being because of life, temporal biosignatures—temporal 

variability of planetary spectra caused by life, oftentimes time-dependent modulations by a 

biosphere acting on a planetary environment, and technosignatures—signs of technological 

civilization (Schwieterman et al., 2018). The observation of these biosignatures demands 

high-precision spectroscopy, which is becoming a reality with new generations of space 

telescopes such as James Webb Space Telescope (JWST), Habitable Exoplanet Observatory 

(HabEx), and the Large UV/Optical/IR Surveyor (LUVOIR). 

To predict prospective gaseous biosignatures and gas-based temporal biosignatures that can 

be detected in the future, a synergistic modeling approach using atmospheric chemistry 

models and radiative transfer models is adopted. Atmospheric chemistry models simulate the 

response of atmospheric constituents to biological sources and sinks under various stellar 

and planetary contexts, and radiative transfer models simulate the planetary spectra, either 

transmission or reflection, after starlight travels through the planetary atmosphere. To 

simulate atmospheric chemistry, one-dimensional (in altitude) photochemistry-radiation 

models have been widely used (e.g., Segura et al., 2003, 2005), in which atmospheric 
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dynamics and the transport of atmospheric constituents are parameterized using artificial 

vertical diffusivity at different altitudes. One-dimensional models can provide good insights, 

but the lack of explicit representation of the feedbacks between chemistry-radiation and 

dynamics-transport makes the results questionable. With recent advances in computational 

efficiency, fully coupled, three-dimensional chemistry-radiation-dynamics models have 

been increasingly employed to simulate exoplanetary atmospheres (Proedrou & Hocke, 2016; 

Chen et al., 2018, 2019, 2021; Yates et al., 2020), which are expected to yield more credible 

simulation results and discover novel phenomena that are missed by one-dimensional 

models. 

In photochemical studies of planetary atmospheres, it is generally believed that if all external 

forcings, such as insolation and emission rates, are non-varying, any initial value problem 

can ultimately reach a unique steady state. In fact, counterexamples have been found in 

idealized box models based on parameters of the Earth’s atmosphere, but they have received 

insufficient attention due to the lack of applicability in Earth’s real atmosphere that is 

constantly disturbed by varying external conditions. In Chapter 3 of this thesis, we use fully 

coupled, three-dimensional chemistry-radiation-dynamics models to demonstrate that self-

sustained, large-magnitude oscillations in photochemistry are possible on exoplanets, and 

they require a strong source of nitrogen oxides into the atmosphere, the latter most likely 

biogenic. We also demonstrate that such oscillations are remotely detectable and can be 

distinguished from other types of temporal variability caused by abiotic processes. Therefore, 

we propose that such self-sustained, large-magnitude photochemical oscillations are a novel 

type of exoplanet biosignature. This can be categorized as a temporal biosignature, but it 

expands the conventional definition of a temporal biosignature which is based on time-

dependent modulations by a biosphere; instead, in our case, the influence by the biosphere 

in the form of nitrogen oxide emission is non-varying in time, and the temporal variability 

results from self-oscillations in the atmosphere with the presence of a strong emission flux. 

Our findings highlight the need to revisit exoplanetary spectra over multidecadal timescales, 

from which unexpected variability might be found. The findings also highlight the need to 

use fully coupled, three-dimensional chemistry-radiation-dynamics models to study 
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planetary atmospheres, which are shown to have a chance of revealing novel processes in 

planetary atmospheres. 

1.4 Submesoscale vertical mixing in the upper ocean 

Photosynthesis of phytoplankton in the surface ocean contributes more than half of the total 

primary productivity in Earth’s biosphere (Field et al., 1998). The understanding of how 

phytoplankton completes its life cycle and affects marine ecology must be based on the 

understanding of the fluid dynamics of sea water—the constantly moving living space for 

phytoplankton, as the latter provides access to light and nutrients (e.g., nitrogen and 

phosphorus)—the prerequisites for metabolism—for phytoplankton. 

The vertical exchange between the ocean mixed layer and the thermocline affects both the 

light conditions and the nutrient conditions. On one hand, entrainment of nutrient-rich and 

high potential vorticity thermocline water into the mixed layer can supply nutrients for 

phytoplankton growth and help restratify the mixed layer, enhancing light exposure for 

phytoplankton. On the other hand, subduction of mixed layer water into the ocean interior 

moves phytoplankton away from the euphotic zone, reducing light exposure. Therefore, it is 

important to investigate how the vertical exchange happens and how it depends on 

environmental parameters. 

Traditional understanding of the vertical mixing by turbulence in the upper ocean is from a 

1D model—the K-profile parameterization (KPP) that recommends the matching of interior 

diffusivities and their gradients to the values predicted by KPP in the ocean surface boundary 

layer. Although widely implemented in ocean models, this 1D model does not elucidate the 

underlying physics and fails to capture scaling laws for the dependence of the vertical mixing 

on environmental parameters. In Chapter 4 of this thesis, we use 3D modeling to elaborate 

on the underlying physics of how submesoscale turbulence transports nutrients from the 

ocean interior to the surface ocean, and develop scaling laws for its dependence on 

environmental conditions. 
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2.1 Abstract 

During its first seven years of operation, the Sample Analysis at Mars Tunable Laser 

Spectrometer (TLS) on board the Curiosity rover has detected seven methane spikes above 

a low background abundance in Gale crater. The methane spikes are likely sourced by surface 

emission within or around Gale crater. Here, we use inverse Lagrangian modeling techniques 

to identify upstream emission regions on the Martian surface for these methane spikes at an 

unprecedented spatial resolution. Inside Gale crater, the northwestern crater floor casts the 

strongest influence on the detections. Outside Gale crater, the upstream regions common to 

all the methane spikes extend toward the north. The contrasting results from two consecutive 

TLS methane measurements performed on the same sol point to an active emission site to 

the west or the southwest of the Curiosity rover on the northwestern crater floor. The 

observed spike magnitude and frequency also favor emission sites on the northwestern crater 

floor, unless there are fast methane removal mechanisms at work, or either the methane 

spikes of TLS or the non-detections of ExoMars Trace Gas Orbiter cannot be trusted. 

2.2 Introduction 

Almost all of the methane in the present-day Earth’s atmosphere can be traced back 

to biological origins (Cicerone & Oremland, 1988). Extending this observation to Mars, 

the presence of methane in its atmosphere could be a biosignature on this seemingly lifeless 

planet (Yung et al., 2018). Alternative, abiotic methane production mechanisms on Mars 

invoke past or present geological activity (reviewed in Oehler & Etiope, 2017) such as 

serpentinization (Oze & Sharma, 2005), which would indicate the presence of liquid water, 

an indispensable ingredient for life. Abundant methane in the ancient Martian atmosphere 

could also provide a solution to the conflict between the Faint Young Sun and a warm 

surface suggested by fluvial and lacustrine features on Mars (e.g., Kite et al., 2017). 

In the past two decades, the significance of methane in the Martian atmosphere has 

motivated a number of remote sensing observations aimed at both retrieving the methane 

abundance in the Martian atmosphere and mapping out its spatial distribution. These 

observations have reported inconsistent and highly variable methane concentrations 
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(Krasnopolsky et al., 2004; Formisano et al., 2004; Geminale et al., 2008; Mumma et al., 

2009; Fonti & Marzo, 2010; Krasnopolsky, 2012; Aoki et al., 2018; Giuranna et al., 2019). 

To overcome the technical challenges faced by remote sensing observations, the Tunable 

Laser Spectrometer (TLS; Mahaffy et al., 2012) on board the Curiosity rover was sent to 

Gale crater to make in situ measurements. During 7.1 years of operation as of January 

2020, twenty direct-ingest measurements and sixteen enrichment measurements (refer to 

Webster et al. (2015) and Webster et al. (2018) for the descriptions for the two 

measurement types) revealed a baseline level of ~0.41 parts-per-billion-by-volume (ppbv) 

(Webster et al., 2018), with episodic spikes up to ~21 ppbv (Webster et al., 2021) as 

summarized in Fig. 2.1. These spikes have been interpreted as discrete methane emission 

events (Webster et al., 2015, 2018). Notably, the latest ~21 ppbv methane spike was the 

first spike detected in an enrichment measurement. It has a much higher signal-to-noise 

ratio than the earlier spikes detected in direct-ingest measurements; therefore, it has 

increased the credibility of the previous methane spike observations. Concurrently, the 

ExoMars Trace Gas Orbiter (TGO) has made solar occultation measurements of methane 

concentration at mid- to high-altitudes. However, it has reported stringent upper limits 

down to 0.02 ppbv (Korablev et al., 2019; Knutsen et al., 2021; Montmessin et al., 2021). 

Assuming methane is a long-lived species with a 330-year lifetime as indicated by standard 

photochemical models (Lefèvre & Forget, 2009), it should be uniformly mixed throughout 

the Martian atmosphere, so TGO’s stringent upper limits have been interpreted as an upper 

limit for methane concentration in the entire atmosphere, which is contradictory to TLS’s 

significantly more elevated ~0.41 ppbv background level. But some mechanisms have been 

proposed to reconcile this inconsistency. For example, TLS performed all its measurements 

in the near-surface planetary boundary layer (PBL), and methane, if released from the 

surface, could accumulate in the shallow nighttime PBL (Moores et al., 2019a, 2019b). 

Some speculative fast removal mechanisms that can possibly cause temporal and spatial 

inhomogeneity of methane concentration have also been proposed (Gough et al., 2010; 

Knak Jensen et al., 2014; Hu et al., 2016), which might also reconcile the inconsistency 

between the TLS and the TGO results. In this study, we first accept both the results from 
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TLS and TGO, and investigate the circumstances under which their discrepancies can be 

reconciled. We will then re-evaluate the probability of these circumstances. 

 

Figure 2.1. TLS methane signals versus Mars season and local time. The seven data points above 5 ppbv 
are regarded as “methane spikes” with their indices labelled. The twenty-nine data points below 5 ppbv 
are regarded as the background abundance. Two background-level measurements are also marked, one 
performed immediately before the detection of Spike 6 and the other after Spike 7. Direct-ingest 
measurements are shown in circles. Enrichment measurements are shown in squares. Colors show the 
local time of methane ingestions. Error bars show ±1 σ uncertainty. Adapted from Webster et al. (2018, 
2021). 

Assuming the existence of methane on Mars is real, its origin will have profound 

implications for geology and astrobiology. Identification of the methane’s origin requires 

that we first find the surface emission sites, results from which can inform future missions 

of high priority landing sites and enable them to directly probe the methane source. The 

results can also guide orbiting instruments to better focus their methane observation 

strategies. 

Inferring the locations of methane emission sites requires correct modeling of 

complex atmospheric transport processes. An early attempt to do so involved using a 

diffusion model to represent the spread of observed methane plumes (Mumma et al., 2009), 

12

3
4

5

6

7

background 
before spike 6

background 
after spike 7



 

 

11 
which was shown to be oversimplified by addressing the importance of advection by 

bulk wind (Mischna et al., 2011). More recently, the Global Environmental Multiscale 

(GEM)-Mars general circulation model (GCM) was used to simulate methane transport 

and then a statistical approach based on the idea of simultaneous satisfaction of multiple 

observational constraints was used for methane source localization (Giuranna et al., 2019). 

Results suggested an emission region to the east of Gale crater for TLS’s first methane 

spike (Spike 1 in Fig. 2.1). Later, the Mars Regional Atmospheric Modeling System 

(MRAMS) mesoscale model was used to simulate the transport and dispersion of methane 

plumes emitted from ten selected source regions around Gale crater (Pla‐García et al., 

2019). Substantial dilution during tracer transport was observed, which demonstrates the 

importance of incorporating turbulent dispersion into tracer transport modeling. Among all 

the ten emission region candidates, the region to the northwest of the crater was favored, 

different from the prior findings of Giuranna et al. (2019). 

The aforementioned studies have all adopted a forward Eulerian approach to identify 

potential emission sites, in which the model integrates three-dimensional tracer fields 

forward in time and quantifies how much tracer released at a specific emission location at 

a specific time can ultimately reach the detector. However, this trial-and-error approach is 

computationally inefficient, as most of the injected methane does not reach the detector, so 

usually only a small number of putative emission sites are selected and studied in depth 

(e.g., Pla‐García et al., 2019). Meanwhile, the spatial resolution of emission regions is 

limited by the size of GCM grid boxes. In commonly used GCMs that provide a global 

coverage, the size of grid boxes is typically a few degrees in latitude and longitude, or 

several hundred kilometers. Such GCMs have difficulty in differentiating emission sites 

within the 154-km diameter Gale crater (e.g., Giuranna et al., 2019). 

In this work, we adopt an inverse Lagrangian approach (Lin et al., 2003, 2012) of 

emission site identification to overcome the challenges faced by the forward Eulerian 

approach. The inverse Lagrangian approach, also known as back-trajectory analysis, is 

widely used in the environmental science community to map out upstream emission 

regions (e.g., Lin et al., 2003; Gerbig et al., 2003; Lin et al., 2004; Kort et al., 2008; 
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Macatangay et al., 2008; Mallia et al., 2015). An ensemble of computational particles, 

representing individual air parcels, is released from the detector at the time of detection 

and transported backwards in time within the model. The particles’ transport pathways are 

determined by the bulk wind, and the particles are dispersed by parameterized subgrid-

scale turbulence. The locations where backward-travelling particles are found within the 

PBL and, hence, are potentially affected by surface emission, are identified as potential 

upstream surface emission regions. The quantitative linkage between measured 

atmospheric mole fraction at the detector (e.g., TLS) and upstream surface fluxes can be 

established for any putative emission site via the number density of particles at that 

emission site (Lin et al., 2003; Fasoli et al., 2018). A single inverse Lagrangian simulation 

can quantify the influence of all upstream emission regions on a detection, and the spatial 

resolution of emission regions is not limited by the resolution of the underlying GCM. As 

such, high-resolution maps of all upstream emission regions can be produced, which is 

critical for the search for emission sites within and around a comparatively small crater like 

Gale. 

2.3 Methods 

2.3.1 GCM wind simulations 

Since global, high-quality wind observations on Mars have been lacking to date, we 

use MarsWRF, a GCM of the Martian atmosphere, to simulate the wind fields necessary 

for inverse Lagrangian modeling. MarsWRF is derived from the terrestrial Weather 

Research and Forecasting (WRF) model and is a Mars-specific implementation of 

PlanetWRF (Richardson et al., 2007; Toigo et al., 2012). MarsWRF is a finite-difference 

grid-point model projected onto an Arakawa-C grid with user-defined horizontal and 

vertical resolutions. The vertical grid follows a modified-sigma (terrain-following) 

coordinate from the surface to ~80 km altitude. The total present-day atmospheric CO2 

budget is tuned to fit the Viking Lander annual pressure curves (~6.1 mbar), and both 

surface albedo and thermal inertia are matched to Mars Global Surveyor Thermal Emission 

Spectrometer (MGS-TES) observations (Christensen et al., 2001; Putzig et al., 2005), while 
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a Mars Orbiter Laser Altimeter (MOLA) topography base map is employed and scaled 

to the chosen model resolution (Smith et al., 2001). 

Multiple studies in the past have validated MarsWRF through comparison of its 

behavior against data from the Mars Global Surveyor Thermal Emission Spectrometer (Lee 

et al., 2011; Toigo et al., 2012; Guzewich et al., 2013, 2014), the Mars Reconnaissance 

Orbiter Mars Climate Sounder (Guzewich et al., 2013), and the weather stations on board 

Curiosity (Fonseca et al., 2018; Newman et al., 2017) and InSight (Newman et al., 2020), 

showing MarsWRF reproduces observed atmospheric pressure, atmospheric and ground 

temperature, near-surface wind speeds and wind directions well. 

MarsWRF permits multiple embedded “nests” with increasing spatial resolutions in a 

single model run. This allows atmospheric circulations influenced by small-scale 

topographic features to be fully resolved in a simulation while the simulation also covers 

the entire globe at a coarser resolution. In this study, we run MarsWRF at increasing 

horizontal resolutions around Gale crater. The final model consists of four nested levels, 

each scaled up in resolution (spatial and temporal) by a factor of three from its “parent” 

nest. Level 1 provides global coverage with a horizontal resolution of 2°×2° and a 60-

second timestep. Level 2 encompasses an 80°×80° domain with a horizontal resolution of 

0.67°×0.67° and a 20-second timestep. Level 3 encompasses a 26.67°×26.67° domain with 

a horizontal resolution of 0.222°×0.222° and a 6.67-second timestep. Level 4 encompasses 

an 8.89°×8.89° domain with a horizontal resolution of 0.074°×0.074° (4.4 km×4.4 km) and 

a 2.22-second timestep (Fig. 2.S1). Level 4 fully resolves the crater circulation. Two-way 

boundary conditions link a nested domain with its parent, with information being passed 

both up and down between parent and child domains. A description of this process may be 

found in Richardson et al. (2007). In order to speed up the simulations, we performed test 

simulations in advance to determine the duration of MarsWRF simulations on each nesting 

level. A particular nest is no longer necessary after 99% of the initially released backward-

traveling particles have left the domain of that nest. 

Given the lack of a global coverage of high-quality wind observations, it is impossible 

to reproduce precise “real” atmospheric circulations on spatial scales smaller than tens of 
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kilometers, as stochastic weather events can significantly impact wind speed and even 

direction. As a result, we do not intend to reproduce the “real” winds. Rather, we aim to 

produce “mean” winds that are representative of their respective season and time of day. 

For each TLS measurement, we repeat MarsWRF simulations for the corresponding Mars 

year four or five times, each time starting from a different initial condition. For each Mars 

year, the different rounds of GCM simulations are all driven by the same seasonally 

representative dust loadings. Results show slight variations in year-to-year conditions as a 

consequence of stochastic variability in the weather. The variance in results across the four 

or five times of simulation is, however, small.  

On short timescales (<1 week), it is not anticipated there will be a significant change 

in the mean atmospheric conditions on Mars, so for each of the four or five rounds of wind 

simulation, we treat the sol of the methane measurement, and one, two, and three sols 

before and after the measurement as equally representative of the circulation pattern at the 

time of the TLS measurement, and release particles at the time of day of each measurement 

on all of the seven sols. In this way, we form an ensemble of ~30 back-trajectory 

simulations for each investigated TLS measurement. Then, for each measurement, we 

average the results of its ~30 back-trajectory simulations. This ensures that discrete weather 

patterns are smoothed out. 

2.3.2 Inverse Lagrangian analysis 

The wind fields from MarsWRF are used to drive the Stochastic Time-Inverted 

Lagrangian Transport (STILT) Lagrangian Particle Dispersion Model (Lin et al., 2003; 

Fasoli et al., 2018) to simulate plume transport and dispersion. STILT is based on the 

Hybrid Single Particle Lagrangian Integrated Trajectory (HYSPLIT) model (Draxler & 

Hess, 1998; Stein et al., 2015) that is extensively used in air quality, volcanic ash and 

industrial plume modeling, and STILT inherits all of the validated components of its 

predecessor. Although STILT was originally designed for terrestrial use, the Monin–

Obukhov similarity theory for the PBL, along with the adherence to the well-mixed 

criterion (Thomson, 1987), a manifestation of the second law of thermodynamics, ensures 
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that the physics and fluid dynamics underlying STILT can be applied to all substantial 

planetary atmospheres, including the atmosphere of Mars, after modifications to some 

model parameters. The modified parameters include planetary radius, gas constant, angular 

rotation rate of the planet, surface gravity, dynamic viscosity of air, mean free path of air, 

molecular weight of air, surface air pressure, specific heat capacity of air, the map of land 

use, and the map of surface roughness length (Hébrard et al., 2012), etc. 

In its application, STILT transports an ensemble of computational particles (ten 

thousand particles in each simulation in this study) from the site of the detector (here and 

henceforth, the location of the Curiosity rover) using time-reversed grid-scale wind plus a 

parameterized subgrid-scale turbulent velocity (Hanna, 1984). The timestep in STILT is 

determined dynamically based on the wind field, and typically ranges between one minute 

and ten minutes. When combined with a GCM, STILT linearly interpolates the simulated 

bulk wind from the GCM grid points to the precise positions of each particle at each 

timestep, and then displaces the particles according to the reversed wind arrow. Meanwhile, 

STILT adds a random velocity component, determined by a Markov chain process based 

statistically on the simulated meteorological conditions, to the bulk wind velocity. The 

random velocity represents turbulent motions that are unresolved by the GCM and results 

in dispersion of the particle cloud (Fig. 2.S3). Additionally, vertical mixing in the PBL is 

parameterized by vertically redistributing particles to random altitudes within the PBL 

(Fig. 2.S4). In the hyper-near field around the detector, an “effective mixing depth” smaller 

than the PBL thickness is calculated based on the homogeneous turbulence theory, and 

particles are redistributed within the effective mixing depth rather than the entire air 

column within the PBL (Fasoli et al., 2018). This will prevent the particles released near 

the surface from ascending to the top of the PBL instantaneously. 

At every timestep in a back-trajectory simulation (which corresponds to a putative 

emission time), STILT tallies the instantaneous particle density in the PBL at all locations 

and generates a “footprint” map in units of ppbv μmol-1 (Lin et al., 2003), which quantifies 

the contribution of unit methane emission from a putative emission site to the methane 

mole fraction at the detector. The footprint value is proportional to the column-integrated 
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particle number density within the PBL and the molar mass of air, and inversely 

proportional to the PBL thickness and the average air density within the PBL (Lin et al., 

2003). The footprint value at any location (representing a putative emission site) at any 

time (representing a putative emission time) is equal to the prospective methane mole 

fraction in units of ppbv above the background level (~0.41 ppbv) induced by 1 μmol of 

methane emission at that emission site and emission time. High footprint values indicate 

emission times and locations when and where emission casts strong influence over the 

detection. If integrated over all putative emission times, the footprint will measure the 

influence of a constant-flux emission on a detection, and the map of it will show all 

important upstream regions. 

In computing the footprints, the domain is first gridded horizontally (a grid that is 

separate from that of the GCM) so that STILT can count the number of particles within 

each horizontal grid and calculate the particle density at all putative emission locations. 

The resolution of this grid becomes the resolution of the map of the emission regions. We 

use 2° as the resolution for the domain from 80°S to 80°N and from 60°E eastward to 

140°W. For the subdomain from 17.6°S to 8.4°N and from 124.2°E to 150.4°E, we use a 

resolution of 0.2°, or ~11.8 km. For the subdomain from 6.64°S to 3.72°S and from 

136.24°E to 139.16°E, we use a resolution of 0.02°, or ~1.18 km. We note that the 

definition of the STILT footprint in this study is slightly different from its original form in 

Lin et al. (2003). The new definition has excluded the influence of the grid size and the 

timestep of footprint calculation on footprint values. 

2.4 Results 

2.4.1 Categorization of methane spikes 

We focus on the seven methane spikes reported by the TLS instrument during the 7.1 

years of the Curiosity mission through January 2020 (Fig. 2.1, Table 2.S1). The seven 

spikes can be categorized based on the season and the time of day of their detections. In 

terms of seasons, Spikes 1 and 6 were detected in the late northern fall and winter. Spikes 

2–5 and 7 were detected in northern spring. In terms of the time of day, Spikes 1 and 5 
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were detected in the early afternoon, and Spikes 2–4, 6, and 7 were detected between 

midnight and early morning. As a result, Spikes 1 and 6 share similar seasonal, regional 

and global circulation patterns, as do Spikes 2–5 and 7. Spikes 1 and 5 share similar diurnal 

crater circulation patterns, as do Spikes 2–4, 6, and 7. The similarity in atmospheric 

circulation patterns also manifests itself in the subsequent STILT footprint maps. 

2.4.2 Atmospheric circulations 

MarsWRF simulations show that the circulation at Gale crater consists of three 

components—a global meridional overturning circulation, a regional circulation, and a 

crater-scale circulation. Figure 2.2 shows an example of near-surface winds simulated by 

MarsWRF. In northern winter, the rising branch of the global meridional overturning 

circulation is centered in the southern hemisphere. Prevailing winds at the topographic 

dichotomy adjacent to Gale crater are southward and are particularly strong around 270° 

solar longitude (Ls = 270°), when Spike 6 was detected. In northern spring, the large-scale 

prevailing winds at Gale crater are weak. The regional circulation is characterized by 

upslope northeasterlies along the topographic dichotomy in the afternoon, and downslope 

southwesterlies in the nighttime. The crater circulation is characterized by upslope winds 

along the inner crater rim and the slope of Mount Sharp in the afternoon, and downslope 

winds in the nighttime. The PBL thickness at Gale crater also undergoes a daily cycle 

between a nighttime minimum thickness of tens of meters, and a daytime maximum 

thickness of about three kilometers, similar to previous findings by Fonseca et al. (2018). 
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Figure 2.2. Simulated winds in the bottom layer of MarsWRF at Ls = 81.84° (Spike 5). The plotted data 
are an average over the six hours indicated by the time period on the upper left of each panel. (a) and 
(b) show the regional circulation, from which one can identify southwesterly downslope winds along 
the topographic dichotomy from midnight to sunrise, and northeasterly upslope winds from noon to 
sunset. (c) and (d) show the Gale crater circulation, from which one can identify downslope winds along 
the inner wall of the crater rim and along Mount Sharp from midnight to sunrise, and upslope winds 
from noon to sunset. The crater circulation is well resolved by MarsWRF. Red colors show rising air. 
Blue colors show sinking air. Contours show surface elevation. Red stars mark the position of Curiosity. 

2.4.3 Influential upstream regions 

Figure 2.3 shows the time-integrated footprints of Spikes 1 and 2. Refer to Fig. 2.S5 

for the footprints of all seven methane spikes. Located on the heavily faulted topographic 

dichotomy that is favourable for microseepage, Gale crater as a whole has been proposed 

as a potential methane seepage site (Oehler & Etiope, 2017). Within Gale crater, the 

strongest footprint of Spike 1 lies to the north of the TLS detector (Fig. 2.3a), which is also 

the case for Spike 5 (Fig. 2.S5m). This means that these two early-afternoon measurements 

a b

c d
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are both more sensitive to the emission from the north than the emission from other 

directions. The similarity in the footprints for Spikes 1 and 5 is consistent with the 

similarity in the early-afternoon crater-scale circulation patterns at the Curiosity site, in 

which northerlies dominate, although Spikes 1 and 5 were detected in different seasons. 

For Spike 2, the strongest footprint lies over the entire northwestern crater floor (Fig. 2.3d). 

This is also the case for Spikes 3, 4, 6, and 7 (Fig. 2.S5g, j, p, s), although there are some 

finer spatial patterns in the footprint map of Spike 6. These five spikes were all detected in 

the nighttime or in the early morning when the PBL was shallow. The released 

computational particles are confined within the PBL and only dispersed horizontally; 

therefore, they imprint almost equally strong footprints over the entire northwestern crater 

floor. In consequence, a nighttime detection is sensitive to the emission from all the 

northwestern crater floor. 

 

Figure 2.3. Maps of time-integrated STILT footprint, showing the influence of any putative emission 
site on (a–c) Spike 1 and (d–f) Spike 2. The maps are shown in (a, d) the crater scale, (b, e) the regional 
scale, and (c, f) the hemispherical scale. The footprint is integrated in putative emission time over a 
thirty-sol time window prior to a methane measurement. High footprint values indicate upstream 
regions. The footprint value at any location (a putative emission site) is equal to the prospective TLS 
methane signal in ppbv above the ~0.41 ppbv background after a thirty-sol constant-flux methane 
emission event with an emission flux of 1 μmol s-1 occurs at that location. The choice of integrating 
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over thirty sols is based on the fact that few particles can still imprint footprints after traveling 
backwards for thirty sols; hence, the maps here show almost all the footprints that can be imprinted, and 
one can infer almost all the possible upstream regions from these footprint maps. Stars in (a) and (d) 
mark the positions of Curiosity. 

Outside Gale crater, the strongest footprint for Spike 1 lies to the north of the crater, 

as a result of the prevailing regional-scale northerlies in this season (Fig. 2.3b). This is also 

true for Spike 6 (Fig. 2.S5q). This means that, for these two spikes, if an emission region 

exists in the neighborhood of Gale crater (but outside the crater), it is most likely located 

to the north of the crater. The locations of the upstream regions of Spike 2 are, however, 

less definitive. The strongest footprint of Spike 2 covers the regions in the first and third 

quadrants of Gale crater (Fig. 2.3e). This is also the case for Spikes 3–5, and 7 (Fig. 2.S5h, 

k, n, t). Despite this ambiguity, the strongest footprints of all the seven spikes overlap in a 

region within 300 km to the north of Gale crater. It is noteworthy that the “E8” and “ESE” 

regions (142–146°E, 2–10°S), suggested as the most likely emission regions for Spike 1 

by Giuranna et al. (2019), do not bear high footprint values in our study and are, hence, not 

identified as the preferred upstream regions for Spike 1 (Fig. 2.3b). 

Further zooming out to the hemispherical scale, the high-footprint regions of Spike 1 

extend from Elysium Planitia into two directions—one heading for the north along the 

western side of Elysium Mons to Utopia Planitia, and the other heading for the east along 

the southern side of Elysium Mons to Amazonis Planitia (Fig. 2.3c). This is also the case 

for Spike 6, although the northern branch appears more prominent (Fig. 2.S5r). This 

suggests that among all the distant large-scale geographic units, the aforementioned ones 

are the most likely to be the emission regions for Spikes 1 and 6. For Spikes 2–5 and 7, the 

high-footprint regions cover many large-scale geographic units around Gale crater (Fig. 

2.3f, Fig. 2.S5i, l, o, u), including the aforementioned Elysium Planitia and Utopia Planitia. 

It is noteworthy that many thousands of mud-volcano-like structures have been found in 

Utopia Planitia, which could be methane emission hot spots, according to Oehler & Etiope 

(2017). 
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2.4.4 Minimum methane emission 

Based on these footprints, the minimum amount of methane emitted from any putative 

emission site that could give rise to the observed methane spikes can be calculated. The 

~0.41 ppbv background level from TLS is first subtracted from the seven methane spikes. 

The remainder of the signals must then be a consequence of recent emission. It is unknown 

whether the emission was continuous, intermittent, or episodic, but, to put a lower bound 

on the required methane emission, for each methane spike, we can assume that an 

instantaneous emission event occurred at the exact moment when a putative emission site 

had the strongest influence on the methane measurement. Then, for any location 

(representing a putative emission site), dividing each methane signal (after subtracting the 

background level) by the maximum footprint value of all putative emission times yields 

the minimum amount of methane emitted from that putative emission site that would be 

required to explain the methane signal (Fig. 2.4). Upstream regions, which had the highest 

footprint values in Fig. 2.3, now bear the smallest values in Fig. 2.4, the latter meaning that 

they can more easily produce a methane spike. For example, any putative emission site on 

the northwestern crater floor (the blue region in Fig. 2.4d) is able to produce Spike 2 by 

emitting only ~100 kilograms of methane (refer to the left colorbars in Fig. 2.4). In order 

to directly compare with the results from TGO, under the assumption that methane is a 

long-lived species in the atmosphere, this ~100 kilograms of methane will result in an 

increase of ~10-5 ppbv in the global mean methane concentration (refer to the right 

colorbars in Fig. 2.4). In comparison, if Spike 2 results from an emission event in Utopia 

Planitia, at least several millions of kilograms of methane must have been emitted, which 

would result in an increase of several hundreds of pptv (parts-per-trillion-by-volume, 1 

pptv = 10-3 ppbv) in the global mean methane concentration (Fig. 2.4f). For Spike 1, only 

a small, fan-shaped area to the north of the Curiosity site is able to produce the spike by 

emitting ~100 kilograms of methane (Fig. 2.4a), as a consequence of vigorous mixing in 

the daytime PBL. Figure 2.S6 in the Supporting Information shows the maps of minimum 

methane emission for all seven methane spikes. 
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Figure 2.4. The minimum amount of methane emitted from every putative emission location that can 
produce (a–c) Spike 1 and (d–f) Spike 2. For every putative emission site, an emission event is assumed 
to occur at the exact moment when the site has the strongest influence on a methane measurement. The 
left colorbars show the minimum mass of emitted methane as required by the magnitude of the spikes. 
The right colorbars show the increase in the globally averaged methane concentration after one of the 
aforementioned smallest emission event occurs. Stars in (a) and (d) mark the positions of Curiosity. 

The 0.02 ppbv upper limit (Montmessin et al., 2021) of TGO, interpreted as the upper 

limit on the average methane concentration in the Martian atmosphere, if combined with 

the 330-year lifetime estimated from standard photochemical models (Lefèvre & Forget, 

2009), implies that, on average, no more than 6×10-5 ppbv of methane (or ~530 kg of 

methane) is replenished every year. Then, during the 7.1 years of TLS operation, on 

average, no more than ~4.3×10-4 ppbv (or ~3700 kilograms) could have been emitted into 

the atmosphere. Assuming the seven methane spikes result from seven emission events, on 

average, each of them could emit no more than ~530 kilograms of methane; otherwise, the 

methane release would have resulted in a significant and potentially observable rise in the 

background methane concentration. Only the blue areas in Fig. 2.4 qualify as areas able to 

produce a methane spike with the observed mole fraction but emitting no more than ~530 

kilograms of methane (refer to the left colorbars in Fig. 2.4). More quantitative analysis 

shows that these “qualified areas” are only 1560 km2 in total, about 8.4% the total area of 
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Gale crater or 1.1 in 100,000 the total surface area of Mars (Fig. 2.S10). This means that 

without fast removal mechanisms significantly reducing the methane lifetime, any putative 

methane emission site responsible for the TLS methane spikes has to be located within the 

1560 km2 around the Curiosity site inside Gale crater. If an emission site has equal chances 

to reside at any location on the surface of Mars, the probability of it being located within 

the 1560 km2 around the site of Curiosity is only 1.1 in 100,000. Despite this low 

probability, this is the only way that the TLS spikes and the TGO non-detections can be 

reconciled if one sticks to the ~330-year lifetime of methane. The 1560 km2 area is 

invariably an overestimate, as the assumed situation, where only seven methane emission 

events occurred during the 7.1 years and all of them were captured by the TLS 

measurements, is essentially impossible. The actual methane spike frequency at the 

Curiosity site may be much higher, which will put a much lower upper bound on the 

amount of methane emitted by a single emission event. In that case, the qualified emission 

regions will be confined within even smaller areas that are very close to the location of the 

Curiosity rover, such as the deep blue areas on the northwestern crater floor in Fig. 2.4. 

Even for the 1560 km2 upper limit of the qualified emission region, this invokes a 

coincidence that Curiosity was sent to the immediate vicinity of a methane emission 

hotspot, essentially an impossibility. 

One possibility that does not invoke this coincidence is that unknown, rapid methane 

removal mechanisms are at work. If the methane lifetime is shorter than 330 years, more 

methane can be emitted into the atmosphere per year without perturbing the long-term 

background methane concentration, and the emission sites will have some freedom to be 

located at more distant places outside Gale crater, most likely in the upstream regions found 

in Section 3.3. Figure 2.S10 provides a more quantitative analysis of the required 

“coincidence” if we accept the results from both TLS and TGO and the 330-year methane 

lifetime from classical models. To summarize, under the three assumptions: 1. TLS’s 

methane spikes are real, 2. TGO’s upper limits are real and they represent the upper limit 

of the methane abundance throughout the Martian atmosphere, and 3. the lifetime of 

methane is ~330 years, the methane emission site(s) that gave rise to the methane spikes 

will fall within an area of 1560 km2 around the Curiosity site in northwestern Gale crater. 
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Although Gale crater was carefully selected as the landing site for Curiosity based on its 

unique geological context (e.g., Grotzinger et al., 2015), it is still very unlikely that the 

only methane emission site on Mars resides so close to the site of the rover. Therefore, 

probably at least one of the three assumptions above needs to be reevaluated. We note that 

some concerns about contamination by terrestrial methane in the foreoptics chamber and 

other parts of the TLS instrument have been raised (e.g., Zahnle, 2015), which may have 

complicated the retrieved in situ methane concentrations, but the possibility of 

measurement bias was ruled out by the TLS team (Webster et al., 2018). 

2.4.5 Consecutive methane measurements 

More precise emission site identification is possible when we make use of consecutive 

methane measurements that report a large difference in methane abundances. At Ls ≈ 266° 

in Mars Year 33, two measurements were obtained within a few hours. The first 

measurement started at ~01:30 local time and detected a 0.332 ppbv signal, close to the 

background level. Only a few hours later, the second measurement, at ~06:30 local time, 

detected Spike 6 with 5.55 ppbv. One possible explanation for the rapid increase in the 

ambient methane concentration is that an emission event was initiated between the two 

measurements. Here, we focus on another possibility that the two measurements were both 

performed in the midst of an emission event, but a change in the wind direction between 

the two measurements induced the temporal variability of the methane signals. For any 

emission event, it would produce a methane signal only if the emission site was located in 

the upstream region of the detector at the time of emission. Figure 2.5 shows a comparison 

between the time-integrated footprints for Spike 6 and for the background level. A 

significant difference can be found between the upstream regions within Gale crater (Fig. 

2.5a, d). On the northwestern crater floor, the upstream region of Spike 6, indicated by high 

footprint values, primarily lies to the west and the southwest of Curiosity rover, whereas 

the upstream region of the background level primarily lies to the northeast of the rover. 

Therefore, if one assumes the TLS measurements to be correct, the region to the west and 

the southwest of Curiosity in northwestern Gale crater is identified as the preferred methane 
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emission site for this spike. There are no significant differences between the upstream 

regions at larger scales (Fig. 2.5b, e, and Fig. 2.5c, f). 

 

Figure 2.5. Comparison between the footprint maps for a background level and for Spike 6, which 
were measured on the same sol at Ls ≈ 266° in Mars Year 33. Panels (a–c) show the STILT footprint 
of the background concentration measured at ~01:30 local time. (d–f) show the STILT footprint of 
Spike 6, measured at ~06:30 local time. The stars in (a) and (d) show the positions of Curiosity. An 
emission site with weak influence on the background level and strong influence on Spike 6 would bear 
a small footprint of the former and a large footprint of the latter. Comparing (a) and (d), regions to the 
west and the southwest of Curiosity on the northwestern crater floor are such sites. The differences 
between (b) and (e) and between (c) and (f) at the larger scales are smaller than the uncertainty. 

We note that this method based on consecutive methane measurements is able to 

precisely constrain the location of a nearby emission site, but it has high requirements for 

the measurements. First, the measurements must be consecutively performed within a short 

period of time, such that the multiple detections have a good chance to be influenced by 

the same emission event. We have no information about how long a methane emission 

event on Mars would typically last, but an initial guess for the time period will be at most 

a few days and optimally a few hours. Second, the measurements must be performed at 

different times of sol. As currently only “mean” winds representative of their seasons and 

time of sol can be simulated with a GCM, the winds at the same time of sol on a few 
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consecutive sols are highly similar, making it difficult to tell the difference between the 

upstream regions of different measurements. For example, we attempted to apply this 

method to Spike 7 detected at 03:51 local time on Sol 2442 (after the landing of Curiosity) 

and a background level detected at 01:52 on Sol 2446, but, because these two 

measurements were both made in the middle of night, no significant difference is found 

between their upstream regions; hence, this method fails to precisely locate the emission 

region based on these two measurements. The drop in the measured methane concentration 

during the four sols is probably due to the cessation of an emission event. 

2.5 Conclusions 

If we trust the methane abundances detected by both TLS and TGO and accept the 

330-year methane lifetime from known photochemistry, our back-trajectory modeling for 

atmospheric transport strongly supports surface emission sites in the vicinity of the 

Curiosity rover in northwestern Gale crater. This includes the special case that TLS, itself, 

is the methane source. However, an emission site in northwestern Gale crater invokes a 

coincidence that we selected a landing site for Curiosity so close to an active methane 

emission site, which is a small probability event. Other possibilities that do not invoke this 

coincidence include the existence of fast methane removal mechanisms that are unknown 

to date, false positives of TLS and/or false negatives of TGO. Should future studies confirm 

the existence of heterogeneous pathways or other unknown photochemical processes for 

methane destruction, the methane emission sites can be located outside Gale crater, and 

most likely to the north of the crater. 

Our study demonstrates the feasibility and the advantages of applying the inverse 

Lagrangian modeling technique to emission site identification problems on other planets. 

The difference between our conclusions about the probable location(s) of the putative 

emission site(s) and the conclusions in Giuranna et al. (2019) may demonstrate the 

necessity of small-scale wind simulations and repetitive simulations for removing weather 

stochasticity. Methane concentration data from future in situ measurements, especially 



 

 

27 
those collected in consecutive measurements performed within a few hours, could 

further improve the emission site identification. 

2.6 Appendix 

 

Figure 2.S1. MarsWRF domains on the four nesting levels. (a) Level 1, with a horizontal resolution of 
2°×2° or 118 km×118 km, and level 2, 0.67°×0.67° or 39 km×39 km. (b) Level 3, 0.222°×0.222° or 13.1 
km×13.1 km, and level 4, 0.074°×0.074° or 4.4 km×4.4 km. Colors show surface elevation in the 
corresponding horizontal resolution of each of the four resolution levels. 
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Figure 2.S2. MarsWRF-simulated winds averaged over the lowest 5 km of the atmosphere at Ls = 336.12° 
(Spike 1). The plotted data is an average over the six hours indicated by the time period on the upper left 
of each subplot, and also an average over an ensemble of thirty-five sols. Weighted average by air density 
is performed in the vertical direction. Each arrow shows the horizontal wind averaged over a 131 km×131 
km square. Red colors show rising air. Blue colors show sinking air. Contours show surface elevation. 
This figure can be directly compared to Fig. S17 in Giuranna et al. (2019). Between 00:00 and 06:00 local 
time and between 12:00 and 24:00 local time, the MarsWRF winds and the GEM-Mars winds are similar 
in directions – both of them are primarily northerly, although the MarsWRF winds are stronger. Between 
06:00 and 12:00 local time, the GEM-Mars winds are weak easterlies, which was argued as responsible 
for transporting methane plumes from the regions to the east and the southeast of Gale crater into Gale 
itself (Giuranna et al., 2019). The MarsWRF winds in this time period are different. They are weak in 
general and do not show a dominant wind direction. 
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Figure 2.S3. Dispersion of backward-traveling particles within Gale crater (a) thirty minutes, (b) one hour, 
(c) three hours, (d) six hours, (e) twelve hours, and (f) one sol after particles are released. The STILT 
simulation is for Spike 1. Each circle shows the position of a single particle. Ten thousand particles are 
released in the simulation. Colors show the altitude of the particles relative to the Mars datum elevation. 
Contours show surface elevation. The black triangles mark the position of Curiosity. Almost all particles 
are ventilated out of Gale crater after one sol, indicating an exchange timescale of shorter than one sol, 
consistent with the findings in Pla‐García et al. (2019). 
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Figure 2.S4. Vertical dispersion of particles in a STILT simulation. An example simulation for Spike 1 is 
shown. Ten thousand particles are released in the simulation from the lower left corner of the figure. Colors 
show the fraction of the ten thousand particles with one-meter resolution in the vertical direction, indicating 
the number density of particles at different altitudes. Note that the particles are also dispersed in the 
horizontal direction, and almost all of the particles have left Gale crater one sol after the release (refer to 
Fig. 2.S3). Immediately after the particle release (in the backwards time direction), the majority of the 
particles climb up the northwestern slope of Mount Sharp, as is shown by the rapid ascent in this figure. 
This is consistent with the downslope wind along Mount Sharp in the early morning. In the daytime 
convective PBL, the convection parameterized in STILT randomly redistributes particles in the vertical 
direction. This results in a nearly homogeneous distribution of particles within the daytime PBL. Three 
sols after the release, some particles are still in contact with the surface. Extending the simulation out to 
thirty sols ultimately produces a homogeneous distribution across the lower atmosphere.
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Figure 2.S5. Same as Fig. 2.3, but for all seven methane spikes. Each row shows the footprint maps of one 
spike at three different scales. 
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Figure 2.S6. Same as Fig. 2.4, but for all seven methane spikes. Each row shows the minimum emitted 
mass of methane for one spike. 

 

Figure 2.S7. An example time series of the footprint magnitude for Spike 1 at the center of the “E8” region 
in Giuranna et al. (2019) (4°S, 144°E). The putative emission site is about 390 km away from the Curiosity 
rover. The black curve shows the STILT footprint versus time backwards with respect to the time of 
detection. The zero footprint within the first twenty hours means that any emission that takes place at this 
putative emission site less than twenty hours before the detection will not reach the detection site at 
Curiosity. The red curve shows the mass of emitted methane that can give rise to the methane signal, 
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assuming methane is instantaneously emitted. The blue arrow indicates the moment of maximum 
influence of the emission site on the methane signal, which corresponds to the smallest required methane 
emission. To produce Spike 1, this emission site has to emit at least two thousand tons of methane, which 
is equivalent to 0.23 ppbv global mean methane concentration. If the emission occurred at a random time 
within five sols before the detection, this figure shows that, in general, 104 to 105 tons of methane need to 
be emitted. The emitted mass for the “E8” region found in Giuranna et al. (2019) is 1170 to 2740 tons, 
which is similar to the lower limit estimated in our work. 

 
Figure 2.S8. Decay of STILT footprint with distance. Shown is the maximum STILT footprint (a, b) for 
Spike 1 and (c, d) for Spike 2 at every putative emission site around the detector versus the distance 
between the emission site and the detector. (a) and (c) show all the putative emission sites in Fig. 2.3(c) 
and (f). (b) and (d) only show putative emission sites within and in the vicinity of Gale crater. Blue dots 
indicate emission sites in the northern quadrant, yellow dots, in the western quadrant, green dots, in the 
southern quadrant, and red dots, in the eastern quadrant. The drop of footprint magnitude at long distances 
(> 3000 km) in (a) and (c) is due to an insufficient number of particles that reach these distant places in 
the STILT simulations. It is found that the maximum footprint decays rapidly with distance within Gale 
crater, whereas outside the crater, the decay is slower. This figure demonstrates of the necessity of 
modeling atmospheric dispersion when one wants to build a linkage between emission fluxes and methane 
signals, because the linkage strongly depends on the distance between the emission site and the detector. 
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Figure 2.S9. Time of maximum STILT footprint for (a) and (d) Spike 1, (b) and (e) Spike 2, and (c) and 
(f) Spike 6 at all putative emission sites. One can refer to the blue arrow in Fig. 2.S7 for the meaning of 
“maximum STILT footprint”. This figure shows the transport timescales. (a–c) show the entire domain of 
the simulation. (d–f) zoom into the vicinity of Gale crater. It takes less than one sol to transport methane 
signals emitted from any location within Gale crater to the Curiosity rover. For Spikes 1 and 6, it takes 
less than one week to transport methane signals emitted from Elysium Planitia, Utopia Planitia, and 
Amazonis Planitia to the detector, whereas it can take a few weeks to more than one month to transport 
methane signals emitted from the southern highlands to the detector. For Spike 2, it takes about one week 
to transport methane signals emitted from Hesperia Planum and Terra Cimmeria to the Curiosity location, 
whereas it can take up to a few weeks to transport methane signals emitted from the northern lowlands to 
the detector. The figures for Spikes 3, 4, 5, and 7 are similar to those for Spike 2. 



 

 

37 

 
Figure 2.S10. The maximum area of the emission regions where certain amounts of emitted methane can 
produce the observed methane spikes. Below are two examples intended to guide a reader to interpret this 
figure. Assuming a putative emission site responsible for the TLS methane spikes only emitted 100 
kilograms of methane (which would contribute 1.1×10-5 ppbv to the global mean methane concentration) 
for each spike, then this site must be located within an area of 180 to 1300 km2 in the vicinity of the 
Curiosity rover. The average over the seven spikes is ~700 km2, less than 4% of the area of Gale crater 
and less than 5 in 1,000,000 the surface area of Mars. If we assume a putative emission site emitted 10 
tons of methane (which would contribute 1.1×10-3 ppbv to the global mean methane concentration) and 
brought about one of the methane spikes, such emission site must be located within an area of 6000 to 
84000 km2. The average is ~24000 km2, about 1.3 times the area of Gale crater and 0.017% of the surface 
area of Mars. This figure shows the information in Fig. 2.4 and Fig. 2.S6 from another perspective. 
Recalling that TGO reported an upper limit of 0.02 ppbv for the long-term steady-state methane abundance 
in the atmosphere assuming methane is a long-lived species, if the lifetime of methane is ~330 years as 
suggested by standard photochemical models, no more than ~530 kg of methane is replenished in the 
atmosphere every year on average. TLS detected seven methane spikes during its first 7.1 Earth years of 
operation, meaning that no fewer than seven emission events happened during this period of time (and 
possibly much more than seven). Should the emission events not significantly perturb the long-term steady 
state methane abundance, on average, no more than ~530 kg of methane can be emitted by each emission 
event. This figure shows that only an area of ~1560 km2 around the detector (about 8.4% the total area of 
Gale crater, or 1.1 in 100,000 of the total surface area of Mars) is able to produce an observed methane 
spike by emitting 530 kg of methane. This quantitatively demonstrates how lucky we may have been to 
send Curiosity to the exact place that is very close to an active surface emission site. Alternatively, there 
must be fast methane removal mechanisms at work, or either the TLS spikes or the TGO upper limits need 
to be reevaluated. 
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Table 2.S1. TLS methane measurements investigated in this study. Adapted from Table S2 in Webster 

et al. (2018) and Table 2 in Webster et al. (2021). 

Name Solar longitude Ls 
(degrees) 

Local time at Gale 
crater 

In situ methane abundance 
(ppbv) 

Spike 1 336.12 13:55 5.78 

Spike 2 55.59 03:22 5.48 

Spike 3 59.20 03:22 6.88 

Spike 4 72.66 02:53 6.91 

Spike 5 81.84 13:26 9.34 

Background level before 
Spike 6 265.78 01:26 0.332 

Spike 6 265.91 06:29 5.55 

Spike 7 41.5 03:51 20.53 

Background level after 
Spike 7 43.3 01:52 0.211 
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3.1 Abstract 

Nonlinearity in photochemical systems is known to allow self-sustained oscillations, 

but they have received little attention in studies of planetary atmospheres. Here, we present 

a novel, self-oscillatory solution for ozone chemistry of an exoplanet from a numerical 

simulation with a fully coupled, three-dimensional atmospheric chemistry-radiation-

dynamics model. Forced with non-varying stellar insolation and emission flux of nitric oxide 

(NO), atmospheric ozone abundance oscillates by a factor of thirty over multi-decadal 

timescales. Such self-oscillations are a novel biosignature because they can only occur with 

biological nitrogen fixation contributing to NO emissions in our model. The resulting 

temporal variability in the atmospheric spectrum is potentially observable. Our results 

underscore the importance of revisiting exoplanets spectroscopically to characterizing their 

photochemistry and searching for extrasolar biosignature. There are also profound 

implications for comparative planetology and the evolution of the atmospheres of terrestrial 

solar-system and extrasolar planets. Fully coupled, three-dimensional atmospheric 

chemistry-radiation-dynamics models can reveal new phenomena that may not exist in one-

dimensional models, and hence they are powerful tools for future planetary atmospheric 

research. 

3.2 Introduction 

In photochemical studies of planetary atmospheres, it is generally assumed that if all 

external forcings, such as insolation and emission rates, are non-varying, any initial value 

problem can ultimately reach a unique steady state. However, it has been discovered that 

nonlinearity in photochemical systems can induce complicated dynamical behaviors such as 

multiple steady states, limit cycle oscillations, and even chaos, in the context of Earth’s 

atmosphere (Prather et al., 1979; White & Dietz, 1984; Kasting & Ackerman, 1985; Stewart, 

1995; Krol, 1995; Feigin & Konovalov, 1996; Poppe & Lustfeld, 1996; Hess & Madronich, 

1997; Krol & Poppe, 1998; Feigin et al., 1998; Konovalov et al., 1999; Konovalov & Feigin, 

2000; Field et al., 2001; Kalachev & Field, 2001; Tinsley & Field, 2001a, 2001b; Hasson & 

Manor, 2003). For example, with a simplified box model for tropospheric photochemistry, 
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Field et al. (2001) found a threshold of NO emission flux below which the chemical system 

evolves towards a unique steady state and above which the system evolves towards a self-

sustained oscillatory state. In this paper, we present a self-sustained oscillatory solution for 

an exoplanetary atmosphere, in which ozone and other atmospheric species undergo large-

magnitude periodic oscillations, despite non-varying external forcings, such as emission and 

stellar insolation. 

The simulation is performed using a fully coupled three-dimensional (3D) atmospheric 

chemistry-radiation-dynamics model. We use the planetary parameters of TRAPPIST-1e, a 

tidally locked terrestrial exoplanet located in the middle of the habitable zone of a late M 

dwarf TRAPPIST-1 (Gillon et al., 2017). Previous studies suggested that TRAPPIST-1e 

more likely hosts liquid water than all its six planetary siblings (Wolf, 2017), so it has become 

a prioritized target for atmospheric characterization and the search for biosignatures with the 

James Webb Space Telescope (JWST, Barstow & Irwin, 2016; Morley et al., 2017; Batalha 

et al., 2018) and future telescopes. 

As in previous studies of self-oscillations in photochemistry (Stewart, 1995; Krol, 1995; 

Feigin & Konovalov, 1996; Poppe & Lustfeld, 1996; Hess & Madronich, 1997; Krol & 

Poppe, 1998; Feigin et al., 1998; Konovalov et al., 1999; Konovalov & Feigin, 2000; Field 

et al., 2001; Kalachev & Field, 2001; Tinsley & Field, 2001a, 2001b; Hasson & Manor, 

2003), we focus on ozone chemistry with destruction pathways catalyzed by HOx (define as 

the sum of OH and HO2) and NOx (defined as the sum of NO and NO2). Ozone (O3) is of 

particular interest to the chemistry of terrestrial exoplanets and the search for extrasolar 

biosignatures of photosynthetic life (Segura et al., 2003, 2005), because it is a photochemical 

product of O2 and O2 is product of photosynthesis and the driver for aerobic metabolism 

(Meadows, 2017; Schwieterman et al., 2018). While O2 has a few absorption bands in the 

visible and near-infrared region, O3 has a much stronger absorption band at 9.6 μm. Because 

of this, O3 detection at 9.6 μm is a good proxy for O2, especially for Proterozoic-like, low-

O2 atmospheres, as ozone abundance, as well as its absorption and emission, decreases only 

mildly as O2 abundance decreases by orders of magnitude (Léger et al., 1993; Pollard & 

Kasting, 2005; Cooke et al., 2022). Moreover, in cloudy atmospheres, surface-emitted, 
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biogenic trace gases may hide beneath clouds, which mutes their spectral features. By 

contrast, ozone layers can be more readily observed because they are mainly located in the 

stratosphere, above any opaque tropospheric clouds. 

Transiting exoplanets, such as TRAPPIST-1e, have a favorable feature that their 

atmospheres can be screened spectroscopically, and then their atmospheric compositions can 

be deduced from absorption features in the transmission spectrum. To facilitate the 

interpretation of atmospheric spectra collected in the near future, 1D (in altitude) 

photochemical models have been employed to study the atmospheric photochemistry of 

these exoplanets. Possible spectroscopic features in the transmission spectrum have been 

derived (e.g., O’Malley-James & Kaltenegger, 2017; Krissansen-Totton et al., 2018; 

Lincowski et al., 2018; Fauchez et al., 2019; Wunderlich et al., 2019). The potential of 

detecting O3 has been confirmed (Lustig-Yaeger et al., 2019), but challenges are also evident 

given the limited signal-to-noise ratio and the lifespan of present telescopes. 

Recently, simulations using fully coupled 3D chemistry-radiation-dynamics models 

have been performed for hypothetical atmospheres of synchronously rotating terrestrial 

exoplanets with Earth-like background atmospheric compositions (Proedrou & Hocke, 2016; 

Chen et al., 2018, 2019, 2021; Yates et al., 2020; Braam et al., 2022). Ozone abundances 

similar to that on Earth have been produced, but the spatial distributions are different – on 

Earth, there is more ozone at high latitudes, whereas the simulated ozone on tidally locked 

exoplanets is preferentially distributed over the nightside. Because of the high computational 

cost of fully coupled 3D atmospheric chemistry-radiation-dynamics simulations, all these 

simulations are integrated for no more than several decades, so they were unable to reveal 

any long temporal variabilities in ozone chemistry. In this paper, we report a fully coupled 

3D atmospheric chemistry-radiation-dynamics simulation that is integrated for more than 

seven hundred Earth years to demonstrate the possibility of multi-decadal self-oscillations of 

ozone abundance on M-dwarf exoplanets. The reported periodic oscillations are not driven 

by stellar activities (Segura et al., 2010; Chen et al., 2021), seasonal cycles, or atmospheric 

dynamics (Cohen et al., 2022); instead, they are self-sustained under non-varying external 

forcings. 
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3.3 Results 

3.3.1 Periodic oscillations of trace gas abundances 

In the present simulation, the atmospheric O2 mixing ratio is 0.01 times the present 

atmospheric level, which is approximately the O2 mixing ratio in the Proterozoic Eon (Lyons 

et al., 2014). The stellar spectrum is a synthesized TRAPPIST-1 spectrum that has a moderate 

ultraviolet (UV) emission flux (Wilson et al., 2021, see Materials and Methods). The source 

of nitrogen oxides (NOx) is mainly a model default surface emission flux of NO, which totals 

8 Tg (8×1012 g) N per Earth year, consistent with reconstructed surface NO emission rates 

on the pre-industrial Earth (Yienger & Levy, 1995; Lamarque et al., 2010; Bouwman et al., 

2022). This emission flux mostly originates from biological nitrogen fixation. There is also 

a parameterized lightning emission flux (Price & Rind, 1992; Price et al., 1997), which totals 

about 0.1 Tg N per year (Fig. 3.S1A in Appendix), but it is negligible in the total NOx source. 

Detailed information about model setup and experiment design can be found in the Materials 

and Methods section. 

Over more than seven hundred Earth years, the atmospheric abundances of ozone and 

nitrogen oxides undergo seven cycles, as shown in Fig. 3.1. The average cycle period is about 

100 Earth years. The maximum global mean O3 abundance is up to 360 Dobson Units (DU), 

and the minimum is down to 10 DU. Meanwhile, NOx abundance varies between 7×1017 

molecules cm–2 and 4×1018 molecules cm-2. O3 abundance is well anticorrelated with NOx 

abundance if the latter is shifted forward by 20 years. The average O3 and NOx abundances 

are 190 DU and 2.5×1018 molecules cm–2, respectively. 

Every cycle consists of three stages (Fig. 3.1B). In Stage I, ozone abundance decreases 

as NOx abundance increases, requiring more than half a cycle. In Stage II, NOx abundance 

decreases by 50–75%, while ozone abundance stays low and fluctuates sometimes. Stage II 

takes about one fifth of a cycle. In Stage III, the ozone layer is restored while NOx abundance 

stays low. Stage III also takes about one fifth of a cycle. 

Figures 3.1C and 3.1D show the probability distribution functions (PDFs) and the 

cumulative distribution functions (CDFs) of O3 and NOx abundances over the simulation. 
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The 10th and the 90th percentiles of ozone abundance are 90 DU and 290 DU, 

respectively. For NOx, they are 1.3×1018 molecules cm-2 and 3.6×1018 molecules cm-2, 

respectively. 

 
Figure 3.1. Time variability of O3 and NOx abundances. (A) Time series of global mean column 
abundances of O3 and NOx. 1 DU ≈ 2.69×1016 molecules cm-2. (B) Phase diagram of the system. The 
horizontal and vertical axes show global mean total column abundances of NOx and O3, respectively. The 
photochemical state moves clockwise, as indicated by the circle arrow at the center. Colors show model 
time. The black triangle denotes the state on the pre-industrial Earth, where NOx abundance is 2–3 orders 
of magnitude smaller than that in the simulation. (C) and (D) show the PDFs (vertical bars and left axes) 
and CDFs (curves and right axes) of the O3 and NOx abundances, respectively. 

3.3.2 Mechanisms behind the self-oscillations 

The oscillations in Fig. 3.1 are driven by a negative feedback loop which comprises 

interactions between photochemistry, radiative transfer, and transport. Figure 3.2 illustrates 

the key mechanisms. 
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Figure 3.2. A schematic showing key processes in the negative feedback loop that drive the self-
oscillations. Change in the red (blue) color denotes change in the concentration of ozone (NOx). 

In Stage I, an ozone layer is present in the middle stratosphere as a result of O2 

photolysis (Fig. 3.3A). Ozone absorbs stellar UV radiation, which warms local air and causes 

strong thermal inversion at the base of the ozone layer. The strong inversion is characterized 

by a high Brunt-Väisälä frequency (N), as shown in Fig. 3.3B. This layer of strong inversion 

is relatively stagnant in vertical motion. Vertical air exchange between the ozone layer above 

and the levels below is suppressed. 

In the meantime, NOx is emitted into the atmosphere from the surface. On Earth, 

tropospheric NOx can be removed by the reaction 

 NO2 + OH + M → HNO3 + M (1) 

where M denotes an air molecule, and the replenishment of OH relies on the photolysis of 

tropospheric O3 by UV to produce O(1D), followed by O(1D) + H2O → 2OH. On the 

exoplanet (orbiting a cool M dwarf star), however, UV insolation is weak, so tropospheric 

OH concentration is low and NOx removal is sluggish. As a result, NOx steadily accumulates 
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in the troposphere and in the lower stratosphere, below the aforementioned stagnant layer 

(Fig. 3.3C). This accumulation of NOx is similar to the findings in (White & Dietz, 1984; 

Kasting & Ackerman, 1985). 

In the stagnant layer, O3 is in contact with NOx from below and is thus consumed, as 

NOx is a powerful catalyst for ozone removal through the following reactions 

 NO + O3 → NO2 + O2 (2) 

 NO2 + O → NO + O2 (3) 

 O3 + hν → O + O2 (4) 

The net reaction is 

 2O3 → 3O2 (5) 

Thus, the ozone layer is undermined from below, causing its base to retreat upwards. In 

the meantime, NOx also slowly diffuses upwards through the stagnant layer and weakens the 

bulk ozone layer through the same reactions. 

As the base of the ozone layer retreats upwards, the stagnant layer moves upwards 

concomitantly, allowing NOx to occupy higher altitudes (Fig. 3.3C). Thus, O3 keeps in 

contact with NOx in the stagnant layer, and the base of the ozone layer continues to be 

destroyed. Eventually, when the NOx abundance reaches its maximum, ninety percent of the 

ozone is removed (Fig. 3.3A). The duration of Stage I can be approximated by dividing the 

increase of NOx abundance during Stage I by the surface emission flux of NOx. If the surface 

emission flux of NO is tripled, the duration of Stage I will decrease from about 75 years to 

about 40 years (Fig. 3.S6). 

The sudden decrease in the ozone abundance at the end of Stage I is induced by a regime 

change in the stratospheric circulation pattern, which then marks the beginning of Stage II 

(Fig. 3.4). The stratospheric circulation pattern is determined by the horizontal distribution 

of ozone, the primary absorbing molecule in the stratosphere. In early to middle Stage I, 

stratospheric NOx concentration is low, so the lifetime of ozone is long enough that ozone 

can be transported by tropical westerlies from the substellar region where it is produced to 
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the nightside, and ultimately back to the dayside, forming a tropical ozone belt (Fig. 3.4A). 

The heating by the ozone layer results in a longitudinally quasi-symmetric pattern of the 

geopotential height (Fig. 3.4C), which then leads to two polar cyclones. NOx concentration 

is high in the polar cyclones (mostly at the North Pole due to asymmetry in the land 

distribution over the two hemispheres) (Fig. 3.4E). The vertical transport of NOx from lower 

altitudes to higher altitudes is mainly by ascending air in the substellar region, but as NOx 

concentration in the substellar region is low, upward NOx transport is inefficient. 

However, towards the end of Stage I, NOx concentration in the stratosphere is high 

enough to reduce the lifetime of ozone below the timescale at which ozone is transported out 

of the substellar region, so ozone is restricted around the substellar point (Fig. 3.4B). This 

results in localized heating in the substellar region, which then elevates isobaric surfaces in 

the substellar region and induces two giant cyclones in the mid-latitudes of the nightside via 

Rossby waves (Fig. 3.4D). The change in the pattern of atmospheric circulation causes NOx 

to be expelled from the polar region and to accumulate outside the nightside mid-latitude 

cyclones, forming a spindle-shaped distribution (Fig. 3.4F). There is high NOx concentration 

in the whole substellar region, making the upward NOx transport by substellar ascending air 

very efficient. Large quantities of NOx rise to the upper stratosphere—where the ozone layer 

is located—within a short period of time and destroy ozone rapidly, causing a sudden 

decrease in ozone abundance (Fig. 3.1B), at the time of which Stage I finishes and Stage II 

starts. Such regime changes in the stratospheric circulation pattern occur multiple times 

during Stage II and cause the fast oscillations in ozone abundances in Stage II (Fig. 3.1A, 

3.1B). 

In Stage II, depleted stratospheric ozone allows UV radiation to reach the lower 

troposphere, leading to rapid photolysis of water vapor and a rapid increase in OH 

concentration (Fig. 3.3, D and E). Note that this mechanism holds only when the atmospheric 

O2 level is low, as high O2 levels alone would not allow UV to reach the lower troposphere. 

Then, abundant OH leads to a rapid decline of NOx through Reaction 1 (Fig. 3.3F), during 

which time more than half of the NOx is removed. The product of this reaction, nitric acid 

(HNO3), is then scavenged out of the atmosphere by wet deposition (Fig. 3.3G), which 
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balances NO emission and closes the atmospheric budget of NOy (defined as NO + NO2 + 

NO3 + HNO3 + HO2NO2 + 2N2O5 + ClONO2 + BrONO2). The duration of Stage II can be 

approximated by dividing the decrease of NOx abundance during Stage II by the integrated 

reaction rate of Reaction 1 in the troposphere. 

In Stage III, the NOx abundance is at its minimum (Fig. 3.3C), so the catalytic cycle for 

ozone loss is slow, allowing the stratospheric ozone layer to be restored (Fig. 3.3A). The 

system then enters the next cycle. 
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Figure 3.3. Evolution of the self-oscillatory system within a cycle. Panels show time-dependent horizontal 
mean (A) ozone number density, (B) Brunt-Väisälä frequency N, (C) NOx mixing ratio in units of parts-
per-billion-by-volume (ppbv), (D) the reaction rate coefficient for water vapor photolysis, (E) OH number 
density at 500 m altitude, (F) reaction rate of NO2 + OH + M → HNO3 + M at 500 m altitude, and (G) wet 
deposition rate of HNO3. Data are taken from the fourth cycle. 
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Figure 3.4. Atmospheric dynamics in the stratosphere greatly affects ozone abundance. The first row 
shows the horizontal distribution of ozone number density in middle stratosphere (10 hPa). Note that 
panels A and B have different color bars. The second row shows the horizontal distribution of the 
geopotential height of the 10 hPa isobaric surface. The third row shows the horizontal distribution of the 
NOx number density in the middle stratosphere (10 hPa). The left column shows snapshots in early Stage 
I, when the stratospheric ozone layer is thick. The right column shows snapshots at the onset of Stage II, 
when the stratospheric ozone layer has been greatly attenuated. The substellar point is located at the center 
of each panel. 
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3.3.3 Observational prospects 

Both the ozone layer and its variability can be detected by transit spectroscopy (Fig. 

3.5). Averaged over the seven cycles and assuming a resolving power λ/Δλ = 100, starlight 

absorption by ozone enhances the transit depth at 9.6 μm by 60 parts-per-million (ppm, Fig. 

3.5, A and C). Detection of this signal will be challenging for JWST (Lustig-Yaeger et al., 

2019), but is possible for future instruments dedicated for atmospheric characterization of 

transiting exoplanets. Figures 3.5B and 3.5D show the temporal variability of the transit 

depths. The strongest variability takes place at the wings of the 9.6 μm ozone absorption 

band. At 9.82 μm, the variability is up to 50 ppm. The variability is small at the center of the 

ozone absorption band due to line saturation. 

The PDF and the CDF of the transit depth at 9.82 μm are shown in Fig. 3.5E. Despite 

the symmetry in the PDF of the ozone abundance in Fig. 3.1C, the distribution of the transit 

depth is left-skewed because of line saturation at high ozone abundance. The 10th and the 

90th percentiles are 25 ppm and 47 ppm, respectively. The variability of NOx absorption 

features is hardly detectable. A clear-sky condition is assumed in the transit depth 

calculations presented above. Refer to Figs. 3.S3 and 3.S4 in the Appendix for the effect of 

cloud on the transit depth calculations. 
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Figure 3.5. Detectability of the ozone layer and its variability. (A) Wavelength-dependent transit depth of 
the atmosphere. The black curve shows the time mean transit depth. The red shading shows the range of 
transit depths over the entire simulation. A moving average with a resolving power of 100 (the resolving 
power of JWST’s low-resolution spectroscopy) is applied. (B) Variability in the transit depth (maximum 
minus minimum) over the seven cycles. (C) and (D) are the same as (A) and (B), but in the vicinity of the 
9.6 μm ozone absorption band. (E) The PDF (vertical bars and left axis) and CDF (curve and right axis) 
of the transit depth at 9.82 μm. 

3.4 Discussion 

Our results show that large-magnitude self-sustained oscillations in atmospheric 

chemistry can exist on exoplanets, which may induce significant temporal variability in 

transmission spectra of exoplanetary atmospheres. Such variability could be detected by 
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future observations that revisit atmospheric spectra of exoplanets over long periods of 

time. Although a complete cycle may be too long to observe, steady trends in ozone 

abundance, such as the decreasing trend in Stage I and the increasing trend in Stage III, if 

observed, could also suggest the possible presence of such oscillations. 

From the mechanisms behind the self-oscillations, we can infer that without the surface 

NOx emission, which mainly originates from biological nitrogen fixation, the self-

oscillations would not occur (Fig. 3.S6). This is consistent with previous findings that 

tropospheric photochemical systems produce self-oscillations only if the NO emission flux 

exceeds a certain threshold (Field et al., 2001). Therefore, the temporal variability in ozone 

abundance reported in this paper, which is characterized by its large magnitude and slowness, 

is a biosignature, because they could suggest the presence of a strong NOx source that is 

probably biological. This novel class of biosignature is intrinsically different from the 

conventional ideas of oscillations of atmospheric gases being biosignatures (Schwieterman 

et al., 2018) which arise from the non-uniform spatial distribution of a biosphere and the 

seasonality in insolation conditions. By contrast, the self-oscillations in this paper do not rely 

on either of the two conditions, and their period can be completely unrelated to the orbital 

period. The variabilities reported in this paper can also be distinguished from those induced 

by atmospheric dynamics (Cohen et al., 2022) and those induced by cloud dynamics (Song 

& Yang, 2021), as the latter two usually happen on shorter timescales and have smaller 

magnitudes. 

It is worth noting that box models of simplified photochemical systems for the Earth’s 

troposphere have shown that for a similar kind of self-oscillations, their oscillation period 

depends on model parameters (Krol & Poppe, 1998). In our model, the UV flux from the 

host star, the oxygen level in the planetary atmosphere, the water vapor supply, the NOx 

emission rate, and other model parameters, could all potentially affect the oscillation 

properties such as magnitude and period, or determine whether self-oscillations can exist at 

all. Because of the computational cost of fully coupled, 3D atmospheric chemistry-radiation-

dynamics simulations, a systematic exploration over the parameter space will be left for 

future work. 
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Oscillations in photochemical systems akin to those in this paper could also have 

induced the observed variabilities on solar-system planets (Marcq et al., 2013) and 

exoplanets (Rappaport et al., 2012; Barragán et al., 2018; Tamburo et al., 2018; Meier Valdés 

et al., 2022), although the nature of the oscillations can be completely different in different 

planetary contexts. 

3.5 Materials and Methods 

3.5.1 Fully coupled 3D atmospheric chemistry-radiation-dynamics simulations 

The model used here is CESM-WACCM (Neale et al., 2012). CESM (Community 

Earth System Model, version 1.2.2) is a fully-coupled, community, global climate model that 

includes interactions of atmosphere, land, ocean, and sea ice, etc. WACCM (Whole 

Atmosphere Community Climate Model, version 4.0) serves as its atmosphere component. 

WACCM has fully coupled, 3D atmospheric dynamics, photochemistry, and radiative 

transfer, and has been extensively used to simulate ozone chemistry in the Earth’s 

atmosphere (Marsh et al., 2013). With the top layer extending to about 6×10–4 Pa, WACCM 

fully resolves the stratosphere. The photochemistry component of WACCM is the MOZART 

(Modules for Ozone and Related Chemical Tracers) chemical transport model (version 4) 

(Emmons et al., 2010). It has 57 atmospheric species including neutral and ion constituents, 

and one inert atmospheric species (N2). These species are linked by 74 photolytic and 

ionization reactions, 143 gas phase reactions, and 17 heterogeneous reactions on aerosol 

particles. The model resolves the full ozone chemistry by simulating all major reactions 

involving Ox (defined as Ox = O3 + O), HOx, NOx, ClOx (defined as Cl + ClO), and BrOx 

(defined as Br + BrO). Nitrogen chemistry involving all NOy species is also resolved. 

We assume a pre-industrial chemical scenario in which only HOx and NOx are important 

catalysts for ozone loss. For boundary conditions, the model prescribes volume mixing ratios 

of O, O2, H, H2, N, NO, CO, and CO2 at the upper boundary (model top), and volume mixing 

ratios of H2, CH4, CH3Cl, CH3Br, N2O, and CO2 at the lower boundary (surface). Emission 

in the model includes surface fluxes of NO, HCHO, and CO, and a lightning flux of NO. The 

model default surface emission flux of NO is 8 Tg N per year. We also perform a simulation 
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with a tripled surface NO flux. The simulated lightning emission of NO is about two orders 

of magnitude smaller than that on Earth due to the low O2 level and tidal locking, the latter 

confining lightning flashes within the substellar region. For deposition, there are dry 

depositions of O3, H2O2, NO2, HNO3, HO2NO2, CH3OOH, HCHO, and CO, and wet 

depositions of H2O2, HNO3, HO2NO2, HCl, HOCl, ClONO2, HOBr, HBr, BrONO2, 

CH3OOH, and HCHO. 

For other components of CESM, the land component used here is the diagnostic version 

of the Community Land Model (CLM), and the ocean component has fixed sea surface 

temperature and fixed sea ice distribution. The sea surface temperature and sea ice 

distribution are taken from one simulation for TRAPPIST-1e with 400 parts-per-million-by-

volume (ppmv) CO2 (Wolf, 2017; Fig. 3.S5 in Appendix). Sea ice temperature is calculated. 

The Earth’s land-sea distribution and topography are used in the simulation. 

The substellar point is fixed at 0°N, 180°E. The rotation period is set to 6.1 Earth days. 

The orbital eccentricity and obliquity are set to zero. The background atmosphere is 

composed of 99.79% N2 and 0.21% O2. To account for the low O2 concentration, we scaled 

the NO emission flux from lightning by a factor of 0.103, a value obtained from 

thermodynamic equilibrium. The mean molecular weight of dry air is set to 28.128 g mol-1. 

For simplicity, we use Earth’s radius and surface gravity to approximate those of 

TRAPPIST-1e. The quasi-biennial oscillation (QBO) forcing in WACCM, which is a 

momentum forcing in the tropical stratosphere, is turned off. CO2 concentration is set to 400 

ppmv. The seasonality in all boundary conditions, including those on volume mixing ratios 

and those on emission fluxes, is smoothed out. 

3.5.2 Stellar spectrum 

The stellar spectrum used here is from the Mega-MUSCLES Treasury Survey (Wilson 

et al., 2021, Fig. 3.6). It was produced by synthesizing observations from the NASA Hubble 

Space Telescope (HST) and XMM-Newton and simulations using stellar models for the 

photosphere, chromosphere, transition region, and corona. The wavelength ranges of 

particular importance to photochemistry, i.e., far-UV (120–170 nm) and near-UV (170–320 
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nm), are primarily determined from measurements by the Cosmic Origins Spectrograph 

on board HST, with data gaps between 210 nm and 280 nm filled by interpolation. The 

spectrum is scaled to reproduce the total incident radiative energy flux at TRAPPIST-1e—

879.2 W m–2. In far-UV, the simulated exoplanet receives seven times more radiative energy 

than Earth, whereas in near-UV, it receives only 0.03% of the radiative energy received by 

Earth. 

 

Figure 3.6. The M-dwarf stellar spectrum used in the simulation, in comparison to the solar spectrum. (A) 
Panchromatic and (B) UV spectra of the incoming stellar radiation at the top of the atmospheres of Earth 
(blue curve) and TRAPPIST-1e (orange curve). The emission lines in (B) include H I (Lyα), N V, C II, Si 
IV, C IV, Mg II, and Ca II lines (Wilson et al., 2021). 

3.5.3 Calculation of the transmission spectra 

The transmission spectra are calculated using Exo-Transmit (Kempton et al., 2017). 

Users need to specify planetary and stellar radii, a planet’s surface gravity, a temperature-

pressure profile of the atmosphere, and concentration-pressure profiles for a variety of 

atmospheric species. In the transmission spectrum calculation, we set the planetary radius to 

5798 km, the radius of TRAPPIST-1e, and set the stellar radius to 82930 km, the radius of 

TRAPPIST-1. The surface gravity of the planet is set to 9.8 m s–2. We include 16 species—

CH4, CO, CO2, H, HCl, H2, H2CO, H2O, N, N2, NO2, NO, O, O2, O3, and OH. Exo-Transmit 

then finds atmospheric opacity by interpolating between single-molecule cross section data 

for CH4, CO, CO2, HCl, H2CO, H2O, N2, NO2, NO, O2, O3, and OH between a predefined 

temperature-pressure grid (temperature ranging from 100 K to 3000 K with a spacing of 100 
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K, pressure ranging from 10–4 Pa to 108 Pa with a spacing of one order of magnitude) and 

collision-induced-absorption opacity data for CH4–CH4, CO2–CO2, H2–H2, H2–H, H2–CH4, 

N2–CH4, N2–H2, N2–N2, O2–CO2, O2–N2, and O2–O between the same temperature grid, 

solve the radiative transfer equation using opacity sampling at a resolving power of 1000, 

and generates wavelength-dependent transit depths. The wavelength range is between 300 

nm and 30 μm. Exo-Transmit considers the oblique path of light through the planetary 

atmosphere along a distant observer’s line of sight. It also accounts for opacity caused by 

Rayleigh scattering. All opacity data in Exo-Transmit are taken from (Freedman et al., 2008, 

2014; Lupu et al., 2014). 

We carry out Exo-Transmit calculations for 10–3 to 105 Pa of the modelled atmosphere. 

To account for 3D effects, we calculate a spectrum for every latitude on the terminator of the 

planet and average all output transmission spectra. To account for potential cloud effects that 

mute molecular absorption features, we also carry out calculations with an optically thick 

cloud deck at 100 hPa (Figs. 3.S3, 3.S4 in Appendix). One can find the lower bound of the 

transit depths in these cloudy scenarios. 

3.6 Appendix 

 
Figure 3.S1. Lightning emission of NO depends on the location of the substellar point. Column-
integrated NO production rates from lightning with the substellar point fixed at (A) 0°N, 180°E and (B) 
0°N, 0°E. The globally integrated NO production rate from lightning is 0.06 Tg N per year for (A) and 
0.16 Tg N per year for (B). 
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Figure 3.S2. Spatial distributions of ozone and some important atmospheric variables in different stages 
of the oscillations. Panels (A–F) show a representative time step in Stage I, when the ozone layer is 
stable. The global mean O3 column abundance is 248 DU. (A) O3 column abundance distribution. (B) 
Zonal mean O3 number density. (C) Zonal mean atmospheric temperature. (D) Atmospheric pressure at 
35 km altitude. (E) Zonal mean zonal wind speed. Positive values indicate eastward wind. (F) Zonal 
mean Brunt–Väisälä frequency. High values indicate strong convective stability and imply suppressed 
vertical mixing. Panels (G–L) show a time step when the ozone layer is unstable. The global mean O3 
column abundance is 37 DU. Patterns in panels (G–L) occasionally emerge in Stages II and III. The 
substellar point is located at 0°N, 180°E. 
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Figure 3.S3. Average cloud distribution. (A) Cloud fraction. The contributions from all vertical layers 
are considered. (B) Meridional mean cloud fraction as a function of longitude and atmospheric pressure. 
The substellar point is located at 0°N, 180°E. Convective clouds form in the substellar region and are 
transported eastward by westerly wind in the upper troposphere. The terminator at 90°E is almost free 
of cloud. Some cloud exists at the terminator at 90°W. Cloud top is located at about 100 hPa. 
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Figure 3.S4. Observational prospects in a cloudy scenario. Same as Fig. 3.5, except for an assumed, 
optically thick cloud deck located at 100 hPa over the entire globe which mutes all spectral features of 
absorbing species underneath. Compared to the clear-sky scenario, the time mean transit depth at 9.6 
μm is reduced from 60 ppm to 40 ppm, which doubles the required exposure time. The variability of 
transit depth is reduced from 50 ppm to 30 ppm, almost tripling the required exposure time. But these 
reductions should be considered as the upper bound as cloud is patchy at the terminators (Fig. 3.S3). 
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Figure 3.S5. Sea surface temperature and sea ice distribution. (A) Fixed sea surface temperature. Only 
grid boxes with 100% ocean fraction are shown. (B) Fixed sea ice fraction. Continent-only grid boxes 
are shown in white. Land-sea distribution of the modern Earth is used in the simulation. 

 

Figure 3.S6. Time series of the global mean column abundances of (left) O3 and (right) NOx with 
different NO emission fluxes. Self-sustained oscillations exist with the presence of an Earth-like surface 
NO emission flux or a surface NO emission flux that is three times the Earth’s value. In the latter case, 
the oscillations are faster. There is no signature oscillation without surface NO emission. 
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4.1 Abstract 

Submesoscale turbulence in the upper ocean consists of fronts, filaments, and vortices 

that have horizontal scales between 100 m and 100 km. High-resolution numerical 

simulations have suggested that submesoscale turbulence is associated with strong vertical 

motion that could substantially enhance the vertical exchange between the mixed layer and 

the thermocline, which may have a profound impact on marine ecosystems and climate. 

Theoretical, numerical, and observational work indicates that submesoscale turbulence is 

energized primarily by baroclinic instability in the mixed layer, which is most vigorous in 

winter. In this study, we demonstrate how such mixed layer baroclinic instabilities induce 

vertical exchange between the mixed layer and the thermocline, and we propose a scaling 

law for the dependence of the exchange on environmental parameters. From linear stability 

analysis and nonlinear simulations, we show that the exchange, quantified by how much 

thermocline water is entrained into the mixed layer, is proportional to the mixed layer depth, 

is inversely proportional to the Richardson number of the thermocline, and increases with 

increasing Richardson number of the mixed layer. Our results imply that the tracer exchange 

between the mixed layer and thermocline is more efficient when the mixed layer is thicker, 

when the thermocline stratification is weaker, when the mixed layer stratification is stronger, 

or when the lateral buoyancy gradient is stronger. The scaling suggests vigorous exchange 

between deep mixed layers and the permanent thermocline in winter and in mode water 

formation areas. 

4.2 Introduction 

Submesoscale turbulence, characterized by horizontal scales between 100 m and 100 

km, is an important feature in the upper ocean (Thomas et al., 2008; McWilliams, 2016). 

Unlike mesoscale motions that are typically characterized by Rossby number Ro ≪ 1, the 

Rossby number of submesoscale turbulence can be up to 𝒪(1). Therefore, submesoscale 

turbulence cannot be accurately described by the quasi-geostrophic (QG) theories. With 

weaker geostrophic constraint that enforces horizontal nondivergence, submesoscale 

motions can locally generate strong vertical motions up to 100 meters per day in the upper 



 

 

64 
ocean—one order of magnitude stronger than those generated by mesoscale motions 

(Mahadevan & Tandon, 2006; Thomas et al., 2008). Large vertical velocities at the base of 

the mixed layer can lead to vertical transfer of tracers, such as nutrient, dissolved CO2 and 

oxygen, and plankton, between the surface ocean and the interior. The vertical exchange has 

profound climatological and biological effects (Mahadevan & Archer, 2000; Lévy et al., 

2001; Thomas et al., 2008; Lévy et al., 2012a; Lévy et al., 2012b; Mahadevan, 2014; Omand 

et al., 2015; Mahadevan, 2016; Balwada et al., 2018; Lévy et al., 2018). On one hand, strong 

downwelling takes heat, dissolved CO2, and particulate organic carbon into the deep ocean 

(Omand et al., 2015), and then enhances heat and carbon uptake at the ocean surface 

(Balwada et al., 2018). The resulting acceleration in air-sea exchange has great implications 

in the context of global warming. Subduction of surface water can also export phytoplankton 

from the surface ocean into the interior, thus reducing primary productivity (Lévy et al., 

2012a; Mahadevan, 2014). On the other hand, it has been proposed that enhanced upwelling 

speeds up primary production by taking nutrient-replete deep water into the euphotic surface 

layer, which overcomes surface oligotrophic conditions and leads to phytoplankton growth 

(Mahadevan & Archer, 2000; Lévy et al., 2001; Lévy et al., 2012a; Mahadevan, 2016), 

although some studies have cast doubt about the importance of submesoscale motions in this 

process (Lévy et al., 2018). 

Submesoscale turbulence can be energized by a number of mechanisms (Mahadevan & 

Tandon, 2006; Thomas et al., 2008; McWilliams, 2016), such as mixed layer instability 

(MLI; Boccaletti et al., 2007; Callies et al., 2016), and strain-induced frontogenesis 

(McWilliams, 2021), etc. This paper focuses on the energization mechanism of MLI, which 

has been corroborated by observational evidence (Callies et al., 2015). Like baroclinic 

instability in the thermocline that energizes mesoscale eddies in the ocean, MLI energizes 

submesocale eddies by tapping into potential energy stored in the mixed layer in the presence 

of a lateral buoyancy gradient caused by spatially heterogenous surface buoyancy forcing. 

According to QG theories (Eady, 1949) which are often used to roughly characterize mixed 

layer baroclinic instability (e.g., Callies et al., 2016), the most unstable horizontal scale lies 

around the deformation radius of the mixed layer, 𝑁!ℎ!/𝑓 , where 𝑁!  and ℎ!  are the 

Brunt-Väisälä frequency and the thickness of the mixed layer, respectively, and 𝑓 is the 



 

 

65 
Coriolis parameter. Under Richardson number Ri ≡ 𝑁"/Λ"~𝒪(1) conditions (where Λ is 

the vertical shear of the horizontal flow), this horizontal scale is slightly modified by non-

QG effects (Stone, 1966, 1969, 1970). Under typical conditions of mixed layer stratification 

and thickness, the deformation radius of the mixed layer falls in the submesoscale range. QG 

theories suggest that the growth rate of MLI is close to the Eady growth rate of the mixed 

layer, 𝑓Λ/𝑁! . This scaling is also slightly modified by non-QG effects under Ri~𝒪(1) 

conditions. Weak stratification in the mixed layer leads to large growth rates, which is 

consistent with the timescales of submesoscale turbulence—on the order of several days. 

Due to variations in the mixed layer depth and available potential energy, the strength of MLI 

undergoes seasonal cycles, consistent with the observed seasonality in submesoscale 

turbulence (Callies et al., 2015). The observed vertical structure of submesoscale energy, 

which is enhanced throughout the mixed layer and decays below its base, is also consistent 

with the energization mechanism of MLI (Callies et al., 2015). 

Submesoscale turbulence plays two main roles in the upper ocean—restratifying the 

mixed layer and speeding up the exchange between the mixed layer and the thermocline. The 

former has received a good amount of attention (e.g., Boccaletti et al., 2007; Mahadevan et 

al., 2010) and a successful parameterization has been proposed (Fox-Kemper et al., 2008; 

Fox-Kemper & Ferrari, 2008; Fox-Kemper et al., 2011). In the parametrization, a scaling law 

for an overturning streamfunction for mixed layer eddies that restratifies the mixed layer is 

presented. The streamfunction is proportional to the product of the horizontal density 

gradient, the square of mixed layer depth, and the inertial period (Fox-Kemper et al., 2008), 

and its functionality has been demonstrated in both idealized and realistic ocean models. The 

streamfunction also advects tracers, but the parameterization does not explicitly account for 

the interaction between the mixed layer and thermocline. 

As MLI is affected by various environmental conditions, such as the stratification of the 

mixed layer and the thermocline, the horizontal buoyancy gradient, and the vertical shear of 

the mean flow, it is expected that these environmental parameters also influence the vertical 

exchange caused by MLI-induced submesocale motions. In this study, we first demonstrate 

how MLI induces vertical exchange between the mixed layer and thermocline, and then 
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explore the parameter dependence of the exchange. The physics revealed in this work can 

potentially be added to state-of-the-art boundary layer parameterization schemes in ocean 

global circulation models (e.g., Large et al., 1994; Fox-Kemper et al., 2011; Bachman et al., 

2017; Van Roekel et al., 2018). 

This article consists of two parts—linear stability analysis and nonlinear simulations, 

which will be discussed in the next two sections. 

4.3 Linear stability analysis 

4.3.1 Model formulation 

We formulate the simplest model for MLI in a controlled setting—A two-layer Eady 

model (Fig. 4.1). We consider two layers, the upper one representing the ocean mixed layer 

and the lower one representing the thermocline. The mixed layer has a mean depth ℎ! and a 

Brunt-Väisälä frequency 𝑁! . The thermocline has a mean depth ℎ#  and a Brunt-Väisälä 

frequency 𝑁#  (𝑁# > 𝑁! ). These parameters are the background conditions in the linear 

stability analysis, and will also be the initial conditions in the nonlinear simulations presented 

in the next section. It is worth noting that an infinitely deep thermocline can isolate the MLI 

(Callies et al., 2016), but for the sake of computational feasibility, we add a flat, rigid bottom 

for the thermocline. In the linear stability analysis, ℎ# = 5ℎ!. In the nonlinear simulations, 

ℎ# = ℎ!. We only present the cases where MLI is well isolated. 

For the sake of simplicity, we assume the same background horizontal buoyancy 

gradient (only in the y-direction) for the two layers, and we assume that the background 

buoyancy is continuous at the interface between the two layers, which makes the interface 

flat. With 𝐵 representing the background buoyancy, we assume 𝜕𝐵 𝜕𝑦⁄ = −𝑓Λ. In the y-z 

plane, the sloping isopycnals are relatively tilted in the mixed layer and relatively flat in the 

thermocline. Conforming to the thermal wind relation, a vertical shear in the background 

flow exits in both layers, 𝜕𝑈 𝜕𝑧⁄ = Λ, where 𝑈 represents the background mean flow in the 

x-direction. We assume that the sea surface is located at 𝑧 = 0.5ℎ! and apply the rigid-lid 

approximation. 
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Figure 4.1. A schematic plot for the configuration of an Eady model for the mixed layer and the 
thermocline. A deformable interface separates the mixed layer and the thermocline. A flat sea surface is 
assumed. In an idealized model that isolates MLI, no model bottom exists, but in order to make numerical 
simulations feasible, a flat model bottom is assumed. The black arrows show the background flow in the 
x-direction. The contours in the y-z plane represent isopycnals. Data are taken from one of the nonlinear 
simulations in this study, with Ri! = 1 and Ri" = 100, at 𝑡 = 60	𝑁!/𝑓Λ. 

The QG theories offer an approximate understanding of the MLI (Callies et al., 2016). 

Due to the discontinuity of stratification across the interface, a background potential vorticity 

(PV) sheet is present at the layer interface with the horizontal PV gradient in the –y direction. 

This PV gradient gives rise to Rossby waves propagating in the +x direction. The rigid 

surface acts as a layer with infinitely strong stratification. Due to the “effective” stratification 

jump across the surface, another background PV sheet is present at the surface with the 

horizontal PV gradient in the +y direction. This PV gradient gives rise to Rossby waves 

propagating in the –x direction. Due to the vertical shear in the background x-direction flow, 

the Rossby waves at the surface are Doppler shifted towards the +x direction, and the Rossby 

waves at the interface are Doppler shifted towards the –x direction. This allows the phase 

speeds (after Doppler shift) of the two sets of Rossby waves to be similar, thus the two sets 

of Rossby waves can be phase locked and mutually amplify. The mixed layer baroclinic 

instability hence emerges. 
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Rigorously speaking, the above QG reasoning only applies to circumstances where 

the Rossby number, Ro, (defined as Ro = 𝑈/𝑓𝐿, where  𝑈 is the characteristic speed of the 

horizontal flow, and 𝐿 is the characteristic horizontal length scale) of the two layers are much 

smaller than 1, but the QG reasoning still provides a heuristic perspective for understanding 

the dynamics. In the Eady model, Ro and Ri are related to each other by the following 

relationship: Ro = 1/√Ri. Therefore, the QG reasoning only applies to circumstances where 

Ri is much greater than 1. In the ocean, the mixed layer is typically observed to be weakly 

stratified and have a small Ri. The observed properties originate from two competing 

processes. On one hand, mechanical mixing induced by wind stress, negative surface 

buoyancy forcing, and cross-front Ekman transport induced by along-front wind stress can 

potentially reduce the stratification of the mixed layer down to zero or even negative values. 

On the other hand, fast-growing gravitational instability and symmetric instability can restore 

small Ri of the mixed layer back to 1 (Haine & Marshall, 1998). With Ri! restored to ~1, 

baroclinic instability becomes the fastest growing instability and further increases Ri! by 

restratifying the mixed layer (Stone, 1966; Stone et al., 1969; Stone, 1970; Haine & Marshall, 

1998). Therefore, in order to characterize the non-QG mixed layer dynamics with small Ri 

during the early stage of the development of the mixed layer baroclinic instability, we should 

use the primitive equations of fluid mechanics. As the magnitude of density variation in the 

model is far less than the density itself, we apply the Boussinesq approximation. 

The primitive equations are linearized around the mean state: 

𝜕𝑢
𝜕𝑡 + Λ𝑧

𝜕𝑢
𝜕𝑥 + 𝑤Λ − 𝑓𝑣 = −

1
𝜌$
𝜕𝑝
𝜕𝑥 

𝜕𝑣
𝜕𝑡 + Λ𝑧

𝜕𝑣
𝜕𝑥 + 𝑓𝑢 = −

1
𝜌$
𝜕𝑝
𝜕𝑦 

1
𝜌$
𝜕𝑝
𝜕𝑧 = 𝑏 

𝜕𝑢
𝜕𝑥 +

𝜕𝑣
𝜕𝑦 +

𝜕𝑤
𝜕𝑧 = 0 
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𝜕𝑏
𝜕𝑡 + Λ𝑧

𝜕𝑏
𝜕𝑥 − 𝑓Λ𝑣 + 𝑁

"𝑤 = 0 

In the equations above, 𝑢, 𝑣, and 𝑤 represent perturbation velocities in the x-, y-, and z-

directions on top of the background velocities 𝑈 = Λ(𝑧 − 0.5ℎ!), 𝑉 = 𝑊 = 0. 𝑝 and 𝑏 

represent perturbation pressure and perturbation buoyancy. It is worth noting that the 

perturbation buoyancy is on top of the background buoyancy field that has a gradient of −𝑓Λ 

in the +y direction and a gradient of 𝑁" in the +z direction. The Brunt-Väisälä frequency 𝑁 

is equal to 𝑁!  in the mixed layer and is equal to 𝑁#  in the thermocline. For the sake of 

simplicity, hydrostatic approximation is adopted in the vertical momentum equation. Non-

hydrostatic effects are shown to be insignificant for baroclinic instability unless the vertical 

shear Λ is far smaller than the Coriolis parameter 𝑓 (Stone, 1971; Mahadevan, 2006; Callies 

& Ferrari, 2018). 

Nondimensionalization is then performed to reduce the number of environmental 

parameters in the equations and simplify the parameter space. We pick the deformation 

radius of the mixed layer, 𝑁!ℎ!/𝑓, as the horizontal length scale, and the thicknesses of the 

two layers, ℎ! and ℎ#, as the vertical length scales for the mixed layer and the thermocline, 

respectively. For horizontal perturbation velocities, we pick Λℎ! , the difference in the 

background horizontal velocity from the bottom of the mixed layer to the surface, as the 

velocity scale. We then choose the scales for all other variables based on dimensional 

relationships in geostrophic balance and hydrostatic balance—we pick Λℎ!𝑓/𝑁!  and 

Λℎ#𝑓/𝑁! for the perturbation vertical velocity 𝑤 in the mixed layer and the thermocline, 

respectively, 𝜌%Λℎ!" 𝑁!  for the perturbation pressure in the two layers, Λℎ!𝑁!  and 

Λℎ!" 𝑁!/ℎ#  for the perturbation buoyancy in the mixed layer and the thermocline, 

respectively, and 𝑁!/𝑓Λ for time. The resulting dimensionless equations for the mixed layer 

are 

1
IRi!

J
𝜕𝑢&

𝜕𝑡& + 𝑧
& 𝜕𝑢

&

𝜕𝑥& +𝑤
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𝜕𝑝&

𝜕𝑧& = 𝑏& 

𝜕𝑢&

𝜕𝑥& +
𝜕𝑣&
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𝜕𝑏&

𝜕𝑡& + 𝑧
& 𝜕𝑏

&

𝜕𝑥& − 𝑣
&K + 𝑤& = 0 

The resulting dimensionless equations for the thermocline are 

1
IRi!

J
𝜕𝑢&
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&

𝜕𝑥& − 𝛾𝑣
&K +

Ri#
Ri!

𝛾"𝑤& = 0 

where primes denote dimensionless variables. 

The dimensionless equations show that the problem is only determined by three 

dimensionless numbers—the Richardson number of the mixed layer (Ri!), the Richardson 

number of the thermocline (Ri#), and the ratio of the thermocline thickness to the mixed layer 

thickness (𝛾 = ℎ#/ℎ!). For the boundary conditions, we assume zero vertical velocities at 

the sea surface and at the base of the thermocline. 𝑤  and 𝑝  are continuous at the layer 

interface. Plugging in wave ansatzes such as 𝑢 = Re{𝑢O(𝑧)exp[𝑖(𝑘𝑥 + 𝑙𝑦 − 𝜔𝑡)]} for all the 

variables 𝑢, 𝑣, 𝑤, 𝑝, and 𝑏, where 𝑘 and 𝑙 are the horizontal wavenumbers in the x- and y-

directions, respectively, the equations above can be transformed into an eigenvalue problem 

of 𝜔. We then use Dedalus, an open-source code that solves differential equations using 

spectral methods (Burns et al., 2020), to solve the discretized equations and obtain a 
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numerical solution for the dispersion relationship for different combinations of the three 

dimensionless parameters. In the solution 𝜔 = 𝜔(𝑘, 𝑙; 	Ri!, Ri# , 𝛾), 𝜔 is a complex number. 

Its real part 𝜔' can be used to retrieve the horizontal phase speed in the x- and y-directions, 

𝑐(  and 𝑐)—𝑐( = 𝜔'/𝑘  and 𝑐) = 𝜔'/𝑙 . The imaginary part of 𝜔 , denoted as 𝜎 , is the 

exponential growth rate of the instability. In addition to the dispersion relationship, the 

vertical structures of the oscillation amplitude of all the variables, namely, 𝑢O(𝑧), 𝑣O(𝑧), �̂�(𝑧), 

�̂�(𝑧), and �̀�(𝑧), can also be obtained. These can inform where MLI-induced motion is the 

strongest and how energy is vertically distributed. 

Preliminary test experiments show that 𝛾 = 5 is sufficient for isolating MLI from the 

influence of the rigid bottom of the thermocline, so we use 𝛾 = 5 in all the linear stability 

analyses. In the spectral space, we resolve the mixed layer, located between 𝑧 = 0.5	ℎ! and 

𝑧 = −0.5	ℎ!, with 128 Chebyshev modes. We also resolve the thermocline, located between 

𝑧 = −0.5	ℎ! and 𝑧 = −5.5	ℎ!, with 128 Chebyshev modes. The vertical resolutions of the 

two layers are hence 128 unevenly spaced vertical layers in the mixed layer and 128 unevenly 

spaced vertical layers in the thermocline in the physical space. The grid spacing is smaller 

near the ocean surface, near the layer interface, and near the bottom of the thermocline. It is 

larger in the interior of each layer. 

4.3.2 Results 

As shown in Stone (1966), at the same 𝑘, the largest growth rate always takes place 

when 𝑙 = 0, so we focus on the 𝑙 = 0 cases. 

The dispersion relationship shows two peaks in the growth rate curve, similar to Fig. 5a 

in Callies et al. (2016). The peak at smaller wavenumbers corresponds to the thermocline 

baroclinic instability, produced by the PV gradient reversal between the surface and the 

bottom of the thermocline. The maximum growth rate, ~0.3	𝑓Λ/𝑁#, takes place near the 

Rossby deformation radius of the thermocline at 1.6	𝑁#ℎ#/𝑓 . The peak at larger 

wavenumbers corresponds to MLI. The maximum growth rate takes place near the Rossby 

deformation radius of the mixed layer, ranging from 1.1	𝑁!ℎ!/𝑓  to 1.6	𝑁!ℎ!/𝑓 , 
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depending on Ri of the two layers. The maximum growth rate is between 0.23	𝑓Λ/𝑁! 

and 0.3	𝑓Λ/𝑁!. As typically 𝑁#ℎ# ≫ 𝑁!ℎ!, the two growth rate peaks are well separated 

from each other in terms of spatial scales. Also, as typically 𝑁# ≫ 𝑁! , MLI always 

outcompetes thermocline instability in terms of the maximum growth rate. 

Figure 4.2 shows typical spatial structures associated with the fastest growing MLI 

modes in the x-z plane. As shown by the plots of 𝑢, 𝑣, and 𝑤 oscillations, the MLI-induced 

flow is mostly confined within the mixed layer, from 𝑧 = −0.5	ℎ! to 𝑧 = 0.5	ℎ!, and the 

modes tilt in the –x direction. The largest amplitudes of 𝑢 and 𝑣 oscillations are located at 

the surface (𝑧 = 0.5	ℎ!) and at the layer interface (𝑧 = −0.5	ℎ!) (Fig. 4.2a, b). On the 

contrary, the largest amplitude of the 𝑤 oscillation takes place at the midplane of the mixed 

layer (Fig. 4.2c). Importantly, the oscillations of 𝑢, 𝑣, and 𝑤 all extend into the upper part of 

the thermocline. In particular, the 𝑤  oscillation at the layer interface can cause vertical 

displacement of the interface, resulting in vertical exchange between the mixed layer and 

thermocline. The dependence of the vertical structure of the 𝑤 oscillation on Ri# is illustrated 

in Fig. 4.3. At the layer interface (𝑧 = −0.5	ℎ!), the amplitude of the 𝑤 oscillation decreases 

as Ri# increases, indicating that large Ri# suppresses vertical motion at the layer interface. 

 

Figure 4.2. Spatial structures of the MLI modes. The four panels show (a) 𝑢, (b) 𝑣, (c) 𝑤, and (d) 𝑏. The 
x-axes show the distance in the x-direction multiplied by the most unstable 𝑘. The y-axes show depth. The 
mixed layer is located between 𝑧 = 0.5	ℎ!  and 𝑧 = −0.5	ℎ! . The thermocline is located below 𝑧 =
−0.5	ℎ! (only the upper part is shown). The quantity against which a variable is nondimensionalized is 
shown in parentheses. Data are taken from the linear analysis with Ri! = 1  and Ri" = 100 . The 
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magnitudes of the variables are scaled such that the horizontally averaged energy in the water column 
is equal to 𝜌#Λ$ℎ!% . 

 

Figure 4.3. Large Richardson numbers of the thermocline, Ri", suppress vertical velocity at the interface 
between the mixed layer and the thermocline. Shown are the vertical structures of the amplitude of the 
MLI-induced 𝑤 oscillation. The interface is located at 𝑧 = −0.5	ℎ! . Data are taken from three linear 
stability analyses. The magnitudes of the variables are scaled such that the horizontally averaged energy 
in the water column is equal to 𝜌#Λ$ℎ!% . 

The spatial structure of the 𝑏 oscillation is different from those of 𝑢, 𝑣, and 𝑤 (Fig. 

4.2d). The largest amplitude takes place beneath the layer interface. In the thermocline, the 

amplitude decays with depth, and the modes tilt towards the –x direction. The amplitude of 

the 𝑏 oscillation in the mixed layer is small, and its largest values take place at the surface 

and just above the interface. The modes in the mixed layer tilt towards the +x direction. There 

is an abrupt phase shift across the interface. For typical Richardson numbers of the mixed 

layer and the thermocline, the phase shift is ~180°, due to the fact that the MLI-induced 

motion in the y-z plane is oriented between the isopycnal slopes in the mixed layer and in the 

thermocline. The value of the phase shift depends on Ri! and Ri#. 

It is worth noting that the oscillation amplitudes shown in Figs. 4.2 and 4.3 scale with 

the square root of eddy energy. Eddy energy is defined as the sum of eddy kinetic energy 

(EKE) and eddy potential energy (EPE). Under Boussinesq approximation, EKE takes the 

form 

EKE =
1
2𝜌%

(𝑢" + 𝑣")	
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And	EPE	takes	the	form	

EPE =
𝜌%𝑏"

2𝑁" 	

where 𝑁 is evaluated with 𝑁! or 𝑁# accordingly in the two layers. To illustrate the spatial 

structures of the MLI modes, we normalize the horizontal mean column-integrated eddy 

energy to 𝜌%Λ"ℎ!* . The normalization has a physical meaning—the energy associated with 

the eddies in the mixed layer is roughly comparable to the energy associated with the mean 

state in the mixed layer. This roughly marks the transition point from the linear phase of the 

instability development to the nonlinear phase. The relationship between the energy 

normalization and the transition point will be further discussed in the Discussion and 

Summary section. 

Figure 4.4 shows the dependence of linear model on Ri! and Ri#. The ranges of the 

Richardson numbers discussed here, 1 ≤ Ri! ≤ 3160, 63 ≤ Ri# ≤ 10+, cover all typical 

conditions in the real upper ocean. Our test results show that when Ri! and Ri# are too close 

to each other (e.g., when the stratification jump across the interface between the mixed layer 

and the thermocline is small enough), MLI modes extend downwards far below the base of 

the mixed layer and touch the bottom of the thermocline. To avoid the interference from the 

artificial thermocline bottom, we only present the cases with Ri# ≥ 30	Ri!, such that the 

largest oscillation amplitudes of 𝑢, 𝑣, 𝑤, 𝑝, and 𝑏 in the interior of the thermocline are all 

smaller than 1‰ of their largest amplitudes in the mixed layer. 

Figure 4.4a shows the dependence of the most unstable x-direction wavenumber 𝑘 (the 

𝑘 associated with the highest growth rate of the instability) on Ri! and Ri#. In the middle 

right part of the figure, Ri! is ~100, and Ri# approaches 10+, so the mixed layer approaches 

the QG limit and the base of the mixed layer approximates a rigid bottom. This analogy was 

highlighted in Nakamura & Held (1989) when they described a low PV layer sandwiched by 

two high PV layers. (High Ri is equivalent to high PV, as will be shown in the next section.) 

The most unstable 𝑘 takes its highest value ~1.6	𝑓/𝑁!ℎ! in the middle right part of the 

figure, consistent with the result from the QG Eady model for baroclinic instability (Eady, 

1949). As Ri!  decreases, the mixed layer moves away from the QG limit, and the most 
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unstable 𝑘 (𝑘!,( ) decreases towards ~1.1	𝑓/𝑁!ℎ! . This decreasing trend of 𝑘!,(  is 

consistent with the analytical solution in Stone et al. (1966) for a single-layer model: 

𝑘!,( ≈ v
5/2

1 + 1/Riw
-/" 𝑓

𝑁ℎ 

This behavior is observed for a broad range of Ri#, indicating that non-QG dynamics in 

general results in larger horizontal scales of baroclinic instability (in units of the Rossby 

deformation radius) than QG dynamics. When Ri# approaches Ri!, the most unstable 𝑘 also 

decreases due to the modification of the MLI modes by the thermocline as the MLI modes 

penetrate deeper into the thermocline. 

 

Figure 4.4. Dependence of the behaviors of the linear model on the Richardson numbers of the two layers. 
The four panels show the dependence of (a) the most unstable x-direction wavenumber 𝑘!&' , (b) the 
largest growth rate of the instability over all horizontal wavenumbers, (c) the oscillation amplitude of 𝑤 
at the layer interface, and (d) the variance of the vertical displacement of the interface, 𝜂, on the Richardson 
numbers of the mixed layer and of the thermocline, Ri! and Ri". The magnitudes of the variables are 
scaled such that the horizontally averaged energy in the water column is equal to 𝜌#Λ$ℎ!% . 
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The maximum growth rate of mixed layer instability (“maximum” with respect to 

different 𝑘) depends on Ri! only (Fig. 4.4b). In the upper half of the figure where Ri! ≫ 1, 

the result from the QG Eady model is reproduced—the maximum growth rate is about 

0.3	𝑓Λ/𝑁! . As Ri!  decreases, the mixed layer moves away from the QG limit, and the 

maximum growth rate decreases, again consistent with the scaling in Stone (1966): 

𝜎!,( ≈ v
5/54

1 + 1/Riw
-/" 𝑓Λ

𝑁  

This indicates that non-QG dynamics results in slower growth of baroclinic instability 

(in units of 𝑓Λ/𝑁, the dimension for the growth rate). Note that this is a secondary effect on 

top of the change in the growth rate dimension itself, which equals 𝑓/√Ri and increases with 

stronger non-QG dynamics at decreasing Ri. Also note that the trends in 𝑘!,( and 𝜎!,( are 

independent of the energy normalization. 

With the column-integrated energy normalized to 𝜌%Λ"ℎ!* , the nondimensionalized 

vertical velocity at the layer interface has a strong dependence on Ri#  and a negligible 

dependence on Ri!  (Fig. 4.4c). Increasing Ri#  from 10"  to 10+  reduces the 

nondimensionalized 𝑤  oscillation amplitude at the interface from 0.1	Λℎ!𝑓/𝑁!  to 

0.003	Λℎ!𝑓/𝑁! . The reduction of 𝑤 at the base of the mixed layer is unrelated to the 

amplitude of 𝑤 in the interior of the mixed layer, whose change is small, as illustrated in Fig. 

4.3. Taking the scale of 𝑤  (which is Λℎ!𝑓/𝑁! = ℎ!𝑓/IRi! ) into consideration, the 

oscillation amplitude of the dimensional 𝑤 decreases with increasing Ri!—the former is 

proportional to 1/IRi! (with the column-integrated energy normalized to 𝜌%Λ"ℎ!* ). 

Figure 4.4d provides another perspective for how large Ri# damps vertical motion at the 

base of the mixed layer—the variance of the vertical displacement of the layer interface, 𝜂. 

𝜂 is approximately zero in the initial state. The magnitude of the interface deformation is a 

more straightforward indicator of the vertical exchange across the base of the mixed layer 

than the magnitude of 𝑤, as the amplification of the interface deformation is caused by the 

correlation between 𝑤 and 𝜂, rather than 𝑤 alone. This is because the growth rate of the 

variance of the vertical displacement of the interface is 
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d𝜎/"

d𝑡 =
d𝜂"zzz

d𝑡 =
𝜕𝜂"

𝜕𝑡

zzzzz
= 2𝜂

𝜕𝜂
𝜕𝑡

zzzzzzz
= 2𝜂𝑤zzzzzz 

where overbars denote horizontal average and 𝜕𝜂/𝜕𝑡 = 𝑤 is used. If 𝜂 and 𝑤 are in phase, 

the deformation of the interface grows, and vice versa. 

Like 𝑤  at the layer interface, the nondimensionalized (against ℎ! ) variance of the 

interface displacement strongly depends on Ri# and does not depend on Ri!. Increasing Ri# 

from 10" to 10+ results in its decrease from 0.01	ℎ!"  to 5 × 1001	ℎ!" . But unlike 𝑤 at the 

layer interface, the scale of 𝜎/" (which is ℎ!" ) does not contain Ri!, so the dimensional 𝜎/" 

has no Ri! dependence (with the column-integrated energy normalized to 𝜌%Λ"ℎ!* ). This is 

seemingly inconsistent with the negative Ri! dependence of 𝑤 at the layer interface. The 

key to resolve the inconsistency lies in the scale of time—𝑁!/𝑓Λ = IRi!/𝑓, which scales 

with IRi!, canceling out the reducing effect of increasing Ri! on the scale of 𝑤. 

It is worth noting that the magnitudes of 𝑤 and 𝜎/" relies on the energy normalization, 

as stated above, but it is roughly the transition points from the linear phase to the nonlinear 

phase of the instability development that are being compared here. It is also worth noting that 

the IRi# dependences shown in Figs. 4.4c and 4.4d should be understood qualitatively, as 

nonlinearity in the later stage of the instability development can stretch sinusoidal waves to 

filaments that the wave ansatzes can no longer describe, and the exchange happens when 

filaments of thermocline water are entrained into the mixed layer, as shown by the nonlinear 

simulations in the next section. 

The dimension chosen for 𝜎/" and the parameter dependence of the nondimensionalized 

𝜎/" inform where strong exchange between the mixed layer and the thermocline can be found 

in the real ocean. The dimension itself, ℎ!" , implies that deep mixed layers, as observed in 

regions with negative surface buoyancy forcing and strong wind-induced mixing, e.g., the 

Southern Ocean (e.g., de Boyer Montégut et al., 2004), are favorable for strong vertical 

exchange. The dependence of 𝜎/"  on Ri# = 𝑁#"/Λ"  implies that weakly stratified 

thermocline, as observed in the Southern Ocean and in the mode water formation regions in 

the western part of subtropical gyres, and strong horizontal buoyancy gradient (or 
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equivalently, strong vertical shear in the background flow), as observed in the Southern 

Ocean and near the western boundary currents, are favorable for strong vertical exchange 

across the base of the mixed layer. 

4.4 Nonlinear simulations 

4.4.1 Model formulation 

To characterize the parameter dependence of the vertical exchange in the nonlinear 

phase of the instability development, we pose an initial-value problem, where the system 

freely evolves from idealized initial states. No external forcings are enforced. The model 

configuration is modified based on that in the linear stability analysis—only 𝛾 is reduced 

from 5 to 1 in order to better resolve the mixed layer. The simulation domain spans from 𝑥 =

0  to 12	𝑁!ℎ!/𝑓 , from 𝑦 = 0  to 12	𝑁!ℎ!/𝑓 , and from 𝑧 = −1.5	ℎ!  to 0.5	ℎ! . The 

domain is doubly periodic in the horizontal directions. In the initial states, the upper half of 

the domain (from 𝑧 = −0.5	ℎ!  to 0.5	ℎ! ) represents the mixed layer with a small 

Richardson number Ri!, and the lower half (from 𝑧 = −1.5	ℎ! to −0.5	ℎ!) represents the 

thermocline with a large Ri#. Note that computationally, there is only one layer sandwiched 

by two rigid lids representing the sea surface and the bottom of the thermocline (an artificial 

boundary only for computational feasibility), and the layer is initially weakly stratified in the 

upper half and strongly stratified in the lower half. This is different from the two-layer model 

in the linear stability analysis. 

The nonlinear terms that are dropped in the linear stability analysis are now restored 

𝜕𝑢
𝜕𝑡 +

(Λ𝑧 + 𝑢)
𝜕𝑢
𝜕𝑥 + 𝑣

𝜕𝑢
𝜕𝑦 + 𝑤 vΛ +

𝜕𝑢
𝜕𝑧w − 𝑓𝑣 = −

1
𝜌$
𝜕𝑝
𝜕𝑥 + ℱ

(𝑢) 

𝜕𝑣
𝜕𝑡 +

(Λ𝑧 + 𝑢)
𝜕𝑣
𝜕𝑥 + 𝑣

𝜕𝑣
𝜕𝑦 + 𝑤

𝜕𝑣
𝜕𝑧 + 𝑓𝑢 = −

1
𝜌$
𝜕𝑝
𝜕𝑦 + ℱ

(𝑣) 

1
𝜌$
𝜕𝑝
𝜕𝑧 = 𝑏 
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𝜕𝑢
𝜕𝑥 +

𝜕𝑣
𝜕𝑦 +

𝜕𝑤
𝜕𝑧 = 0 

𝜕𝑏
𝜕𝑡 +

(Λ𝑧 + 𝑢)
𝜕𝑏
𝜕𝑥 + 𝑣 v−𝑓Λ +

𝜕𝑏
𝜕𝑦w + 𝑤

𝜕𝑏
𝜕𝑧 = ℱ(𝑏) 

where ℱ(𝑢), ℱ(𝑣), and ℱ(𝑏) represent hyperviscosity terms that are used to limit forward 

cascade of energy and stabilize the numerical simulation. The Prandtl number Pr = 1 is 

assumed, which means that momentum diffusion and thermal diffusion are at an equal pace. 

ℱ  consists of fourth-order hyperviscosity in the horizontal directions and second-order 

hyperviscosity in the vertical direction. It takes the form 

ℱ = −𝜇 J
𝜕2

𝜕𝑥2 + 2
𝜕2

𝜕𝑥"𝜕𝑦" +
𝜕2

𝜕𝑦2K + 𝜈
𝜕"

𝜕𝑧" 

The fourth-order hyperviscosity in the horizontal directions can more efficiently 

suppress fine-scale horizontal gradients. 

Note that the decomposition of buoyancy into background buoyancy 𝐵 and perturbation 

buoyancy 𝑏 in the nonlinear simulations is different from that in the linear stability analysis. 

In the linear stability analysis, the background 𝐵 has a vertical stratification 𝑁", whereas in 

the nonlinear simulations, 𝑁"  is in the initial state of the perturbation 𝑏 , which allows 

significant variations in 𝑁". 

In addition to the five variables in the linear stability analysis, we apply a tracer field 𝑐 

to trace water that is initially in the thermocline. 𝑐  follows an equation similar to the 

buoyancy equation 

𝜕𝑐
𝜕𝑡 +

(Λ𝑧 + 𝑢)
𝜕𝑐
𝜕𝑥 + 𝑣

𝜕𝑐
𝜕𝑦 + 𝑤

𝜕𝑐
𝜕𝑧 = ℱ(𝑐) 

For boundary conditions, we apply rigid boundaries 𝑤 = 0 at the top of the mixed layer 

and at the bottom of the thermocline. No surface or bottom stress is assumed: 𝜕𝑢/𝜕𝑧 =

𝜕𝑣/𝜕𝑧 = 0. Meanwhile, no buoyancy forcing or tracer injection is applied at the boundaries: 

𝜕𝑏/𝜕𝑧 = 0, 𝜕𝑐/𝜕𝑧 = 0. 
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The initial state of the model consists of a background x-direction flow 𝑈 =

Λ(𝑧 − 0.5	ℎ!) with the perturbation flow 𝑢 = 𝑣 = 𝑤 = 0. On top of a background lateral 

buoyancy gradient 𝜕𝐵/𝜕𝑦 = −𝑓Λ, the vertical gradient of the perturbation buoyancy 𝑏 is 

initialized using a tanh function in order to mitigate truncation error associated with the step 

function: 

𝑏 = �−
1
2 v

Ri#
Ri!

− 1wRi!-/" 𝑧%
ℎ!

ln v2 cosh
𝑧 + 0.5	ℎ!

𝑧%
w +

1
2 v

Ri#
Ri!

+ 1wRi!-/" 𝑧
ℎ!

+
1
4 v

Ri#
Ri!

− 1wRi!-/"� Λℎ!𝑁! 

where 𝑧% = 0.02	ℎ! is an arbitrarily chosen parameter that represents the thickness of the 

“smooth zone” between the mixed layer and the thermocline in the initial state. Away from 

the layer interface, 𝜕𝑏/𝜕𝑧 ≈ 𝑁!"  in the mixed layer, and 𝜕𝑏/𝜕𝑧 ≈ 𝑁#" in the thermocline. 𝑏 

is continuous at the initial layer interface. The tracer concentration 𝑐  is set to 1 

(dimensionless) in the thermocline and 0 in the mixed layer. We will refer to 𝑐 as the “binary 

tracer” hereinafter. 

As in the linear stability analysis, the equations above are nondimensionalized. We pick 

the Rossby deformation radius of the mixed layer in the initial state, 𝑁!ℎ!/𝑓 , as the 

horizontal length scale, the initial thickness of the mixed layer ℎ! as the vertical length scale, 

Λℎ! as the scale for the perturbation horizontal velocity 𝑢 and 𝑣. We then choose the scales 

for all other variables (except 𝑐 ) according to dimensional relationships in geostrophic 

balance and hydrostatic balance—we pick Λℎ!𝑓/𝑁! for perturbation vertical velocity 𝑤, 

𝜌%Λℎ!" 𝑁!  for perturbation pressure, Λℎ!𝑁!  for perturbation buoyancy, and 𝑁!/𝑓Λ for 

time. The hyperviscosity coefficients 𝜇  and 𝜈  are nondimensionalized as follows—𝜇 =

Λ𝑁!* ℎ!2 /𝑓*Re, 𝜈 = Λℎ!" 𝑓/𝑁!Re, where Re is the Reynolds number which indicates the 

relative importance of the advection terms with respect to the hyperviscosity terms. Re 

should be as large as possible. We set Re = 102, the largest possible Re that does not incur 

checkerboard instability. 
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The dimensionless equations of motion are 

1
IRi!

�
𝜕𝑢&

𝜕𝑡& +
(𝑧& + 𝑢&)

𝜕𝑢&

𝜕𝑥& + 𝑣
& 𝜕𝑢

&

𝜕𝑦& +𝑤
& J1 +

𝜕𝑢&

𝜕𝑧&K� − 𝑣
& = −

𝜕𝑝&

𝜕𝑥& +	ℱ
&(𝑢&) 

1
IRi!

�
𝜕𝑣&

𝜕𝑡& +
(𝑧& + 𝑢&)

𝜕𝑣&

𝜕𝑥& + 𝑣
& 𝜕𝑣

&

𝜕𝑦& +𝑤
& 𝜕𝑣

&

𝜕𝑧&� + 𝑢
& = −

𝜕𝑝&

𝜕𝑦& + ℱ
&(𝑣&) 

𝜕𝑝&

𝜕𝑧& = 𝑏& 

𝜕𝑢&

𝜕𝑥& +
𝜕𝑣&

𝜕𝑦& +
𝜕𝑤&

𝜕𝑧& = 0 

1
IRi!

�
𝜕𝑏&

𝜕𝑡& +
(𝑧& + 𝑢&)

𝜕𝑏&

𝜕𝑥& + 𝑣
& J−1 +

𝜕𝑏&

𝜕𝑦&K + 𝑤
& 𝜕𝑏

&

𝜕𝑧&� = ℱ&(𝑏&) 

1
IRi!

�
𝜕𝑐&

𝜕𝑡& +
(𝑧& + 𝑢&)

𝜕𝑐&

𝜕𝑥& + 𝑣
& 𝜕𝑐

&

𝜕𝑦& +𝑤
& 𝜕𝑐

&

𝜕𝑧&� = ℱ&(𝑐&) 

where ℱ& takes the form 

ℱ& = −
1

IRi!

1
Re J

𝜕2

𝜕𝑥&2
+ 2

𝜕2

𝜕𝑥&"𝜕𝑦&"
+

𝜕2

𝜕𝑦&2
K +

1
IRi!

1
Re

𝜕"

𝜕𝑧&"
 

We use Dedalus to solve the initial value problem. In the spectral space, we use 192 

Fourier modes in both x- and y-directions, and use 256 Chebyshev modes in the z-direction. 

Translated into the physical space, these are equivalent to 192 evenly spaced grids in both x- 

and y-directions and 256 unevenly spaced grids in the z-direction. The linear stability analysis 

shows that the wavelength of mixed layer instability in the x-direction ranges from 3.9 to 

5.7	𝑁!ℎ!/𝑓. Therefore, with 192 Fourier modes resolving 12	𝑁!ℎ!/𝑓 in the horizontal 

directions, each wavelength is resolved by 62 to 91 grids. The vertical grids are denser near 

the sea surface and near the bottom of the thermocline, and are sparser near the center of the 

water column where the base of the mixed layer is located in the initial state. 
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We add a white noise field to the perturbation buoyancy field 𝑏 in order to break 

symmetry in the initial state. The values of the white noise at all grid points follow a Gaussian 

distribution with a mean value of zero and a standard deviation of 100*. 

We sample six combinations of Ri! and Ri#: (1) Ri! = 1 and Ri# = 10", (2) Ri! = 1 

and Ri# = 10* , (3) Ri! = 1 and Ri# = 102 , (4) Ri! = 10 and Ri# = 10* , (5) Ri! = 10 

and Ri# = 102 , and (6) Ri! = 10"  and Ri# = 102 . Ri!  and Ri#  not only determine the 

initial state, but also determine the magnitude of deviation from QG dynamics. All the 

simulations start at 𝑡 = 0 and end at 𝑡 = 100	𝑁!/𝑓Λ. 

4.4.2 Results 

Every nonlinear simulation undergoes four stages of evolution (Fig. 4.5). As its high-

wavenumber variability is damped by diffusion, the artificially introduced white noise in the 

initial state quickly forms a pattern that is revealed in the linear stability analysis in Section 

2.2, which is characterized by parallel stripes orienting in the y-direction with alternate 

positive and negative buoyancy anomalies in the x-direction (Fig. 4.5a). This demonstrates 

that the fastest growing mode of baroclinic stability is associated with 𝑙 = 0. The buoyancy 

anomalies then grow exponentially until the relative vorticity becomes comparable to 𝑓, at 

which time a transition from the linear phase to the nonlinear phase happens (Fig. 4.5b). The 

subsequent nonlinear phase is characterized by small cyclonic and anticyclonic eddies that 

transport momentum, buoyancy, and the binary tracer (Fig. 4.5c). Gradually, the inverse 

cascade of energy comes into play, during which period of time vortices merge and grow in 

size. By the end of each simulation, there is a cyclonic vortex centered around a negative 

buoyancy anomaly at the midplane of the mixed layer (Fig. 4.5d), and the horizontally 

averaged buoyancy anomaly at this level has decreased below zero (the mean value in the 

initial state). 
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Figure 4.5. Snapshots of the evolution of the perturbation buoyancy 𝑏 at the midplane of the mixed layer 
in a nonlinear simulation. Four panels show the four different stages of the evolution: (a) the linear phase, 
at 𝑡 = 29	𝑁!/𝑓Λ , (b) the transition point between the linear phase and the nonlinear phase, at 𝑡 =
48	𝑁!/𝑓Λ, (c) the early nonlinear phase, at 𝑡 = 55	𝑁!/𝑓Λ, and (d) the late nonlinear phase when the 
inverse cascade of energy has taken effect, at 𝑡 = 85. Data are taken from a nonlinear simulation with 
Ri! = 10 and Ri" = 10%. 

After the nonlinear phase starts at 𝑡 ≈ 50	𝑁!/𝑓Λ, vertical displacement of the base of 

the mixed layer becomes finite-amplitude, leading to entrainment of thermocline water into 

the mixed layer. This is evident from the evolving binary tracer and hydrostatic PV fields 

(Fig. 4.6). Hydrostatic PV is defined as 

𝑞3 = v𝑓 +
𝜕𝑣
𝜕𝑥 −

𝜕𝑢
𝜕𝑦w

𝜕𝑏
𝜕𝑧 −

𝜕𝑣
𝜕𝑧
𝜕𝑏
𝜕𝑥 + vΛ +

𝜕𝑢
𝜕𝑧w v−𝑓Λ +

𝜕𝑏
𝜕𝑦w 

In the initial state, 𝑞3 = 𝑓𝜕𝑏/𝜕𝑧 − 𝑓Λ" = 𝑓𝑁" − 𝑓Λ" = 𝑓Λ"(Ri − 1). Therefore, if 

we pick 𝑓Λ" as the dimension for PV, the nondimensionalized value 𝑞3&  in the initial state is 

equal to Ri − 1. Thus, water mass has a high nondimensionalized PV in the thermocline and 

a low nondimensionalized PV in the mixed layer in the initial state. Since PV is 

approximately conserved (it is rigorously conserved if the flow is inviscid), as the system 
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evolves, high hydrostatic PV serves as a tracer of thermocline water as high binary tracer 

concentration does. Figure 4.6a shows an x-z cross section of the binary tracer field, where 

water from the shallow thermocline with high tracer concentration forms filaments that 

extend upwards into the mixed layer. The cross section of hydrostatic PV shows similar 

patterns to that of the binary tracer in the lower part of the mixed layer, where high PV 

thermocline water forms filaments and is entrained upwards (Fig. 4.6b), similar to the PV 

intrusions into the low-PV intermediate layer caused by vortex rollup in Garner et al. (1992). 

As the low buoyancy and high PV thermocline water is gradually entrained into the mixed 

layer, at the midplane of the mixed layer (𝑧 = 0), the average buoyancy decreases, and 

vorticity has an increasingly positive bias, as shown in Fig. 4.5d. 

 
Figure 4.6. Binary tracer and hydrostatic PV trace each other in the nonlinear phase of nonlinear 
simulations. Thermocline water with (a) high binary tracer concentration and (b) high PV is entrained into 
the mixed layer. The initial interface between the mixed layer and the thermocline is located at 𝑧 = −0.5. 
Data are taken from the nonlinear simulation with Ri! = 1 and Ri" = 100. 

Unlike the lower part of the mixed layer where high PV filaments and high binary tracer 

filaments largely trace each other, the higher part of the mixed layer shows apparent 

discrepancies between the two. The binary tracer concentration near the sea surface keeps a 

close-to-zero value, because no tracer input is present at the surface (Fig. 4.6a). By contrast, 

high-PV blobs and filaments frequently appear near the sea surface, which can then be 

transported downwards into the interior of the mixed layer. This is because PV can be created 
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or destroyed in the presence of viscosity. The upward PV flux can be decomposed into 

three terms – an advection term 

𝑤𝑞 

a diffusion term 

−v𝑓 +
𝜕𝑣
𝜕𝑥 −

𝜕𝑢
𝜕𝑦wℱ

(𝑏) 

and a viscosity term 

𝜕𝑏
𝜕𝑥 ℱ

(𝑣) − v−𝑓Λ +
𝜕𝑏
𝜕𝑦wℱ

(𝑢) 

At the boundaries, the advection term is zero because 𝑤 = 0, but the diffusion term and 

the viscosity term can be non-zero, leading to non-zero PV flux into or out of the domain. 

Figure 4.7a shows the horizontally averaged binary tracer concentration in the interior 

of the mixed layer during the late linear phase and the nonlinear phase of the simulations. 

Consistent with the findings in the linear stability analysis, at any fixed Ri!, increasing Ri# 

suppresses the vertical exchange between the mixed layer and the thermocline. The analogy 

between a rigid boundary and an interface with an infinitely stratified layer (or a layer with 

an infinitely high Richardson number) in Nakamura & Held (1989) can inspire a scaling law 

between the amount of vertical exchange that happens between the mixed layer and 

thermocline (which is characterized by amount of thermocline water entrained into the 

interior of the mixed layer per unit area, defined as the “entrainment depth”) and the 

thermocline Richardson number Ri#. The reasoning is as follows: 
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Figure 4.7. The amount of thermocline water entrained into the mixed layer is inversely proportional to 
the Richardson number difference between the mixed layer and the thermocline in the initial state. (a) 
Time series of the average binary tracer concentration in the interior of the mixed layer (at 𝑧 = 0.1	ℎ!). 
(b) Times series of the product of the average binary tracer concentration in the interior of the mixed layer 
(at 𝑧 = 0.1	ℎ!) and the difference between the Richardson numbers (which are the nondimensionalized 
PV) of the mixed layer and thermocline in the initial state. We present the level of 𝑧 = 0.1	ℎ! instead of 
the midplane of the mixed layer in the initial state (𝑧 = 0) because the base of the mixed layer is elevated 
by diffusion (see next section). 

We assume that at realistic thermocline Richardson numbers, the analogy in Nakamura 

& Held (1989) is still approximately valid. Under this assumption, the mixed layer is 

sandwiched between two approximately symmetric boundaries (the rigid boundary at the sea 

surface and the quasi-rigid interface between the mixed layer and the thermocline). As is 

indicated by the nondimensionalization in Section 3.1, the dynamics in the mixed layer is 

determined by a single dimensionless number Ri! . It means that the dimensionless 

hydrostatic PV 𝑞3&  (nondimensionalized against 𝑓Λ") in the mixed layer is only a function of 

Ri!, dimensionless depth 𝑧&, and dimensionless time 𝑡&: 

𝑞3& = 𝑞3& (Ri!, 𝑧&, 𝑡&) 

We denote the column integrated PV in the mixed layer as 𝑄3, and its dimensionless 

form (nondimensionalized against 𝑓Λ"ℎ!) as 𝑄3& . Then, as the vertical integration excludes 

the dependence on 𝑧&, 𝑄3&  is only a function of Ri! and 𝑡&: 

𝑄3& = 𝑄3& (Ri!, 𝑡&) 

Therefore, the PV increase rate in the mixed layer 𝑅& ≡ 𝜕𝑄3& /𝜕𝑡& also only depends on 

Ri! and 𝑡&: 

𝑅& = 𝑅&(Ri!, 𝑡&) 

We assume that at sufficiently large Ri#, the PV increase in the mixed layer depends on 

no thermocline properties. Because PV can be regarded as a conserved quantity carried by 

fluid parcels in the limit of large Re , and the two boundaries of the mixed layer are 

approximately symmetric, the above assumption implies that the PV increase in the mixed 

layer is half sourced from the sea surface and half sourced from the interface with the 
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thermocline, the latter via high-PV thermocline water peeling off the thermocline and 

getting entrained into the mixed layer in filaments. 

We denote the entrainment depth into the thermocline as 𝐷 and its dimensionless form 

as 𝐷& (𝐷 = ℎ!𝐷&), the PV contribution to the mixed layer from the thermocline (half of the 

total PV increase rate in the mixed layer) can be decomposed as the product of the PV 

difference between the two layers and the rate of change of the entrainment depth: 

1
2𝑅

&(Ri!, 𝑡&) = (Ri# − Ri!)
d𝐷&

d𝑡&  

where Ri# and Ri! are the dimensionless hydrostatic PV of the thermocline and the mixed 

layer, respectively. 

The left-hand side of the equation above has no Ri# dependency, so the right-hand side 

also has no Ri# dependency. That is to say, d𝐷&/d𝑡& can be decomposed as 

d𝐷&

d𝑡& =
1

Ri# − Ri!
φ(Ri!, 𝑡&) 

where φ is a dimensionless function of Ri! and 𝑡&. 

This means that the (dimensionless) entrainment depth at a certain time, 𝐷&, also takes 

the form 

𝐷& =
1

Ri# − Ri!
Φ(Ri!, 𝑡&) 

where Φ is the integral of φ over 𝑡& and is also a dimensionless function. 

Figure 4.7b shows the time series of the product of the horizontally averaged binary 

tracer concentration (which represents the amount of vertical exchange between the mixed 

layer and the thermocline) multiplied by the initial Ri# − Ri! in the nonlinear phases of the 

instability development. We can observe that for the same Ri!, the curves with different 

Ri#’s approximately converge, thus confirming the proposed scaling law. 

Back to the dimensionless form, 
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𝐷 = ℎ!𝐷& =
ℎ!

Ri# − Ri!
ΦvRi!,

𝑓Λ
𝑁!

𝑡w ≈
ℎ!
Ri#

ΦvRi!,
𝑓Λ
𝑁!

𝑡w 

The “≈” sign holds because Ri# is typically much greater than Ri! in the real ocean. If 

we use the entrainment depth as a metric for the vertical exchange between the mixed layer 

and the thermocline, we can conclude that the vertical exchange is proportional to the 

thickness of the mixed layer, and is inversely proportional to the Richardson number of the 

thermocline. These are consistent with the qualitative results in the linear stability analysis. 

When the mixed layer is deep or the thermocline Richardson number is small, the 𝑤 mode 

of mixed layer instability can extend deeper into the thermocline, causing thermocline water 

from a higher depth to be entrained into the mixed layer. 

Figure 4.7b also shows the dependence of the product on Ri!—the product increases 

with increasing Ri!, which is ostensibly inconsistent with the finding in the linear stability 

analysis that the variance of the vertical displacement of the mixed layer base is independent 

of Ri! . This discrepancy is due to the fact that normalizing the horizontally averaged 

column-integrated eddy energy to 𝜌%Λ"ℎ!*  in the linear stability analysis does not precisely 

track the moment when the linear phase transitions into the nonlinear phase. Figure 4.8a 

shows the time series of the horizontally averaged column integrated EKE in the nonlinear 

simulations, as nondimensionalized against 𝜌%Λ"ℎ!* . The nondimensionalized EKE first 

exponentially increases with time and then levels off at the transition point between the linear 

phase and the nonlinear phase. With the same Ri#, the EKE in the nonlinear phase increases 

with Ri!. Since the fraction of EKE in eddy energy is similar in different cases (ranging 

from 0.25 to 0.37), the eddy energy in the nonlinear phase also increases with Ri!. This 

means that when normalizing the horizontally averaged column-integrated eddy energy to 

𝜌%Λ"ℎ!*  in the linear stability analysis (the horizontal dashed line in Fig. 4.8a), the oscillation 

amplitude is overestimated in the small-Ri! cases and is underestimated in the large-Ri! 

cases. 

A scaling for the dependence of the energy at the transition point on Ri! is provided 

below: The criterion for the transition from the linear phase to the nonlinear phase is 𝜁/𝑓~1 

(Fig. 4.8b), where 𝜁 is the relative vorticity 
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𝜁~
𝑢
𝐿 

where 𝑢 is the perturbation horizontal velocity and 𝐿 is the horizontal length scale. Due to 

non-QG effects, the horizontal length scale depends on Ri! (Stone, 1966): 

𝐿 =
2π
𝑘!,(

≈
2π𝑁!ℎ!

𝑓 v
1 + 1/Ri!

5/2 w
-/"

 

 

Figure 4.8. The transition from the linear phase to the nonlinear phase happens when the surface relative 
vorticity reaches 𝑓 and the eddy kinetic energy reaches different levels, which depend on the Richardson 
number of the mixed layer. Shown are the time series of (a) the horizontal mean vertically integrated eddy 
kinetic energy in the nonlinear simulations and (b) the 90th percentile of the relative vorticity at the surface 
(𝑧 = 0.5). 

Plugging 𝑢 = Λℎ!𝑢& and the expression of 𝐿 in the expression of relative vorticity, we 

get 

𝜁~
Λ𝑓𝑢&

2π𝑁!
v

5/2
1 + 1/Ri!

w
-/"

 

Solving 𝜁/𝑓~1 for 𝑢&, we get 𝑢& increasing with Ri!: 

𝑢& ∝ (Ri! + 1)-/" 

Therefore, the nondimensionalized energy, and its column integral at the transition point 

scale with Ri! + 1. Figures 4.4d shows that if the nondimensionalized column-integrated 

energy is normalized to the same value, the variance of the displacement of the mixed layer 

base has no dependence on Ri!. Since the nondimensionalized column-integrated energy at 

ba
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the transition point increases with Ri!, the variance of the displacement of the mixed layer 

base at the transition point also increases with Ri!, leading to stronger vertical exchange at 

higher Ri!. 

The slope of the exponential growth of EKE in Fig. 4.8 is different with different Ri! 

due to the modifications of non-QG dynamics to the growth rate of baroclinic instability 

(Stone, 1966). 

4.5 Discussion and summary 

In the nonlinear simulations, an artificial hyperviscosity that dampens variations on 

small spatial scales that accumulates during the forward cascade of energy is indispensable 

for stabilizing the model. The magnitude of the hyperviscosity, measured by the reciprocal 

of the Reynolds number, must be appropriate, such that the artificial diffusion of momentum, 

buoyancy, and tracer is minor to the advection and meanwhile the model always stays 

numerically stable. With a higher model resolution, smaller-scale flow can be resolved, and 

the hyperviscosity required by numerical stability can be smaller. We have chosen the largest 

Reynolds number required by the current model resolution, with which the PV budget in the 

mixed layer is closed (which is used as an indicator for model stability). A Reynolds number 

of 102 is deemed sufficient, and the findings in this study are believed to be robust with 

respect to different, sufficiently large Reynolds numbers. 

Effectively, the diffusive fluxes of tracer introduced by the artificial diffusivity and 

viscosity elevate the base of the mixed layer and reduce the thickness of the mixed layer, as 

shown in Fig. 4.9. The leftmost column in Fig. 4.9 shows the nondimensionalized advective 

upward flux of tracer, 𝑤𝑐 . The second column shows the nondimensionalized diffusive 

upward flux of tracer, −𝜈𝜕𝑐/𝜕𝑧. The third column shows the nondimensionalized advective 

upward flux of hydrostatic PV. The fourth column shows the nondimensionalized diffusive 

upward flux of PV. The rightmost column shows the nondimensionalized viscous upward 

flux of PV. In the linear phase, diffusive fluxes of the thermocline tracer and hydrostatic PV 

dominate, elevating the base of the mixed layer to different depths, depending on the ratio of 

Ri# to Ri!. After the transition point, advective fluxes dominate in the mixed layer above the 
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elevated bottom. Figure 4.10 shows that in the nonlinear phase, the thermocline tracer and 

hydrostatic PV are both almost homogenous in the vertical direction in the mixed layer, so 

the level 𝑧 = 0.1	ℎ! (which is slightly higher than the initial base of the mixed layer, 𝑧 = 0) 

is chosen to represent the mixed layer in terms of tracer concentration. 

Diffusion elevates the base of the mixed layer to different depths at different ratios of 

Ri#/Ri! (Fig. 4.9, second column and fourth column). Larger  Ri#/Ri! results in a higher 

elevation, and thinner “effective mixed layer” in the nonlinear phase where entrained 

thermocline tracer and PV can be homogenized by submesoscale eddies. With the same 

amount of thermocline water entrained into the mixed layer, a thinner mixed layer results in 

a higher concentration of thermocline water, which explains why the product of the average 

binary tracer concentration in the mixed layer and the initial difference PV difference 

between the mixed layer and thermocline for the same Ri! increases with increasing Ri# in 

Fig. 4.7b. 
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Figure 4.9. In the nonlinear phase of the instability development, advective fluxes dominate in the vertical 
transport of the binary tracer and PV above the “effective” base of the mixed layer that is elevated by 
diffusion. Shown are the horizontally averaged upward fluxes of the binary tracer and PV within the mixed 
layer as functions of time and depth. Each row shows one simulation, with the Richardson numbers of the 
simulation indicated on the left. The left two columns show the two terms of the upward tracer flux, with 
the two plots in the same row sharing the same colorbar. The right three columns show the three terms of 
the upward PV flux, with the three plots in the same row sharing the same colorbar. The colors show 
nondimensionalized fluxes, with their dimensions shown at the top of the figure. 
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Figure 4.10. In the nonlinear phase, the binary tracer concentration and hydrostatic PV are homogenized 
by eddies in the mixed layer. Shown are the horizontally averaged binary tracer concentration (blue curves) 
and hydrostatic PV (orange curves) at 𝑡 = 70	𝑁!/𝑓Λ. (a–f) Vertical profiles in both the initial mixed layer 
and the initial thermocline. (g–l) Vertical profiles in the initial mixed layer. The Richardson numbers are 
shown above each panel. Both the binary tracer concentration and the PV are normalized such that the 
initial values in the mixed layer are equal to 0 and the initial values in the thermocline are equal to 1. Both 
the horizontally averaged binary tracer concentration and hydrostatic PV are roughly homogeneous 
between  𝑧 = −0.1	ℎ! and 𝑧 = 0.3	ℎ!. That is the reason why 𝑧 = 0.1	ℎ! is chosen to represent the 
whole mixed layer in terms of the binary tracer concentration in Fig. 4.7. 
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In this study, we develop a scaling law for how the vertical exchange between the 

mixed layer and the thermocline energized by mixed layer instability depend on 

environmental parameters. In an idealized configuration, we perform linear stability analysis 

and nonlinear simulations based on non-QG equations to investigate the linear phase and the 

nonlinear phase of the instability development, respectively. We find that mixed layer 

instability can induce vertical velocity in the shallow thermocline, which deforms the 

interface between the mixed layer and the thermocline and finally causes thermocline water 

to be entrained into the interior of the mixed layer. Mixed layer instability can induce vertical 

velocity deeper into the thermocline when the mixed layer is thicker or the thermocline 

Richardson number is smaller. The induced vertical velocity at the base of the mixed layer 

is stronger when the thermocline Richardson number is smaller. We propose a scaling law 

that the vertical exchange between the mixed layer and the thermocline, characterized by 

how much thermocline water is entrained into the mixed layer, is proportional to the mixed 

layer depth and inversely proportional to the thermocline Richardson number. The vertical 

exchange also increases with an increasing mixed layer Richardson number. Our results 

imply that the tracer exchange between the mixed layer and the thermocline is more efficient 

when the mixed layer is deeper, the lateral buoyancy gradient is larger, the thermocline 

stratification is weaker, and the mixed layer stratification is stronger. Parameterization based 

on the scaling law proposed in this paper can potentially be implemented in ocean general 

circulation models. The scaling laws suggest vigorous exchange between deep mixed layers 

and the permanent thermocline in winter and between the mixed layer and weakly stratified 

thermocline in mode water formation zones. 
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C h a p t e r  5  

Conclusions 

The three chapters of this thesis have discussed three examples of how 3D modeling 

transcends the limitations of 1D modeling and reveals new solutions, phenomena, and 

scalings in planetary atmospheres and Earth’s ocean. Altogether, they have demonstrated the 

usefulness of 3D thinking and 3D models in solving problems, discovering new phenomena, 

and developing theories in the context of the atmosphere-ocean systems on planets. It is the 

author’s intention to encourage the applications of 3D models in photochemical modeling 

for (exo)planets and theoretical studies in ocean science with the rise in computational power 

through time. 3D models may help solve long standing problems and make innovations in 

planetary science, atmospheric science, and ocean science. Below are the major findings in 

each chapter and the author’s recommendations for future directions. 

Chapter 2: 

The inconsistency between the results of the near-surface in situ methane measurements and 

the satellite remote sensing measurements on Mars can be reconciled if and only if an active 

methane emission hot spot is located in the immediate vicinity of the Curiosity rover in 

northwestern Gale crater or unknown physical or chemical processes are rapidly removing 

methane. The transport and dispersion of methane plumes should be modelled properly with 

3D models. To completely solve the various puzzles with methane on Mars, Mars missions 

in the near future should still regard real-time observations for methane as one of their 

priorities. Novel observational techniques using novel observational geometries should be 

considered, such as instruments that land on Aeolis Mons overlooking the crater floor of 

Gale, instruments that land on the crater floor measuring scattered light from the zenith, and 

a network of small landers with methane sensors that can conduct synergistic observations 

at Gale. These observational techniques potentially have a better chance to detect methane 

as they can examine the regions that are the closest to methane emission sites. Advances in 
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atmospheric modeling will also be useful, such as reproducing winds that are more 

consistent with observations in Mars GCMs, etc. 

Chapter 3: 

Under certain conditions, large-magnitude self-sustained photochemical oscillations can take 

place in the atmospheres of terrestrial planets. The resulting large temporal variability in 

ozone abundance on exoplanets, if observed, may suggest a strong surface NOx emission 

source, which could signal extrasolar life participating in the nitrogen cycle on exoplanets. 

Fully coupled, 3D atmospheric chemistry-radiation-dynamics models can reveal new 

phenomena that may not exist in 1D models, and hence they are demonstrated to be powerful 

tools for future planetary atmospheric research. The author recommends more applications 

of such 3D models in studying planetary and exoplanetary atmospheres, which are still 

lacking to date due to computing costs. Developing non-Earth-centric 3D models will be 

very helpful in advancing our understanding in diverse atmospheres of planets and 

exoplanets, including reduced atmospheres, hazy atmospheres, and thick atmospheres, etc. 

Chapter 4: 

Submesoscale turbulence energized by baroclinic instability in the ocean mixed layer can 

induce exchange between the surface ocean and the ocean interior. Various environmental 

physical parameters affect the exchange rate. The exchange is stronger where the ocean 

mixed layer is thicker, the Richardson number of the thermocline is smaller, and the 

Richardson number of ocean mixed layer is larger. The associated nutrient supply from the 

ocean interior to the surface ocean is also expected to be stronger under these conditions, 

potentially leading to higher primary productivity of marine life. Subsequent work may 

include testing the proposed scaling laws against observations and the implementation of the 

proposed scaling laws in ocean models. The physics revealed in this chapter could also 

supplement and improve existing theories on mixed layer restratification from the 

perspective of potential vorticity that is entrained from the thermocline. 
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