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Abstract 

The low abundances of water and H2S measured by the Galileo probe at Jupiter sug­

gest that the probe entered a downdraft where dry air from above cloud top advects 

to 10 bars or deeper. I use basic physical constraints to extract dynamical informa­

tion from three aspects of Galileo probe data. First, I suggest that to remain dry, 

the downdraft must be underlain by a stable layer which inhibits mixing of volatiles 

from below; this requires the downdraft to be mechanically forced. Second, on rapidly 

rotating planets, the Coriolis and centripetal forces caused by winds usually balance 

the horizontal pressure-gradient force (which gives information about horizontal den­

sity differences). Therefore, I use the known winds versus depth at the probe site 

to infer horizontal density differences between the probe site and its surroundings. 

Under reasonable assumptions, these densities are consistent with a downdraft at the 

probe site. Third, I use ideas of horizontal mixing and column stretching to explain 

how the observed vertical profiles of ammonia, H2S, and water vapor can be produced 

in a downdraft. Finally, I discuss some apparent inconsistencies between these sim­

ple models. I also describe preliminary efforts to explore the origin, stability, and 

evolution of the downdrafts using the shallow water equations. 

The differences between Ganymede and Callisto have led to speculation that Gany­

mede's history was shaped by tidal heating from an orbital resonance. Using the 

numerical model developed by Malhotra (1991, Icarus 94, 399), I demonstrate that 

Io, Europa, and Ganymede could have passed through either of two (previously un­

explored) Laplace-like resonances en route to the current Laplace resonance. Un­

der reasonable conditions, these resonances produce great enough tidal heating in 

Ganymede to be geophysically significant. I also coupled the orbital evolution to an 

internal model of Ganymede to explore the effect of the resonance on Ganymede's 

interior. If Ganymede's tidal Q decreases strongly with temperature, the coupling can 

lead to massive, short-lived heating episodes which can melt much of the icy interior. 
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Such heat pulses require the initial ice temperature to be extremely cold ( < 200 K), 

however, so they may be unlikely. 
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Section 1.0 1 

Chapter 1 Overview 

This thesis consists of three papers and an additional chapter summarizing progress 

on my current research. The scope is broad: half of the work involves dynamics in 

Jupiter's atmosphere, while the other half comprises orbital and internal evolution of 

icy satellites. The particular topics are somewhat fortuitous, although my wide inter­

ests give me a propensity to take on many different projects. When I first arrived at 

Caltech in 1992, I was interested in planetary atmospheres and so I began discussions 

with Andy Ingersoll and Yuk Yung about possible research topics. This soon led to a 

proposition - and plans for a thesis - on martian dust storms using Mars Observer 

data (with Andy). Meanwhile, I liked Dave's breadth and research style, so I chose 

my second proposition with him on the icy moons of Jupiter. The demise of Mars 

Observer derailed my original thesis plans. Afterward, I contemplated theses on a 

variety of topics in both planetary science and terrestrial climate, using a variety of 

possible approaches ranging from laboratory geochemistry to dynamical modeling. In 

the end the possibility of new spacecraft data from Galileo proved irresistable. The 

unexpected dryness seen by the probe - while frustrating to cosmochemists - pro­

vided a fascinating new dynamics problem, and I set to work in attempt to explain 

probe data with the idea of a dry downdraft at the probe site. This led to the paper 

in Chapter 2, which has appeared as A.P. Showman and A.P. Ingersoll 1998, "Inter­

pretation of Galileo probe data and implications for Jupiter's dry downdrafts," Icarus 

132, 205-220. In this paper, I addressed three problems raised by Galileo probe data 

in an attempt to construct a coherent model for conditions at the probe site. The 

ideas on gradient wind analysis of the probe winds, column stretching, isopycnal mix­

ing, the relevance of the cloud data, and the distinction between the two scenarios 

were mine. The ideas on indirect circulations and energetics in Section 2 resulted 

from a set of collaborative discussions with Andy. All the calculations presented in 

the paper were done by me. 
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It still remains to determine whether the downdraft scenario is dynamically pos­

sible. Perhaps the most appropriate dynamical model is the shallow water model, 

which describes the evolution of a relatively dry weather layer overlying a deep, moist 

interior with fixed dynamics. In the model, a dry region - analogous to that seen 

by the probe - corresponds to a region where the interface between the layers bows 

downward . To explore the origin and evolution of the dry regions, I began collaborat­

ing with James Cho, who has extensive experience with pure 2D and shallow water 

codes. I summarize current progress on the project in Chapter 3. 

The final two chapters of the thesis are the result of my Ganymede work. The sub­

stantial time delay between the disappearance of Mars Observer and my final choice 

of the jovian dynamics project provided an opportunity to carry the Ganymede work 

further than I had originally planned. After completing my Ganymede proposition, I 

began collaborating with Renu Malhotra at the Lunar and Planetary Institute, where 

I spent two productive summers. I constructed a model of Ganymede's interior which 

I coupled to Renu's orbital model; our goal was to determine whether the coupled sys­

tem allows massive episodic heating in Ganymede. Our original plan was to assume 

the system passed through one of the Laplace-like resonances explored by Renu in 

1991. While pursuing this study, however, I discovered the existence of two additional 

resonances which pump Ganymede's eccentricity to higher values than those seen by 

Renu in 1991. These new resonances require parameter values which are slightly 

different than those explored by Renu in 1991, which is why she did not see them. 

I performed many numerical simulations to characterize these resonances ( without 

coupling to a Ganymede model) , which culminated in the paper in Chapter 4. This 

paper has appeared as A.P. Showman and R. Malhotra 1997, "Tidal evolution into 

the Laplace resonance and the resurfacing of Ganymede," Icarus 127, 93-111. (The 

Icarus paper includes an analytical calculation by Renu in an appendix. Because 

this is not my work, I have not included the appendix in the thesis.) The paper in 

Chapter 5 includes the coupled orbital and thermal simulations, along with my cal­

culations of (1) the extent to which Ganymede would expand during a major heating 

episode and (2) the magnitude of lithospheric stress and cracking which is expected 
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from such expansions. This paper was published as A.P. Showman, D.J. Stevenson, 

and R. Malhotra 1997, "Coupled orbital and thermal evolution of Ganymede," Icarus 

129, 367-383. Copyright to the three Icarus articles belongs to Academic Press; the 

articles are used here with permission. 
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Chapter 2 

Interpretation of Galileo probe data and 

implications for Jupiter's dry downdrafts 

Adam P. Showman 

and 

Andrew P. Ingersoll 

Division of Geological and Planetary Sciences 150-21 

California Institute of Technology 

Pasadena, CA 91125 
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2.1 Abstract 

The Galileo probe found the jovian abundance of H2S to be 30% solar at the 8 bar 

level, while the abundance of water was less than 3% solar at 12 bars. From 8-20 bars, 

H2S increased to three times solar, and water apparently increased as well. Since H2 S 

and water condense at 2 and 5 bars, respectively, the probe probably entered a dry 

downdraft wherein dry air above 2 bars is advected to 12 bars or deeper (Owen et al. 

1996, Eos Spring Suppl., 77, S171). This is consistent with the fact that the probe 

entered the south edge of a 5-µm hot spot, a local region of Jupiter's atmosphere 

known from spectral modelling to be unusually low in cloud abundance ( Orton et al. 

1996, Science 272, 839). 

We use basic physical constraints to address three problems raised by Galileo 

probe data. First, it is unclear how the hypothesized downdraft remains dry, since 

simple models of convection preclude dessication below the 2 and 5 bar condensation 

levels. We suggest that to suppress moist plumes from below, the downdraft must 

be of low density below 5 bars and hence thermally indirect, requiring mechanical 

forcing from other parts of the atmosphere. Second, if geostrophic balance holds, 

the Galileo probe winds imply that the hot spot (north of the probe site) contains a 

stable layer from 1-5 bars; this is inconsistent with a downwelling, since downwellings 

should be adiabatic below 2 bars due to the low radiative flux divergence. We show 

that when the centripetal acceleration of curving parcel trajectories is included in 

the force balance, however, a variety of density profiles is possible within the hot 

spot (depending on the radius of curvature of the winds). The most plausible profile 

implies that the hot spot is nearly dry adiabatic and that the equatorial zone south 

of the probe site is stable from 2-6 bars, suggesting moist adiabatic upwellings with 

a water abundance of 1-2 times solar. This is consistent with Galileo and Voyager 

images suggesting upwelling at the equator. The profile further implies that from 1-5 

bars the hot spot is denser than the equatorial zone south of the probe site. Third, 

probe data indicate that NH3 increased with depth below 1 bar and became constant 

by 8 bars, H2S began increasing below 8 bars and levelled off by 16 bars, while water 
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only began increasing below 12 bars and was still increasing with depth at 20 bars. We 

propose that lateral mixing along isopycnals (surfaces of constant potential density) 

could produce the observed pattern; alternatively, the downwelling might consist of 

column stretching, so that the NH3 , NH4SH and water lifting condensation levels 

were pushed to 8, 16 and > 20 bars, respectively. In either case, the simplest form of 

this model requires the downdraft to be less dense than the surroundings from 0.5 to 

20 bars. In its simplest form, this model is therefore incompatible with our favored 

interpretation of the winds; more detailed studies will be necessary to resolve the 

problem. 

2.2 Introduction 

The Galileo probe took in situ measurements of Jupiter's atmosphere from the 0.4 

bar level, near the visible cloud tops, to the 20 bar level, 150 km deeper. Among 

the measurements came the surprising result that the H2S mole fraction at the 8-bar 

level was 1 x 10-5 , while the water vapor mole fraction at 12 bars was 6 x 10-5 or less 

(Niemann et al. 1996, 1998; Atreya 1996). These values are roughly 30% and < 3% of 

"solar" abundance, defined as solar S /H and O /H mixtures with the sulfur and oxygen 

speciated into H2 S and H20, as expected for Jupiter's atmosphere. These results are 

puzzling because Jupiter probably formed from a reservoir with solar or greater S/H 

and O /H (Gautier and Owen 1989); further, between 8 and 16 bars, H2S surged from 

0.3 to 2.7 times solar, and water also apparently increased by an order of magnitude 

between 12 and 20 bars (although the absolute water abundance is still uncertain 

at depth; Niemann et al. 1998, Mahaffy 1996). Global depletion of these volatile 

species is therefore ruled out. Condensation cannot explain the low abundances at 8 

bars, because H2S and water only condense above 2 and 5 bars, respectively, when 

abundances are near solar (Weidenschilling and Lewis 1973). The probe therefore 

apparently fell into a dry downdraft, a region where dry air from above cloud top is 

advected to 12 bars or deeper, producing locally dessicated conditions to those depths 

(Owen et al. 1996, Atreya 1996). Young (1998) summarizes the probe results. 
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The idea of a downdraft is consistent with the fact that the probe entered the south 

edge of a 5-µm "hot spot," a local region in Jupiter's north equatorial belt which has 

unusually high 5-µm emission (Orton et al. 1996, 1998). The high emission emanates 

from deep levels , suggesting that these 103 
- 104 km-sized spots are severely depleted 

in both cloud abundance (Carlson et al. 1994) and water and ammonia vapor (Carlson 

et al. 1996, Roos-Serote et al. 1998, Drossart et al. 1998). Further, hot spots reside 

within belts, where modeling of Voyager thermal data predicts downwelling (Gierasch 

et al. 1986, West et al. 1992). Thus, the idea that downwelling occurs within hot 

spots is reasonable. 

However, there are problems reconciling the downdraft hypothesis with other data 

and basic physical constraints. In this paper, we propose solutions to three problems 

raised by Galileo probe data. 

In Section 2.3, we consider the first problem: How do we keep the downdraft dry 

to 20 bars? Simple models of convection suggest that downdrafts are denser than 

updrafts. If so, moist plumes rising from Jupiter's interior should be buoyant within 

the downdraft , and should quickly mix H2S and water vapor up to the condensation 

levels at 2 and 5 bars. In order for the downdraft to remain dry, upward transport of 

moist plumes must be suppressed. The subsiding air must therefore be underlain by 

a stable layer, and must be less dense than the surroundings. This implies that the 

circulation is thermally indirect (updrafts denser than downdrafts). Such circulations 

increase the atmosphere's potential energy; we show that this increase can be driven 

either by loss of kinetic energy or by a flux of geopotential energy from another part 

of the atmosphere. We describe several mechanisms for creating the low density air. 

Indirect circulations have already been proposed to exist above the ammonia cloud 

tops on Jupiter (Gierasch et al. 1986), and are important on Earth. 

The second problem, considered in Section 2.4, is explaining the probe winds. The 

probe measured eastward winds of 90 m s-1 at cloud top, increasing to 180 m s- 1 at 

5 bars, then decreasing slightly to 170ms- 1 at 20 bars (Atkinson et al. 1996, 1997). 

Because of Jupiter 's high rotation rate and large size, atmospheric features are nor­

mally thought to be in geostrophic balance, a balance between pressure-gradient and 
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Coriolis forces. When combined with hydrostatic balance, the well-known "thermal 

wind" relation results (Holton 1992, p. 73). This equation relates the vertical wind 

profile to the latitudinal gradient of density with depth at the probe site. The fact 

that fJu/fJp > 0 from 1-5 bars implies that over this pressure range the hot spot 

(north of the probe site) is less dense than the equatorial zone (south of the probe 

site); further, the slightly decreasing winds from 5 to 20 bars suggest that the hot spot 

is marginally denser than the equatorial zone in that layer. The hot spot is therefore 

statically stable from 1 to 5 bars. This is difficult to reconcile with downwelling in 

the hot spot, because subsiding regions should be dry adiabatic below 2 bars, where 

the net radiative flux divergence is low (Sromovsky et al. 1996, 1998; Hunten et al. 

1980). 

To resolve this problem, we show that geostrophic balance may not hold. At the 

probe site's equatorial latitude of 6.5°N, the Coriolis force is relatively weak and the 

centripetal force due to curving wind trajectories becomes important. This invalidates 

the thermal wind equation. Using a generalization of the equation valid for gradient 

wind balance ( a balance between pressure-gradient, Coriolis, and centripetal forces), 

we calculate possible vertical profiles of the latitudinal density gradient. The profiles 

depend on the local radius of curvature of the winds, which is poorly known. For 

certain values of the radius of curvature, the hot spot is denser than the equatorial 

zone in the 1-5 bar layer, but is less dense than the equatorial zone in the 5-12 bar 

layer. These gradients therefore predict a stable layer from 1-5 bars south of the probe 

site, where modelling of Voyager data suggests upwelling (Gierasch et al. 1986), and 

allow the hot spot to be dry adiabatic below 2 bars, consistent with a downwelling. 

This resolves the problem. 

In Section 2.5 we attack another vexing observation, shown in Fig. 2.1: that NH3 

increased rapidly below 1 bar, reaching a plateau below 8 bars (Folkner et al. 1998); 

H2S began increasing below 8 bars and tentatively levelled off by 16 bars; while 

water only began increasing below 12 bars and was still increasing with depth at 

20 bars (Niemann et al. 1998). This pattern mimics that predicted by equilibrium 

condensation models (Weidenschilling and Lewis 1973) but occurs at much greater 
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Figure 2.1: (Left) Abundances of NH3 , H2S, and H2O vs. pressure as measured by 
the Galileo probe. The NH3 profile (thick solid line) is from Folkner et al. (1998), 
while the H2S data (thick dash-dot line) and H2 O data (filled circles) are from 
Niemann et al. (1998). The filled circles represent actual detections of H2O which 
are upper limits because of the possibility of outgassing from the equipment; the 
upper limit on H2S at 3.8 bars is a non-detection. All data are preliminary and 
may be revised in the future. (Right) Profiles of NH3 ( solid line), H2S ( dash-dot 
line) , and H2O ( dotted line) as predicted from an equilibrium condensation model, 
assuming deep abundances near 3 times solar. Comparison with the model shows 
that the observed increases with pressure cannot be caused by condensation. If they 
were caused by mixing from below, however, one would expect the mixing ratios of 
the three gases to increase together. The observed behavior is therefore puzzling. 
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pressures. Lateral mixing has been proposed by Atreya et al. (1997) to account 

for the observed pattern. However, this requires material to descend by ~ 50 -

100 km as it mixes from the surroundings into the probe site. We assume such mixing 

takes place on isopycnals (surfaces of constant potential density) and explore the 

implications. This provides a natural explanation for why horizontal mixing does not 

moisten the downdraft, despite the vigorous horizontal motions observed in Jupiter's 

atmosphere. We also offer an alternate hypothesis to explain the data in Fig. 2.1: 

that the downdraft consists simply of stretching of the air column, with no mixing. 

In Section 2.6, we return to the question of forcing posed in Section 2.3. Armed 

with constraints on the hot spot's density versus depth developed in Sections 2.4 

and 2.5, we consider the following question: Can the atmospheric heat engine supply 

enough energy to push dry air to 10-20 bars, as observed? The data tentatively 

suggest that the atmospheric circulation is energetic enough to push dry air to 10-30 

bars, and possibly much deeper. This provides a consistency check that the postulated 

indirect circulation is energetically reasonable. However, we do not provide a detailed 

mechanism. 

In Section 2. 7 we summarize our results and discuss an apparent inconsistency 

between our favored interpretations of the wind and mass spectrometer data. 

2.3 Puzzle I: Keeping the downdraft dry 

For the downdraft to be dry, it must be underlain by a stable layer, so that moist 

plumes rising from below are suppressed. If the density is independent of horizontal 

position in the deep atmosphere, this implies that (just above the stable layer) the 

descending air is less dense than the upwellings at the same pressure. 

There are two important questions we must tackle to understand this anomalous 

situation. First, what mechanisms exist for creating the low density air? These 

mechanisms will determine how high (above the stable layer) the low density air 

extends. Second, what sort of forcing is required to make such air descend? In this 

section we propose possible answers. Because of the paucity of data, our aim is more 
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to clarify the possibilities rather than espouse any particular model. We also discuss 

examples of indirect circulations on Earth. Finally, we compare our model to other 

hypotheses which have been proposed for explaining the dryness at the probe site. 

2.3.1 Creating the low density air 

Figure 2.2 schematically shows mechanisms for creating a low density downdraft, by 

qualitatively depicting two possible thermodynamic paths followed by air which rises 

in the region surrounding the hot spot and descends in the hot spot. The left panel 

depicts a cartoon of the proposed circulation, while (a) and (b) show the two scenarios. 

In (a) and (b), the horizontal axis is virtual temperature, defined as Tv = Tmd/m, 

where T is temperature, md is the mass per molecule of "dry" air (free of ammonia, 

H2S, and water), and mis the mass per molecule of the mixture. Virtual temperature 

measures density at a given pressure: high Tv implies low density and vice versa. Both 

scenarios assume a homogenous deep atmosphere containing roughly solar water. The 

deep atmosphere extends in some regions up to the water condensation level near 5 

bars, where it produces cloudiness and upwelling. Above the condensation level (p < 5 

bars), these upwellings follow a moist adiabat; most of the condensate is assumed to 

rain out. The moist adiabats have smaller l8Tv/8zl than a dry adiabat because of the 

warming and decrease of molecular mass associated with condensation and rainout; 

such regions are termed "statically stable." In the first scenario (a), the radiative 

equilibrium temperature is less than the air temperature near the ammonia cloud 

top. The dry downwellings therefore cool by radiation at p < 2 bar (becoming denser 

than the upwelling), and follow a dry adiabat below 2 bars. However, they cool 

insufficiently to become denser than the upwellings (and deep atmosphere) below the 

water condensation level; therefore, they are less dense than the surroundings from 

5 bars to the bottom of the downdraft. If the radiative cooling is great enough, the 

downwelling column (averaged from 0.5 bars to the bottom of the downdraft) may 

be denser than the upwelling column. This would provide a natural mechanism 

for driving the downdraft; on average, the circulation would be thermally direct 
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Figure 2.2: A model to explain the dryness at the probe site. (Left) A schematic of 
our proposed circulation; arrows denote air motion and the stippled region indicates 
air with high water vapor content. (Right) Two possible thermodynamic paths 
followed by air rising in the regions surrounding the hot spot and descending in 
the hot spot. The plots have the same vertical axis; the horizontal axis for the 
thermodynamic paths is virtual temperature. (a) Updrafts follow a moist adiabat 
above the 5 bar water condensation level; downdrafts cool by radiation above 2 bars 
and follow a dry adiabat below. Downdraft is less dense at p > 5 bars. (b) Updrafts 
follow a moist adiabat, but radiatively warm in upper troposphere. Downwellings 
follow dry adiabat. Downdrafts are less dense for p > 0.5 bars. Both models produce 
a deep stable layer which suppresses the mixing of volatiles into the downdraft. The 
difference between the moist and dry adiabats has been exaggerated for clarity. 

( downdrafts denser than updrafts) . 

The radiative equilibrium temperature is poorly known, however, and could be 

greater than the upwelling air temperature above 0.5 bars. In that case, as shown in 

(b), radiative warming occurs above 0.5 bars as the air rises. (Because net radiative 

cooling to space occurs at all latitudes on Jupiter, this warming must be accompa­

nied by radiative cooling elsewhere within the column. For example, if the updrafts 

in Fig. 2.2b occur in thunderstorms, some of the downdraft air could cool radiatively 

while subsiding between thunderstorms. The remainder would ascend, warm radia­

tively [a result of having cooled adiabatically to temperatures below the radiative 

equilibrium temperature], and descend in the hot spot. Only the latter thermody­

namic path is depicted in Fig. 2.2b.) When the air descends it is therefore warmer 
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than the upwelling. In this scenario, the updrafts are denser than the dry downdrafts 

at all heights below ~ 0.5 bars. Gierasch et al. (1986) proposed an analogous mech­

anism to account for the upper tropospheric belt-zone temperature difference and 

cloud patterns: upwelling occurs in the (cold) zones and downwelling in the (warm) 

belts. 

A third scenario exists. If the descent time from the tropopause to a few bars is 

much less than the radiative time (a few years), minimal radiative cooling or warming 

would occur. The downdraft and updraft would be of comparable density above a 

few bars, but the downdraft would be less dense at deeper levels. This scenario can 

be considered a special case of (b). 

The two scenarios have one feature in common: the difference in virtual temper­

ature between the downdrafts and updrafts increases with depth from~ 2 to 6 bars. 

(For example, in (a), Tv, down - Tv, up is negative at low pressures, crosses through 

zero near 5 bars, and becomes positive at p > 5 bars.) This feature will aid our 

interpretation of the probe winds in Section 2.4. 

2.3.2 Forcing the dry air downward 

Atmospheric convection operates as a heat engine, converting potential energy into 

kinetic energy by pressure forces acting on buoyant updrafts and dense downdrafts. 

When high density air rises and low density air sinks, as in the present case, potential 

energy is increased; this increase in potential energy occurs either by destruction of 

kinetic energy or by work done by pressure forces created elsewhere in the atmosphere. 

To quantify this energetic cycle, consider the hydrostatic atmospheric kinetic energy 

equation from Haltiner and Williams (1980, p. 20) 

8K 8 w 
- + v' · [v(K +<I>)]+ -[w(K +<I>)]= -- +v -F 
8t 8p p 

(2.1) 

where K = v • v /2 is atmospheric kinetic energy per mass, v is the horizontal wind, 

w = dp/dt is the vertical velocity in pressure coordinates, <I> is geopotential, p is 

density, pis pressure, Fis the frictional drag force, and v' = (8/8x, 8/oy). The term 
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-w / p represents conversion of potential energy into kinetic energy by pressure forces. 

(This conversion can be seen by considering the hydrostatic enthalpy equation from 

Haltiner and Williams: 

8H + 'v. (vH) + o(wH) = ~ + Q 
ot op p 

(2.2) 

where H is enthalpy per mass and Q is heating by radiation, conduction, and viscous 

dissipation of kinetic energy.) Returning to the kinetic energy equation, we average 

in the horizontal over a local area around the indirect circulation and integrate over 

mass from a lower pressure Pbot (below the bottom of the dry downdraft) to an upper 

pressure Ptop of 270 mbar, near the tropopause. Rearranging, the equation becomes 

J ! dp dm = -! k dm -! (~ f_ (K + <I>)v · ndl) dm 
pill Ah~ 

1 1 
-- [w(K + <I>)ltop + - [w(K + <I>)]bottom - D 

g g 
(2.3) 

where D is the dissipated power per area in the volume, n is the outward normal 

vector, and A is the horizontal area of the domain. The integration element dm is 

mass per area and dl is distance (along an isobar) around the sides of the volume. 

The left side of the equation is a measure of the change in gravitational ( and internal) 

energy brought about by atmospheric motion. It is the difference between the power 

stored in the thermally indirect parts of the circulation and that released in the 

thermally direct parts (it is positive if thermally indirect circulations dominate and 

negative if direct ones dominate). 

The equation states that creation of column integrated enthalpy by atmospheric 

motion (as would occur in an indirect circulation) is balanced by importation of kinetic 

and geopotential energy into the volume minus the power per area lost to dissipation 

or stored as kinetic energy. In steady state, therefore, the indirect circulation can be 

forced by importation of either kinetic or geopotential energy through the boundaries. 

In the former case, the imported kinetic energy is created by pressure forces elsewhere 
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in the fluid; in the latter case, these pressure forces do work directly on the indirect 

circulation without any intermediate generation of kinetic energy. If the downwelling 

column is denser than the upwelling column (as could be the case in Fig. 2.2a), the 

net circulation is thermally direct, doing work on the environment. In this case, the 

thermally indirect motion below 5 bars is driven by geopotential energy flux (through 

the 5 bar surface) from the overlying direct motion. 

The best example of an indirect circulation powered by importation of geopo­

tential energy is the lower stratospheric circulation on Earth. The upwelling air at 

the equator cools so much by adiabatic expansion that it becomes colder than the 

subsiding air at higher latitudes; this atmospheric motion creates enthalpy, which is 

destroyed by radiation (Tomatsu 1979). Near the tropopause, the isobars bow up­

ward where upwelling occurs and downward where downwelling occurs. This leads to 

importation of geopotential energy across the 150 mbar surface at a rate of 0.3 W m-2 

(Tomatsu 1979). Simple scaling suggests that the kinetic energy flux is considerably 

smaller. In geostrophic balance, the ratio of kinetic to geopotential energy flux is 

l:1K/ l:1<I> ~ u2 
/ fuL ~ u/ f L ~ O.l , where u is a typical wind speed at the tropopause, 

L is a characteristic length (a few 1000 km), and f is the Coriolis parameter. 

Gierasch et al. (1986) have proposed an analogous circulation above 0.5 bars on 

Jupiter . We can estimate the boundary terms for the jovian circulation using vertical 

velocities from Gierasch et al. (1986) and West et al. (1992). The zonal jets have 

typical speeds of 40 m s-1
, which in geostrophic balance implies that the difference in 

geopotential energy (along isobars) between belts and zones is 3 x 104 m2 s-2 (at 30° 

latitude, assuming the belt-zone spacing is 5000 km). Retrieved vertical velocities, of 

order w = 6 x 10-5 Pa s-1 at 270 mbar, suggest that upwelling occurs in regions of 

high <I> and downwelling in regions of low <I>; the resultant geopotential energy flux 

is ~ 0.08 W m-2 • In contrast, the mean kinetic energy is ~ 2 x 103 m2 s2
, implying 

a flux of order ~ 0.005 W m-2
. At the probe site's latitude of 6.5°N, the calculation 

gives geopotential and kinetic energy fluxes of 0.05 W m-2 and 0.02 W m-2 (using 

u = 100 m s- 1 ), although the assumption of geostrophic balance is less likely to hold 

since the Rossby number is about 0.5. 
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2.3.3 Comparison of our model with other proposed models 

Two other proposed scenarios exist for depletion of volatiles and clouds at the pro be 

site down to 20 bars. Guillot (1996, 1995) suggested that convection is inhibited at 

depths where water vapor (hence molecular mass) rises with pressure, and that the 

low volatiles measured by the probe might be a globally widespread condition. He 

hypothesized that the internal heat is transported upward by radiation or diffusive 

(oscillatory) convection (Turner 1973). We differ from Guillot 's viewpoint in two 

respects. First, in the absence of a downdraft, small scale mixing should transport 

volatiles upward across the stable layer to the condensation level. We feel that a 

downdraft is needed to counteract this mixing. Compensating updrafts must exist 

elsewhere; volatiles would not be depleted in those regions. Second, temperature 

differences between these (large-scale) updrafts and downdrafts could transport heat 

- we need not require radiation or diffusive convection to deliver the entire heat flux. 

Engel et al. (1996) hypothesized that rapid subsidence inhibits upward transport 

of water vapor from Jupiter's interior. They used a height and time dependent cloud 

model to calculate cloud densities as a function of the imposed large-scale subsidence 

rate; upward mixing of water was modelled as a diffusive process, with a diffusivity 

calculated from mixing length arguments. With no subsidence, the model produced 

clouds much thicker than those observed by Galileo; a subsidence rate of 1 - 2 m s- 1 

was needed to keep the model dry and free of clouds. (This velocity matches that 

predicted by mixing length theory for Jupiter.) The resultant downwelling time from 

the tropopause to the 10-bar level is about one day. This subsidence rate is fast 

enough to preclude radiative cooling of the downdraft. 

In contrast to Engel et al., we suggest that dryness at the probe site is maintained 

by a deep stable layer which inhibits convection from below. In absence of subsidence, 

the stable layer will rise as volatiles are mixed upwards by turbulence below the layer; 

subsidence is therefore still necessary to maintain the position of the stable layer in 

steady state. The required descent time is quite long, however , and is consistent with 

the radiative time constant. We can calculate the required subsidence rate as follows. 
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Suppose that convective plumes from the deep atmosphere overshoot into the stable 

layer, entraining a small amount of the low density air into the deep atmosphere. 

This process produces potential energy, which derives from the kinetic energy of the 

overshooting plumes. Assume the power per area provided by the kinetic energy is 

Pconv· If a mass per area dp/ g of low density air is mixed down a distance h below 

the stable layer over a time dt, then the increase in potential energy per area is 

l::J.TvdP 
T-gh ~ Pconvdt 

V g 

where !::J.Tv is the virtual temperature stability of the layer (relative to a dry adiabat) 

and Tv is the virtual temperature. The stable layer therefore migrates upward at a 

velocity (in pressure coordinates) of dp/dt given by 

The dry air must therefore subside at this rate for the position of the stable layer 

to be maintained. We estimate Pconv as follows. The internal heat flux at the equator 

is about 5 W m-2 (Ingersoll and Porco 1978). If the entire heat flux is convected and 

if we assume the convective motions are 20% efficient in producing kinetic energy 

( as would be expected from heat engine arguments if convection occurs over a scale 

height), then Pconv = lWm-2
• We use !::J.Tv = 4K, comparable to the expected 

difference in virtual temperature between the upper troposphere and deep atmosphere 

for solar water abundance. Using Tv = 400 K and h = 60 km (one scale height), we 

obtain a subsidence rate of 2 x 10-3 Pa s-1 necessary to keep the downdraft dry. The 

resulting descent time from the tropopause to 10 bars is 20 years. Even if we take 

Pconv = 5 W m-2
, the descent time is 4 years, still long enough to allow radiative 

cooling of the downdraft. 

The trade-wind inversion on Earth is maintained by processes similar to those 

suggested here (Betts 1973, Emanuel 1994). Because of the strong inversion, subsi­

dence speeds of 0.005 m s-1 are sufficient to balance upward mixing of boundary layer 

air, despite the fact that boundary layer plumes below the inversion move at vertical 
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speeds up to 1 m s-1 
( e.g., Garratt 1992, p. 214). 

2.4 Puzzle II: The probe winds 

The winds obtained by Doppler tracking of the Galileo probe signal from the orbiter 

are shown in Fig. 2.3 (Atkinson et al. 1996, 1997). The preferred fit to the data 

yields zonal winds which are 90 m s-1 at the 0.5 bar ammonia cloud level, increasing 

to 180 m s-1 at 5 bars and decreasing to 170 m s-1 below 15 bars. The 1-o- uncertainty 

is roughly 10 m s-1
, so the decrease in speed from 5 to 15 bars is valid to about 1-o-. 

The increase in winds from 0.5-5 bars appears robust, and agrees with the winds 

obtained by Doppler tracking of the probe signal from the ground (Folkner et al. 

1996). Further support for the winds is provided by probe acceleration data (Seiff et 

al. 1997a). 

As described in the Introduction, these wind data are difficult to understand if 

geostrophic balance holds. When geostrophic and hydrostatic balance are combined, 

the well-known "thermal wind" relation results (Holton 1992, p. 73): 

(oTv) = pfmd (ou) 
oy k op 

p y 

(2.4) 

where Tv is virtual temperature, y is distance northward, p is pressure, md is the 

mass per molecule of "dry" air (free of ammonia, H2S, and water), k is Boltzmann's 

constant, u is the zonal wind, f = 20 sin¢ is the Coriolis parameter, 0 is the planetary 

rotation rate, and ¢ is latitude. The fact that ou / op > 0 from 1-5 bars implies a 

stable layer in the hot spot in that layer, which seems inconsistent with a downwelling. 

However, at the probe's equatorial latitude of 6.5°N, the Coriolis force is relatively 

weak and the centripetal force due to curving flow trajectories becomes important. 

The thermal wind equation may therefore not hold, and another force balance must 

be used. In this section, we use the more general "gradient wind" force balance, a 

balance between pressure-gradient, Coriolis, and centripetal accelerations. We derive 

a range of possible vertical profiles of density in the hot spot as compared to that in 
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Figure 2.3: Winds versus depth measured by Doppler tracking of Galileo probe 
signal from the orbiter (from Atkinson et al. 1997). Thick curve is nominal fit to 
data; thin curves denote the 1-a- error envelope. 
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the equatorial zone. The profiles are not unique because the new relation contains 

one poorly known parameter, the local radius of curvature of the winds at the probe 

site. (The profile obtained from geostrophic balance will be one such profile.) We 

then discuss the plausibility of each profile. 

The gradient wind force balance in the meridional direction is 

u2 o<I> 
-+Ju+- =0 R oy (2.5) 

where R is the local radius of curvature of the wind trajectory (positive for trajec­

tories curving to the left and negative for those curving to the right) and o<I> / oy 

is the gradient of geopotential <I> with northward distance y. (This equation holds 

for curving flow at the point where the flow is zonal.) Differentiating this equation 

with respect to pressure and using hydrostatic balance, we obtain the gradient-wind 

generalization of the thermal wind relation: 

(
oTv) = pmd ou (2u + f) 
oy p k op R 

(2.6) 

♦ 

No high resolution images exist for the probe entry hot spot, so R is unknown. We 

treat it as a free parameter. Galileo images of a different hot spot, however, show a 

large clockwise circulation southeast of the hot spot (Vasavada et al. 1998). These 

images suggest that negative (clockwise) values of R may be most appropriate. 

When we substitute the known winds (Atkinson et al. 1996, 1997) into the equa­

tion using many values of R, we find that three types of oTv/oy profile exist. Ex­

amples of each are displayed in Fig. 2.4 (top row, panels a-c). The solid lines in 

the top panels result from using Atkinson et al.'s nominal wind profile (thick line in 

Fig. 2.3). To determine the approximate error in the oTv/oy curves, we constructed 

many hypothetical wind profiles which deviated from the nominal profile, yet still 

passed within the error envelope of the winds. The deviations were assumed to have 

a vertical wavelength of a few bars. The error bars in Fig. 2.4 (top row) delineate the 

range of oTv/oy values obtained from these hypothetical wind profiles. The profiles 

end at 12 bars because, at p > 12 bars, the uncertainty in oTv / oy becomes much 
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greater than the mean value ( this results directly from the increasing error in the 

winds from 12 to 20 bars; see Fig. 2.3). 

The densities can also be expressed using the virtual potential temperature, de­

fined as (Salby 1996, p. 124) 

(2.7) 

where p0 = l bar is a reference pressure and 1 = cP/ Cv is the ratio of specific heats at 

constant pressure and volume. Virtual potential temperature (which is equivalent to 

potential density) is more convenient than virtual temperature for expressing height 

variations of density because it accounts for the compressibility of air. When 0v is 

constant with pressure, the profile is statically neutral to dry convection; when 0v 

increases with height, the profile is stable to dry convection, and when 0v decreases 

with height, the profile is unstable to dry convection. 

The bottom row of Fig. 2.4 (panels d-f) shows the density profiles 2000 km north 

of the probe site, at the probe site, and 2000 km south of the probe site obtained by 

linearly extrapolating the dashed-dot profiles of 8Tv / oy plotted in the top row. The 

densities are expressed using virtual potential temperature. The dashed-dot profiles 

in panels (a)-(c) (top row) were chosen so that 80v/8y is independent of p wherever 

possible. When 80v/8y decreases with pressure (820v/8yop < 0), the region south 

of the probe site must be taken as neutrally stable; the extrapolation is carried out 

toward the north, and all such regions contain some stability. (If we took the probe 

site or region to the north as neutrally stable, our extrapolation would force some 

regions to the south to be statically unstable, which is impossible.) When 80v/ oy 

increases with pressure (820v/8yop > 0), however, the region to the north is taken 

as neutrally stable, and the extrapolation is carried out toward the south. When 

820v/8yop changes sign, the region pinned to an adiabat switches from north to 

south of the probe site. The nominal 8Tv/8y profile (solid curve in panels (a)-(c)) 

requires several such switchings, leading to complicated interpretation. Most of the 

switchings, however, result from subtle variations in the nominal u(p) which are far 
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Figure 2.4: Top row: Profiles of 8Tv/8y versus pressure obtained from the winds 
assuming gradient wind balance, for three cases: (a) geostrophic balance ( R --+ ±oo), 
(b) R = -9000 km, and ( c) R = -4000 km. Bottom row: 0v versus pressure obtained 
by linearly extrapolating the 8Tv / ay profiles ( from the top row) 2000 km north and 
south of the probe site. (The 0v profiles are plotted relative to a reference 0v profile 
which is constant with height.) Based on simple models of convection, the cases 
in the leftmost and middle columns are difficult to understand, but the rightmost 
makes sense. It is qualitatively similar to Fig. 2.2a. 
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below the error bars; hence, these switchings contain no information. By using the 

dashed-dot curves where 80v / 8y is independent of pressure wherever possible, we 

limit the number of switchings to those required by the data. 

Consider the first type of profile, shown on the left for geostrophic balance (R --t 

±oo); qualitatively similar profiles hold for negative (clockwise) values of R exceeding 

12,000 km in magnitude or for any positive (counterclockwise) value of R. Here, 

8Tv/8y is positive from 1-5 bars and (marginally) negative from 5-12 bars. This 

implies that the hot spot (to the north of the probe site) is less dense (greater Tv) 

from 1-5 bars than the equatorial zone (south of the probe site). The hot spot is 

denser than the equatorial zone below 5 bars, however. This is seen in the virtual 

potential temperature profiles in Fig. 2.4d; the profiles were constructed by assuming 

the region to the south is dry adiabatic (i.e., neutrally stable). (We could have chosen 

the region to the south to be stable, in which case the hot spot would be even more 

stable. Similarly, if we chose the hot spot or the probe site to be neutral, the region to 

the south would be unstable to dry convection, which is impossible. Fig. 2.4d shows 

the minimum stability inside the hot spot and at the probe site consistent with the 

physical requirement that no region within 2000 km of the probe site be unstable. 

This is probably an appropriate distance to use because it is comparable to the size 

of atmospheric features, and therefore to the maximum range over which 8Tv / 8y can 

be reliably extrapolated.) The region to the north shows a strong stable layer from 

2-5 bars (0v decreasing with depth). This results directly from the fact that 8u/8p 

decreases strongly from 1 to 5 bars, which is a robust feature in the wind data. The 

greater density in the hot spot below 5 bars results from the decrease in wind speed 

from 5-12 bars, and is therefore robust to about 1-(J". 

The results in Fig. 2.4d violate our expectations. First, because of the low radiative 

flux divergence below 2 bars (Sromovsky et al. 1996, 1998), downwellings should 

follow dry adiabats there. Although a stable layer above 5 bars can result from 

moist convective upwelling with a solar water abundance, this is not consistent with 

downwelling in the hot spot. Second, because Voyager data suggest upwelling near 

the equator (Gierasch et al. 1986), we might expect the region south of the probe 
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site to contain a stable layer resulting from moist upwelling. However, the region 

south of the probe site is less stable than the probe site itself (Fig. 2.4d), which is 

nearly dry adiabatic (Seiff et al. 1997b); the equatorial zone region south of the 

probe site must therefore be even closer to dry adiabatic. The inferred profiles are 

difficult to understand because they predict that the virtual temperature between 

downdrafts and updrafts decreases with depth, contrary to expectation. Third, the 

dry downwelling should be less dense below 5 bars, while Fig. 2.4d suggests the 

reverse. Therefore, while the geostrophic case plotted in Fig. 2.4a and d is consistent 

with the winds, it cannot be reconciled with our expectations about how and where 

convection occurs. 

Consider instead the second type of profile, shown in the middle column of Fig. 2.4 

for R = -9000 km, and valid for any negative R ( clockwise trajectory) with magni­

tude between 8000 and 12,000 km. This profile suggests that 8Tv/8y is positive from 

0.5-3 bars and zero below 3 bars. Profiles north and south of the probe site therefore 

have equal densities ( along isobars) below 3 bars, but above 3 bars the hot spot is 

less dense. The hot spot is therefore stable above 3 bars (Fig. 2.4e). (Below 3-4 

bars, the virtual temperature gradient is zero because the pressure-gradient force has 

dropped out; the resultant balance - inertial balance - is between Coriolis and 

centripetal forces. For a given R, such balance occurs only for a particular value 

of u. Inertial balance approximately holds at all heights below 3 bars because the 

winds vary only slightly with depth there.) Although possible, this scenario is also 

difficult to reconcile with simple convection models. The stable layer cannot result 

from moist convective upwelling since water can only produce significant stable layers 

near 5 bars; the stability resulting from H2S condensation is too small to match that 

required here. Radiative cooling and subsidence could produce a stable layer. This 

qualitatively matches the net flux radiometer observations that substantial cooling 

occurs at pressures less than 2-3 bars, with little cooling at greater pressures (Sro­

movsky et al. 1996, 1998). However, Fig. 2.4e suggests that the stability in the hot 

spot equals that in the equatorial zone at p > 3 bars. If the equatorial zone were an 

upwelling, it should be stable from 2-6 bars (Fig. 2.2). The hot spot would then also 
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contain a stable layer from 2-6 bars, which is difficult to understand. 

The third scenario is shown in Fig. 2.4c for R = -4000 km; a qualitatively similar 

profile results for any negative values of R with magnitude less than 6000 km. Here, 

8Tv/EJy is negative from 1-5 bars and (marginally) positive from 5-12 bars; it is 

similar in magnitude but opposite in sign to the first case we described (left column 

of Fig. 2.4) . Therefore, this profile suggests just the reverse: that from 1-5 bars, the 

region to the south is less dense than the region to the north of the probe site; below 

5 bars, the region to the south is denser than that to the north. Virtual potential 

temperature profiles are shown in Fig. 2.4f, assuming the region 2000 km north of 

the probe site is dry adiabatic. (Above 1.5 bars, the region south of the probe site is 

assumed dry adiabatic.) 

These ideas fit our expectations: they suggest that regions to the south are stable 

from 2-6 bars, consistent with moist adiabatic upwellings, and that the regions to the 

north are dry adiabatic below 1.5 bars. Further, they suggest that the hot spot is 

less dense from 5-12 bars (though again this result is robust to only 1-o-), as required 

to prevent mixing of volatiles from below. As before, the stable layer above 6 bars 

results from the major change in 8u/8p between 1 and 6 bars, a robust feature in 

the data. The pressure at the base of this stable layer results directly from the wind 

data and is independent of any assumptions about moist convection. Nevertheless , 

it agrees well with that predicted for moist adiabatic upwellings containing a water 

abundance of 1-2 times solar (Atreya and Romani 1985) . (The magnitude of these 

density differences is poorly constrained. All values of -6000 km < R < 0 yield 

8Tv / 8y profiles qualitatively similar to that in Fig. 2.4c, including the stable layer 

above 6 bars and the sign of the density differences at all levels. The exact magnitude 

of 8Tv/8y is sensitive to R, however.) Interestingly, the 0v profiles show a stable 

layer above 1.5 bars in the hot spot. This feature, which appears to be robust, is 

suggestive of radiative cooling in the downwelling above 1.5 bars; further , it implies 

that the hot spot may be less dense than the equatorial zone above 0.5 bars, as 

suggested in groundbased infrared data (Orton et al. 1996). 

In summary, based on simple notions of how convection should operate, we favor 
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the rightmost column of Fig. 2.4. The negative values of R required for this scenario 

are in qualitative agreement with the fact that a clockwise circulation was seen south 

of a hot spot in Galileo images, although the observed radius of curvature may be 

greater than 6000 km as measured in system III (Vasavada et al. 1998). 

All values of R require the probe site to be slightly stable above a few bars depth. 

If the profiles had been calculated assuming the probe site were neutrally stable, then 

some regions away from the probe site would be unstable, which is impossible. The 

required stability at the probe site scales with the latitude range over which 8Tv / oy 
is extrapolated; for 2000 km extrapolation in either direction, the required stability 

is ~ 1 K (Fig. 2.4d-f). Although the probe temperature measurements suggest a dry 

adiabatic profile (Seiff et al. 1997b), the uncertainty is about 1 K. The stable layer 

which is required for a consistent explanation of the winds may therefore be consistent 

with the temperature data. 

The ~ 1 K stability quoted above implies a Richardson number of about 0.5 

between the ammonia cloud top and 5 bars. 

In the scenarios above, we assumed that R was constant with depth. If R varies 

with depth, the number of possibilities multiplies by many-fold. We give one example. 

Suppose the hot spot is less dense than the equatorial zone at all depths (as in 

Fig. 2.2b) and that the probe entered the boundary between the two regions. -oif> / oy 
(a positive quantity) then increases with depth from 0.5-20 bars. From 0.5-5 bars, 

geostrophic balance holds, so the increasing u(p) allows the balance f u = -oif> / oy. 
At p > 5 bars, the wind is constant with depth, so the increasing -oif> / oy must 

be balanced by u2 
/ R. This requires positive R with decreases with depth. The 

interpretation is as follows. The deep hot spot is a cyclonic vortex at the southern 

edge of the north equatorial belt; the probe fell into the south edge of the vortex. The 

top of the vortex is at 5 bars. Above that there is no vortex. This model explains 

the absence of a vortex in Galileo images of a hot spot (Vasavada et al. 1998), and 

may also explain the long lifetime of hot spots (Ortiz et al. 1998) - hot spots are 

all underlain by long-lived deep vortices which do not penetrate to the cloud level. 

If the winds are truly zonal, however, models such as this are improbable: the wind 
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vectors are unlikely to be parallel at all depths if the flow curvature varies with depth 

as well. However, Atkinson et al. (1997) assumed zonality in deriving their wind 

profile. Although tracking of the probe signal from the ground seems to corroborate 

this assumption from 1-5 bars (Folkner et al. 1997), substantial uncertainties exist , 

and their data place no constraints on the wind at p > 5 bars. Further, while Seiff 

et al. 's (1997a) analysis of probe accelerometer measurements have yielded a wind 

profile in qualitative agreement with that of Atkinson et al. , they assumed zonality 

as well. It is possible that these data would allow non-zonal winds whose direction 

varied with depth; if so, models with height-variable R become more plausible. 

2.5 Puzzle Ill: Introducing volatiles at different 

heights 

As shown in Fig. 2.1, analysis of the attenuation of the probe radio signal suggests 

that ammonia increased rapidly with depth from 1-8 bars, reaching a plateau at p > 8 

bars (Folkner et al. 1998). Further, according to data taken from the Galileo probe's 

mass spectrometer, H2S surged from 0.3 times solar at 8.6 bars to solar by 9.6 bars, 

tentatively leveling off to 2.7 times solar at 16 bars (Niemann et al. 1996, 1998). 

Water, however, was less than 3% and ~ 30% solar at 12 and 19 bars, respectively 

(Niemann et al. 1998). These measurements are puzzling. They suggest that the 

observed volatiles were not introduced into the downdraft by vertical mixing, since 

moist plumes rising from below should have the deep, constant ratios of the NH3 , H2S 

and water mole fractions , and mixing of these plumes into the dry downdraft would 

not change these ratios. 

Here we present two plausible mechanisms for producing the observed pattern of 

increasing volatiles with depth. An important clue is that the order in which the 

volatiles rise with depth mimics that predicted by equilibrium condensation models 

(Weidenschilling and Lewis 1973) but occurs at much greater pressures (Fig. 2.1). 
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2.5.1 Lateral mixing 

First, as suggested by Atreya et al. (1997), volatiles could be introduced into the 

downdraft by lateral mixing. The volatiles from 1-8 bars at the probe site would have 

originated above the NH3 lifting condensation level (at perhaps 0.6 bars for solar 

abundances) in an adjacent region, since this is the expected pressure range where 

ammonia increases strongly with depth while H2S and water remain low (Fig. 2.1, 

right panel). Similarly, the increase in H2S from 9-16 bars would occur because 

air originating near the NH4SH condensation level (near 2 bars) elsewhere mixed 

downward to 9-16 bars at the probe site. The relative absence of H2S above 9 bars 

would be explained because any material mixed to pressures less than 9 bars at the 

probe site would have originated above ~ 1 bar in the source region, where H2S is 

absent. The obvious mechanism is that the mixed air follows isopycnals, or surfaces 

of constant virtual potential temperature (Eq. 2.7). Physically, this simply means 

that when parcels move from one stable air column to another, they maintain their 

position of neutral buoyancy. If the new air column is less dense than the old column, 

the parcel's height of neutral buoyancy will decrease as it moves, so the mixed air 

will sink. Conversely, if the new column is denser, the mixed air will rise as it enters 

the new column. Mixing is observed to follow isopycnals in Earth's atmosphere and 

oceans when diabatic forcing is weak (e.g., Holton et al. 1995). 

In Fig. 2.5 we illustrate the mixing process for two situations, corresponding to 

the density profiles in Fig. 2.2a and b. In Fig. 2.5a, the hot spot is denser than the 

surroundings from 1-5 bars and less dense below 5 bars, as would occur if the down­

welling undergoes radiative cooling as it descends into the hot spot. Near the 5-bar 

level, the density in the hot spot is the same as in the surroundings; this corresponds 

to a horizontal isopycnal (surface of constant 0v)- Above 5 bars, the isopycnals bow 

upward within the hot spot because it is denser than the surroundings, while below 5 

bars, they bow downward. This scenario cannot explain the observations. It predicts 

that H2S should be present in the hot spot at all heights below 2 bars, contrary to 

observation; water should be abundant everywhere below 5 bars. Ammonia should 
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Figure 2.5: Cartoon depicting two possible scenarios for mixing volatiles into the 
downdraft, assuming mixing along isopycnals. Left panels depict isopycnals (solid 
lines) vs. pressure and horizontal distance; the hot spot is assumed to span the 
middle half of the horizontal axis. Right panels show the assumed virtual potential 
temperatures. The dashed-dot and solid curves are the profiles in the hot spot and 
surroundings, respectively. (a) From 1-5 bars the hot spot is assumed denser than 
the surroundings; for p > 5 bars, it is less dense (as in Fig. 2.2a). This cannot 
explain the data shown in Fig. 2.1. (b) The hot spot is assumed less dense for all 
p > 0.5 bars (as in Fig. 2.2b). This readily explains the observed profiles of NH3 , 

H2S, and H20 shown in Fig. 2.1. 
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be constant below 0.6 bars, in disagreement with observation (Folkner et al. 1998). 

Figure 2.5b shows the second scenario. Here, the hot spot is less dense than the 

surroundings at all heights below 0.5 bars; this corresponds to the situation where 

the upwelling air radiatively warms before descending into the hot spot ( or where the 

circulation time is so rapid that no radiative warming or cooling can occur). In this 

scenario, the isopycnals bow downward inside the hot spot at all heights. Therefore, 

volatiles at all heights move downward as they enter the hot spot. This scenario 

readily explains the mass spectrometer and signal attenuation observations compiled 

in Fig. 2.1. Air parcels containing traces of H2S, which begin at perhaps 1 bar, move 

to 9 bars at the probe site. Air at the 2 bar NH4SH lifting condensation level moves 

to 16 bars at the probe site. This explains why the H2S mole fraction was constant 

below 16 bars. Material originating at 5 bars mixes to depths below 20 bars; this 

explains why the probe measured a water mole fraction which was still increasing at 

20 bars. This model therefore provides a natural explanation for why the downdraft 

remains dry despite the fact that horizontal mixing appears to be very vigorous on 

Jupiter. (Possibly, dissipative processes could cause a small component of horizontal 

mixing across isopycnals. Subsidence would then be required to maintain Fig. 2.5b 

in steady state. This is analogous to the balance between subsidence and mixing 

described in Section 2.3.3.) 

If lateral mixing is to explain the observed pattern of volatiles, therefore, an 

important implication results: the dry downdraft is less dense than the volatile source 

region at all depths below 0.5 bars. (Because mixing along isopycnals conserves 0v 

- a measure of density - such mixing cannot affect the density structure. The low 

density must be independently created by another mechanism, perhaps that suggested 

in Section 2.3.) If the volatile source region is south of the probe site, this contradicts 

our favored interpretation of the probe winds, which suggests that (from 1-5 bars) 

the hot spot is denser than the region directly south of the probe site. Possibly, 

the volatiles mixed into the probe site originated in a different region with a greater 

density. 
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2.5.2 Column Stretching 

Alternatively, the observed profiles might result from column stretching in complete 

absence of lateral mixing. In this scenario, the air at the probe site would have begun 

with ammonia decreasing above 0.6 bars, H2S decreasing above 2 bars, and water 

decreasing above 5 bars, as predicted by thermochemical models (Weidenschilling 

and Lewis 1973; see Fig. 2.1). Suppose the top of the air column were maintained 

at roughly the same height, while the bottom of the column moved downward. As 

the column stretched, the relative location of all parcels within the column would be 

fixed. The increase in NH3 from 1-8 bars would then be the signature of a "fossil" 

NH3 lifting condensation level which originated at 0.6 bars but was pushed to 8 bars 

during the stretching process; similarly, the NH4SH lifting condensation level would 

be pushed from 2 to 16 bars. The original water lifting condensation level near 5 bars 

would be pushed even deeper, explaining the observation that H2S increased before 

water. 

This scenario provides a natural explanation for the nearly dry adiabatic con­

ditions at the probe site. A moist adiabat associated with three times solar H2S 

produces 0.1 K of warming relative to a dry adiabat (Atreya and Romani 1985). We 

therefore expect 0.1 K of (temperature) stability between 9 and 16 bars at the probe 

site, consistent with observation. Although condensation of water yields warming of 

2 K for solar abundance, this stability may have been positioned somewhat below 20 

bars. 

Stretching might occur in a manner analogous to flow over mountains on Earth. 

On Jupiter, the topography might consist of a deep (p > 20 bar) isopycnal surface 

which varies in height from place to place. As the air column moved over the vari­

able isopycnal, it would stretch and contract. This speculation might be testable by 

measuring the vorticity ( along air trajectories in Galileo images. Parcels tend to 

maintain constant values of potential vorticity, defined (in the shallow water context) 

as (( + f)/h, where f is the Coriolis parameter and his the height of the column. If 

air columns elongated as they moved over the hot spot, the value of ( would change 



Section 2.6 32 

along streamlines. 

This scenario qualitatively matches Galileo orbiter observations that air flowed 

into a hot spot at 30 m s-1 from the southwest (Vasavada et al. 1998). If the column 

elongated and contracted as it entered and exited the hot spot, the time between 

elongation and contraction would be 1-2 days. 

This simple model predicts that the dry downdraft is less dense than the initial 

(pre-stretched) profile at all pressures. If the initial, pre-stretched density profile is 

the same as that in the regions surrounding the hot spot, then the isopycnals must 

bow downward in the hot spot, as in Fig. 2.5b. 

2.6 What do the data say about the forcing? 

In Section 2.3 we proposed that the hot spot circulation is thermally indirect below 

5 bars. For this hypothesis to be reasonable, the energy liberated by the atmospheric 

heat engine must be great enough to push dry air to 10 bars or deeper. In this section 

we address this issue by using available data to tentatively evaluate the magnitude 

and nature of the forcing. Because of the paucity of data, we cannot directly evaluate 

any of the terms in Eq. (2.3). However, we do have limited information on the vertical 

profiles of density from 0.5-20 bars in the hot spot relative to its surroundings. We 

therefore may be able to find the column integrated density in the hot spot and 

compare it to that in the surroundings. This comparison will allow us to determine 

whether the vertical flux of geopotential energy is sufficient to drive the indirect 

motions. 

To attack this problem, we recast the kinetic energy equation (2.3) from Section 

2.3 into another form. Averaging in time and assuming the circulation consists of a 

mean circulation followed by all parcels ( an approach used on Earth by Renno and 

Ingersoll (1995) ), Eq. (2.3) becomes 
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Mj ~ (Tv lup - Tvldown) dlnp = Mj (~ - - 1
-) dp = Fbot + F'top + Fsides - D 

md Pup Pdown 

(2.8) 

where the overbar denotes time average and Fbot, Ftop, and Fsides are the sums of 

kinetic and geopotential energy flux at the bottom, top , and side boundaries. M 

is the mass per time transported through isobars in the updrafts and downdrafts 

divided by the horizontal area of the domain, Pup is the density in locations where 

a moving parcel 's pressure decreases with time, and P<lown is the density in regions 

where pressure increases with time. 

Although we cannot evaluate M, Pbot, Psides, or D, the data provide constraints on 

J p-;;_~ - Pci~wn dp . If this integral is positive, the column integrated motion is thermally 

direct; the direct motion from 1-5 bars provides sufficient geopotential energy flux 

to drive the indirect circulation at deeper levels. If negative, the column integrated 

motion is thermally indirect, and other forcing is required. 

Three forms of data have implications for the density of the hot spot relative to the 

surroundings. These are (1) a comparison of Voyager occultation and Galileo probe 

temperature data, (2) the interpretation of the probe winds presented in Section 2.4, 

and (3) the interpretation of the mass spectrometer data presented in Section 2.5. 

We consider each in turn. 

2.6.1 Temperature data 

The Voyager radio occultation experiment measured temperatures to the 1 bar level 

at two latitudes, one at the equator and another at 13°S in the south equatorial 

belt (Lindal et al. 1981). When corrected for the new He/H2 value from Galileo 

(Niemann et al. 1996, von Zahn et al. 1996), the data imply temperatures of 169 K 

at 1 bar. The 5 K uncertainty quoted by Lindal et al. includes error in both the data 

themselves and in the assumed helium abundance. For a known helium abundance, 

the error in temperature is probably about half this value (Conrath et al. 1984) . In 
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contrast , the Galileo probe measured a temperature of 166 ± 1 K at 1 bar (Seiff et al. 

1997b). Thus, the hot spot appears to be colder at 1 bar than the regions sampled 

by Voyager. 

If downwelling occurs in the hot spot and upwelling occurs at the equator (as 

suggested by high cloud abundance and cold temperatures there; Gierasch et al. 

1986, Carlson et al. 1994) , the temperatures listed above suggest that the motion at 

1 bar is thermally direct . We wish to determine whether this thermally direct motion 

provides enough energy to force dry air to 10-20 bars. To do so, we assume that 

the external energy fluxes (minus dissipation) are negligible, so that the sole energy 

source is the direct loop in Fig. 2.2a. Eq. (2.8) then becomes 

1

Ptop l 1Ptop l 
-dp= --dp 

Pbot Pup Pbot Pdown 
(2 .9) 

We now use Eq. (2.9) to estimate the depth of the dry downdraft. Combining 

data from the Galileo probe's atmospheric structure experiment (Seiff et al. 1996, 

1997) with that from the Voyager radio occultation experiment (Lindal et al. 1981) 

allows us to estimate the two terms in the equation. We use the probe data for the 

downdraft. We use the Voyager data for the updraft; we extrapolate downward with 

a moist adiabat. When the saturation water vapor mixing ratio exceeds an assumed 

deep value (which occurs at 5, 6, or 7 bars for 1, 2, or 3 times solar respectively), we 

continue the extrapolation as a dry adiabat (as occurs in Fig. 2.2). 

Figure 2.6a illustrates the virtual temperature vs. logp for the Galileo data (solid 

line) and for several moist adiabats, all of which pass through 169 K at 1 bar ( other 

curves). The various moist adiabats assume different deep water abundances, from 

1.0- 3.0 times solar. Figure 2.6b illustrates the same curves, but with the Galileo dry 

adiabat subtracted off. When interpreted as a single thermodynamic cycle (up along 

a moist adiabat and down along the dry adiabat) , the area of the cycle is proportional 

to work done. Our assumption of no dissipation and no forcing implies no net work, 

so that the "positive" area (hatched) cancels out the "negative" area (stippled for 

the 2 times solar case). For a given moist adiabat, this specifies the depth to which 
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Figure 2.6: (a) Virtual temperature vs. logp for a dry adiabat representing the 
Galileo probe data (solid line), and for several moist adiabats with various assumed 
deep water abundances. All the moist adiabats pass through 169 K at 1 bar, as 
measured by the Voyager occultation. (b) Same, but with the dry adiabat subtracted 
off. The zero-dissipation/ forcing condition requires that the area between the probe 
data and a given moist adiabat is zero, implying for the 2 times solar case that 
the hatched area equals the stippled area. This sets the depth at the base of the 
downdraft. (c) Temperature vs. logp, with the Galileo dry adiabat subtracted off. 
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the "negative" area can extend, i.e., it sets the depth of the dry downdraft. (We 

assume the downdraft has 20% solar water abundance above this depth; Niemann et 

al. 1996.) For 1, 2, or 3 times solar water, the downdraft extends to 30, 11 , or 9 bars 

respectively. A virtual temperature stability of several K is predicted at the base of 

the dry downdraft. 

Therefore, in the absence of external mechanical energy fluxes, the thermally direct 

motion from 1-5 bars can provide enough energy to force dry air to 10-30 bars , as 

observed. (If kinetic energy or pressure forces created elsewhere do additional work 

on the indirect circulation, the dry downdraft could extend even deeper.) 

Because the scenario here requires radiative cooling, we expect the downwelling 

time to be of order years. If gradual upwelling occurs over half the area, the upwelling 

and downwelling times could be comparable. If upwelling occurs in isolated thunder­

storms occupying a small fractional area (as on Earth), the upwelling time could be 

as short as hours . 

2.6.2 Interpretation of wind data 

Our favored interpretation of the probe winds (Fig. 2.4, rightmost column) suggests 

that the hot spot is denser than the equatorial zone from 1-5 bars, but less dense than 

the equatorial zone below 5 bars. Again, this suggests a thermally direct circulation 

overlying the indirect circulation. We use the solid and dashed-dot lines from Fig. 2.4f 

as the downdraft and updraft , respectively. We find that the integral in Eq. (2.8) 

( taken from 0.5 to 12 bars) is positive, so that the direct circulation releases more 

energy than the indirect circulation (from 5-12 bars) absorbs. If we extrapolate these 

curves downward we find that the depth at which the energy integrals balance - and 

hence the maximum depth of a dry downdraft powered only by the direct loop from 

1-5 bars - is 1000 bars. (If only half the energy released in the direct loop goes into 

the indirect motion, the maximum depth is 100 bars.) The reason this depth is so 

much larger than that obtained from the temperature data is that according to the 

wind data, the virtual temperature in the downdraft is only 0.3 K greater than that in 
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the updraft at 10 bars. In contrast, the virtual temperature difference obtained from 

the temperature data is 4, 11, and 17 K for 1, 2, and 3 times solar water abundance, 

respectively. 

These results suggest that the energy released in the thermally direct part of the 

circulation from 1-5 bars is sufficient to push dry air to depth comparable to , perhaps 

far exceeding, those sampled by the probe. Thus, if (1) the hot spot is denser than 

the surroundings (from 1-5 bars) as suggested by wind and temperature data, and 

(2) this density contrast is indicative of updraft-downdraft differences, then the hot 

spot circulation may be "self-driving," requiring no energy input from other regions 

on Jupiter. 

2.6.3 Interpretation of mass spectrometer data 

If lateral mixing is to explain the increase in H2S at lower pressures than water, then 

the hot spot must be less dense at all heights from 0.5 bars to the base of the dry 

downdraft; this may be true for stretching as well. This suggests that external forcing 

of the downdraft is required (the integral in Eq. (2.8) is negative). Here we estimate 

the maximum possible forcing such dry downdrafts might require, and compare it to 

that made available by the atmosphere. 

The power per area absorbed by indirect circulations can be estimated from 

Eq. (2.8). Suppose the dry downdrafts have a virtual temperature !].Tv greater than 

that of the updrafts. The vertical mass flux in the dry downdrafts is M ;:::::; w / g, where 

w = dp/ dt is the vertical velocity in pressure coordinates. The mean power per area 

absorbed by the dry downdrafts is (from Eq. (2.8)) !].Tvk ln(Pbot/Ptop)w/(gmd) - We 

assume the dry downdrafts extend from the ammonia cloud level (Ptop = 0.5 bars) to 

a lower pressure Pbot = 20 bars, with w = 6 x 10-5 Pa s-1 as obtained from retrievals 

at 270 mbar (West et al. 1992). We use !].Tv = 3 K, which corresponds to the density 

difference between updrafts and downdrafts below a few bars if the water abundance 

is near solar and little radiative cooling occurs near cloud top. The mean power per 

area absorbed by the indirect circulations is then about 0.1 W m- 2
• If we instead use 
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w = 2 x 10-3 Pa s-1
, as may be required to balance the upward mixing of volatiles 

(Section 2.3.3), the power per area is 3Wm-2
. (This result assumes dry downdrafts 

cover essentially half the planet; if they are confined to local areas, the power per 

area would be lower.) These values are substantially less than Jupiter's 14 W m-2 

mean heat flux, and could be comparable to the generation of large scale energy by 

atmospheric convection. Existence of such indirect circulations is thus energetically 

reasonable. 

2. 7 Discussion 

The Galileo probe measured substantially depleted volatiles to 12 bars or deeper, 

suggesting that the probe entered a dry downdraft. We provided possible resolutions 

to three problems raised by Galileo probe data. To explain the dryness below the 

condensation level, we proposed that the downdraft is part of a thermally indirect 

circulation, operating as a heat engine in reverse. This suppresses convection from 

below and keeps the downdraft dry. Available data tentatively suggest that this 

circulation is energetically reasonable. Next, to explain the Galileo probe winds, 

we invoked gradient wind balance to calculate latitudinal gradients of density versus 

depth at the probe site. A range of profiles is possible, depending on the radius of 

curvature of the winds. Finally, the probe found that NH3 , H2S, and water increased 

with depth at different rates (Fig. 2.1). We suggested that this signature results from 

either (1) lateral mixing along isopycnals, or (2) stretching of the air column down 

from p < 0.5 bars. 

Some aspects of our different models are consistent with both external data and 

each other. Consider first our favored interpretation of probe winds. This interpre­

tation suggests that for p > 5 bars, the hot spot is less dense than the equatorial 

zone-exactly as postulated to keep the downdraft dry ( compare Fig. 2.4f with the 

cartoon in Fig. 2.2a). Further, this scenario requires a counterclockwise circulation 

south of the hot spot; such a circulation pattern was seen in Galileo images for an­

other hot spot (Vasavada et al. 1998). Finally, it suggests a stable layer in the hot 
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spot above 1.5 bars. This stable region could allow the hot spot to be less dense than 

the equatorial zone for p < 0.5 bars, in accord with Voyager IRIS (Gierasch et al. 

1986) and groundbased infrared (Orton et al. 1996) data. 

The suggestion that the probe site is underlain by a stable layer (necessary to 

keep the downdraft dry) has both direct and indirect observational support. The 

temperature and mass spectrometer data together suggest that the probe site was 

statically stable below 12 bars, since temperature was dry adiabatic and molecular 

weight increased with depth. (Plumes rising from below would therefore have the 

same temperature as their surroundings but would have a greater molecular weight 

and hence density, so would be inhibited from rising.) If water increased to solar 

below 20 bars, for example, the virtual temperature stability would be 3 K. Further, 

the fact that NH3 , H2S and water increased separately implies that the observed 

volatiles were not introduced into the downdraft by vertical convection from below. 

This is consistent with existence of a stable layer inhibiting such convection. 

On the other hand, there appears to be a major inconsistency between our favored 

explantions for the wind and mass spectrometer data. Our favored interpretation of 

the winds (Fig. 2.4, rightmost column) suggests that from 1-5 bars, the hot spot 

(north of the probe site) is denser than the equatorial zone (south of the probe site). 

If lateral mixing is to explain the increase of volatiles at different heights, however, the 

hot spot must be less dense from 1-5 bars than the source region of the volatiles. If 

column stretching is to explain the increasing pattern of volatiles, then from 1-5 bars 

the hot spot should be less dense than the original (pre-stretched) column over this 

same height range. (This occurs because 0v increases with height, so the stretching 

process increases 0v at a given pressure.) In either case, if the region south of the hot 

spot has the same density structure as either the source region of the volatiles or the 

pre-stretched downdraft, then from 1-5 bars the hot spot must be less dense than the 

region to the south-in contradiction with our favored wind interpretation. 

There are several possible resolutions to this inconsistency. The most likely expla­

nation is that the region surrounding the hot spot is horizontally heterogeneous. If 

column stretching explains the volatile distribution, perhaps the original pre-stretched 
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column was denser than that south of the probe site. Upon stretching, the hot spot 

would remain denser (from 1-5 bars) than the region to the south; this would rec­

oncile the wind and mass spectrometer analyses. Or, if mixing explains the volatile 

distribution, perhaps the volatiles in the hot spot originated in a region denser than 

that directly south of the probe site. This would allow the 1-5 bar region at the 

probe site to be denser than that directly south of the probe site ( as suggested by the 

winds), yet less dense than the source region for the volatiles (as suggested by the 

mass spectrometer data). Another possibility is that our favored interpretation of the 

winds is incorrect; perhaps another scenario in Fig. 2.4 applies, the radius of curva­

ture varies with depth, or gradient wind balance does not hold. Unfortunately, all of 

these possibilities are ad hoc and prevent us from achieving a satisfying synthesis of 

the Galileo data. 

The clouds observed by the probe further complicate attempts to form a coherent 

picture. The nephelometer and net flux radiometer detected a cloud near 1.4 bars 

and possibly another above 0.5 bars, but no 5-bar water cloud (Ragent et al. 1996, 

1998; Sromovsky et al. 1996, 1998). The simplest explanation is that the 0.5 and 

1.4 bar clouds (presumed to be ammonia and NH4SH) result from upward mixing 

of ammonia and H2S vapor into the downdraft, as occurs in Fig. 2.5a; the sharp 

base of the 1.4 bar cloud would then be the NH4SH lifting condensation level. As 

observed, Fig. 2.5a also predicts that no water cloud would form because water is 

not mixed upward as it enters the hot spot. As described in Section 2.5, however, 

Fig. 2.5a cannot explain the mass spectrometer and probe signal attenuation results 

from Fig. 2.1. The cloud and mass spectrometer/signal attenuation data might be 

reconciled if an upper tropospheric cloud were mixed or advected downward along 

isopycnals to 1.4 bars ( consistent with Fig. 2.5b ). This is unlikely, however. To 

explain the mass spectrometer /signal attenuation data, the isopycnals in Fig. 2.5b 

must bow downward by about 80 km, while the observed cloud was only ~ 5 - 10 km 

thick. Reconciling the data sets therefore requires the cloud to have existed at just 

the right pressure in the upper troposphere, so that when advected 80 km down, it 

ended up exactly at the lifting condensation level (as required to explain the cloud's 
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sharp base). Because cloud heights may follow isopycnals if the particle fall times are 

less than the cloud advection times, observations of cloud base pressures from Galileo 

NIMS or ground based infrared data may help resolve this dilemma ( e.g., Stewart et 

al. 1997). 

New observations and modelling may help resolve the inconsistencies. Continued 

infrared and visible imaging observations from Galileo, Cassini, and the ground could 

clarify the extent to which dry regions are confined to hot spots, whether hot spots 

are coherent structures or waves propagating relative to the flow, and whether conver­

gence (hence downwelling) occurs at hot spots (Vasavada et al. 1998). The answers 

may help us decide between the models presented here. High resolution imaging from 

Galileo and Cassini may constrain the radii of curvature likely to occur in the flow 

near hot spots, and nighttime lightning observations will help constrain the regions 

of upwelling. 

Although the models of indirect circulations presented here were created to answer 

specific questions posed by Galileo data, they may have broader implications. Indirect 

circulations could play a central role in Jupiter's energetic cycle. The quasi-horizontal 

nature of atmospheric flows suggests that energy cascades from small to large scales 

(Charney 1971), contrary to the situation in three-dimensional flows. A sink for 

kinetic energy must therefore exist at the largest scales; otherwise, energy supplied 

by thunderstorms, baroclinic instabilities, or other sources at small scales would "pile 

up" at the largest scales and lead to continuous acceleration of the zonal jets. On 

Earth, friction against the surface removes much of this large-scale kinetic energy 

(Peixoto and Oort 1992, Tomatsu 1979), but the lack of a surface on Jupiter suggests 

that different mechanisms may be at work. Indirect circulations could provide the 

necessary sink on Jupiter, and it is therefore important to understand their dynamics. 
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3.1 Abstract 

The perplexing dryness measured by the Galileo probe is most easily explained by a 

dry downdraft at the probe site. Such dry downdrafts have never been produced in an 

atmospheric dynamics model, however, and it is unclear whether they are dynamically 

possible. I am exploring the dynamical origin and evolution of such downdrafts using a 

global model consisting of a stratified atmosphere overlying a deep, adiabatic interior. 

To do so, I numerically solve the full non-linear shallow water equations, which are the 

simplest equations applicable for such a system. In this chapter I define the problem 

and describe my approach in attacking it. 

3.2 Introduction 

As described in the previous chapter, the Galileo probe measured substantially de­

pleted abundances (relative to solar) of water and H2S to the 10 bar level or deeper. 

Further, between 8 and 16 bars, H2S surged from 0.3 to 2.7 times solar (Niemann 

et al. 1998), and ammonia rose from less than 2 to about 4 times solar from 1 to 

10 bars (Folkner et al. 1998) . There are also hints that the water abundance in­

creased between 12 and 20 bars. (See Fig. 2.1 for a summary of the probe data on 

ammonia, H2S, and water.) These measurements are inconsistent with global de­

pletion of volatiles from Jupiter's interior; instead, a meteorological explanation is 

required. This requirement is qualitatively consistent with the fact that the probe 

entered a 5-µm hot spot, a local atmospheric region known to be unusually low in 

cloud abundance (Orton et al. 1996, Carlson et al. 1994). Several authors have there­

fore suggested that condensation and rainout removes water, ammonia, and H2S from 

updrafts located outside the hot spot. This dessicated air then descends within hot 

spots (Showman and Ingersoll 1998 [which is presented in Chapter 2 of this thesis], 

Owen et al. 1996, Atreya 1996). 

Such dry downdrafts have never been produced in an atmospheric dynamics model , 

however, and it is unclear whether they are dynamically possible. This strongly 
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limits interpretation of the Galileo probe data and prevents us from understanding 

their full implications for Jupiter. The key to understanding the probe data lies 

in a better understanding of hot spots. Therefore, I am investigating the origin, 

stability, and evolution of hot spots and their hypothesized downdrafts. To do so, I 

numerically solve the shallow water equations, which are the simplest model equations 

containing the major processes relevant for large-scale atmospheric dynamics. (The 

initial study uses a single-layer model; in the future I will extend the model to 64 

vertical levels.) Such models have been successfully used to study Jupiter's multiple 

jets and vortices (e.g., Williams and Wilson 1988, Dowling and Ingersoll 1989, Cho 

and Polvani 1996), but these studies did not focus on hot spots or other equatorial 

phenomena. The project described here is the first systematic shallow water study of 

jovian equatorial dynamics. By testing the idea that the lack of water results from 

local meteorology rather than a global suppression, this work may help resolve one 

of the most perplexing puzzles raised by Galileo. 

I first describe the available constraints in more detail. This is followed by a 

discussion of the physical model and numerical methodology. 

3.3 Constraints on the nature of hot spots 

Galileo and groundbased data provide constraints which lead to two qualitative end­

member scenarios for the dynamics of hot spots. Hot spots reside at 8°N latitude 

within Jupiter's north equatorial belt. About 10 evenly spaced hot spots exist around 

the planet at any one time; they move together in a single reference frame, roughly 

100 m sec 1 eastward in System III ( Ortiz et al. 1998). The fact that vortices of­

ten form evenly-spaced trains and are ubiquitous features in Jupiter's atmosphere 

suggests that hot spots may be vortices advecting with the mean flow, which is also 

about 100 m sec-1 at the latitude of hot spots. However, Galileo images of a single 

hot spot show that it propagates relative to small cloud features and does not clearly 

resemble an organized vortex (Vasavada et al. 1998). These observations suggest 

an alternate scenario where hot spots constitute waves propagating relative to the 
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ambient air flow. 

When the arguments presented in Section 2.5 are invoked, these two scenarios 

can each explain the pattern of volatiles observed at the probe site. (This pattern is 

shown in the left panel of Fig. 2.1, where it is seen that the abundances of ammonia, 

H2S, and water all rose at different pressures. The order of the observed increases 

matches that of the condensation model in the right panel of Fig. 2.1 but occurs 

at much greater pressures.) In the first scenario, the hot spot contains a vortex 

which surrounds a relatively static column of dry air extending into the interior; 

gradual downward motion conteracts upward mixing of volatiles and keeps the hot 

spot dry. Volatiles enter the downdraft by lateral mixing. If the hot spot has lower 

density than the surroundings, the mixed air - which always maintains its level of 

neutral buoyancy - will move down as it enters the hot spot. This will prevent 

lateral mixing from moistening the downdraft. Further, if air outside the hot spot 

has volatile abundances resembling the right panel of Fig. 2.1, air mixed into the hot 

spot will produce a pattern resembling the observations in the left panel of Fig. 2.1. 

In the alternate scenario, the hot spot is a wave propagating relative to the flow. 

Air columns approach the hot spot from the west, elongate as they enter the hot 

spot, and contract as they exit only days later. The elongation process can explain 

the abundances of ammonia, H2S, and water . The initial (pre-stretched) column 

matches Fig. 2.1 (right panel). As the stretching occurs, air which originated at 0.5, 

2, and 5 bars, respectively, is deflected to 8, 16, and > 20 bars inside the hot spot; this 

explains the observations in Fig. 2.1 (left panel). The stable layer expected near 5 

bars is also deflected to pressures exceeding 20 bars , where it prevents upward mixing 

of moist air into the hot spot. 

3.4 Physical model and numerical methods 

The qualitative scenarios described in Section 3.3 constitute hypotheses for the na­

ture of hot spots; my goal is to test these scenarios by determining whether they 
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are dynamically possible. Although Jupiter's fluid layer extends extremely deep, a 

preferred model consists of a vertically thin, stably stratified upper layer overlying 

a deep interior. A statically stable layer below the clouds has been suggested by 

observational studies of atmospheric waves (Flasar and Gierasch 1986, Allison 1990, 

Ingersoll and Kanamori 1994) and would result naturally from latent heat release 

associated with condensation of water near 5 bars. By suppressing vertical motion, 

such a stable layer would restrict the cloud-level flow to be quasi-horizontal, confined 

to a shallow "weather layer" with vertical extent - and velocities - much smaller 

than horizontal ones. 

I have adopted the simplest such model, a two layer model where the thin upper 

layer represents the weather layer and the deep lower layer represents the convectively 

adjusted, neutrally stratified deep interior. By assuming the motions in the lower layer 

are steady in time and the densities in each layer are constant, the system reduces to 

the shallow water equations for a single layer (Dowling and Ingersoll 1989; see also 

Pedlosky 1987, Chapter 3): 

dv 
- = - fk X V - gV H 
dt 

dH 
-=-HV-v 
dt 

where v and H are the horizontal wind velocity and vertical thickness of the weather 

layer, g is gravitational acceleration times the fractional density difference between 

the layers, k is the unit vertical vector, f = 20 sin¢> is the Coriolis parameter, 0 

is the planetary rotation rate, ¢> is latitude, and d/ dt is the derivative following the 

flow. An additional term can be added to the first equation to account for the 

(specified) pressure gradients in the deep layer. Because the lower layer dynamics are 

specified, this model is often called the "1-1/2 layer" model. It is the simplest form 

of an isopycnal model, which is particularly appropriate to Jupiter because of the 

long radiative time and absence of a solid surface. Such models have a long history of 

successful use in studies of jets and vortices on the giant planets (Ingersoll and Cuong 
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1981, Williams and Wilson 1988, Dowling and Ingersoll 1989, Marcus and Lee 1994, 

Cho and Polvani 1996, Le Beau et al. 1998). 

I will solve the equations on a rotating sphere using a numerical code which imple­

ments the spectral transform method. The fields are represented as sums of spherical 

harmonics up to specified values of zonal wavenumber and degree. To evaluate the 

spectral coefficients of nonlinear terms in the equations, the code transforms the fields 

to physical space, evaluates the products on the physical grid, and tranforms the prod­

ucts back to spectral space (Washington and Parkinson 1986, p. 192) . The equations 

are updated using either explicit or semi-implicit time stepping. The code includes 

an optional numerical hyperdiffusion term and an Asselin filter to maintain numerical 

stability. Over the past year, I have tested the code against a standard set of solutions 

designed for the purpose of evaluating shallow water models (Williamson et al. 1992) 

and performed preliminary simulations to explore vortex and jet interactions under 

jovian conditions. These runs were performed on the Cray T3D at the Jet Propulsion 

Laboratory. As an example, a 720-hour simulation at 1.4° resolution requires~ 1400 

seconds of integration time (per processor) when run using 4 processors on the T3D. 

Such short integration times indicate that extensive explorations of parameter space 

will be feasible. 

My procedure will be as follows. I will run many simulations using different initial 

configurations of equatorial vortices and waves, as well as different values of viscosity, 

resolution, and deformation radius. I will then search the solutions for structures 

resembling the scenarios outlined in Section 3.3. If such structures occur, I will test 

their robustness to changes in the parameters with the aim of understanding why 

they occur near the equator, why they appear in the northern rather than southern 

hemisphere, and why ~ 10 hot spots are preferred. If no solutions resembling hot 

spots are found, however, it suggests that hot spot formation requires some process 

excluded from the model. Possibilities include vertical wind shear or the details of the 

vertical stability. In the future, I plan to carefully test the effect of these additional 

processes by extending the model to 64 vertical levels; my aim is to systematically 

isolate the mechanisms responsible for hot spots. 
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Chapter 4 

Tidal evolution into the Laplace resonance 

and the resurfacing of Ganymede 

4.1 Abstract 

We use the numerical model of Malhotra (1991) to explore the orbital history of lo, 

Europa, and Ganymede for a large range of parameters and initial conditions near 

the Laplace resonance. We identify two new Laplace-like resonances which pump 

Ganymede's eccentricity and may help explain the resurfacing of Ganymede. Near 

the Laplace resonance, the lo-Europa conjunction drifts at a mean angular velocity 

w1 = 2n2 -n1 , while the Europa-Ganymede conjunction drifts at a rate w2 2n3 -n2 , 

where n1 , n 2 , and n 3 are the mean motions of lo, Europa, and Ganymede. We find 

that Laplace-like resonances characterized by wi/w2 ~ 3/ 2 and wi/w2 ~ 2 can pump 

Ganymede's eccentricity to ~ 0.07, producing tidal heating several hundred times 

higher than at the present epoch, and 2-30 times greater than that occurring in the 

wi/w2 ~ 1/2 resonance identified previously by Malhotra (1991). The evolution of 

w1 and w2 prior to capture is strongly affected by Q~0 / Q~. (Here, Q' = Q / k is the 

ratio of the tidal dissipation function to second degree Love number; the subscript J 

is for Jupiter.) We find that capture into wi/w2 ~ 3/2 or 2 occurs over a large range 

of possible initial satellite orbits if Q~of Q~ ~ 4 x 10-4
, but cannot occur for values 

~ 8 x 10- 4 . (The latter is approximately two-thirds the value required to maintain Io's 

current eccentricity in steady state.) For constant Q / k, the system, once captured, 

remains trapped in these resonances. However, we show that they can be disrupted 

by rapid changes in the tidal dissipation rate in lo or Europa during the course of 

the evolution; the satellites subsequently evolve into the Laplace resonance (w1 = w2 ) 
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with high probability. Because the higher dissipation in these resonances increases 

the likelihood of internal activity within Ganymede, we favor the wi/w2 :::::: 3/2 and 2 

resonances over wi/w2 :::::: 1/2 for the evolutionary path taken by the Galilean satellites 

before their capture into the Laplace resonance. 

In addition to its surface appearance, Ganymede's large free eccentricity (0.0015) 

has long been a puzzle. We find that the wi/w2 :::::: 3/2 and wi/w2 :::::: 2 resonances can 

pump Ganymede's free eccentricity up to ~ 10-3 independent of Q'cany/Q~. We also 

show that Ganymede's free eccentricity cannot have been produced by impact with 

a large asteroid or comet. 

4.2 Introduction 

The orbital resonances among the jovian moons Io, Europa, and Ganymede present a 

fascinating dynamical system. The strongest resonant interactions are those between 

Io and Europa and between Europa and Ganymede. The ratios of mean motions (i.e., 

mean orbital angular velocities) of these satellite pairs are both near 2:1, causing their 

successive conjunctions to occur near the same jovicentric longitude. This allows their 

mutual gravitational perturbations to add constructively, and, as we shall see later, 

allows a secular transfer of energy and angular momentum from Io to Europa to 

Ganymede. 

As the ratio of mean motions is not exactly 2:1, the conjunctions between Io and 

Europa drift at a mean angular velocity w1 = 2n2 -n1 , while the conjunctions between 

Europa and Ganymede drift at a rate w2 = 2n3 - n2 , where n1 , n2 , and n3 are the 

mean motions of Io , Europa, and Ganymede. The Io-Europa conjunction is locked 

to Io's perijove and also to Europa's apojove; the Europa-Ganymede conjunction 

occurs when Europa is near perijove. These pairwise resonances are described by the 

libration of the following resonance angles: 
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012 = 2>.2 - >.1 - 'u72 librates about 180° 

where ,\i and 'wi are the satellites' mean longitudes and longitudes of perijove. In this 

paper, all subscripts i = 1, 2, or 3 refer to Io, Europa, or Ganymede, respectively, 

unless stated otherwise. (The Europa-Ganymede conjunction is not locked to either 

apse of Ganymede, so the other possible resonant variable, 2,\3 - ,\2 - 'u73 , circulates 

through all possible values.) The fourth major resonance - the Laplace resonance 

- is characterized by the libration of the following critical angle: 

The Laplace resonance is a 1:1 commensurability between the rates of motion of the 

Io-Europa and Europa-Ganymede conjunctions (as opposed to the 2:1 commensura­

bilities between the satellites' mean motions): the Io-Europa conjunction drifts at 

the same rate as the Europa-Ganymede conjunction, so that wi/ w2 = 1. Currently 

we have w1 = w2 = -0.74°day- 1. This is an extremely small value compared to the 

satellites ' mean motions which range from approximately 50°day-1 for Ganymede to 

approximately 200°day-1 for Io. 

These orbital resonances have a strong effect on the satellites ' thermal evolution. 

Io's active volcanism and high thermal heat flux of~ 2 W m-2 (Smith et al. 1979, 

Veeder et al. 1994) are probably caused by tidal dissipation associated with its 

resonantly forced orbital eccentricity of 0.0044 (Peale et al. 1979). Europa's tectonism 

possibly also results from tidal flexing (Malin and Pieri 1986). Although Ganymede's 

eccentricity is currently too low for significant tidal heating, the ancient resurfacing 

on this satellite (McKinnon and Parmentier 1986) may be linked to higher tidal 

dissipation in the past. Especially for Ganymede, knowledge of past orbital history 

is critical for elucidating the thermal evolution. 

Yoder (1979) and Yoder and Peale (1981) constructed an analytic theory to ex­

plain the high rate of internal activity on Io as well as the origin of the Laplace 
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resonance from initially non-resonant orbits. According to this scenario, tides raised 

on Jupiter by the satellites cause the satellite orbits to expand outward over time. 

As Io approaches the 2:1 resonance with Europa, w1 approaches zero, forcing Io's 

eccentricity, e1 , to increase. However, tidal dissipation in Io ( which increases with ei) 

lowers Io's semi-major axis and eccentricity. This counteracts the effects of Jupiter's 

tides which push Io outward into 2:1 resonance with Europa, as well as the reso­

nant gravitational perturbations from Europa which pump Io's eccentricity. Thus, an 

equilibrium characterized by constant values of w1 and e1 is achieved, and the orbits 

of Io and Europa expand together while being locked in resonance. (This involves 

a secular transfer of orbital angular momentum from Io to Europa.) The equilib­

rium values of w1 and e1 estimated by Yoder and Peale are -1.2° day-1 and 0.0026, 

respectively. However, this is a metastable state as Europa approaches the 2:1 res­

onance with Ganymede and the Europa-Ganymede resonant perturbations become 

significant. During this evolution, w2 approaches w1 and the satellites are captured 

into the Laplace resonance. Yoder and Peale calculate that the capture probability 

is high provided \w1 \, \w2 \:::; 2° day-1
. As Jupiter 's tides continue to transfer angular 

momentum to the satellites (primarily Io), the Laplace resonance forces a secular 

transfer of orbital angular momentum from Io to Europa to Ganymede. A new equi­

librium is reached in which w1 stabilizes at a new value, and the resonantly forced 

eccentricities of all three satellites also reach constant values. If the present state of 

the system is at this equilibrium, this theory predicts Q~/Q~ ~ 1.1 x 10- 3
_ (Here 

Q' Q / k is the ratio of the tidal dissipation function to the second degree Love 

number, and subscript J refers to Jupiter.) Ganymede's eccentricity remains low in 

this scenario. 

A second scenario was outlined by Greenberg (1982, 1987). He noted that the 

Yoder-Peale scenario was predicated on significant tidal dissipation within Jupiter, at 

a rate greater than any known physical mechanisms for tidal dissipation in gaseous 

planets. To circumvent this apparent difficulty, he suggested that Io , Europa, and 

Ganymede formed in orbits deep in resonance , with w1 and w2 closer to zero. Since 

satellite formation , dissipation in Io has decreased the satellite 's semi-major axis 
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and increased lw1 I; thus, Io has evolved away from the 2:1 resonance with Europa. 

Similarly, Europa and Ganymede were deeper in the 2:1 resonance in the past, so that 

Ganymede would have had a higher forced eccentricity. This scenario allows slightly 

more tidal heating in Ganymede than at present ( eccentricity ~ 0.003, as compared 

with the current free and forced eccentricities of 0.0015 and 6 x 10-4
) . However, 

recent theoretical work on the tidal Q of gaseous planets (Ioannou and Lindzen 1993) 

and estimates of low upper bounds for the tidal Q of other outer planets ( Q < 39, 000 

for Uranus [Tittemore and Wisdom 1989] and Q < 3 x 105 for Neptune [Banfield 

and Murray 1992]) suggest than Q1 was low enough for significant orbital evolution, 

increasing the plausibility of the tidal assembly of the Galilean resonances. 

Greenberg (1982) has also suggested the possibility of episodic tidal heating of Io, 

in which the Galilean satellites oscillate about the equilibrium point of the Laplace 

resonance, causing Io's Q' and resonantly forced eccentricity to vary periodically. 

This possibility was explored in some detail in Ojakangas and Stevenson (1986), and 

it remains a viable model for the present state of the system. However, it has not 

been shown to have significant import for Ganymede's evolution. 

More recently, Malhotra (1991) showed that the evolutionary path described by 

the Yoder-Peale theory for the tidal assembly of the resonances is not unique. She 

found that for a wide range of initial conditions, the satellites would have encountered 

and been temporarily captured in one or more "Laplace-like" resonances wi/ w2 ~ 

j/(j+l), j = l, 2, or 3, before evolving into the present state. (We define a "Laplace­

like" resonance to be one in which the ratio of the mean conjunction drift rates, wi/ w2, 

is that of two small positive integers.) Capture into any of these three resonances 

can occur at relatively high values of lw1 I and lw21 ( ~ 7 - 8°day-1
, before either 

pairwise resonance has achieved equilibrium), and is fairly likely. The 2:1 mean motion 

resonances then evolve in concert during passage through one of these Laplace-like 

resonances, as w1 and w2 continue to approach zero. At sufficiently small values of 

lw11 and lw2 1, the wi/w2 ~ j /(j + 1) resonance is disrupted and the satellites are 

captured into the Laplace resonance. Of potentially great significance for Ganymede 

was the discovery that the wi/w2 ~ 1/ 2 resonance pumps Ganymede's eccentricity 
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up to ~ 0.01 - 0.03, possibly enough for internal activity and consequent resurfacing. 

For completeness, we mention here Tittemore's (1990) proposal for the tidal heat­

ing of Ganymede. In this scenario, Europa and Ganymede pass through the pairwise 

3:1 mean motion resonance which chaotically pumps up their orbital eccentricities to 

large values (e2,max ~ 0.13, e3 ,max ~ 0.06) before the satellites eventually disengage 

from that resonance. (They are presumed to subsequently evolve to their present 2:1 

resonant orbits). Tittemore argued that the extent of orbital evolution of Europa and 

Ganymede required in this scenario can be accommodated provided Io and Europa 

were locked in the pairwise 2:1 resonance early on. Tittemore's numerical modeling of 

the Europa-Ganymede 3:1 resonance passage did not include the 2:1 resonant pertur­

bations of the Io-Europa interaction, and also neglected tidal dissipation within the 

satellites, both factors that significantly affect the dynamical evolution of the system. 

It is possible to overcome these deficiencies and it would be worth re-evaluating the 

3:1 Europa-Ganymede resonance with a more complete numerical model. However, 

such a study is beyond the scope of the present work. We do not discuss this scenario 

further because it does not speak to the evolution of the satellites near the Laplace 

resonance. 

The three scenarios of Yoder and Peale, Greenberg, and Malhotra are best visu­

alized by plotting the system's path in w1 - w2 space. This will also prove useful for 

discussing our results. In Fig. 4.1 we depict the paths just discussed. The initial posi­

tion in w1 - w2 space after satellite formation is completely unknown. (This position 

is related to the initial orbital semi-major axes of the satellites.) Consider the tidal 

assembly scenarios. Far from equilibrium of the pairwise 2:1 resonances and in the 

absence of any Laplace-like resonances, Io's orbit expands much more rapidly than 

Europa's, so w1 increases faster than w2 . Starting from its initial position, the system 

thus moves nearly horizontally to the right in w1 - w2 space. In the Yoder-Peale 

scenario, the system evolves unhindered by any Laplace-like resonance to equilibra­

tion of the Io-Europa resonance, and w1 becomes constant (dash-dot line). As w2 

continues to increase, the system then moves vertically upward in w1 - w2 space. 

Capture into the Laplace resonance, wi/w2 = 1, eventually occurs from below, i.e., 
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Figure 4.1: Several possible paths to the current state as proposed by previous 
authors, shown in w1 - w2 space. The current position is marked by a circle; the 
Laplace resonance, wi/w2 = 1, and the Laplace-like resonance, wi/w2 ~ 1/2, are 
shown in dotted lines. (Dot-dashed line) Yoder and Peale (1981) scenario in which 
the Io-Europa 2:1 resonance equilibrates before capture into the Laplace resonance; 
(Dashed line) Malhotra (1991) scenario for passage through wif w2 ~ 1/2 prior to 
capture into the Laplace resonance. (Short solid line moving downward from near the 
origin) Greenberg (1987) scenario in which tidal dissipation in Jupiter is negligible. 
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from a smaller value of wi/w2. In contrast, Malhotra (1991) showed that the first 

metastable state in Yoder and Peale's scenario was unlikely to be achieved as there 

was a high probability that the approach to this state would be interrupted by cap­

ture into a wi/ w2 = j / (j + 1) Laplace-like resonance. This is shown by the dashed 

line. Greenberg's scenario is shown with a solid line. 

In this paper we use Malhotra's (1991) numerical model to explore evolution into 

the Laplace resonance over a much wider range of conditions than she examined. Our 

main finding is that two other Laplace-like resonances above the Laplace resonance, 

wi/w2 ~ 2 and wi/w2 ~ 3/2, have high capture probability and can pump Ganymede's 

eccentricity to ~ 0.07. Capture into these resonances is possible only if QUQ~ < 

8 x 10-4
• (This upper bound is slightly smaller than the value needed to maintain the 

current orbital configuration in steady state, as discussed in Yoder and Peale, 1981.) 

If this condition is satisfied, capture into one of these resonances is quite likely. We 

also find that if the Q / k are constant in time, the satellites do not evolve into the 

Laplace resonance from these resonances. We show that rapid changes in Q~/Q~ or 

Q;/Q~ can cause disruption followed by capture into the Laplace resonance. Several 

plausible mechanisms can easily produce the requisite time variability in QUQ~. 

The paper is organized as follows. In Section 4.3 we present our results. We 

begin with a brief description of the dynamical model. This is followed by a detailed 

description of some example runs. Next, we identify the conditions under which 

capture into wiJw2 ~ 3/2 or wi/w2 ~ 2 can occur, and we characterize the resonances 

by determining the eccentricities and dissipated power they produce under different 

conditions. We then explore the manner in which Q~/Q~ or Q;/Q~ must change to 

allow disruption of these new Laplace-like resonances and evolution into the Laplace 

resonance. We end the section with some additional results on the evolution of w1 and 

w2 toward equilibrium. In Section 4.4 we calculate the size of the cometary impactor 

necessary to excite Ganymede's free eccentricity to its current value (0.0015); we show 

that the free eccentricity cannot have been produced by cometary impact. In Section 

4.5 we summarize our results and conclusions. Implications for Ganymede's thermal 

history are discussed in a companion paper. 
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4.3 Results 

4.3.1 The model 

The dynamical model we use is described in detail in Malhotra (1991). The model 

includes perturbations from Jupiter's gravity field to order J4 and the mutual satellite 

perturbations to second order in the orbital eccentricities. The secular perturbations 

due to Callisto are also included. The effects of tidal dissipation in the planet as well 

as the satellites are parameterized by the tidal dissipation functions, QJ, Qi , and are 

included in the perturbation equations. The ratios QU Q~ are free parameters which 

we specify as inputs to the model. 

The differential equations are approximated by an algebraic mapping ( details given 

in Malhotra, 1991) . This speeds up the numerical simulation by a factor of several 

hundred. Even so, it is necessary to artificially enhance the rate of orbital evolution in 

order to obtain results within reasonable computational time. We used QJ = 100 in 

all our runs. (The QU Q~ are independently specified free parameters.) A typical run 

uses ~ 8 hours of CPU time on an HP-735 /99Mhz workstation. To illustrate, suppose 

the "real" value of QJ is 105 ; then, using QJ = 100 in the numerical simulation means 

that the entire evolution over the 4.5 billion year age of the system is forced to occur 

over only 4.5 million years. Nevertheless, we expect that the qualitative features of 

the dynamics are not affected because tidal evolution with QJ = 100 is slow enough 

to be adiabatic on the timescale of the gravitational perturbations. Quantitative 

confirmation of this assumption is discussed in Section 4.3.5. 

We note here that the model accounts for only the low frequency resonant pertur­

bations, so is valid only for sufficiently small lw1 I and lw2 I. We restrict our calcula­

tions to lw11, lw21 < l0°day- 1
. Although this range corresponds to only a few percent 

change in aif a2 and a2/a3 , it is comparable to the extent of evolution expected over 

solar system history for reasonable QJ values(~ 105
). The satellites may thus have 

formed in the region of validity of the model for w1 and w2. 

For most of the simulations discussed in this paper, Ganymede's initial eccentricity 

was 0.001. Resonance encounter usually occurred (when at all) with an eccentricity 
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somewhat smaller than the initial value. 

4.3 .2 Example runs 

In this section, we describe in detail the evolution of the system in three different 

runs. These illustrate the range of possible orbital and dynamical histories of the 

Galilean satellites that we have found in more than 200 numerical simulations. The 

time evolution of several parameters in these runs is plotted in Figs. 4.2, 4.3 and 4.4. 

Panels (a), (b), and (c) in these figures depict the evolution of the orbital eccentricities 

of Io, Europa, and Ganymede; panel ( d) shows the ratio wi/ w2 , and ( e) shows our 

assumed QUQ~. The time axis runs from Oto 1.3 x 104QJ years (assuming kJ = 0.38, 

following Gavrilov and Zharkov 1977). (In displaying the results of our simulations, 

we have factored out QJ on the time axis . This stresses the fact that QJ is unknown 

and that, for a given simulation with specified QUQ~ over time, the timescale for the 

evolution scales linearly with QJ.) Thus, the evolution shown in these figures would 

occur in 4 billion years if QJ = 3 x 105 , but only 400 million years if QJ = 3 x 104 . 

There is no special significance to the origin on the time axis. Note that the end state 

of the system in each of these runs is close to that observed at the present epoch: the 

satellites are trapped in the Laplace resonance, and the final orbital eccentricities are 

close to the observed forced eccentricities. The three runs differ in initial conditions 

and in the assumed tidal dissipation functions. Consequently, the runs differ in the 

sequence of Laplace-like resonances that the satellites encounter and temporarily enter 

before reaching the current state. 

The initial values of the frequencies (w1 , w2 ) in Figs. 4.2, 4.3 and 4.4 were 

(-5.6, -3.2) , (-6.2, -2.6), and (-4.7, -8.0) degrees per day, respectively. All three 

runs begin with Q~/Q~ = 4 x 10-4 _ (Other parameter values are listed in the cap­

tions.) We also show the evolution for these runs on a w1 - w2 plot in Fig. 4.5. In 

Figs. 4.2 and 4.3, the initial value of wi/w2 is greater than 1, whereas in Fig. 4.4 it is 

less than 1. In all three cases, w1 and w2 both increase toward zero over time, but w1 

increases more rapidly, so wif w2 initially decreases. 
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Figure 4.2: The first example run: the system was temporarily captured in the 
wif w2 :::::; 3/2 resonance before evolving into the Laplace resonance. Shown are time 
evolution of the eccentricities of (a) Io, (b) Europa, and (c) Ganymede, and (d) 
the ratio wif w2 ; panel (e) shows the assumed Q~/Q~ over time. The time axes in 
(a)-(e) are the same and run from 0 to 1.3 x 104Q1 years. In this run, the ratios 
of the tidal dissipation functions, Q~/Q~ (Q' Q/k), were Q;/Q~ = 0.127 and 
Q;/Q~ = 4.1 x 10-3 ; Q~/Q~ was initially set to 4 x 10- 4 and was changed at time 
104Q1 years to 1.27 x 10-3

, which caused the system to jump from wif w2 :::::; 3/2 into 
the Laplace resonance (w1 = w2 ) after rapid fluctuation of the variables. The state 
of the system at the end of the integration is close to that observed at present. 
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In Fig. 4.2, wi/w2 initially passes through 3/2 from above without entering this 

resonance. The rate of change of w1 decreases, and at some point w1 becomes almost 

constant at a value near -2.5 to -3.0°day- 1 (see Fig. 4.5). (As in the Yoder-Peale 

scenario, competition between the effects of Jupiter's and Io's tides causes this effect, 

but here it occurs at a larger value of lw11 because Q~/Q~ is one-third that in the 

Yoder-Peale scenario.) However, w2 continues to increase, so wi/w2 reverses direction 

and begins climbing. When wi/w2 = 3/2 is reached from below, resonance capture 

occurs. The resonance excites Ganymede's orbital eccentricity, and also causes large 

variations in Europa's eccentricity. w1 and w2 continue to increase, and a new equilib­

rium is reached. At time t = 104QJ years, we abruptly increase Q~/Q~ to 1.2 x 10-3 . 

This change destabilizes the wi/w2 ~ 3/2 resonance: a short time (~ 103QJ years) 

later, the orbital parameters exhibit large fluctuations and the satellites enter the 

Laplace resonance (w1 = w2). 

The evolution in Fig. 4.3 is qualitatively similar to that in Fig. 4.2: wif w2 initially 

decreases, minimizes, and then increases. The value of w1 at the minimum is roughly 

the same as in Fig. 4.2 (see Fig. 4.5). However, because we started with a greater 

initial value of w2 , the minimum occurs at wi/w2 > 3/2 in Fig. 4.3, rather than 

at wi/w2 < 3/2 as in Fig. 4.2. Thus, in this case, the system never encounters 

the wi/w2 = 3/2 resonance. When wi/w2 approaches the value 2, the satellites are 

captured in this Laplace-like resonance. (Note again that this resonance capture 

occurs from below; the early encounter of wi/w2 with the value 2 from above did not 

result in resonance capture.) This resonance also pumps up Ganymede's eccentricity. 

At t = 104QJ years, we change Q~/Q~ to 2.5 x 10-3
, and the system jumps into the 

Laplace resonance. 

In our third example, shown in Fig. 4.4, the system first enters the wi/w2 ~ 

1/2 Laplace-like resonance. However, this resonance is soon disrupted, and wif w2 

increases past 1 (without entering the Laplace resonance), and is next captured into 

the wi/w2 ~ 3/2 resonance. When we change Q~/Q~ to 1.2 x 10-3 at time at t = 

104 QJ years, the system jumps into the Laplace resonance. In this example there are 

two eccentricity pumping episodes, one for wi/w2 ~ 1/2 and one for wi/w2 :=:::: 3/2. If 
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Figure 4.3: The second example run: the system was temporarily captured in the 
wi/ w2 :::::: 2 resonance before reaching the current configuration. All panels are the 
same as in Fig. 4.2. The tidal parameters QUQ~ are the same as for Fig. 4.2, except 
that at 104Q1 years, Q~/Q~ was changed to 1.9 x 10-3 _ This change disrupted the 
w1 / w2 :::::: 2 resonance and allowed capture into the Laplace resonance. 
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Figure 4.4: The third example run: the system evolved through both the wi/w2 ~ 

1/2 and wi/w2 ~ 3/2 resonances in this run. All panels are the same as in Figs. 4.2 
and 4.3. The ratios of tidal QUQ~ are exactly the same as those used in Fig. 4.2, 
including the change in Q~/Q~ to 1.27 x 10-3 at 104QJ years. The main differences 
are the initial values of w1 and w2 . 
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Figure 4.5: The paths of the system in the three example runs of Figs. 4.2-4.4 are 
displayed on an w1 - w2 diagram. Note that all three paths change to high slope at 

3od -1 W1 ~ - ay . 

resurfacing is associated with each episode, two resurfacing events would occur. 

Evolutionary paths as shown in Figs. 4.2, 4.3, and 4.4 represent plausible paths 

to the current state: in all three cases the system ends in the Laplace resonance. 

However, this has occurred only because we increased Q~ / Q~ by a factor of ~ 3 

during each run; we will see later that decreasing Q;/Q~ by a factor of~ 100 also 

leads to disruption. Superficially, the discrete changes we make in the tidal Q's in 

these numerical experiments may appear artificial to the reader. However, despite 

the fact that most analytical orbital modeling assumes constant Q, time variability 

of QUQ~ and Q;/QJ is very likely. Indeed, the high Ionian heat flow measured by 

Veeder et al. (1994) may require time variable Q~/Q~, given the lower bound on the 

time-averaged QJ (Goldreich and Soter 1966, Yoder and Peale 1981). Furthermore, 
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laboratory experiments have shown that terrestrial rocks have strongly temperature 

dependent Q at high frequencies (Berckhemer et al. 1982). Although data at low 

frequencies are lacking, it is reasonable to expect temperature dependence at tidal 

frequencies also, especially at temperatures near the solidus. In addition, Io's and 

Europa's second degree Love numbers depend on satellite structure: they are near 

~ 0.02 for a frozen interior but close to ~ 1 for a massively molten interior. Changes 

in satellite internal temperature or structure could thus cause large variations in Q~. 

Finally, processes may act in Jupiter to produce changes in QJ (e.g., Stevenson 1983, 

Ioannou and Lindzen 1993), possibly of large amplitude. Any of these mechanisms 

could produce time variable QUQ~ and may allow disruption of the wif w2 ~ 2 or 

wi/w2 ,::::; 3/ 2 Laplace-like resonances followed by capture into the Laplace resonance. 

When QUQ~ oscillates (as a sinusoid or square wave) with periods of~ 108 
-

109 years and amplitudes comparable to that used in Figs. 4.2-4.4, the Laplace-like 

resonances are generally disrupted near a maximum in the cycle (not necessarily 

the first). However, subsequent minima of Q~/Q~ do not cause a second resonance 

capture into the Laplace-like resonance - the system generally remains in the Laplace 

resonance itself. The Greenberg (1982)/Ojakangas and Stevenson (1986) model, in 

which the coupling between orbital dynamics and geophysics drives oscillation in 

Q~/Q~, thus constitutes a plausible mechanism for disruption of the wi/w2 ~ 3/2 or 

2 resonance and capture into the Laplace resonance. 

4.3.3 Capture statistics for the wi/w2 ~ 3/2 and wi/w2 ~ 2 

resonances 

We have seen that the wi/w2 ,::::; 3/ 2 and wi/w2 ,::::; 2 Laplace-like resonances excite 

Ganymede's eccentricity to sufficiently high values that the consequent enhanced tidal 

heating could be geophysically significant. In order to estimate the viability of this 

scenario, we have to consider two issues: (1) What are the capture probabilities for 

wi/w2 ,::::; 3/ 2 and 2 resonances assuming they are encountered, and (2) What condi­

tions allow w1 and w2 to evolve in such a manner that the resonances are encountered? 
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To answer these questions, we made many numerical simulations with a large range 

of initial conditions. Our study used values of w1 ranging from -9 to -2°day-1 and of 

w2 ranging from -8 to -1 °day-1
, with initial wif w2 ranging from 0.2-3.1. We used a 

variety of Q~/Q~ values and Q;/Q~ values. Most runs used Q;/Q~ = 4 x 10-3 (which 

implies Q2 = 100 for k2 = 0.03, QJ = 3 x 105
, and kJ = 0.38); in a few runs we varied 

Q;/QJ by factors of ~ 2. The QUQ~ are constant in time for all runs discussed 

in this subsection. First consider capture probabilities. Of 88 runs encountering 

wif w2 ~ 3/2 from above, none was captured. However, of 64 runs encountering 

wi/w2 ~ 3/2 from below, 60 were captured. For the wif w2 ~ 2 resonance, 0 of 36 

runs were captured from above and 35 of 37 were captured from below. Thus, for both 

resonances, capture probabilities from below are very high, but capture from above 

apparently cannot occur. This behavior contrasts with that of the wif w2 ~ 1/2, 2/3, 

and 3/4 resonances, for which capture occurs from above (Malhotra 1991). This also 

differs from the Laplace resonance, for which capture from either above or below can 

easily occur. The runs encountering these resonances from above use Q~ / Q~ = ( 6-

400) x 10-5 , while those from below use QU Q~ = ( 6-80) x 10-5 . We noticed no 

dependence of capture probability on Q~/QJ within that range. 

Next consider conditions leading to resonance encounter. From a wide variety 

of initial w1 and w2 , capture into wif w2 ~ 3/2 or 2 occurs commonly for Q~/Q~ S 

few x 10-4 , but never for Q~/Q~ ~ 10-3 _ This phenomenon results not from a 

different capture probability at higher Q~/Q~ but because the resonances are never 

encountered from below for these large values. The runs displayed in Figs. 4.2, 4.3, 

and 4.4 suggest an explanation for this phenomenon, which we have confirmed with 

another~ 100 runs. As described by the Yoder and Peale (1981) scenario, w1 initially 

increases much faster than w2 , so the system moves almost horizontally (with low 

positive slope) across the w1 - w2 plot. Eventually, w1 achieves equilibrium while w2 

continues to increase, so wi/ w2 minimizes and begins increasing, and the slope turns 

toward vertical (i.e., high positive slope). If Q~/Q~ ~ 10-3
, as assumed by Yoder and 

Peale (1981), this happens at w1 ~ -l.2°day-1
, as shown in Fig. 4.1. Unless w2 is 

very close to zero, the minimum occurs at wif w2 < 1, so that the system encounters 
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the Laplace resonance before encountering wif w2 ~ 3/2 or 2 from below. At these 

low values of lw1 I and lw2 I, capture into the Laplace resonance is assured (Yoder and 

Peale 1981), so entry into wi/w2 ~ 3/2 or 2 cannot occur. 

However, when Q~/Q~ is lower, the equilibrium value of w1 is more negative. This 

phenomenon has two effects which favor capture into wif w2 ~ 3/2 or 2. First, for 

given initial w1 and w2 , equilibration occurs at larger values of wi/w2 than is possible 

for greater QUQ~. Thus, some runs minimize at wi/w2 greater than 1, which is 

essentially impossible at Q~/Q~ ~ 10-3
_ These runs will never encounter the Laplace 

resonance, and will therefore be captured into wif w2 ~ 3/2 or 2 with near unit 

probability if the minimum value of wi/w2 is between 1 and 2. The fraction of initial 

w1 and w2 values for which such assured capture occurs increases with decreasing 

Q~/Q~. Second, scenarios which encounter the Laplace resonance from below do 

so at larger negative values of w1 , for which capture into the Laplace resonance is 

unlikely (Yoder and Peale 1981). There is thus a significant probability that the 

system will not enter the resonance, but instead that wi/ w2 will continue to increase. 

The system will then be captured into wif w2 ~ 3/2 or 2 with high probability. Our 

simulations confirm this picture. Of the 27 runs which minimize at wi/w2 < 1 (for 

Q~/Q~ ~ 4 x 10-4
), 11 entered wif w2 = 3/2 and 16 entered the Laplace resonance. 

(The run shown in Fig. 4.4 is one of the 11 that entered wi/w2 ~ 3/2.) These runs 

encountered the Laplace resonance at w1 and w2 between -3 and -4°day-1
. 

These results are shown graphically in Fig. 4.6a-d which show the capture prob­

abilities into various resonances on an w1 - w2 diagram. For concreteness, we show 

probabilities for Q~/Q~ = 4 x 10-4
_ The figure depicts the capture probabilities into 

(a) the Laplace resonance, (b) the wi/w2 ~ 3/2 resonance, (c) the wi/w2 ~ 2 res­

onance, and (d) other resonances. The shading at a given (w1 , w2) point gives the 

capture probability for the resonance in question, for evolution beginning at that point 

on the diagram. (The runs which enter w1 = w2 often pass through wi/w2 ~ 1/2, 2/3 

or 3/ 4 first.) Dark hatching corresponds to unit probability, white to zero probability, 

and light hatching to intermediate(~ 50%) probability. The axes span approximately 

0 to -5°day-1
. As can be seen, there are large portions of the diagram for which 



Section 4.3 75 

C d 

Figure 4.6: A schematic summary of capture probabilities as a function of initial 
w1 and w2 for the different resonances, shown on w1 - w2 plots. The probabilities 
shown hold for Q~/Q~ ~ 4 x 10-4

_ Capture probabilities from given initial (w1 ,w2 ) 

are 1 if the point is black, 0 if the point is white, and are intermediate for grey. 
The four panels show probabilities for capture into (a) the Laplace resonance, (b) 
wi/w2 ~ 3/2, (c) wi/w2 ~ 2, and (d) 'other' states characterized by evolution to 
high wi/w2 values. The probabilities depend upon QUQ~, as described in the text. 

capture into wif w2 = 3/2 or 2 is assured. More than half the area has moderate 

capture probability for wi/w2 ~ 3/2 and for the Laplace resonance. Runs starting 

in the dark region indicated in Fig. 4.6d evolved toward greater wi/w2 , stabilizing 

at wi/w2 ~ 8 - 40, depending on initial conditions. We surmise that in these runs, 

where the system is initially very close to the Europa-Ganymede 2:1 resonance, equi­

librium of the 2:1 pairwise resonances was achieved without the system ever becoming 

captured in a Laplace-like resonance. 

The probabilities shown in Fig. 4.6 depend on Q~/Q~. For smaller values of 

Q~/Q~, the pattern would be similar, but the axes would span a larger range of w1 

and w2 and conversely for larger values of Q~/Q~. For example, for Q~/Q~ ~ 7 x 10-5
, 

the axes span Oto -10°day- 1 in w1 and w2 . If Q~/Q~ = 1 x 10-3 the picture is very 

different: capture into the Laplace resonance would occur from everywhere in the 

w1 - w2 diagram except possibly for very small initial values of jw2 I; capture into 

wif w2 ~ 3/2 or 2 is impossible. The corresponding Fig. 4.6a would then be almost 

fully black, and Figs. 4.6b and 4.6c would be fully white . 

Capture probability also depends on e3 before resonance encounter. It is shown 

in the appendix to Showman and Malhotra (1997) that capture into the wi/w2 ~ 
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2 resonance is likely if the initial e3 ~ 0.001. Because the damping time for the 

eccentricity is on the order of 108 years for reasonable ( Q / k h, Ganymede's eccentricity 

would likely have been negligible if resonance encounter occurred more than half a 

billion years after solar system formation. 

In summary, for plausible values of Q~ / Q~, capture into wi/w2 ~ 3/ 2 or wif w2 ~ 2 

is moderately probable. For a substantial fraction of plausible initial conditions, the 

satellites pass through the wif w2 ~ 1/2, 2/ 3, or 3/4 resonances. 

4.3.4 Characteristics of wi/w2 ~ 3/2 and 2 resonances 

As mentioned in the Introduction, the wi/w2 ~ 3/2 and wi/w2 ~ 2 Laplace-like 

resonances provide potentially much greater tidal heating in Ganymede than the 

wif w2 ~ 1/2 resonance identified in Malhotra (1991). In Fig. 4.7, we display the 

maximum eccentricity and energy dissipation that Ganymede can achieve in the 

wi/w2 ~ 3/2 and 2 resonances, and compare them to the maximum possible for 

the wi/w2 ~ 1/2 resonance. As the dissipated power depends on Q;/Q~, we plot the 

eccentricity and dissipation as a function of Q;/Q~. The eccentricity shown is the 

steady state eccentricity occurring after equilibration of the three body resonance. 

The dissipation is calculated from Q;/Q~, Q~, and the equilibrated eccentricity using 

the formula for tidal dissipation in a homogeneous, synchronously rotating satellite 

in an eccentric orbit (Peale and Cassen 1978): 

where E is the dissipated power, R is the satellite 's radius, a, e, and n are the 

orbital semi-major axis, eccentricity, and mean motion, Mp is the primary's mass 

(Jupiter), G is the gravitational constant, Q is the satellite's effective tidal dissipation 

function , and k is the satellite's second degree Love number; we use modern values 

a = 1.07 x 109 m and n = 1.0 x 10- 5s-1 . For the highest eccentricities shown, 

the equilibrium eccentricity is reached 1-2 x 104Q1 years after resonance capture; 

however, for the lowest eccentricities, the equilibration time is only ~ 103Q1 years. 
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Figure 4.7: (a) Ganymede's maximum eccentricity, and (b) the dissipated power 
associated with those eccentricities, for the wi/w2 ::::: 2, wi/w2 ::::: 3/2, and wi/w2 ::::: 

1/2 resonances, as a function of Q;/Q~, the ratio of Q/k for Ganymede to that for 
Jupiter. Filled circles correspond to wif w2 ::::: 2, stars to wif w2 ::::: 3/2, and squares 
to the wif w2 ::::: 1/2 resonance. For the wi/w2 ::::: 3/2 and 2 resonances, "maximum 
eccentricity" is the equilibrated (steady state) eccentricity; for the wif w2 ::::: 1/2 
resonance, it is that at the peak of the largest possible eccentricity "bump." (Runs 
for wif w2 ::::: 3/2 and 2 used QUQ~ = 4 x 10-4

, and those for wi/w2 ::::: 1/2 used 
1.2 x 10-3 . All runs used Q~/Q~ = 4 x 10-3

.) 

The maximum eccentricity and dissipation for wif w2 ::::: 3/2 or 2 is significantly greater 

than for wif w2 ::::: 1/2. Interestingly, as Q;/Q~ --+ oo, the eccentricity saturates at a 

finite value, and as Q;/Q~ --+ 0, the eccentricity tends to zero. 

The dissipation requires more careful consideration. For a given Q~, the dissipa­

tion saturates at a finite value as Q; --+ 0 but tends to zero for Q; --+ oo . However, for 

a given Q;, dissipation--+ oo as Q~ --+ 0, while dissipation tends to zero for Q~ --+ oo. 

Dissipation is thus not solely a function of Q;/Q~; we plot it as such by incorporating 

Q1 into the vertical axis, using k1 = 0.38. For Q1 ~ 3 x 105
, the maximum dissipa-
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tion for these resonances is few x 1011 W , about an order of magnitude lower than 

the primordial radiogenic heating rate ( using carbonaceous chondritic radionuclide 

abundances for Ganymede's rock). If the resonances are disrupted before equilibra­

tion occurs, the actual peak eccentricity and dissipation would be lower, as occurs, 

for example, in Fig. 4.4 during the wif w2 ~ 3/ 2 resonance. 

We find that the dissipation and eccentricity for wif w2 ~ 3/ 2 are roughly inde­

pendent of w1 or w2 at capture. For a given Q~ / Q~, runs achieving values of Jw1 I from 

2 - 8°day- 1 at capture and from 1.5 - 4.3°day-1 at equilibrium of the three-body 

resonance yielded steady-state eccentricities differing by only 4%. Similar results hold 

for wif w2 ~ 2. In contrast, Malhotra (1991) found that for wif w2 ~ 1/2 the maxi­

mum eccentricity depends strongly on w1 at capture. This occurs because entry into 

the resonance at lower values of w1 and w2 allows a longer resonance lifetime, which 

leads to higher eccentricities. However, the wif w2 ~ 3/ 2 and 2 resonances are never 

disrupted by themselves, so the lifetimes are not short enough to prevent equilibration 

of the eccentricity. The power and eccentricity for wif w2 ~ 1/2 shown in Fig. 4.7 

is the maximum found by Malhotra; capture at other w1 can produce a power for 

wif w2 ~ 1/ 2 up to ~ 10 times lower. 

Two runs (with Q~/Q~ ~ 10- 1 
- 10-2

) entering wif w2 ~ 3/2 yielded anomalously 

low eccentricities of~ 0.008. These values fall far below the curve in Fig. 4.7. We do 

not understand this phenomenon, but the probability appears small, since it occurred 

in only 3% of our runs for wif w2 ~ 3/2 and never occurred for wif w2 ~ 2. 

4.3.5 Disruption of w1/w2 ~ 3/2 and 2 resonances 

For constant QUQ~ values, none of the runs which entered wi/w2 ~ 3/2 or 2 was ever 

disrupted from the resonance. Thus, if the Q / k are constant in time, the wif w2 ~ 3 /2 

and 2 resonances cannot be possible paths to the current state. However, we find that 

by changing Q~/QJ or Q;/Q~ during the run , the resonances can be disrupted and 

the satellites subsequently evolve into the Laplace resonance. 

We did a number of runs to characterize the conditions leading to disruption. 
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Table 4.1: Disruption from wi/w2 ~ 3/2 into Other Resonances 

Time of disruption (QJ years) 

(Q~/Q~)o 3 X 103 7 X 103 104 1.3 X 104 

5 X 10-4 No No No No 
8 X 10-4 No No No No 

1.3 X 10-3 
W1 = W2 W1 = W2 W1 = W2 wifw2 :=::: 2 

Note. Entries display the resonance entered after disruption. Runs labeled "no" were not 
disrupted from wif w2 ::::: 3/2. 
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First consider the wi/w2 ~ 3/2 resonance. This set of runs was started with w1 = 

-5.6°day- 1 and w2 = -3.2°day-1
, with initial wi/w2 = 1.8. The system thus en­

countered the wi/w2 ~ 3/2 resonance from above, passed through it without capture, 

minimized at wi/w2 ~ 1.2, and as wi/w2 increased to 1.5, it entered the wi/w2 ~ 3/2 

resonance from below at w1 = -2.5°day- 1
. We used Q;/Q~ = 0.0127. The sys­

tem entered resonance at t = 2300 Q J years, and we continued the integration until 

1.7 x l04QJ years (5 billion years for QJ = 3 x 105
). During this initial phase of the 

run , we kept Q~/Q~ constant at 4 x 10-4
_ Then, at a time t0 , we changed Q~/Q~ 

to another value, (Q~/Q~) 0 . We used several different values of t0 [3300QJ , 6600QJ, 

l04QJ, and 1.33 x104QJ years], and of (Q~/Q~)o [5.0xl0-4
, 7.6x10-4

, and 1.3 x 10- 3
]. 

The results of these 12 runs are summarized in Table 4.1. None of the runs for 

the smaller two values of (Q~/Q~)o were disrupted, and all four runs for the larger 

value were disrupted. The conditions for disruption thus seem relatively insensitive 

to the time during resonance at which disruption occurs. Of the four runs which 

were disrupted, three were captured into the Laplace resonance and one into wi/w2 ~ 

2. Disruption usually occurred ~ l03QJ years after t0 rather than immediately; 

such delays are evident in Figs. 4.2-4.4 for our example runs. (When the system is 

disrupted from resonance, the new path taken is not predictable on a case by case 

basis. Thus, we cannot infer from Table 4.1 that capture probabilities into w1 = w2 

vs. wi/w2 ~ 2 vary with time of disruption from wi/w2 ~ 3/2. Rather , our runs 
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suggest only that upon disruption of wi/w2 ;::::; 3/ 2, entry into the Laplace resonance 

is more likely than into wi/ w2 ;::::; 2 in an average sense.) 

We also tried runs for two smaller values of Q;/Q~, 1.27 x 10-3 and 1.27 x 10-4 , 

with (Q~ / Q~)o = 1.3 x 10- 3 and Q; / Q~ = 4.1 x 10- 3 _ The time between t0 and 

disruption increased substantially over the case with Q;/Q~ = 0.0127. Runs using 

the larger of these two values of Q; /Q~ were disrupted, but runs with the smaller 

value did not disrupt before the end of the simulation. The resonance appears to 

be slightly more stable at low Q;/Q~ , presumably because of the lower eccentricities. 

Using a greater value (Q~/Q~)o = 1.9 x 10-3 allows disruption of the resonance almost 

immediately at these low Q;/Q~ values, however. Thus, the dependence on Q;/Q~ 

seems much weaker than that on ( Q~/QJ )0 . 

We also made four runs for wi/w2 ;::::; 3/2 in which we kept Q~/Q~ constant over 

the run, but in which we increased or decreased Q;/Q~ by one or two orders of 

magnitude at time t0 . Our initial value was Q;/Q~ = 4.1 x 10-3 (same as that in 

the runs discussed above). We found that abruptly increasing Q;/ Q~ by one or two 

orders of magnitude during the run produced no visible effect on the resonances. 

Decreasing by one order of magnitude destabilized but did not disrupt the resonance, 

and decreasing by two orders of magnitude disrupted the Laplace-like resonance; the 

system then entered the Laplace resonance. 

Next consider wi/w2 ;::::; 2. We find that this resonance is somewhat more stable 

than wi/w2 ;::::; 3/2, requiring an increase in Q~/Q~ to (QUQ~)o = 1.9 x 10- 3 for 

disruption (using the same Q;/Q~ and Q;/Q~ as the 12 runs in Table 4.1). Changing 

Q;/Q~ (but not Q~/Q~) during the runs had the same effect as for the wi/w2 ;::::; 3/2 

resonance: increasing Q;/Q~ by one or two orders of magnitude had no effect, decreas­

ing it by one order of magnitude destabilized but did not disrupt the resonance, and 

decreasing it by two orders of magnitude disrupted the resonance, with subsequent 

capture into the Laplace resonance. 

Both resonances are stable to large decreases in Q~ / Q~ from 4 x 10-4 to 3 x 10-5
• 

The change simply shifted the three-body equilibrium from -l.5°day- 1 to -8°day- 1
. 

Finally, we mention two runs within the Laplace resonance, during which we 
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changed Q~ / Q~ to the large value ~ 10-2
. In these runs , Io's eccentricity reached a 

maximum value of 0.012 after the change, soon followed by disruption of the Laplace 

resonance. The system then settled at wi/w2 ~ 9/10. This result is consistent 

with the Yoder-Peale theory, which predicts the Laplace resonance to be unstable for 

e1 > 0.012. 

The above results can be understood as follows, in light of the analysis given in 

the appendix to Showman and Malhotra (1997) . (That appendix gives a perturbative 

analysis of the 'ljJ3 _ 202 - 01 - w 3 Laplace-like resonance, where 01 = 2,,\2 - ,,\1 and 

02 = 2,,\3 - ,,\2 ; lambda1 , lambda2 , and lambda3 are the mean longitudes of Io, Europa, 

and Ganymede, respectively, and w 3 is Ganymede's longitude of perijove. This is one 

of the wif w2 ~ 2 resonances and is relevant for pumping Ganymede 's eccentricity.) 

Within any resonance, the equilibrium value of w1 ( and hence, also the equilibrium 

value of Io's forced eccentricity, e12 ) is determined by the value of D 1 ~ 4.85(Q~/Q~) ; 

e12 is proportional to QUQ~ [see Eqs. (A49) and (A60) in the Appendix to Showman 

and Malhotra ( 1997)]. For Q~ / Q~ = 4 x 10-4
, we find from Eq. ( A60) of that 

paper that e12 ~ 0.0020 in the wif w2 ~ 2 Laplace-like resonance; this is verified in 

the numerical simulations. (We have also estimated the equilibrium value for the 

wi/w2 ~ 3/ 2 Laplace-like resonance: e12 ~ 0.0023.) Note that the 3-body resonant 

interactions also force large amplitude oscillations about the mean forced eccentricity, 

so that the maximum eccentricity is significantly larger. When we change the value of 

Q~/Q~ during the evolution, the equilibrium is shifted, and the system tries to evolve 

to the new equilibrium while maintaining the 3-body resonance lock. A decrease in 

Q~ / Q~ shifts e12 and w1 to smaller values, and the system accordingly moves to the 

lower equilibrium point , with no loss of stability. An increase in Q~ / Q~ , on the other 

hand, raises these equilibrium values , and the system tries to move toward this higher 

equilibrium. In this case, there are several sources of instability. 

1. The resonances are unstable when e1 exceeds some maximum value. For the 

Laplace resonance, Yoder and Peale (1981) estimated the upper limit to be 0.012, 

from a linear stability analysis. For the other Laplace-like resonances, we expect a 

smaller upper limit for stability. 
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2. A second, qualitatively distinct source of instability is the overlap of all Laplace­

like resonances sufficiently close to the origin in the w1 , w2 plane. The numerical 

explorations by Malhotra (1991) as well as those in the present work indicate that 

sufficiently close to the origin in the w1 , w2 plane, the phase space is dominated by 

the Laplace resonance. The Galilean satellites evolving along one of the Laplace-like 

resonances, wi/ w2 ~ j / (j + 1) or (j + 1) / j, eventually exit that resonance when 

both lw1 I and lw2 I become sufficiently small; after a period of chaotic evolution, they 

eventually enter the Laplace resonance. 

3. Thirdly, the perturbation analysis in the appendix to Showman and Malhotra 

(1997) suggests that the evolution of 'l/J3 is governed by a pendulum-like equation with 

an applied torque ( caused by tidal dissipation in Jupiter and Io). The amplitude of the 

restoring term and magnitude of the tidal term fluctuate over the 'ljJ3 libration cycle 

(largely as a result of fluctuations in Io's eccentricity). When Qi/QJ is increased past 

a critical value, these fluctuations lead to a gradual increase in the libration amplitude 

of 'ljJ3 . This causes disruption of the resonance. 

All of the above three sources of instability come into play when we increase 

Q~/Q~ during the course of the evolution. Which of them is the primary cause of 

resonance disruption depends upon the exact parameters and state of the system. 

But it is clear that even in the absence of the first two, a sufficiently large increase in 

Q~/Q~ during the course of the evolution would certainly disrupt the resonance. Runs 

performed using sinusoidally varying Q~/Q~ (with periods of order 103QJ years and 

peak-to-peak amplitudes similar to those shown in Figs. 4.2-4.4) show that resonance 

disruption still occurs easily; for such runs, the first two mechanisms listed above will 

be most relevant. 

The tidal terms in the pendulum-like equation contain the factor Q-;1, implying 

that greater dissipation in Jupiter leads to greater tidal torque on the pendulum-like 

evolution of 'ljJ3 • Evaluation of the strength of the tidal and restoring terms using QJ = 

100 ( the value we use in our simulations) shows that the tidal term is about two orders 

of magnitude weaker than the restoring term for the 'l/J3 resonance; for the Laplace 

resonance, the tidal term is about four orders of magnitude weaker. Therefore, we 
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conclude that the adiabaticity of the evolution of the real system near these resonances 

is preserved in our numerical simulations. (This also confirms that disruption of 

the wi/w2 ~ 2 resonance in our simulations does not result from domination of the 

restoring torque by the tidal torque. This is good because that is not a realistic 

disruption mechanism for the real system.) Further confidence that the evolution is 

adiabatic at QJ = 100 was provided by Malhotra (1991), who carried out some runs 

using higher values of QJ up to 1000 to confirm her results. 

In the numerical experiments where we start with QU Q~ = 4 x 10-4
, and later 

increase its value by a factor of about 3, we note that the wif w2 ~ 3/2 or 2 Laplace-like 

resonance is not immediately disrupted (cf. Figs. 4.2-4.4). Io's eccentricity increases 

towards the new equilibrium value, while the ratio wi/w2 is, on average, maintained 

at the resonant value. During this period, Ganymede's forced eccentricity is also 

maintained at a high value, although it does not continue its previous increase; this is 

further evidence of the fact that the Laplace-like resonance remains in place with the 

new value of Q~/Q~, but there is no longer the same rate of secular transfer of orbital 

energy and angular momentum to Ganymede from Io and Europa. Eventually the 

wi/w2 ~ 3/2 or 2 resonance does become unstable, when Io's mean forced eccentricity 

approaches~ 0.005 (maximum e1 exceeds~ 0.01). This is followed by a short period, 

~ 103QJ years, of chaotic, large-amplitude fluctuations in all dynamical variables, 

culminating in the satellites entering the Laplace resonance. The Laplace resonance 

cannot maintain Ganymede's high forced eccentricity, so e3 plummets rapidly. It 

appears likely in this case that the parameters of the system conspire in such a way 

that all three causes of instability identified above occur nearly simultaneously. 

In the above numerical experiments, we have chosen to use a very simple step­

function model for the time variation of QUQ~. This is admittedly not a physically 

realistic model. However, physically realistic models for the Q and k 2 of Io as well as 

the Q of Jupiter remain highly unconstrained at the present time. Given this, building 

a specific physical model for the evolution of these parameters and folding it in with 

the orbital dynamics model is poorly justified. The numerical experiments here do 

serve our limited purpose of investigating the response of the 3-body Laplace-like 
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resonances to changes in Q~ / Q~. 

4.3.6 Other results 

We report in this section the results of a few runs in which the system entered other 

resonances. One entered wif w2 ~ 13/6, and another entered what was perhaps 

wif w2 ~ 7 /3 or 11 / 5. Two runs spent a few percent of the integration time in 

wif w2 ~ 4/3 before disruption into another resonance (wif w2 ~ 2 in one case and 

wif w2 ~ 7 /3 in another). None of these resonances pumps Ganymede 's eccentricity, 

and the combined probabilities for these paths appear low. 

These resonances are dynamically similar to the wif w2 ~ 3/2 and 2 resonances: 

capture occurred only from below, and, with the exception of wif w2 ~ 4/3, disruption 

never occurred; the system equilibrated at values of w1 greater than that for the 

Io-Europa pairwise resonance alone. In contrast, resonances below wif w2 = 1 are 

always disrupted, usually into the Laplace resonance or wif w2 ~ 3/2 (depending 

on Q~ / Q~ ); these resonances never achieved equilibrium. The resonances above the 

Laplace resonance thus seem to exhibit very different dynamics than those below the 

Laplace resonance. 

4.4 Ganymede's free eccentricity 

In this section, we consider the problem of Ganymede's large free eccentricity, erree = 

0.0015. This has long been a puzzle because the tidal damping time for Ganymede's 

eccentricity is 106Q3 , or about 108 years for a plausible Q3 ~ 102
; its free eccentricity 

should therefore have long damped by the present time. Although free eccentricity is 

often portrayed as a "remnant" primordial eccentricity, orbital resonances can pump 

the free as well as the forced eccentricity. (The free eccentricity is manifested in 

Figs. 4.2-4.4 as a rapid oscillation about the mean value.) Since the Laplace resonance 

does not pump Ganymede's free eccentricity, efree may thus provide a useful constraint 

on past orbital evolution. We find that the free eccentricity Ganymede attains in the 

wif w2 ~ 3/2 or 2 resonances is greater for smaller Q~/Q~, possibly because smaller 
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Q~/Q~ leads to equilibration of the three body resonances closer to the (w1 , w2 ) origin. 

For constant Q~/Q~ ~ 4 x 10-4
, the wifw2 ~ 3/2 and 2 resonances pump Ganymede's 

free eccentricity to ~ 6 - 9 x 10-4, independent of Q;/Q~. Although this is almost 

an order of magnitude higher than that typically achieved during wi/w2 ~ 1/2, it is 

still a factor of~ 2 lower than that observed. 

We consider here the size of an asteroidal or cometary impactor required to excite 

Ganymede's eccentricity to 0.0015, and compare this estimate with the impactor 

masses obtained from Ganymede's largest craters. 

Let the comet strike Ganymede at an angle 0 tangent to Ganymede's orbit, where 

0 is measured in an inertial reference frame centered on Jupiter. Let 0 ~ 0 imply 

an overtaking collision and 0 ~ 1r imply a head-on collision. We assume the comet 

strikes through Ganymede's center of mass, so no change in rotation occurs. We 

further assume an inelastic collision in which Ganymede retains the cometary mass. 

If the eccentricity is initially zero, then the eccentricity after impact is (to second 

order in m/ M, which is taken to be a small quantity) 

e2 = - 4 + -%(1+3cos2 0) - 8---=- cos 0 ( m )2 [ v
2 

v l 
M vi Vi 

where m and Ve are the cometary mass and speed; Mand Vi Ganymede's mass and 

speed. Both speeds are measured relative to Jupiter. For Ve= vi and 0 = 0, the comet 

should "soft land" on Ganymede without perturbing the eccentricity. As required, 

the equation gives e = 0 for this situation. 

A comet capable of pumping Ganymede's eccentricity to 0.0015 must thus be of 

mass~ 1020 kg. Is this plausible? The largest fresh crater on Ganymede is Gilgamesh, 

which has a probable excavation diameter of 550 km (Shoemaker et al. 1982). We 

calculate the transient crater diameter using the relation from McKinnon and Schenk 

(1995), and then estimate the impactor mass from the scaling law in Chapman and 

McKinnon (1986, p. 502): 

m = 41r p [ 3V ]3/(3-a) (3.22g)3a/(3-a) 
3 41rA u2 
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where Vis the transient crater volume, pis the impactor density (assumed equal to the 

target density), u is impact speed, g is surface gravity, and A and a are dimensionless 

parameters. Using nominal values u = 15 km s-1
, g = 1.5 m sec2

, plus A = 0.19 

and a = 0.65 appropriate to a solid ice target, we find that a 1017 kg bolide created 

Gilgamesh. Choosing smaller values for A and a allows a larger impactor for a given 

crater size. Using A = 0.1 and a = 0.5, which are plausible lower bounds, implies 

an impactor of mass ~ 1018 kg, still far too small. Other large impact features on 

Ganymede, such as palimpsests, are so old that any eccentricity they produce would 

be damped by the present time. Thus, we conclude that Ganymede's eccentricity 

cannot have been produced by an impact. 

Although the wi/w2 ~ 3/2 and 2 resonances excite Ganymede's free eccentricity 

to only half the current value in our runs, paths may exist which allow larger free 

eccentricities. Exploratory runs suggest that these resonances are slightly more stable 

to gradual billion-year changes in Q~/Q~ than to abrupt changes (although disruption 

can still occur). Slow change to Q~/Q~ = 10-3 leads to erree = 1.0 x 10-3 in cases 

when disruption does not occur, and larger erree may be possible if Q~/Q~ rises even 

higher before disruption. 

4.5 Summary 

We have used the model of Malhotra (1991) to explore the orbital dynamics and tidal 

evolution of Io, Europa, and Ganymede near the Laplace resonance. Our principal 

results are those relevant to Ganymede's thermal history. We have shown that if the 

satellites passed through a Laplace-like resonance characterized by either wi/w2 ~ 3/2 

or wi/w2 ~ 2, Ganymede's eccentricity could have risen as high as ~ 0.07. These 

resonances produce a tidal dissipation rate several hundred times higher than at the 

present epoch (for reasonable QJ ), and ~ 2 - 30 times higher than the maximum 

possible for the wi/w2 ~ 1/2 Laplace-like resonance identified by Malhotra (1991). 

Capture probabilities for these two resonances are ~ 0.9 if they are encountered from 

below (i.e., with wi/w2 increasing with time); the capture probability is negligible 
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otherwise. We have found that resonance capture can occur with initial conditions in 

a substantial fraction of the w1 - w2 plane (i.e., for a large range of initial ai/ a2 and 

a2 /a3 values) provided Q~/Q~ ::; 6 x 10-4
_ This upper limit is slightly smaller than 

that needed to maintain Io's current eccentricity in steady state, QUQ~ ~ 1.1 x 10-3 

( cf. Yoder and Peale 1981). For the latter value, the properties of the evolution of w1 

and w2 conspire with capture statistics for the Laplace resonance to prevent the system 

from ever encountering these new resonances from below. This explains why they were 

not seen by Malhotra (1991) who restricted her study to QUQ~ ~ 1.1 x 10-3 _ We 

note that the smaller values of Q~/Q~ (which allow capture in the wi/w2 ~ 3/2 and 

wi/w2 ~ 2 resonances) are reasonable, and could in fact be close to the modern value 

because that required for equilibrium at present may be too large to maintain Io's 

current heat flow (Veeder et al. 1994). 

These new resonances differ from wi/w2 ~ 1/2 in one important respect: they 

achieve stable equilibria, and therefore are never disrupted if the Q / k are constant in 

time. However, we find that increasing Q~/Q~ by a factor of~ 3 or decreasing Q;/Q~ 

by a factor of~ 100 disrupts the resonances, allowing capture into the Laplace reso­

nance with high probability. Several of the results of our numerical simulations were 

verified by a perturbation analysis of the low order resonant interactions ( appendix, 

Showman and Malhotra 1997). 

Just as in the previous study of Malhotra (1991), the net orbital expansion of the 

Galilean satellites required in these evolutionary paths is easily accommodated with 

a tidal dissipation function for Jupiter, Q 1 , of a few x 105
• 

In two companion papers we discuss the implications of resonance passage for 

Ganymede 's thermal history. In Showman et al. (1997), which is presented in Chap­

ter 5, we couple the orbital model to an internal model for Ganymede. Under certain 

circumstances, non-linear "thermal runaways" can occur within Ganymede, causing 

internal warming and melting of the ice mantle. In Showman and Stevenson (1996), 

we propose models of local, near-surface thermal runaways, and evaluate the efficacy 

of several resurfacing mechanisms. Because the greater dissipation increases the like­

lihood of resurfacing, we favor wi/w2 ~ 3/2 or 2 over wi/w2 ~ 1/ 2 for the orbital 
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history of the Galilean satellites before evolution into the Laplace resonance. 

Since the current resonances do not explain Ganymede's free eccentricity, efree is 

a remnant of Ganymede's prior history. We have shown that the mass of a cometary 

or asteroidal impactor required to pump efree to its current value is ~ 102 - 103 

times larger than that which produced Gilgamesh, the only candidate crater for such 

an impact. We surmise that the current free eccentricity is thus remnant from an 

ancient resonance passage. The wi/w2 ~ 3/2 and 2 resonances can pump efree up to 

two-thirds its modern value. Our models employ constant or step-function QUQ~, 

however. More realistic time variation in these parameters may yield larger efree· 

Other observed orbital parameters of the Galilean satellites also hold memory of 

their prior evolution and may provide further constraints. The libration amplitudes 

for the 0u, 012 , 023 , and Laplace resonances (Sinclair 1975) contain information about 

the age of the resonances, the w1 - w2 path followed in the past, the QU Q~ and their 

time histories, and other factors. A successful model of the orbital and thermal 

history of these satellites should, in principle, yield simultaneously the current values 

of all four libration amplitudes; this constraint could allow some orbital histories to be 

excluded. In practice, however, the factors affecting the amplitudes might be difficult 

to separate, preventing useful constraints on any individual parameter from being 

developed. Further, it is also worth keeping in mind that for a dissipative system, 

there are multiple, non-unique, paths to an equilibrium ( or quasi-equilibrium) state; 

the final state of the system would retain only partial memory of initial conditions 

and intermediate states. 
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5.1 Abstract 

We explore the hypothesis that passage through an eccentricity-pumping resonance 

could lead to the resurfacing of Ganymede. To do so, we couple Malhotra's (1991) 

orbital model for the tidal evolution of the Laplace resonance to an internal model of 

Ganymede. Our model explores the conditions under which Ganymede can undergo 

global thermal runaway, assuming that the Q/k of Ganymede is strongly dependent 

on internal temperature. (Here Q is the tidal dissipation function and k is the second 

degree Love number.) We allow the system to pass through the wi/ w2 ~ 2 or wi/ w2 ~ 

1/2 resonance, where w1 = 2n2 - n1 , w2 - 2n3 - n2, and n1 , n2, and n3 are the mean 

motions of Io , Europa, and Ganymede. If Ganymede 's initial internal temperature is 

either "too hot" or "too cold," no runaway occurs, while for intermediate temperatures 

( ~ 200 Kin the upper mantle) , conditions are "just right," and runaway occurs. The 

range of mantle temperatures which allows runaway depends on the model for tidal 

Q; we use the Maxwell model which ties Q to the creep viscosity of ice. Runaways 

can induce up to~ 50 -100 K warming and formation of a large internal ocean; they 

occur over a 107 - 108 year period. Assuming carbonaceous chondritic abundances 

of radionuclides in Ganymede's rocky portion, however, we find that the interior 

cannot cool to the initial temperatures needed to allow large runaways. If our model 

is correct, large runaways cannot occur, although small runaways are still possible. 

Different formulations of tidal Q or convective cooling may allow large runaways. 

Large runaways are also possible if radionuclides are substantially depleted, although 

this is unlikely. 

We next consider the consequences of a large runaway, assuming it can occur. 

Ganymede can undergo ~ 0.5% thermal expansion (by volume) during the largest 

thermal runaways. Melting of the ice mantle provides up to ~ 2% expansion despite 

the fact that contraction produced by melting ice I offsets expansion produced by 

melting high pressure ice phases. Solid-solid phase transitions cause negligible satellite 

expansion. Lithospheric stresses caused by expansion of 2% over 107 
- 108 years 

are ~ 102 bars at the surface, and drop to a few bars at several km depth. Such 
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stresses could cause cracking to depths of several km. The cracking and near-surface 

production of warm or partially molten ice makes resurfacing a plausible outcome of 

a large thermal runaway. The tidal heating events proposed here may also be relevant 

for generation of Ganymede's modern-day magnetic field. 

5.2 Introduction 

Ganymede and Callisto have similar bulk properties but divergent surfaces. Callisto's 

surface is old and shows little sign of endogenic volcanic or tectonic activity. Half 

of Ganymede 's surface resembles that of Callisto, but the other half was resurfaced 

long after late heavy bombardment. The differences between the satellites are puz­

zling, because one might expect that satellites with similar bulk properties would 

follow similar evolutionary pathways. Understanding why the two satellites evolved 

so differently is potentially important for understanding icy satellite formation and 

evolution generally. 

There have been many previous attempts to explain why Ganymede but not Cal­

listo might undergo upper mantle activity (e.g. , melting), most of which assume the 

divergent evolutionary paths were caused by small quantitative differences in initial 

conditions, size, or composition of the two satellites (Squyres 1980, Cassen et al. 

1980, Schubert et al. 1981, McKinnon 1981, Lunine and Stevenson 1982, Friedson 

and Stevenson 1983, Kirk and Stevenson 1987). Generally, such studies show that 

one must carefully tune poorly known parameters in order to get extensive activity 

in Ganymede but not Callisto. Such mechanisms are therefore unlikely. In addition, 

these models generally provide no plausible means for transporting material to the 

surface, even if mantle activity seems likely. A comprehensive review of the problem 

and early work is given by McKinnon and Parmentier (1986). 

Although Ganymede 's current eccentricity is low (0.0015) , the eccentricity might 

have been high enough in the past for tidal dissipation to drive internal activity 

(Showman and Malhotra 1997 [which is presented as Chapter 4 of this thesis], Mal­

hotra 1991, Tittemore 1990, Greenberg 1987). The most plausible scenario is that 
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of Malhotra (1991) and Showman and Malhotra (1997), in which lo, Europa, and 

Ganymede pass through a Laplace-like resonance before evolving into the presently 

observed Laplace resonance. These authors explored several scenarios by which the 

Laplace resonance, w1 = w2 , was established; here w1 = 2n2 - n 1 , w2 2n3 - n 2 , 

and n1 , n2 , and n3 are the mean motions (i.e., the mean orbital angular velocities) of 

lo, Europa, and Ganymede respectively. They showed that three scenarios, involving 

temporary capture into a resonance characterized by wi/w2 ~ 1/2, 3/2, or 2, pump 

Ganymede's eccentricity to ~ 0.01 - 0.04. 

Although the most optimum scenarios of Showman and Malhotra (1997) and 

Malhotra (1991) produce a mean heating great enough to significantly enhance upper 

mantle activity, this is untrue in general. Hence, it is unclear how the resonance 

causes resurfacing. The most violent mean heating rate possible during resonance 

passage is roughly 1013 W (Showman and Malhotra 1997), several times the primor­

dial radiogenic heating rate of 3 x 1012 W occurring in Ganymede's rocky portion 

(assumed carbonaceous chondritic). This tidal heating rate requires Q1 to be near its 

time-averaged lower limit of 3 x 104 and that the system pass through the wi/w2 ~ 2 

resonance, the most powerful of the three eccentricity-pumping Laplace-like reso­

nances. (Here, Q1 is the tidal Q of Jupiter.) However, Q1 is unknown and could 

greatly exceed 3 x 104, implying a lower heating rate. Further, for a given Q 1 , weaker 

heating would occur if the system passed through wi/w2 ~ 3/2 or 1/2 rather than 

wi/w2 ~ 2. For example, passage through the wi/w2 ~ 1/2 resonance generates 

~ 2 x 1011 W of dissipative heating if Q1 = 3 x 105 (Showman and Malhotra 1997, 

Malhotra 1991). Relative to radiogenic heating, such tidal heating is weak and is 

unlikely to account for upper mantle activity or resurfacing. 

If Q/k changes with time, however, the power dissipated during narrow time 

intervals can overwhelm radiogenic heating even when mean heating is below radio­

genic. The tidal energy dissipation rate within a synchronously rotating satellite in 

an eccentric orbit is (Peale and Cassen 1978) 
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where R is the satellite's radius, a, e, and n are the orbital semi-major axis, eccen­

tricity, and mean motion, Mp is the primary's mass (Jupiter), G is the gravitational 

constant, Q is the satellite's effective tidal dissipation function, and k is the satel­

lite's second degree Love number, which parameterizes the height of the tidal bulge 

relative to the equipotential (Munk and MacDonald 1960); the numerical estimate 

given in Eq. (5.1) is for Ganymede. Suppose Q/k begins high (say 103
), so that e 

reaches 0.02-0.04 within one of the Laplace-like resonances described by Showman 

and Malhotra (1997) or Malhotra (1991). If Q/k drops suddenly to~ 10, the tidal 

dissipation would be a few x 1013 W, ten times greater than primordial radiogenic 

heating. Clearly such an event could make resurfacing far more likely. 

Further, the energy released upon a large decrease in Q/k is great enough to allow 

internal activity. The change in Ganymede's orbital energy at constant orbital angular 

momentum is (for small e) !J..E ~ GM1 Me!J..e/a, where M1 and Mare Jupiter's and 

Ganymede's mass, and D..e is the change in eccentricity. For circularizing the orbit, we 

take e ~ D..e ~ 0.03, which gives !J..E ~ 2 x 1028 J. Complete melting of Ganymede's 

icy fraction (roughly one half Ganymede's mass) requires 0.5ML ~ 2 x 1028 J, where 

L ~ 3 x 105 J kg- 1 is the latent heat of melting and M is Ganymede's mass. Thus, if 

Q / k plummets quickly enough for minimal convective loss of the dissipated energy, 

massive melting is possible. 

We postulate that Ganymede's Q/k depends sensitively on Ganymede's internal 

temperature and structure, and that Q/k is lower for warm, molten states than 

for cold, frozen states. This provides a mechanism whereby Q / k can change very 

rapidly. Suppose Ganymede initially begins cold, with high Q / k. The eccentricity 

would therefore rise to a high value, thereby increasing dissipation. The warming 

caused by this dissipation would decrease Q / k slightly, which would increase the 

dissipation and accelerate the rate of warming and of decrease in Q / k. (This requires 

Q/k to decrease faster than e2, so that e2k/Q increases over time.) Thus, a positive 
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Figure 5.1: Qualitative effects of a thermal runaway on Ganymede's structure. (a) 
Schematic of Ganymede's eccentricity over time during the runaway. (b)-(e) Cross 
sections of Ganymede at various times during the runaway, as marked in (a). The 
initially frozen, differentiated Ganymede undergoes melting at the ice 1-111 interface, 
leading to formation of a massive internal ocean. 

feedback could occur, in which Ganymede undergoes massive "runaway" heating and 

in which e plummets over an extremely short time interval. 

In Fig. 5.1, we illustrate the qualitative effects of such a runaway on Ganymede 's 

structure. Figure 5.la schematically displays Ganymede's eccentricity over time dur­

ing the runaway. Figures 5.lb-e show cross sections of Ganymede's interior at various 

times during the runaway, marked in Fig. 5.la. Suppose the initial state is frozen and 

differentiated, containing a rock/iron core overlain by a water ice mantle of ice I, III, 

V, and VI. Because the ice mantle adiabatic temperature rises only gently with depth, 

and because the water ice melting temperature minimizes at the ice 1-111 interface 

(at ~ 160 km depth), melting begins there, leading to formation of an ocean between 

these layers. As melting continues, the ocean grows, and both the ice I and III layers 

decrease in size. Eventually, ice I and V and then ice I and VI melt simultaneously. 

Alternatively, Ganymede might enter the runaway cold, containing only ices I, II, and 

VI. The runaway could convert the ice II into ices I, III, and V, leading to a final 

state similar to that shown in Fig. 5.lb (see phase diagram in Hobbs 1974). Either 

of these processes might lead to expansion and possibly lithospheric cracking. 
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In this paper, we explore the coupled orbital and thermal dynamics of Ganymede 

to answer several questions: (1) Can thermal runaways occur, and if so, what con­

ditions are necessary for their occurrence? What range of mantle temperatures are 

needed at the onset of orbital resonance to trigger a runaway? Are such initial mantle 

temperatures plausible, given likely radiogenic heating and convective cooling rates? 

(2) How much warming or melting occurs during the runaways? Over what timescale 

do the runaways occur? (3) What are the implications of the runaways for lithospheric 

stresses and cracking? 

To attack the first two questions, we construct a model of Ganymede's interior, 

from which we can calculate Q/k. We couple this model to Malhotra's (1991) orbital 

model, and follow the evolution of Ganymede's orbital and structural characteristics 

over time in a computer simulation. To answer the third question, we calculate 

the extent to which Ganymede would expand during a runaway from internal phase 

changes and thermal expansion. Using this value of strain and the runaway timescales, 

we can estimate the lithospheric strain rate encountered during the runaway, and solve 

for the lithospheric stress using the Maxwell equation. 

The paper is organized as follows. Section 5.3 contains a description of the 

Ganymede thermal model. Section 5.4 describes the results of the coupled orbital­

thermal model. In Section 5.5 we calculate the satellite expansion caused by runaway, 

and in Section 5.6 we calculate lithospheric stress as a function of depth and estimate 

the depth to which cracking can occur. In Section 5. 7 we discuss the implications of 

our results for resurfacing. Although we have not modeled the detailed evolution of 

Ganymede's rock/iron core, the evolution of the ice mantle has important implications 

for the behavior of the core - and hence for Ganymede's magnetic field (Kivelson et 

al. 1996). We discuss these at the end of Section 5.7. 

5.3 Model assumptions 

We use the model of Malhotra (1991) for the orbital dynamics and tidal evolution of 

Io, Europa, and Ganymede near the Laplace resonance. The model uses a pertur-
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bative expansion of the satellite gravitational interactions with secular and resonant 

terms up to second order in the satellite eccentricities; the perturbations due to the 

first two gravitational harmonics of Jupiter are also included. Tidal dissipation in the 

satellites and Jupiter is parameterized by the ratio Q/k of the tidal dissipation func­

tion to second degree Love number of each body. These ratios were free parameters in 

Malhotra's (1991) study. The equations of motion are obtained in a set of canonical 

variables which facilitates the construction of an algebraic mapping. This signifi­

cantly speeds up numerical simulation of the system's long term evolution compared 

to conventional ODE integration schemes. 

Even with the mapping method, numerical simulations with realistic values Q J ~ 
105 require prohibitively long computation times. We thus run the orbital model 

using QJ = 100, which speeds up the evolution by a factor QJreai/QJcomputation ~ 103
. 

It is expected (but not rigorously proven) that when the ratios of satellite Q / k to 

QJ are specified, the orbital dynamics is exactly the same, but proceeds ~ 103 times 

faster. We assume that the large, rapid changes in Q/k Ganymede undergoes (which 

we have speeded up by a factor of rv 103 in the orbital model) do not affect the 

expected adiabaticity of the orbital evolution; see Malhotra (1991) for discussion. 

Nowhere in the orbital model is QJreal specified. However, our thermal model spec­

ifies the actual value of Ganymede's Q/k, not a ratio to QJ. Furthermore, convective 

cooling rates depend on actual time. In the coupled orbital-thermal model, therefore, 

we must specify Q Jr eal' in order to fix the actual time axis. We use Q Jreal = 3 X 105 . 

Our Ganymede interior model calculates both geophysical parameters ( such as the 

size of the ocean) and Q/k over time; we feed the latter into the orbital part of the 

model. Thus, Ganymede's Q/k is no longer a free parameter (as in Malhotra 1991), 

but is determined by our thermal model. The Q/k of Io, Europa, and Jupiter are 

still free parameters. 

The concept of the Ganymede model is as follows. By specifying satellite com­

position and temperature with depth at a given time, we can determine the physical 

structure (sizes of ice layers and internal oceans) . By assuming a model for Q(T) 

in ice and using the satellite physical and thermal structure, we can calculate the 
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effective Q/k. Given the eccentricity from the orbital model, this specifies the dissi­

pated power through equation (1). Coupled with a method for calculating heat loss 

to space, we can estimate the net heat source or sink within Ganymede, and can then 

determine how the temperature profile (and therefore physical structure) changes over 

time. Because the model for Q is so unconstrained, we keep the rest of the thermal 

model simple. 

Here we describe the Ganymede physical model: 

i. Bulk properties 

We assume a differentiated Ganymede, consisting of a pure water mantle overlying 

a rock/iron core. The mass, radius, and gravity (taken to be constant with depth) 

are 1.5 x 1023 kg, 2640 km, and 1.5 m sec-1 . We assume that the ice mantle comprises 

half of Ganymede's mass. 

The assumption that Ganymede entered the resonance in a differentiated state is 

consistent with available constraints. The Galileo gravity data imply that Ganymede 

is-strongly differentiated at present (Anderson et al. 1996). Thermal models including 

accretional and radiogenic heating suggest differentiation early in Ganymede's history 

(Schubert et al. 1981, McKinnon and Parmentier 1986). Further, Ganymede's outer 

layers must have differentiated before dark terrain formation. If not, then the crust 

underlying dark terrain would be primordial and of density~ 1.6 g cm-3
• These dense 

regions, overlying the clean, differentiated ice mantle, would be unstable and would 

founder over geologic time. The idea that the crust cannot support such large density 

contrasts is bolstered by the low topography on Ganymede. Therefore, the dark 

terrain must have a density comparable to that of clean ice, implying differentiation 

of the outer layers. (The fact that Ganymede's dark terrain has half the crater density 

of Callisto, despite a higher impactor flux at Ganymede, suggests ancient resurfacing 

of Ganymede's dark terrain and is consistent with an early differentiation event.) 

Once differentiation initiates, the heat it produces generally drives it to completion 

(Friedson and Stevenson 1983). We therefore infer that Ganymede was massively 

differentiated at or before dark terrain formation 3.5 - 4 billion years ago. 

ii. Water physical data 
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Figure 5.2: The water ice melting curve used in the Ganymede thermal model 
(solid line). Overlain on the melting curve we show two sample model temperature 
profiles ( dotted lines). Each contains a conductive lithosphere and thermal bound­
ary layer, underlain by an isothermal convective region. Case (i) corresponds to a 
solid Ganymede and case (ii) represents a Ganymede with an internal liquid ocean 
bounded above and below by ice layers. 

We assume a simplified ice melting curve as shown in Fig. 5.2 (solid line). Each 

branch of the curve is linear with pressure, and the curve contains one kink, repre­

senting the ice I-III-liquid triple point at 2.08 kbar and 251 K. The region to the 

left of the kink represents the ice I field, and that to the right represents the field of 

high-pressure polymorphs, ice III, V, and VI. 

We use the data on the physical properties of water given in Table 5.1. (cp 

1s specific heat at constant pressure, L is latent heat of melting, p is density, a 

is thermal expansivity, "' is thermal diffusivity, dT m/ dp is the slope of the melting 

curves in Fig. 5.2, and µ is the rigidity.) Because we do not explicitly distinguish 

between ices II, III, V, or VI, the table shows data for the phases ice I, liquid water, 

and "high-pressure ice." All the parameters are taken to be constant with pressure. 

iii. Satellite thermal and physical structure 

We assume Ganymede's ice mantle undergoes solid state convection, and that 
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Table 5.1: Water physical data used in model 

Liquid Ice I High Pressure Ice 

Cp( J kg- 1 K- 1) 4218 2000 2000 
L(Jkg- 1

) 3 X 105 3 X 105 

p(kgm-3 ) 1000 1000 1000 
a( K- 1

) 1.5 X 10-4 

~( m2 sec- 1 ) 10- 6 

dTm/dp( K Pa- 1
) - 1.0577 X 10-7 5 X 10-8 

µ(Pa) 0 4 X 109 4 X 109 

there is a rigid, thermally conductive lithosphere at the surface, underlain by a ther­

mally conductive boundary layer and an adiabatic zone which together comprise the 

convective region. The adiabatic zone is assumed isothermal; call this temperature 

Tc. 

Based on the phase diagram and temperature profile, two different internal struc­

tures for Ganymede exist (dotted lines in Fig. 5.2). For Tc < 251 K, the entire mantle 

is frozen. For Tc > 251 K, the mantle consists of an uppermost ice layer (ice I), an 

internal ocean, and a lowermost ice layer (high pressure ice polymorphs). Specifying 

Tc specifies both the upper and lower depths of the ocean and the thickness of the 

uppermost ice layer: i.e., the whole mantle structure. 

Assuming an isothermal convection zone below the upper boundary layer should 

be fine if no melting has occurred. The expected adiabatic temperature increase across 

the ~ 103 km deep ice mantle is ~ 10 K. Any temperature discontinuities caused by 

layered convection or phase changes are ~ 10 K as well. These temperature variations 

are negligible given our uncertainty in tidal Q. 

The assumption of a convecting, isothermal region is not so obvious if internal 

melting occurs. In absence of convection, tidal heating in ice I would produce a tem­

perature profile following the melting curve. (Darcy 's law predicts rapid drainage 

of the melt water to the ice I-III interface.) This profile is locally stable to convec­

tion. However , the extreme coldness of the boundary layer should allow strongly 
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non-local convection from above, driving the temperature profile toward a dry adia­

bat. The convective overturn time is less than the timescale for major temperature 

changes ( discussed later), so relaxation to the dry adiabat seems reasonable. We thus 

tentatively conclude that convection will occur, an isothermal temperature profile is 

reasonable , and discrete oceanic and solid ice layers (rather than partially molten 

regions) comprise the relevant structure when internal melting occurs. 

We do not model the detailed evolution of the rock/iron core, since this is unim­

portant for evolution of the ice mantle. 

iv. Heat source 

To determine the heat source from Eq. (5.1), we need to determine the "effective" 

Q / k for the whole satellite, which we obtain by assuming Q and k are local quantities 

and volume averaging their ratio k/Q over the satellite. Although k is not strictly 

a local quantity, most of the tidal energy dissipation takes place near the surface of 

the satellite, so the error involved in this formulation should not be large compared 

to other uncertainties. 

The Q of all materials is poorly understood, particularly at tidal frequencies. 

However, we expect that warming promotes creep in ice and accordingly lowers Q. 

In warm ice, unlike rock, tidal periods are close to the Maxwell time, so creep is 

plausible for the anelastic portion of the response. We therefore assume that the Q 

of ice is determined by the Maxwell model (Ojakangas and Stevenson 1989): 

Q = 1 + ( nTM )
2 

' 

2nTM 
(5.2) 

where n = 1.0 x 10- 5 sec-1 is Ganymede's mean motion and TM rJ/ µ is the Maxwell 

time. µ = 4 x 109 Pa is the rigidity of ice, and f/ is the local ice viscosity. The 

temperature dependence off/ is 

(5.3) 

where Tm is the local melting temperature, Tis the local actual temperature, and f/o is 

the melting-point ice viscosity. We treat f/o as a free parameter, with magnitude 1013
-



Section 5.3 

CY 

1 

180 220 260 
Temperature [K] 

105 

Figure 5.3: Ice Q(T) used in thermal model, as determined by the Maxwell model , 
Eq. (5.2)-(5.3) . We use A= 26, and show four curves, for 'f/o from 1012 -1015 Pa sec. 

1015 Pa sec, the expected range for small grain sizes ( ~ 1 mm; Kirk and Stevenson 

1987). We use A= 26 (Weertman 1973). 

Sample Q(T) curves predicted by Eqs. (5.2) and (5.3) are shown in Fig. 5.3 for 

values of 'f/o from 1012 
- 1015 Pa sec. The low temperature behavior allows runaways. 

When Ganymede is frozen, we estimate k from the formula for a homogeneous 

satellite (Munk and MacDonald 1960) 

k = 3/2 
1+~ 

2pgR 

(5.4) 

where µ is the shear modulus, p is the density, g is surface gravity, and R is the 

satellite radius . Since the material in the tidal bulge is icy, we use p = 1000 kg m - 3 

and µ = 4 x 109 Pa, appropriate to ice. This gives k = 0.14 for a frozen Ganymede. 

(We assume k/Q is zero in the rock core.) 

When the ocean forms, however, the situation becomes more complicated. 

Ganymede would then have at least four layers: the outer ice shell, ocean, inner 

ice shell , and rocky core ( which may be further differentiated into silicate and iron 
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layers). The exact deformation of such a body under a variable tidal potential is 

extremely complex and depends on the rigidity, density, viscosity, and location of 

each layer. Although this full problem has not been attempted, simpler two-layer 

problems have been solved by Dermott (1979) and Peale and Cassen (1978); these 

studies can provide insight. Dermott (1979) showed that for a body consisting of an 

ocean overlying a solid elastic core, the effective Love number for the solid layer is 

where Pw is the ocean density, g is gravity at the core-ocean interface, and p, µ, and 

Re are the core density, rigidity, and radius respectively. Considering the "core" to be 

the high pressure ice phases (which typically have densities 10% greater than liquid 

water at the same pressure), k ~ 0.04. Because the ice is near melting temperature, 

however, viscous creep may be as (or more) important than elastic strain, so the 

actual tidal deformation is likely to be greater. 

Peale and Cassen (1978) explored two-layer models consisting of an elastic outer 

shell overlying a liquid core, and solved for the deformation in the case where the 

two layers have equal densities. They found that the effective Love number depends 

on the shell thickness. For thin shells, the shell's strength is negligible relative to 

the gravitational force driving the material to an equipotential. The effective Love 

number is then just 1.5, the value for a fluid planet (obtainable from Eq. (5.4) using 

µ = 0.) Thick shells are strong enough to resist the gravitational force and have 

lower values of k. Peale et al. (1979) demonstrated that for Io the transition between 

the two regimes occurs for shell thicknesses of ~ 20% the satellite radius, and the 

transition thickness for Ganymede is probably greater because the rigidity of ice is 

ten times less than that of rock. Since Ganymede's ice I layer is only 6% of the 

satellite radius at ocean formation, we therefore expect that the Love number will 

discontinuously rise to values near 1.5 when the ocean forms. 

Ross and Schubert (1987) explored three layer models for Europa, consisting of 

an outer ice shell, ocean, and rocky core, each with different densities and rigidities. 
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They found that the tidal deformation for the thin outer shell is half that predicted 

by Peale and Cassen's model because the low density and small mass of the outer 

layers (relative to the core) allows only minimal amplification of the bulge size by 

self-gravitation. Further, the perturbing effect of the core's bulge on the ice shell 

is small simply because the high rigidity limits the core bulge size. For Ganymede, 

however, we expect k to be much closer to the Peale and Cassen prediction because 

the ice mantle is much thicker. 

We adopt a highly simplified scheme for calculating k when an ocean exists. We 

assume that k = l.5 in the ice I layer and continue to use k = 0.14 in the lower ice 

layer; k/Q is taken to be zero in the rock core and ocean, as dissipation is expected to 

be low there. We then volume average k/Q over the satellite for use in calculating the 

heat source from Eq. (5.1). This approach, of course, is not rigorous and may be in 

error by up to a factor of a few. Despite the lack of precision, however, our approach 

is justified by the fact that Q has uncertainty of one to two orders of magnitude. 

Further, more rigorous calculation would not necessarily improve the accuracy in k. 

For example, lack of knowledge about salts and other impurities creates uncertainty 

in the temperature of ocean formation and the density difference between the ocean 

and ice layers, both of which affect k. 

The Maxwell model has the deficiency that it predicts arbitrarily large increases 

in Q with decreasing temperature. In real ice, dissipation mechanisms other than 

steady state creep doubtless prevent this. Accordingly, we terminate the growth of 

Q/k above 2000, corresponding to Q ~ 300 for reasonable k. 

We ignore radiogenic heat output and secular cooling or warming of the core. The 

neglect of radiogenic heat is reasonable if runaways occur over a few x 108 years or 

less. 

v. Heat loss 

We use the parameterized convection scheme of Friedson and Stevenson (1983) to 

calculate the convective heat flux over time in a planet with no plates and strongly 

temperature-dependent viscosity. Recent theoretical work (Solomatov 1995) supports 

such scaling, first applied to the icy satellites by Reynolds and Cassen (1979). 
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The convective flux is given by 

F - ktD.T R 1/ 3 
conv - C d a (5.5) 

where kt is thermal conductivity, d is the depth of the convecting layer, D.T is the 

temperature drop across the convecting region ( equal to the temperature drop across 

the convective boundary layer in our model, since the adiabat is isothermal and the 

lower boundary layer is assumed negligible), c is an independent parameter, and the 

Rayleigh number Ra is given by 

Ra= gapD.Td3 
l'iX/1/2 

(5.6) 

Here g is gravity, a is thermal expansivity, p is density, /'i, is thermal diffusivity, and 

r,1; 2 is the viscosity evaluated at a temperature half-way across the boundary layer. 

We use c = 0.1, which implies a critical Rayleigh number of~ 103• This choice of 

c is compatible with Solomatov (1995) to within a factor of two. We evaluate D.T 

by assuming the system adjusts D.T to maximize Fconv for a given Tc (Friedson and 

Stevenson 1983). This gives 

(5.7) 

where b Tc + AT ml 8. Finally, we find that 

Fconv = ckt ( gap ) 
113 

(!1T) 4!3
, 

T/1 / 2/'i, 
(5.8) 

with D.T given by (5.7). The convected flux is independent of the depth of the 

convecting region, so Eq. (5.8) applies whether or not Ganymede contains an internal 

ocean. The scheme assumes, however, that the convecting depth is much greater than 

the boundary layer thickness. When the ice I layer becomes so thin that Ra < 1000, 

we assume the heat is conducted out. 

vi. Time evolution of thermal state 

The internal heating rate for the satellite is 
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dE = 21 (~) GM'jR
5
ne

2 
2 

---6 -- - 47f R Fconv, 
dt 2 Q a 

(5.9) 

where the first term is the tidal dissipation from Eq. (5.1), with a volume average of 

k / Q over the satellite. 

When Ganymede is completely frozen, the change in Tc over time is related to the 

change in internal energy by 

dE M dTc 
-= ·C -dt i Pi dt (5.10) 

where Mi is the mass of ice in Ganymede (7.5 x 1022 kg for the frozen state model), and 

Cp; is the specific heat of ice. When Ganymede contains an ocean, we must consider 

the latent heat of melting and the different specific heats of liquid water and ice. The 

change in internal energy over time is then 

(5.11) 

where Mw is the mass of liquid water, L is the latent heat , and cPw is the specific 

heat of liquid water. The first term accounts for warming of the water, the second 

for warming of the ice, and the third for melting ice. (We assume L is the same for 

ice I and high pressure ice; Table 5.1 lists the assumed values of L, Cp;, cPw' and p). 

The rate of growth of the ocean, dMw/dt, is given by 

(5.12) 

where Tm is the local melting temperature. ru is the radius at the ocean-ice I interface, 

and r1 is the radius at the ocean-high pressure ice interface; the subscripts "1" and 

"hp" refer to ice I and high-pressure ice. Using equations for the melting curves 

and hydrostatic equilibrium, we then obtain r u and r1 as functions of Tc . These 

relations, plus Eq. (5.11), (5.12), and the two constraints Mw = 41rp(rt - rr)/3 

and Mi = 0.5M - Mw, where M is Ganymede's mass, then constitute a relation 

between dE / dt and dTc/ dt for a molten Ganymede. The analogous expression for 
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a frozen Ganymede is simply Eq. (5.10) . Therefore Eq. (5 .9) is transformed to 

an ordinary differential equation in Tc(t), which is coupled to those for the orbital 

evolution through the semi-major axis and eccentricity factors in the first term. We 

assume that we never melt all of either the ice I or high pressure ice (i .e., that we 

always have the latent heat term in the molten state) and neglect the solid-solid latent 

heats of transition, the largest of which (ice 11-111) is roughly 20% of the solid-liquid 

latent heat. 

5.4 Model results 

To perform a simulation, we must specify initial values for w1 , w2 , and Tc, as well 

as the values of the parameters r,0 , c, and the Q/k for Io and Europa. We perform 

runs for two sets of orbital initial states. The first set starts at w1 = -6.2° day-1 and 

w2 = -2.65° day-1
, with initial wif w2 :::::: 2.3. Thus, we begin the system just short of 

the wif w2 :::::: 2 resonance, so that the system encounters this Laplace-like resonance 

in the first ~ 108 years of evolution. (This allows convenient systematic study of the 

runaway, since we can better specify Tc just as the resonance is starting. However, the 

system need not enter resonance so early.) We use (Q/k)1o/(Q/k) 1 = 4 x 10-4 and 

( Q / k) Europa/ ( Q / k) J = 4 x 10-3
, which yield reasonable values of Q for the expected k 

for these satellites. (The low value for (Q/k)1o is required for capture into wi/w2 :::::: 2; 

Showman and Malhotra 1997). 

For the second set, we start at w1 = -4.7° day- 1 and w2 = -8.0° day-1
, so that 

wif w2 :::::: 0.6. In this case, the system encounters the wi/w2 = 1/2 resonance. We use 

the same (Q/k)Europa as above, but use (Q/k)1o/(Q/k) 1 = 1.1 x 10- 3
_ This is the 

value Io would have at present if its present eccentricity were constant in time. Both 

resonances can lead to the Laplace resonance and are therefore plausible paths to the 

current state (Showman and Malhotra 1997, Malhotra 1991) . 

In each of these two sets of runs, we used r,0 = 1013 , 1014
, and 1015 Pa sec, and a 

range of values for initial Tc(t = 0). 

Three general types of model behavior were found, exemplified by the three runs 



Section 5.4 111 

0.0025 (a) >, ..., 0.0020 

--
....... 
() ....... 

0 .0015 .... ..., 
i:: 0 .0010 (l) 
() 
() 0 .0005 

l::il 
0.0000 

0 1 2 3 4 
..--, 
::.:::: 
'----' 280 

0 270 (b) 
E-< 

0.. 260 
8 250 
(l) 240 ..., 
(l) 230 

..-.< 

220 ..., 
i:: 210 co 

:::;E 0 1 2 3 4 

104 
(c) 

103 
I\ 
~ 

102 "-
O' 
V 

10 

1 

0 1 
[~9 yrs] 

3 4 
time 

Figure 5.4: Results of a run from the Ganymede coupled orbital- thermal model. 
(a) Ganymede's eccentricity, (b) Ganymede's ice mantle temperature Tc, and (c) 
Ganymede's effective Q/k vs. time for 4 billion years of evolution (the time axes in 
all three plots are the same). In this run the system passes through the wi/ w2 :::::::: 2 
resonance before capture into the Laplace resonance at 2.6 Ga. The final state in 
this run thus resembles that of the modern state. No radiogenic heating is included. 
In this run, Ganymede has begun warm (Tc = 271 K), and no runaway occurs. 
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displayed in Figs. 5.4, 5.5, and 5.6. All three runs passed through the wif w2 = 2 

resonance, followed by capture into the Laplace resonance; they differed only in the 

initial temperature Tc of Ganymede. In each of the figures, panel (a) shows the time 

evolution of Ganymede's eccentricity, (b) shows Ganymede's mantle temperature Tc, 

and (c) shows Ganymede's effective Q/k. (Because we have assumed an isothermal 

adiabat, the entire state of the mantle at a particular time corresponds to a single 

value of Tc.) In all panels, the time axes are the same, t = 0 to 4 x 109 years. 

In Fig. 5.4, Ganymede starts warm, with initial Tc= 271 K, implying existence of 

a large internal ocean. Q / k thus starts low, so the resonance is never able to pump 

the eccentricity to a high value: the maximum eccentricity attained is 0.002 (Fig. 

5.4a). Thus, runaway is not possible. From Fig. 5.4b, the temperature can be seen 

to reach a steady state (at ~ 2 Ga) in which convective cooling balances dissipative 

heating. (The ice I layer is 80 km thick and the ocean is several hundred km deep 

at this time.) At 2.6 x 109 years, (Q/k)1o/(Q/k)J (an imposed free parameter) is 

increased by a factor of six to 1.9 x 10-3 , disrupting the wi/ w2 ~ 2 resonance and 

leading to capture into the Laplace resonance (see Showman and Malhotra 1997). 

Thereafter, the satellite cools monotonically. The kink in Tc at 3.6 Ga corresponds 

to freezing of the ocean, at which point latent heat buffering ceases. The mean tidal 

heating rate during the resonance was roughly 1012 W . 

In Fig. 5.5, the satellite starts cold and frozen, with Tc = 170 K. Q / k is high, 

and tidal energy dissipation is small. The increase in dissipation caused by increasing 

e is not enough to change the temperature significantly during the resonance: the 

internal temperature is nearly constant throughout the evolution. Thus, no runaway 

has occurred, and the mean dissipation remains low. At 2.6 x 109 years, the system 

is again disrupted into the Laplace resonance. 

In Fig. 5.6, we start Ganymede at an intermediate temperature of 183 K. Q/k 

starts high enough to allow the eccentricity to rise, but low enough that the increase 

in eccentricity to 0.02 causes some warming. Eventually Q / k begins to decrease. 

The warming then accelerates, and a runaway occurs. The temperature warms by 

~ 65 K, and an ocean several hundred km deep forms. In this example, about half 
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Figure 5.5: Same as Fig. 5.4, but for a colder initial mantle temperature of Tc = 
170 K. In this run, Ganymede has begun too cold, and no runaway occurs. 
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of the temperature increase occurs in 107 years. In Fig. 5.6 the wi/w2 :::::: 2 resonance 

continues to exist after the thermal runaway has occurred; the resonance does not 

end until 2.6 x 109 years (again triggered by an increase in Q1o), at which time the 

Laplace resonance is established. The wi/ w2 :::::: 2 resonance is thus stable against 

large changes in the Q/k of Ganymede; this is true of wif w2 :::::: 3/2 and 1/2 as well. 

The minimum ice I thickness (which occurs just before 2.6 Ga) is ~ 80 km. Note that 

the eccentricity after the runaway is comparable to that in Fig. 5.4, because Q / k is 

roughly the same. 

The runaway magnitude ( quantified by the temperature rise) and the runaway 

timescale both vary with initial Tc. Figs. 5.7a-b summarize our results for two Laplace­

like resonances, wi/w2 :::::: 2 (solid dots) and wi/w2 :::::: 1/2 (open squares) , in runs 

with a choice of f/o = 1015 Pa sec. The timescales shown are the times needed for 

approximately two-thirds of the temperature rise to take place. Runaways can occur 

in the wif w2 :::::: 3/2 resonance, as well; these are slightly weaker than those with 

wi/w2:::::: 2. 

Several features are evident. First, the largest runaway causes ~ 70 K warming, 

and a continuum of smaller runaways exist. Second, the shortest runaway occurs in 

just over 107 years, and a continuum of slower runaways exist. Third, timescale is 

inversely correlated with the magnitude: the shortest runaways are also the largest. 

The thickness of the ice I layer is roughly ~ 130 km immediately after the largest 

runaways. 

We performed runs using f/o = 1013 Pa sec and f/o = 1014 Pa sec as well. Qualita­

tively, the results are very similar to those shown in Fig. 5. 7, except that the curves 

are shifted to lower temperatures. In other words, the strongest runaways start at 

~ 170 K for f/o = 1014 Pa sec and ~ 150 K for f/o = 1013 Pa sec, as compared with 

190 K for f/o = 1015 Pa sec. Therefore, the models with lower melting point viscosity 

are less likely to produce oceans. 

Interestingly, the temperature continues to rise after a runaway has occurred in 

the wif w2 :::::: 2 or 3/2 resonances, eventually reaching a steady state in which surface 

cooling balances dissipative warming. The minimum ice I thickness therefore often 
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Figure 5.6: Same as Fig. 5.4, but for an intermediate starting temperature of 183 K. 
In this run, Ganymede's temperature is just right, and a large runaway occurs: 
Ganymede's mantle warms by ~ 65 Kand a large ocean forms in just rv 107 years. 
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Figure 5.7: Summary of results on thermal runaways from coupled orbital-thermal 
model. Shows (a) time over which runaway occurs and (b) warming occurring during 
a runaway, as a function of Ganymede's mantle temperature Tc at the onset of 
resonance. Each circle or square represents the results of a model run. Filled circles 
represent runs passing through wi/w2 ~ 2, while open squares correspond to runs 
passing through wi/w2 ~ 1/2. All runs use the Maxwell model for Q(T) , with the 
constraint that Q/ k not exceed 2000. The runs shown use T/o = 1015 Pasec, c = 0.1, 
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occurs several hundred million years after the runaway. The reason is that for c = 0.1, 

the steady state mantle temperature (for the high tidal dissipation rate in wi/w2 ~ 3/ 2 

or 2) is at least 70 K above the temperature needed to initiate large runaways. Since 

runaways produce less than 70 K warming, the temperature immediately following 

runaway is colder than the steady state value. If c ~ several x 10-1
, however , cooling 

(rather than warming) always follows the runaway, implying that the ice I layer 

reaches its minimum thickness during runaway. (Assuming values of c greater than 

0.1 is equivalent to assuming that ice is softer at convective timescales than tidal 

flexing timescales; see Eqs. [5.5]-[5.6].) 

We assumed QJ = 3 x 105 in all our runs. The runaways would be weaker for larger 

Q J and vice versa. For example, if Q J were near its time-averaged lower limit of a 

few x 104
, Ganymede's eccentricity would rise to 0.04 rather than 0.02 before a large 

runaway (see Fig. 4.7 in this thesis; Showman and Malhotra 1997). The strongest 

possible runaways would then be four times more energetic than those displayed in 

Figs. 5.6-5.7, and the steady state ice I thicknesses would be smaller. 

The magnitude of tidal flexing at the surface is important for models of resurfacing. 

According to the models discussed here, e ~ 0.02 before a runaway and ~ 0.001 

afterward (Fig. 5.6). Conversely, k ~ 0.14 before and 1.5 afterward. These conditions 

imply a tidal strain amplitude of a few x 10- 6 or less both before and after runaway. 

However, during a runaway, the ice shell decouples (implying k = 1.5) while the 

eccentricity is still high. The maximum achievable eccentricity at decoupling is ~ 0.01 

for the wi/ w2 ~ 2 resonance. This yields a strain amplitude of 10-5 over a period of 

107 years. 

The results in Fig. 5. 7 show that large runaways cannot occur unless the man­

tle temperature is below 200 K at the onset of resonance. However , radiogenic and 

accretional heating may prevent cooling to such temperatures. We now consider 

the question of whether Ganymede can cool to rv 200 K before resonant eccentricity 

pumping begins. To do this, we must know when resonant heating began. 

Traditional crater dating techniques yield ages for Ganymede's grooved terrain of 

rv 3.5 billion years (Shoemaker and Wolfe 1982) . This age for the cratered terrain 
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was obtained using a modern cratering rate of 2.3 x 10-14 km-2 year-1 for 10-km 

diameter craters (Shoemaker and Wolfe 1982), and assuming that the impact rate of 

comets doubled 0.5 billion years ago (as indicated in the lunar and terrestrial cratering 

history). However, recently revised estimates yield 1.1 x 10-13 km- 2 year-1 for the 

modern 10-km crater production rate (Shoemaker, personal communication 1995), 

which suggest ages for the grooved terrain of a billion years or less. The uncertainty 

in these estimates means that we cannot as yet place a constraint on the time at 

which tidal heating began. 

We consider the most generous scenario, in which resonant heating begins late in 

solar system history. We therefore wish to determine whether Ganymede can cool to 

200 K over solar system history. 

We start Ganymede differentiated, with initial Tc = 270 K 4.6 billion years ago, 

and use the Ganymede model with no tidal dissipation (i.e., zero eccentricity). Such 

a warm starting temperature is suggested by plausible accretion scenarios (McKinnon 

and Parmentier 1986). We include a core model to account for radiogenic heating since 

this heat source substantially affects the cooling rate. We run the model for two cases: 

(1) using carbonaceous chondritic radionuclide abundances for the core rock, and 

assuming that all radionuclides are contained in the core, and (2) using carbonaceous 

chondritic abundances, but assuming 30% of the radionuclides were leached into the 

ocean. If Ganymede rock were ordinary chondritic (i.e., with a K/U ratio close to 

that of the terrestrial mantle), the radiogenic output would be intermediate between 

the carbonaceous chondritic cases and that with no radionuclides, since ordinary 

chondrite is substantially depleted in 4° K relative to carbonaceous chondrite. 

We use the core model of Kirk and Stevenson (1987). The model assumes car­

bonaceous chondritic abundances for 4° K, 232 Th, 235 U, and 238 U. The core initially 

starts at 270 K, the same as the ice mantle, and gradually warms as the radionuclides 

decay. Initially, heat is conducted into the ice mantle across a boundary layer of 

thickness (K,ct) 112 , where K,c is the thermal diffusivity of the core rock. Once the core 

Rayleigh number reaches 103
, convection begins. In this regime, the model assumes 

the core "self-regulates," so that the power released to the ice equals the instanta-
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neous radiogenic power production. We use a core rock melting point viscosity of 

1.7 x 1016 Pasec rather than 1.7 x 1013 Pasec as used by Kirk and Stevenson (1987). 

In Fig. 5.8 we show Tc over time resulting from the above model, using kt = 

4.1 W m-1 K- 1 and c = 0.1 for the ice mantle model. Panels (a) and (b) correspond 

to cases (1) and (2) above, and panel (c) corresponds to no radiogenic heating. In 

each case we show curves for four separate runs, for f/o = 1012 - 1015 Pa sec. With 

no radiogenic heating, Tc plummets below 200 K for all four runs, so runaway seems 

possible if resonance capture were to occur. However, Figs. 5.8a and b show that 

radiogenic heating prevents the mantle from cooling to 200 K; for rJo = 1015 Pa sec, the 

ocean never freezes. The implication is that large runaways are unlikely if Ganymede's 

core rock contains carbonaceous chondritic radionuclide abundances, although small 

runaways (initiated from Tc ~ 220 - 230 K) could still occur. 

The failure of our model to predict large, ocean-forming global runaways should 

be taken seriously, and may mean that such runaways are impossible. However, 

our model contains several major uncertainties. First, our formulation of Q is par­

ticularly suspect. We equated viscosities at tidal flexing ( one week) and convective 

overturn (107 year) timescales. If ice were 4-5 orders of magnitude softer at convective 

timescales than at tidal timescales, large runaways would be possible. Alternatively, 

if additional dissipation mechanisms besides viscous creep cause Q(T) to be strongly 

temperature dependent near melting, reasonable values of rJo (1012 Pa sec) at convec­

tive timescales could allow large runaways. Second, although the work of Solomatov 

(1995) strengthens our parameterization of convection in the ice mantle, we stress 

that the formulation is still not rigorous and is subject to uncertainty. Finally, a 

major depletion of radionuclides in Ganymede's rocky portion would allow sufficient 

cooling for large runaways to occur, although such depletion is unlikely. 

5.5 Effects of runaway: Global expansion 

The observation that bright terrain edges are sharp and linear strongly suggests that 

bright terrain formed in a global system of graben. This interpretation, as well as 
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Figure 5.8: Ganymede's mantle temperature Tc over 4.6 billion years, assuming 
no resonant eccentricity pumping. Uses Ganymede model from Section 5.3 with the 
rock core model of Kirk and Stevenson (1987) . Shows evolution for (a) carbonaceous 
chondritic radionuclide abundances for rock core, and assuming 100% of radionu­
clides remain in core, (b) same, but assuming 30% of nuclides have been leached 
into the ocean and 70% remain in core, and ( c) no radiogenic heating. Each panel 
shows evolution for four model runs, with values of rJo from 1012 

- 1015 Pa sec. With 
radiogenic heating, the temperature never drops below 200 K. Since large runaways 
require such low temperatures, they may be impossible. 
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other geologic features (Parmentier et al. 1982) suggest global expansion. Ganymede 

thermal models (Schubert et al. 1981 , McKinnon and Parmentier 1986) generally 

predict extensive or complete differentiation early in solar system history. Therefore, 

any global expansion and lithospheric fracture accompanying differentiation is prob­

ably not associated with grooved terrain formation , as suggested by some authors 

(Squyres 1980). 

Although our model does not predict large runaways, the uncertainties of our 

model , the lack of other processes capable of causing global expansion, and the success 

of our model in predicting small runaways warrant consideration of the effects of 

runaway. The warming and phase changes during global runaway could cause the 

inferred expansion. 

5.5.1 Expansion caused by melting 

Here we consider the expansion undergone by Ganymede in passing from a warm, 

frozen state (as in Fig. 5.lb) to a state with an internal ocean (as in Figs. 5.lc, d, or 

e). We calculate only the volume changes that accompany the phase change of ice 

into liquid water. (Thermal expansion is considered in the next section.) In addition, 

we neglect the small volume change associated with conversion of ices I and V to ice 

III as the temperature warms. Under these assumptions, we need not specify the 

details of temperature with depth in the ice. (However, we will need the oceanic 

temperature profile.) 

We take as initial state a frozen, differentiated Ganymede consisting of a rock 

core overlain by a pure water ice mantle of ice I, III, V, and VI, corresponding to 

a mantle temperature of~ 240 - 250 K. (At these temperatures, Ganymede cannot 

contain any ice VII or VIII for reasonable core densities .) We characterize this initial 

state by specifying pressure with depth. To do this we specify gravity as a function 

of depth and integrate the hydrostatic equation down from the surface, assuming 

incompressible ice phases with densities of 0.92 , 1.16, 1.27, and 1.31 g cm-3 for ices I , 

III, V, and VI, respectively. The expressions are valid only as long as the core radius 
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is smaller than the radius in question. With this caveat, however, the expressions are 

independent of core density ( and therefore radius). We assume p( r) does not change 

during the melting process. 

Let the local volume change per mass ( m3 kg-1
) from ice i (where i = 1, 3, 5 or 

6 for ice I, III, V, or VI, respectively) to liquid water be flviz(p). We assume flvil 

is linear with pressure and interpolate between values at triple points, using data 

from Fletcher (1970). Using our p(r) relations, we then obtain relations for llvil(r). 

We next integrate flviz(r) over the appropriate spherical shell to obtain the volume 

change of the shell, fl ¼1, when that shell has been converted from ice to liquid. The 

total volume change is obtained by summing the volume changes of the individual 

shells. To calculate the total volume change, we must know the thickness of the ocean 

as a function of the depth of the ocean-ice I interface. 

For a given pressure at the upper surface of the ocean, we can find the pressure at 

the lower surface by locating the point at which the oceanic adiabat dT / dp = aT / PwCp 

crosses the high pressure ice melting curve. The thermal expansivity, a , changes by a 

factor of several along such an adiabat , while the temperature, T, the density of liquid 

water , Pw , and specific heat, Cp, change by only 10 - 20%. We thus approximate the 

latter three as constant, with values 270 K, 1100 kg m-3 , and 3900 J kg-1 K- 1 (typical 

of conditions at a few kbar) , and take a to be piecewise linear with pressure along 

the adiabat, with fits to data from Dorsey (1940, pp. 232-233) and Weast (1987). We 

then solve to obtain T(p) along the adiabat (for a given pressure at the ice I-ocean 

interface). We equate this temperature to the melting curve of ice III, V, or VI, and 

solve for the ocean thickness as a function of the depth of the ice I-ocean interface. 

More detailed calculations, performed using linear fits to cp and p and letting T vary, 

give relations in good agreement with those described above. 

We modify the expressions for fl Vsz and fl Viz because of the rock core: once 

pressure at the ocean-high pressure ice interface exceeds the pressure at the rock 

core-ice mantle boundary, no more melting of high pressure ice can occur, and any 

continued melting of ice I leads only to satellite contraction, not expansion. This 

affects the way we sum the volume changes fl ¼1• 
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Some data suggest that the room-pressure regime of negative thermal expansivity 

from 0 - 4° C exists also at higher pressure , perhaps following the ice I melting 

curve, although other data suggest that high pressure thermal expansivity is positive 

everywhere (Dorsey 1940, p.230). Such a region of negative thermal expansivity 

(which might comprise the uppermost 102 m of ocean for fluxes of 10- 2 W m-2
) would 

be stable against convection, and would thus act as a thermally conductive boundary 

layer, increasing interior temperatures for a given external temperature. For a given 

volume of ice I melted, the volume of high pressure ice melted would be greater 

than that if a were positive everywhere. We considered two cases: assuming (1) 

thermal expansivity is positive everywhere, so that the adiabat strikes the ice I melting 

curve directly, and (2) at any pressure along the ice I melting curve, the region 

between the melting temperature Tm and Tm + 4 K is considered to have negative 

expansivity ( equivalent to assuming an oceanic adiabat 4 K warmer than before for a 

given pressure at the ocean's upper surface). 

We plot the final results in Fig. 5.9. There, we show the net satellite volume change 

from our frozen reference state as a function of ice I layer thickness. (Specifying the 

ice I thickness determines the ocean's depth and the entire satellite structure, for a 

given rock core size. The core size is uniquely specified by the core density.) We show 

the results for both assumptions about thermal expansivity, and for core densities of 

Pc= 2.5, 3.0, and 3.5 g cm-3 in Figs. 5.9a, b, and c respectively. Expansion is always 

predicted. Simple calculation shows that if gravity and density are constant with 

depth, if the area of an infinitesimal spherical shell is constant with depth (i.e., if a 

"plane-parallel" Ganymede is assumed), if the entropy of transition from ices I, III, 

V, and VI to liquid are assumed to be equal, and if the oceanic adiabat is isothermal, 

then the volume change on melting is exactly zero. Relaxing these assumptions leads 

to a residual volume change. Most importantly, using a realistic adiabat allows more 

high pressure ice to melt for a given volume of ice I melted than for an isothermal 

adiabat, leading to net expansion. 

For each case, as expected, !:).. V / V is greater when we allow the region of nega­

tive a than when a is positive everywhere. For a small core, Pc = 3.5 g cm- 3
, the 
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Figure 5.9: Fractional volume expansion occurring in Ganymede because of internal 
melting, shown as a function of ice I layer thickness, for three core densities: ( a) 
Pc= 3.5 g cm-3 , (b) Pc= 3.0 g cm-3 , and (c) Pc= 2.5 g cm-3 . The expansion is that 
relative to a frozen reference state, for which the ice I layer is 160 km thick. Each 
panel displays the results for two cases: (1) assuming thermal expansivity is positive 
everywhere (solid curve), and (2) assuming a 4 K region of negative expansivity 
follows the ice I melting curve ( dotted curve), which implies a 4 K boundary layer 
at the top of the ocean. The expansions shown, of order 1-2%, are those that might 
accompany a large thermal runaway. 
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expansion peaks at ~ 2% for complete melting of the ice I layer. For a large core 

(Pc = 2.5 g cm-3
) , however, all the ice VI is gone after only about half of the ice I 

melts. The expansion thus peaks at ~ 1 % and declines with further melting of ice 

I. In the positive ex cases, expansion begins at /::J. V / V ::::::: 0.006. This is because no 

melting of ice I occurs ( except for the 102 m boundary layer) until all the ice III and 

part of the ice V is melted. 

Our results differ from those of Squyres (1980) by a factor of several, and have 

a different dependence on core density. In his pioneering work on the Ganymede­

Callisto dichotomy, Squyres calculated that for Pc = 3.5 g cm-3 no expansion occurs 

on melting, and for Pc = 2.5 g cm-3 volume expansion is 2.2% if the final ice I thick­

ness is 100 km (3-4 times larger than our calculated expansion for the same final ice 

I thickness) . However, this dependence on core density cannot be correct for a differ­

entiated Ganymede with pure water ice mantle. As long as the core is small enough 

that some high pressure ice remains, the expansion from a frozen reference state is 

independent of core density. A 100-km thick ice I layer implies that the radius at the 

ocean bottom is greater than the core radius for Pc 2: 2.5 g cm- 3
. Thus, for relevant 

core densities, /::J. V / V should be constant with respect to Pc for the 100-km final ice I 

thickness chosen by Squyres (1980) . 

5.5.2 Expansion caused by solid-solid phase changes and warm-
. 
1ng 

We now calculate the expansion when Ganymede passes from a cold frozen state to 

a warm frozen state. We assume a differentiated Ganymede with a pure water ice 

mantle of ice I , II, and VI, at a temperature of ~ 200 K. We take as final state a 

Ganymede with ices I, III, V, and VI, and assume the same p(r) relations as before. 

During the transition, ice II changes to ices I , III, and V. Conversion to ices I 

and III causes expansion, while conversion to ice V causes contraction. Assuming 

that the local volume change per mass from ice II to ices I , III, or V are independent 

of pressure (with values of the triple points taken from Fletcher 1970) , we find that 
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Table 5.2: Ice flow parameters for T < 195 K 

Reference 

Kirby et al. (1987) 
Durham et al. (1992) 

B 

1.0 x 10-31 Pa-4 ·7 sec- 1 

1.0 x 10-35 Pa-5 ·6 sec- 1 

m Q* 

4.7 36kJmole- 1 

5.6 43 kJ mole- 1 
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the expansion largely cancels the contraction. The net expansion/ contraction is of 

magnitude ~ 0.001 or less, which is negligible. 

The thermal expansivity of ice I at 250 K is 1.5 x 10-4 K-1
; we adopt this value 

for all the ice polymorphs. Since essentially all of Ganymede's ice mantle will warm 

during a runaway, and since Ganymede is roughly half ice by mass, the fractional 

satellite expansion during a runaway is ~ 7 x 10-5 per K of warming. This gives 

b. V /V ~ 0.005 for the largest runaways described in Section 5.4. 

5.6 Lithospheric stress 

In this section, we calculate the lithospheric stress induced by satellite expansion 

during a runaway. We assume a steady state strain rate relation of the form 

o- ( Q* + pV*) 
E = -;, + Bo-m exp RT ' (5.13) 

where rJ is the volume diffusion (Newtonian) viscosity, given by Eq. (5.3), pis confining 

pressure, Q* is activation energy, and V* is activation volume. Band mare empirical 

constants; R is the gas constant. Laboratory experiments suggest m ~ 3 - 5 ( e.g., 

Kirby et al. 1987). Note that we neglected the second term in calculating tidal Q 

and convective heat flow . 

Ganymede's surface temperature is roughly 130 K, so for thermal gradients of 

order 5 K km-1
, we are interested in temperatures below 200 K if we consider the 

uppermost 10 km of lithosphere. This corresponds to confining pressures less than 

102 bars. Recent experiments on the rheology of ice at these temperatures and 500 bars 
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confining pressure have been performed by two groups (Kirby et al. 1987, and Durham 

et al. 1983, 1992) who obtain different values for B, m , and Q*. We use both sets 

of results (listed in Table 5.2) in our stress calculations and take 'T/o = 1014 Pa sec. 

Although we are interested in lower pressures than those of the experiments, the pV* 

term is negligible for experimentally determined values of V* (Durham et al. 1983, 

Jones and Chew 1983). 

To find stress as a function of lithospheric temperature, we use the strain rate of 

Eq. (5.13) in a generalized version of the Maxwell viscoelastic equation: 

CJ a (-Q*) -+-+Bamexp -- =E, 
µ 'T/ RT 

(5.14) 

where µ is the shear modulus. We have simply taken the steady state creep rate 

and added to it the elastic strain rate to give the total strain rate. Because global 

expansion does not depend on lithospheric stress, we can independently specify E as 

a function of time and solve the differential equation to find the maximum value of 

stress at a given temperature. We take E to have a Gaussian form: 

(5.15) 

where t is time, T is the characteristic expansion timescale and .6. V /V is the fractional 

volume expansion. Then, at any time t, the cumulative linear strain is (.6. V/3V) erf(t/r), 

which is just .6. V /3V as t ➔ oo. We solve Eq. (5.14) starting at t = 0 (three standard 

deviations away from the peak), and use .6.V/V = 0.02. 

Fig. 5.10 shows the peak stress as a function of depth using the flow parameters 

of Durham et al. (1992), for expansion timescales of T = 106 to 108 years. Panels 

(a), (b), and (c) show the results for surface temperatures of 130 K, 110 K, and 90 K 

respectively. (The latter may be relevant since the sun was less luminous several 

billion years ago, and is relevant at high latitudes on Ganymede even with current 

solar heating.) We assume a thermal gradient of 5 K km-1
. The different curves in 

each panel correspond to stresses attained for different expansion timescales, marked 

in the figure. We also show the hydrostatic pressure with depth ( dotted lines); the 
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Figure 5.10: Lithospheric stress vs. depth occurring for a volume expansion of 2%, 
using flow parameters of Durham et al. (1992), for the expansion times shown in 
the plots (years). Assumes dT / dz = 5 K km-1

. Dotted line is hydrostatic pressure. 
(a) Surface T = 130K, (b) surface T = 110K, and (c) surface T = 90K. Note the 
different horizontal scales. The stresses shown imply cracking to several km depth 
during a large thermal runaway. 
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intersection between this curve and a-( z ) depicts the maximum depth of open fracture 

for ice with zero strength ( the actual tensile strength may be ~ 10 - 30 bars; Kirk 

and Stevenson [1987], Squyres [1982]) . These results show that open cracks could 

occur to a depth of a few km, and might cause the inferred graben. Cracks could 

conceivably propagate to a greater depth. 

Stresses calculated using Kirby et al. 's rheology are at most ~ 30% lower than 

those calculated using Durham et al. 's (1992) data. Increasing the value of B by an 

order of magnitude to account for the possibility of particulate contamination in the 

ice, as suggested by Durham et al. (1992), has only a minor effect on the results. 

5. 7 Conclusions 

The mean frictional heating Ganymede undergoes within the eccentricity pumping 

Laplace-like resonances is generally quite low, and exceeds primordial radiogenic heat­

ing only for particular choices of poorly known parameters (e.g., Q 1 , the tidal Q of 

Jupiter). It is therefore unclear how resurfacing would occur on Ganymede but not 

Callisto, since at first glance resonance passage appears to have only a secondary effect 

on Ganymede 's thermal evolution. However, frictional heating is qualitatively differ­

ent than radiogenic heating because it can depend on the thermal state. Non-linear 

effects are therefore possible wherein the heating rate varies in time, far exceeding 

radiogenic heating during short time intervals. This would place Ganymede's thermal 

history in a qualitatively different regime than Callisto's and might allow resurfacing. 

Our goal has been to explore this phenomenon under "garden-variety" scenarios in 

which mean tidal heating is below primordial radiogenic heating. We have extended 

the models of Malhotra (1991) and Showman and Malhotra (1997) for the orbital 

evolution of the Galilean satellites to include the thermal evolution of Ganymede. 

For plausible dependence of tidal Q / k on temperature, thermal runaway events can 

occur in Ganymede during tidal evolution preceding capture into the Laplace reso­

nance. We have explored such runaways for the wi/w2 = 1/2, 3/ 2, and 2 Laplace-like 

resonances. Runaway timescale and magnitude vary sensitively on the details of the 
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model for Q(T) and the initial temperature, but a wide range of initial conditions 

can lead to runaway. 

Convective cooling over billion year timescales appears insufficient for Ganymede 

to reach the ~ 200 K temperatures needed for large runaways, for carbonaceous chon­

dritic radionuclide abundances in Ganymede's rock. Thus, large runaways cannot 

occur if our model is correct, but small runaways are possible. (Scenarios in which 

Ganymede is "too cold" for runaway - depicted in Fig. 5.5 - are therefore also ruled 

out.) Different parameterizations of tidal Q or convective heat flow could allow large 

runaways. 

Massive melting of Ganymede leads to a fractional volume expansion of 1-2%, 

assuming reasonable core densities. Thermal expansion for the largest runaways is 

0.5%. Additional expansion may occur if differentiation is not complete when the 

runaway begins. The total expansion expected if a large runaway can occur is thus 

~ 2 - 3%. Surface stresses caused by 2% expansion over 106 - 108 years are ~ 102 bars 

at the surface, and drop to a few bars at several km depth. 

There are several possible mechanisms for resurfacing. Liquid water could be 

pumped to the surface by tidal flexing or thermal expansion stresses; such water 

might derive from a global ocean or from melting of near-surface lithospheric ice dur­

ing local thermal runaways. These mechanisms are far more likely with large tidal 

flexing, and probably are not viable unless the tidal strain amplitude exceeds 10-5 

(Showman and Stevenson 1996). Alternatively, slush or soft ice diapirs may buoy­

antly rise to the surface; this mechanism requires existence of lithospheric conduits 

through which the diapirs can rise. This is why the global runaway scenario is so 

attractive: for our thermal model, the strain amplitude exceeds 10-5 only during 

large global runaways; further, the rapid global expansion occurring during runaways 

allows cracking, providing conduits for slush and explaining the inferred set of graben. 

(Rapid expansion is required because otherwise the strain would be accommodated 

by viscous creep rather than cracking.) Thus, resurfacing seems problematic if a large 

global runaway cannot occur. 

Even if Ganymede can cool to the appropriate temperatures for runaway, our 
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model cannot predict the time at which the runaway ( and presumably resurfacing) 

occurred. We can easily produce a runaway at any time during solar system history 

simply by choosing appropriate initial temperatures, flow parameters, and orbital 

initial conditions. For a wi/w2 ~ 2 resonance of a given duration (say two billion 

years), for example, we can easily produce runaways which occur at almost any time 

during the resonance ( except the very beginning, before the eccentricity is pumped) 

simply by varying Tc(t = 0) by a few degrees. Similarly, for a given temperature at 

the onset of resonance, we can shift the time of runaway by shifting the time at which 

the system enters resonance (by altering w1 and w2 at t = 0), on which we have no 

constraint. 

Ganymede's resurfacing took place over perhaps ~ 108 years or longer (McKinnon 

and Parmentier 1986). A possible explanation is that Ganymede passed through both 

the wi/w2 ~ 1/2 and wi/w2 ~ 2 (or wi/w2 ~ 1/2 and 3/2) resonances before evolving 

into the Laplace resonance (Showman and Malhotra 1997). If thermal runaways oc­

curred during both resonances , two distinct resurfacing episodes could occur, leading 

to a variation in ages of bright terrain. Another possibility is that thermal hetero­

geneities in the mantle could allow a sequence of regional runaways, perhaps spread 

over ~ 108 years, which together comprise a single global runaway. 

We propose here an alternate scenario which might allow resurfacing in absence of 

a runaway. The melting point viscosities we have used assume a grain size of d ~ l mm 

or smaller. In pure ice, however, grains anneal and grow over time, possibly reaching 

~ 1 m over the age of the solar system if the temperature exceeds 200 K (Azuma 

and Higashi 1983). The assumption of small grain size is based on the uncertain idea 

that Ganymede's mantle contains enough foreign inclusions ( e.g., silicate particles) 

to limit grain growth. Because 'T/o ex d2 (Kirk and Stevenson 1987), absence of such 

contamination could lead to very high viscosities. 'T/o would grow rapidly after satellite 

formation, soon rising high enough to prevent solid state convection. Heat loss would 

be low and Ganymede would enter the resonance in a warm, molten state (by itself, 

this active state does not imply resurfacing; see Showman and Stevenson 1996). For 

'T/o ~ 1016 Pa sec, viscous dissipation would be minimal, and Q might achieve 100 even 
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though the mantle is very warm. (In contrast, our thermal model predicts Q ~ 1 for 

such a state, for 'r/o ~ 1013 Pa sec.) With Q ~ 100, the relevant Laplace-like resonances 

pump Ganymede 's eccentricity to~ 0.01 for reasonable QJ (Fig. 4.7) . This yields a 

strain amplitude of 10- 5 throughout the entire resonance. Thus, resurfacing might 

occur without a global runaway at all. This scenario has the additional advantage 

that resurfacing could easily take place over a period of several hundred million years. 

If this occurred, Ganymede 's ocean should still exist. At the present eccentricity, 

the variation in height of the tidal bulge over the one-week orbital period is ~ 16 m 

if a large ocean and thin ice I layer exists, but only 1 m if the satellite is fully frozen. 

This scenario might therefore be tested observationally by measuring the magnitude 

of changes in the tidal bulge from an orbiting satellite. 

Regardless of which thermal model is appropriate ( and whether a runaway oc­

curred), time variability of Jupiter's tidal dissipation factor QJ could make resurfac­

ing far more likely. The only proposed mechanisms for achieving a time-averaged 

QJ of 105 to 106 (necessary for tidal evolution of the resonances) allow QJ drop to 

~ 103 
- 104 for short periods of time (Ioannou and Lindzen 1993, Stevenson 1983) . 

If Q J plummeted to 103 
- 104 for a short ~ 108 year interval while the system was 

locked in an eccentricity-pumping resonance, the eccentricity and therefore tidal flex­

ing amplitude would rise. Liquid water could therefore be pumped to the surface 

from a much greater depth , and regional runaways occurring in lithospheric ice would 

be far more likely to generate liquid near the surface. The fact that Q J might exceed 

106 at other times would not lessen the likelihood of resurfacing during the low-Q J 

phase. 

Finally, the models proposed here have important implications for the thermal 

evolution of Ganymede's rock/iron core and hence for producing a magnetic field. 

The key difficulty lies in explaining how convective motion could occur in a liquid iron 

core at present (Stevenson 1996, McKinnon 1996). If the Galilean satellites passed 

through the wif w2 ~ 2 or 3/2 resonance, Ganymede's interior would have become 

warm and a large internal ocean might have formed regardless of whether a runaway 

occurred. Upon disruption of the resonance (followed by capture into the Laplace 
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resonance), dissipative heating would cease and the temperature would plummet at 

a rate ~ 30 - 50 K/ Ga for half a billion years or more. Although such cooling is 

insufficient to drive convection in an iron core with thermal buoyancy (Kuang and 

Stevenson 1996) , convection driven by compositional buoyancy might be possible: 

the cooling would cause freezing of the solid iron inner core, leaving behind sulfur 

rich, buoyant fluid at the base of the liquid iron outer core. Dynamo activity and 

a magnetic field would ensue. Only after 109 years would the thermal "memory" 

of the tidal heating disappear, at which point convection in the liquid core - and 

the internally generated magnetic field - would cease. Thus, if significant tidal 

heating occurred within the past billion years, a modern-day internally generated 

magnetic field could be explained. This is consistent with the suggestion of Shoemaker 

(personal communication 1995) that Ganymede's grooved terrain, presumably formed 

during the same heating event, is younger than a billion years. Further, Ganymede's 

substantial free eccentricity (0.0015) is probably remanent from a previous resonance 

passage, since neither cometary impacts nor the present Laplace resonance can excite 

such large values (Showman and Malhotra 1997). As the eccentricity damping time 

is ~ 108 years for reasonable Q / k, the inferred resonance must have ended less than 

a billion years ago. 
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