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ABSTRACT

This thesis describes the search for two rare Higgs processes. The first analysis
describes the CMS Run 2 search for 𝐻 → 𝜇𝜇 decays, with 137.3 fb−1 of data
at

√
𝑠 = 13 TeV. The analysis targeted four different Higgs production modes:

the gluon fusion (ggH), the vector boson fusion (VBF), the Higgs-strahlung process
(VH), and the production in associationwith a pair of top quarks (ttH). Each category
used a dedicated machine learning based classifier to separate the signal from the
background processes. A combined fit from all these categories saw a slight excess
in the data corresponding to 3.0 standard deviations at 𝑀𝐻 = 125.38 GeV, and gave
the first evidence for the Higgs boson decay to second-generation fermions. The
best-fit signal strength and the corresponding 68% CL interval was found to be
𝜇̂ = 1.19 +0.41

−0.39 (stat)
+0.17
−0.16 (syst) at 𝑀𝐻 = 125.38 GeV.

The second analysis describes the CMS Run 2 search for 𝐻𝐻 → 𝑏𝑏𝑏𝑏 with highly
boosted Higgs bosons. This analysis used a dedicated jet identification algorithm
based on graph neural networks (ParticleNet) to identify boosted H→ bb jets.
This search targeted the gluon fusion and the vector boson fusion HH production
modes, and put constraints on the allowed values of the various Higgs couplings as:
𝜅𝜆 ∈ [−9.9, 16.9] when 𝜅𝑉 = 1, 𝜅2𝑉 = 1; 𝜅𝑉 ∈ [−1.17,−0.79] ∪ [0.81, 1.18] when
𝜅𝜆 = 1, 𝜅2𝑉 = 1; 𝜅2𝑉 ∈ [0.62, 1.41] when 𝜅𝜆 = 1, 𝜅𝑉 = 1. A scenario with 𝜅2𝑉 = 0 was
excluded with a significance of 6.3 standard deviations for the first time, when other
H couplings are fixed to their SM values. The combined observed (expected) 95%
upper limit on the HH production cross section was found to be 9.9 (5.1) × SM.

Finally, this thesis also discusses the planned MIP Timing Detector (MTD) upgrade
for CMS at the HL-LHC. TheMTDwill be a time-of-flight (TOF) detector, designed
to provide a precision timing information for charged particles using SiPMs + LYSO
scintillating crystals, with a time resolution of ∼30 ps. This thesis describes several
R&D tests that have been performed for characterizing the sensor properties (time
resolution, light yield, etc.) and optimizing the sensor design geometry. This thesis
also contains a description of mock test setups for cooling the sensors, since it is
known to be an effective way of mitigating the increased dark current rates in the
sensors due to radiation damage.
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C h a p t e r 1

INTRODUCTION

For centuries, humanity has pondered over the origins of the universe and its com-
ponents: How did the universe form? What are its fundamental constituents? What
are the physical laws that govern the universe? The concept that matter is made up
of more elementary particles originated sometime around the 6𝑡ℎ century BC [1].
However, those ideas were based more on philosophical reasoning rather than any
scientific experimentation. There was a change in temperament around the 1550s,
and scientific theories began to be proposed with rigorous testing and evidence. In
the 1600-1700s, Kepler’s work on planetary motion laid the foundation for Isaac
Newton to propose the laws of classical motion of objects and the first understanding
of gravity, which is a fundamental force in our universe. In the late 1700–1800s,
Thomas Young proposed the wave theory of light, Michael Faraday understood that
electricity and magnetism are related, and James Clerk Maxwell laid down the fun-
damental theory of electromagnetism, that could describe light wave propagation
in vacuum. In 1898, J.J. Thompson discovered the first known elementary particle,
an electron, and put forth a "plum-pudding" model that described an atom as a
positive sphere with electrons embedded in it. This was essentially the beginning of
a domino-effect of new discoveries and advances in knowledge in the 20th century,
in a branch of physics that is now known as particle-physics.

By 1919, Ernest Rutherford had discovered the atomic nucleus and inferred the
existence of protons [2]. Theoretical work done by De Broglie, Schroedinger, Born,
Pauli, Dirac, and Heisenberg in the 1920s laid down a framework for quantum
mechanics at the atomic level. In 1930, J. Cockroft and E. Walton built the world’s
first particle accelerator [3]. The 1930’s witnessed the discovery of the neutron,
positron, and muon (although it was originally assumed to be the pion) [4–6]. Most
of my grandparents were born around this time. The 1950’s brought around a zoo
of new particles, although it was still unclear if there was any intrinsic pattern to
these particles. By the late 1950s–early 1960s, the works of Schwinger, Bludman,
and Glashow suggested the existence of a 𝑤𝑒𝑎𝑘 force mediated by heavy charged
bosons (𝑊±) [7, 8]. In 1961, Gell-Mann andNe’eman proposed the "eight-fold way"
to classify hadrons, which became the 𝑆𝑈 (3) group describing the strong-force in
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nature and predicted the existence of quarks (which were discovered at SLAC shortly
thereafter) [9–11]. All this was happening around the same time my parents were
born. Finally, there was a way to classify the plethora of particles that were being
discovered!

And thus began the modern theory of elementary particles, now known as the
Standard Model. In 1967, Steven Weinberg and Abdus Salam proposed the unifi-
cation of the weak and electromagnetic forces, and predicted the existence of the 𝑍
boson [12, 13]. Around the same time, the existence of a Higgs-like particle was
proposed by Peter Higgs [14], to explain the electro-weak symmetry breaking and
assign particlemasses. By the 1990s, all the predicted SMparticles were discovered,
except the Higgs boson. I was barely a year old when the top quark was discovered
(1995) [15, 16].

In 2010, the Large Hadron Collider (LHC) [17], the most powerful particle accel-
erator in the world, started operations at CERN, with a goal of hunting down the
Higgs boson. On 4th July 2012, the ATLAS and CMS experiments from CERN
announced that they had independently discovered the Higgs boson [18, 19], thus
resolving the last missing piece of the SM. When this announcement happened, I
had just graduated from high school, and I was trying to decide where to pursue
my undergraduate studies. I saw "God-particle" printed in bold on the front page of
local newspapers, and that was the first time I heard about CERN and the LHC. I
remember googling CERN, reading the novel "Angels and Demons" by Dan Brown,
and I was simply fascinated. I had always liked physics in high school, but I think
it was in that moment that I knew that I wanted to major in physics. It has been
10 years since the Higgs discovery, and now I am at the final milestone of my PhD
journey.

Even though we discovered the Higgs, we have not measured and validated all of its
properties; for example, the first and second generation Yukawa couplings and the
Higgs self-coupling are yet to be observed. Additionally, we know that the SM is not
a complete theory of our universe and fails to explain gravity, dark matter, neutrino
masses, the hierarchy problem, etc. There are several proposed Beyond Standard
Model (BSM) theories such as SUSY [20], Two-Higgs-doublet models [21], extra
dimensions [22], sterile neutrinos [23], etc., that predict new fundamental particles
which could potentially solve one or more of these issues, and/or alter the predictions
of the SM. Performing precision tests of the SM and exploring uncharted BSMphase
spaces is the future of particle physics, at least for the next several decades.
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This thesis is focused on measuring the properties of the Higgs boson, in particular
certain rare Higgs processes that are yet to be observed in nature. A fraction of
this thesis is also dedicated to hardware R&D for a time-of-flight detector for the
upgraded LHC, also known as the High Luminosity LHC.

Chapter 2 will begin with a description of the Standard Model of particle physics
and describe the limitations of the theory. It will also discuss the various Higgs
production mechanisms and decay channels at the LHC, and give an overview of
recent Higgs measurements from the CMS Experiment.

Chapter 3 describes the LHC machine and the CMS Experiment, including a de-
scription of the various sub-detectors inside CMS, particle identification and recon-
struction techniques, the real-time triggering system, and the global data processing
and storage methods employed by CMS. A related note can be found in Appendix A,
which will discuss the feasibility of a muon MIP based calibration technique for the
CMS HCAL Endcaps during Run 3 data-taking period.

Chapter 4 will discuss the High Luminosity LHC project, and the planned MIP
Timing Detector (MTD) upgrade for CMS for the HL-LHC operations. The HL-
LHC is an upgraded version of the LHC, with a higher instantaneous luminosity (by
a factor of ∼3-4), and plans to collect 20 times the data collected by LHC during Run
2. The increased levels of radiation means the existing sub-detectors of CMS will
need to be upgraded to maintain the current LHC particle reconstruction efficiency.
The MTD will be a time-of-flight (TOF) detector, designed to provide precision
timing information for charged particles, with a resolution of ∼30 ps. The MTD
is divided into a barrel and a endcap timing layer. Chapter 4 will mainly focus on
the Barrel Timing Layer (BTL), and the R&D tests that have been performed on the
BTL sensors, including various sensor characterization studies (time resolution, light
yield, etc.) and optimization of the BTL design geometry. The BTL sensors will be
exposed to large amounts of radiation over the 10 year HL-LHC operating period,
resulting in a gradual degradation of their time resolution capabilities. Cooling the
sensors to sub-zero temperatures is known to be an effective way of mitigating the
increased dark current rates in the sensors due to radiation damage. The chapter will
include a discussion on the ongoing efforts to understand the thermal properties of
the BTL sensors, and minimize the thermal gradients between the cooling system
and the sensors. Chapter 4 also has a related appendix note, Appendix B, that
describes the commissioning tests performed on the various versions of the BTL
prototype readout electronics.
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Chapters 5 and 6 describe the search for two separate rare Higgs processes at
CMS. Chapter 5 describes the search for 𝐻 → 𝜇𝜇 decays performed using the
full CMS Run-2 dataset, at a center of mass energy of 13 TeV, and corresponding
to a total integrated luminosity of 137.3 fb−1 [24]. This search resulted in the
first evidence for a Higgs boson coupling to muons: a 3𝜎 excess was observed in
the invariant mass spectrum of the two muons at 125.38 GeV. This is also the
first indication of the existence of second generation Yukawa couplings, that are
predicted by the SM. 𝐻 → 𝜇𝜇 is an incredibly rare process – only 1 in every
5000 Higgs bosons decay to a pair of muons, and the first evidence results were
originally not expected until the end of LHC Run 3 data taking (2022-2025). The
Run 2 CMS 𝐻 → 𝜇𝜇 search used four separate analysis categories, each targeting
a different Higgs production mode. Each of the four categories used sophisticated
machine learning techniques like boosted decision trees and deep neural networks,
for enhanced signal sensitivity. The improved analysis techniques accelerated the
achievement of the 3𝜎 excess in 𝐻 → 𝜇𝜇. Chapter 5 also briefly discusses the
projections for the 𝐻 → 𝜇𝜇 search at the HL-LHC, and has two related appendices,
Appendix C and Appendix D. Appendix C describes an alternative, mass agnostic
machine learning based strategy for one of the four search categories, namely
the VBF category. Appendix D describes a fast, kernel based library, known
as "hepaccelerate" [25], designed for analyzing billions of events from a typical
collider experiment with a small turnaround time. The hepaccelerate library relies
on a parallel computing architecture and can process data on GPUs or CPUs. This
library was used for the data analysis in the CMS Run 2 𝐻 → 𝜇𝜇 search, and has
also been validated on CERN Open Data.

Chapter 6 switches gears and moves from single Higgs production to double Higgs
production (HH). The HH process is another rare but extremely important phe-
nomenon, which will allow us to measure the Higgs self-interaction strength and
probe the structure of the Higgs potential. During Run 2, it is estimated that the
LHC generated about 7.5 million single Higgs bosons, but only produced about
4500 Higgs boson pairs, which means that the single Higgs production is a 1000
times stronger than the HH process. Chapter 6 will cover the production of 𝐻𝐻 →
𝑏𝑏𝑏𝑏 with highly boosted Higgs bosons with 138 fb−1 of Run 2 CMS data collected
at a center of mass energy of 13 TeV [26]. The four-bottom-quark final state has the
largest branching ratio (33.9%) amongst all HH decays, but was considered inac-
cessible until a few years ago, as it is dominated by large backgrounds (QCD and
top quark production) and a poor decay channel resolution. To enhance the signal
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sensitivity in the 4b final state, a dedicated jet identification algorithm based on
graph neural networks was developed to identify boosted H→ bb jets. The 𝐻𝐻 →
𝑏𝑏𝑏𝑏 search is also very sensitive to anomalous quartic VVHH couplings (𝑐2𝑉 ) and,
for the first time, a scenario with 𝜅2𝑉 (𝑐2𝑉/𝑐𝑆𝑀2𝑉 ) = 0 is excluded at > 5𝜎, when other
Higgs couplings are at their SM values. Chapter 6 will cover the analysis methods
used in this search and will discuss the upper limits placed on the inclusive HH
production cross section and the final sensitivity to different HH couplings (𝜅𝜆, 𝜅2𝑉

and 𝜅𝑉 ). The chapter will conclude with an overview of the current status of HH
production at CMS, and projected results for HL-LHC.

Finally, Chapter 7 summarizes the results from all the chapters and has a discussion
on the possible future directions for new Higgs measurements at the LHC and future
colliders. I sincerely hope that this thesis has made a tiny dent (even if it is one in a
trillionth) in expanding the current understanding of the universe that we live in.
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C h a p t e r 2

THE STANDARD MODEL OF PARTICLE PHYSICS

2.1 Introduction
The Standard Model (SM) of particle physics is a renormalizable field theory de-
scribing the known elementary particles and their interactions. It is described by
the 𝑈 (1)𝑌 × 𝑆𝑈 (2)𝐿 × 𝑆𝑈 (3)𝑐 gauge symmetry group, where the subscripts in-
dicate the conserved quantum numbers : 𝑌 stands for hypercharge, 𝐿 stands for
left-handedness, and 𝑐 stands for color charge. It describes three out of the four fun-
damental forces in nature: the strong interaction (𝑆𝑈 (3)), electromagnetism (𝑈 (1))
and the weak force (𝑆𝑈 (2)). The SM does not explain the fourth fundamental force,
gravity. There are two classes of elementary particles in the SM : (1) fermions with
spin 1/2, and (2) bosons with integer spins.

The fermions can be further divided into two classes: leptons and quarks, and they
constitute the basic building blocks of matter. There are six quarks: up (u), down
(d), strange (s), charm (c), bottom (b,) and top (t), and six leptons: electron (𝑒),
electron neutrino (𝜈𝑒), muon (𝜇), muon neutrino (𝜈𝜇), tau (𝜏), and tau neutrino (𝜈𝜏).
Fermions obey Fermi-Dirac statistics, and exhibit Pauli’s Exclusion Principle. Pairs
of fermions that exhibit similar properties are grouped together, forming a generation
(or flavor), and thus there are three generations of both leptons and quarks, as can
be seen in Fig. 2.1. Quarks carry an electric charge: 2/3 e for the u, c, and t quarks
and -1/3 e for d, s, and b quarks, where e is the magnitude of the electron’s electric
charge. Quarks also carry color charge. There are three types of color charges in
nature: red, blue and green. The color confinement principle requires free particles
in nature to have a net zero color charge, which can be achieved with all three colors
mixed together, or any one of the three colors and its complement. This results in
two or more quarks binding together into composite particles known as hadrons.
Leptons in the SM can only interact via electromagnetism (except neutrinos which
have zero electric charge) and the weak force. Each fermion has its own anti-particle,
which has the same mass, but opposite quantum numbers.

The gauge bosons in the SM act as force carriers and are spin 1 particles. The photon
(𝛾) mediates the electromagnetic force between electrically charged particles and is
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massless. The 𝑊± and Z bosons mediate the weak force and are massive. There
are eight different types of gluons in nature that are massless and mediate the strong
force.

Figure 2.1: The elementary particles in the SM [27].

Finally, the Higgs boson (𝐻) is the only massive spin-0 scalar boson observed in
nature. Under the gauge invariant 𝑈 (1)𝑌 × 𝑆𝑈 (2)𝐿 × 𝑆𝑈 (3)𝑐 theory, all particles
must be massless in nature, which is inconsistent with observations from various
experiments. To solve this problem, the Higgs mechanism was proposed by Peter
Higgs in 1964 [28], that predicted the existence of a neutral scalar boson that was
responsible for breaking the electro-weak symmetry and giving rise to particle
masses. The Higgs boson was later discovered by both the ATLAS and CMS
experiments at the LHC, with a mass of about 125 GeV [18, 19].

2.2 The Lagrangian of the Standard Model
The Lagrangian of the SM can be broken down into four different components as

𝐿SM = 𝐿fermion + 𝐿gauge + 𝐿Higgs + 𝐿Yukawa (2.1)

𝐿fermion describes the fermion kinematic term, and can be expressed as

𝐿fermion = 𝜓̄𝑖 (𝑖𝛾𝜇D𝜇)𝑖 𝑗𝜓 𝑗 (2.2)
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where 𝜓 is the fermionic field (a Dirac spinor), 𝛾𝜇 (𝜇 = 0, 1, 2, 3) are the Dirac
matrices, 𝜓̄ is 𝜓+𝛾0 (𝜓+ is the h.c. of 𝜓) , and D𝜇 is the covariant derivative
(Eqn. 2.9).

In the SM, the fermions form left-handed weak-isospin doublets and right-handed
weak-isospin singlets. The weak isospin is denoted by another quantum number, 𝑇3,
which is ±1/2 for left-handed doublets and zero for right-handed singlets. As an
example, the first generation of leptons can be written as (no right handed neutrinos
observed in nature):

𝐿𝑒 =

(
𝜈𝐿

𝑒𝐿

)
(2.3)

𝑅𝑒 =

(
𝑒𝑅

)
. (2.4)

Here, the left and right handed states are defined by :

𝜈𝐿 =
1 − 𝛾5

2
𝜈𝑒 (2.5)

𝑒𝐿 =
1 − 𝛾5

2
𝑒 (2.6)

𝑒𝑅 =
1 + 𝛾5

2
𝑒 (2.7)

where 𝑒 and 𝜈𝑒 represent the electron and the electron neutrino, and 𝛾5 = 𝛾0𝛾1𝛾2𝛾3.
Similarly, the first generation of quarks can be written as:

𝑄𝐿 =

(
𝑢𝐿

𝑑𝐿

)
,

(
𝑢𝑅

)
,

(
𝑑𝑅

)
. (2.8)

This definition can be extended to second and third generation of leptons and quarks.
To have an invariant theory under gauge transformations, the covariant derivative,
D𝜇, is introduced as :

D𝜇 = 𝛿𝜇 − 𝑖𝑔1𝐵𝜇𝑌 − 𝑖𝑔2𝑊
𝑎
𝜇𝑇

𝑎 − 𝑖𝑔3𝐺
𝑎
𝜇𝑡

𝑎 (2.9)

where 𝑌 , 𝑇𝑎 and 𝑡𝑎 are the generators for the 𝑈 (1), 𝑆𝑈 (2), and 𝑆𝑈 (3) gauge
symmetry groups , respectively. 𝑌 imposes the conservation of theweak hypercharge
in the combined 𝑆𝑈 (2)𝐿 ×𝑈 (1)𝑌 symmetry, and is represented as 𝑌 = 2(𝑄 − 𝑇3),
where Q is the electric charge. The other operators are given by: 𝑇𝑎 = 𝜎𝑎/2, where
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𝜎𝑎 (𝑎 = 1, 2, 3) are the Pauli matrices, and 𝑡𝑎 = 𝜆𝑎/2 , where 𝜆𝑎 (𝑎 = 1, 2, ..8)
are the Gell-Mann matrices. 𝐵𝜇,𝑊

𝑎
𝜇 (𝑎 = 1, 2, 3) and 𝐺𝑎

𝜇 (𝑎 = 1, 2, ...8) are the
gauge fields for the𝑈 (1), 𝑆𝑈 (2), and 𝑆𝑈 (3) gauge symmetry groups, respectively.
Finally, 𝑔1, 𝑔2 and 𝑔3 are the coupling constants between the fermions and the gauge
fields.

We can now write down the kinematic term describing the gauge fields in the SM,
𝐿𝑔𝑎𝑢𝑔𝑒, as :

𝐿𝑔𝑎𝑢𝑔𝑒 = −1
4
𝐺𝑎𝜇𝜈𝐺

𝜇𝜈
𝑎 − 1

4
𝑊𝑎𝜇𝜈𝑊

𝜇𝜈
𝑎 − 1

4
𝐵𝜇𝜈𝐵

𝜇𝜈 (2.10)

where the field strength tensors are defined as:

𝑊
𝜇𝜈
𝑎 = 𝛿𝜇𝑊𝑎

𝜈 − 𝛿𝜈𝑊𝑎
𝜇 + 𝑔2𝜖𝑎𝑏𝑐𝑊

𝑏
𝜇𝑊

𝑐
𝜇 (2.11)

𝐺
𝜇𝜈
𝑎 = 𝛿𝜇𝐺𝑎

𝜈 − 𝛿𝜈𝐺𝑎
𝜇 + 𝑔3 𝑓𝑎𝑏𝑐𝐺

𝑏
𝜇𝐺

𝑐
𝜇 (2.12)

𝐵𝜇𝜈 = 𝛿𝜇𝐵𝜈 − 𝛿𝜈𝐵𝜇 (2.13)

where 𝑓𝑎𝑏𝑐 (𝑎, 𝑏, 𝑐 = 1, 2, ..8) and 𝜖𝑎𝑏𝑐 (𝑎, 𝑏, 𝑐 = 1, 2, 3) are structure constants for
the 𝑆𝑈 (3) and 𝑆𝑈 (2) groups, respectively, and are related to the generators as:

[𝑇𝑎, 𝑇 𝑏] = 𝑖𝜖𝑎𝑏𝑐𝑇 𝑐; [𝑡𝑎, 𝑡𝑏] = 𝑖 𝑓 𝑎𝑏𝑐𝑡𝑐 . (2.14)

We will now define the photon (𝐴𝜇),𝑊± and 𝑍 bosons in the SM as linear combi-
nations of 𝐵𝜇 and𝑊𝑎

𝜇 :

𝑊+
𝜇 =

−𝑊1
𝜇 +𝑊2

𝜇√
2

𝑊−
𝜇 =

−𝑊1
𝜇 −𝑊2

𝜇√
2

(2.15)

𝐴𝜇 =
𝑔2𝐵𝜇 + 𝑔1𝑊

0
𝜇√︃

𝑔2
1 + 𝑔2

2

𝑍𝜇 =
−𝑔1𝐵𝜇 + 𝑔2𝑊

0
𝜇√︃

𝑔2
1 + 𝑔2

2

.

(2.16)
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We can also re-define the coupling constants as

𝑒 =
𝑔1𝑔2√︃
𝑔2

1 + 𝑔2
2

sin 𝜃𝑤 =
𝑔1√︃

𝑔2
1 + 𝑔2

2

cos 𝜃𝑤 =
𝑔2√︃

𝑔2
1 + 𝑔2

2

(2.17)

where e is the electric charge and 𝜃𝑤 is known as the Weinberg angle. 𝜃𝑤 is also
referred to as the weak-mixing angle, which can be understood from re-writing
Eqn 2.16 as (

𝐴𝜇

𝑍𝜇

)
=

(
cos 𝜃𝑤 sin 𝜃𝑤
− sin 𝜃𝑤 cos 𝜃𝑤

) (
𝐵𝜇

𝑊0
𝜇

)
. (2.18)

Finally, we want to introduce a mass term for the fermions and bosons in our
theory. To do this, we must first understand how fields change under local gauge
transformations. Under the local U(1) symmetry, the fermion and gauge fields
transform as

𝜓𝐿 → 𝑒−𝑖𝛼(𝑥)𝜓𝐿

𝜓𝑅 → 𝑒−2𝑖𝛼(𝑥)𝜓𝑅

𝐵𝜇 → 𝐵𝜇 +
2
𝑔1

𝛿𝜇𝛼(𝑥)
(2.19)

and under local SU(2) transformations, the fields change as

𝜓𝐿 → 𝑒−𝑖
®𝛼(𝑥).®𝜎/2𝜓𝐿

𝑊𝑎
𝜇 → 𝑊𝑎

𝜇 + 2
𝑔2

𝛿𝜇𝛼
𝑎 (𝑥) + 𝜖𝑎𝑏𝑐𝛼

𝑏 (𝑥)𝑊𝑐
𝜇

(2.20)

and finally, under SU(3) transformations, the fields change as

𝐺𝑎
𝜇 → 𝐺𝑎

𝜇 +
2
𝑔3

𝛿𝜇𝛼
𝑎 (𝑥) + 𝑓𝑎𝑏𝑐𝛼

𝑏 (𝑥)𝐺𝑐
𝜇 (2.21)

where ®𝛼 specifies the rotation angles under the particular symmetry group and ®𝜎 are
the Pauli matrices. The 𝐿fermion and 𝐿gauge terms are invariant under these transfor-
mations. For gauge bosons, adding a mass term of the form 𝑚2

𝐵
𝐵𝜇𝐵

𝜇, 𝑚2
𝑊
𝑊𝜇𝑊

𝜇, or
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𝑚2
𝐺
𝐺𝜇𝐺

𝜇 would break gauge invariance (although we know gluons are massless).
A mass term for a fermion can be written as:

−𝑚 𝑓 𝜓̄𝜓 = −𝑚 𝑓𝜓𝐿𝜓𝑅 + ℎ.𝑐. (2.22)

The above equation also breaks gauge invariance, since 𝜓𝐿 and 𝜓𝑅 have different
weak-hypercharges. Thus, it is not possible to add a mass term in the SM by hand.
However, we can solve this issue by invoking Spontaneous Symmetry Breaking, as
is explained in the following section.

2.2.1 Spontaneous Symmetry Breaking (SSB)
A scalar SU(2) doublet field (known as the Higgs field) is introduced in the SM to
spontaneously break the electro-weak symmetry in vacuum, known as Electro-Weak
Symmetry Breaking (EWSB). The fermions and gauge bosons can interact with this
Higgs field to acquire masses. This process is known as the Brout-Englert-Higgs
mechanism or simply, the Higgs mechanism [7, 13, 14, 20, 28–32]. The scalar field
𝜙 is defined as

𝜙 =
1
√

2

(
𝜙1 + 𝑖𝜙2

𝜙2 + 𝑖𝜙4

)
. (2.23)

The Lagrangian of the Higgs, 𝐿𝐻𝑖𝑔𝑔𝑠 can be written as

𝐿Higgs = 𝑇 (𝜙) −𝑉 (𝜙) = (𝐷𝜇𝜙)†(𝐷𝜇𝜙) − 𝜇2𝜙†𝜙 − 𝜆(𝜙†𝜙)2. (2.24)

The potential𝑉 (𝜙) is shaped like a Mexican hat, and is also known as the "Mexican-
hat" potential, as shown in Fig. 2.2. The minimum of the potential 𝑉 (𝜙) is at:

Figure 2.2: The Mexican hat shaped Higgs potential.

𝜙†𝜙 =
−𝜇2

2𝜆
=
𝜈2

2
; 𝜇2 < 0 (2.25)
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where the real component of 𝜙†𝜙 is given by

R(𝜙†𝜙) =
𝜙2

1 + 𝜙2
2 + 𝜙2

3 + 𝜙2
4

2
. (2.26)

Given the form of Eqn. 2.26, there exist many solutions to Eqn. 2.25. One can
choose any direction in this SU(2) phase space to define a vacuum configuration,
but we will choose the minimum, 𝜙0, as

𝜙0 =
1
√

2

(
0
𝜈

)
(2.27)

where 𝜈 =

√︃
−𝜇2

𝜆
is known as the Higgs vacuum expectation value or v.e.v., and

𝜙3 = 𝜈 and 𝜙1 = 𝜙2 = 𝜙4 = 0. We can now study tiny perturbations 𝐻 (𝑥) around
this minimum as

𝜙(𝑥) = 1
√

2

(
0

𝜈 + 𝐻 (𝑥)

)
. (2.28)

Using the above equation, we can re-write the Higgs potential 𝑉 (𝜙) as

𝑉 (𝜙) = −𝜇4

4𝜆
− 𝜇2𝐻2 + 𝜆𝜈𝐻3 + 𝜆

4
𝐻4. (2.29)

From the above equation, 𝐻 (𝑥) is a real scalar field that represents the scalar Higgs
boson, and the second term in the equation can be re-written as

−𝜇2𝐻2 =
1
2
𝑚2

𝐻𝐻
2 ⇒ 𝑚𝐻 =

√︃
−2𝜇2 =

√
2𝜆𝜈 (2.30)

where 𝑚𝐻 represents the mass of the Higgs boson. The cubic and quartic terms
in Eqn. 2.29 represent the Higgs self-interaction terms. The parameter 𝜆 is not
specified in the SM and represents the tri-linear Higgs self coupling. Although HH
production is yet to be observed experimentally, it is one of the only ways in nature
to measure 𝜆 and study the shape of the Higgs potential.

Furthermore, substituting Eqn. 2.28 in the kinetic term of 𝐿Higgs, 𝑇 (𝜙), gives :

𝑇 (𝜙) = (𝐷𝜇𝜙)†(𝐷𝜇𝜙) = 1
2
(𝛿𝜇𝐻)2 +

𝑔2
1

8
(−𝑊1

𝜇 − 𝑖𝑊2
𝜇) (−𝑊1,𝜇 − 𝑖𝑊2,𝜇) (𝜈 + 𝐻)2+

1
8
(𝑔1𝑊

3
𝜇 − 𝑔2𝐵𝜇) (𝑔1𝑊

3,𝜇 − 𝑔2𝐵
𝜇) (𝜈 + 𝐻)2

(2.31)
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and then re-defining the above equation in terms of the physical gauge bosons
(Eqn. 2.15 and 2.16) gives

𝑇 (𝜙) = (𝐷𝜇𝜙)†(𝐷𝜇𝜙)

=
1
2
(𝛿𝜇𝐻)2 +

𝑔2
1

4
𝑊+

𝜇𝑊
−,𝜇 (𝜈 + 𝐻)2 + 1

8
(𝑔2

1 + 𝑔2
2)𝑍𝜇𝑍

𝜇 (𝜈 + 𝐻)2

=
1
2
(𝛿𝜇𝐻)2 + 1

2
(𝜈𝑔2)2𝑊+

𝜇𝑊
−,𝜇 + 1

2
𝜈𝑔2

1𝑊
+
𝜇𝑊

−,𝜇𝐻 + 1
4
𝑔2

1𝑊
+
𝜇𝑊

−,𝜇𝐻2+
1
2
(1
2
𝜈

√︃
𝑔2

1 + 𝑔2
2)

2𝑍𝜇𝑍
𝜇 + 1

4
𝜈(𝑔2

1 + 𝑔2
2)𝑍𝜇𝑍

𝜇𝐻 + 1
8
(𝑔2

1 + 𝑔2
2)𝑍𝜇𝑍

𝜇𝐻2.

(2.32)

From the terms, 1
2 (𝜈𝑔2)2𝑊+

𝜇𝑊
−,𝜇 and 1

2 (
1
2𝜈

√︃
𝑔2

1 + 𝑔2
2)

2𝑍𝜇𝑍
𝜇, we can conclude

𝑚𝑊 =
1
2
(𝜈𝑔2); 𝑚𝑍 =

1
2
𝜈

√︃
𝑔2

1 + 𝑔2
2 (2.33)

where 𝑚𝑊 and 𝑚𝑍 are the masses of the W and Z boson, respectively. The photon
remains massless in this equation. We can re-write 𝑇 (𝜙) as

𝑇 (𝜙) = 1
2
(𝛿𝜇𝐻)2 + 𝑚2

𝑊𝑊
+
𝜇𝑊

−,𝜇 +
2𝑚2

𝑊

𝜈
𝑊+

𝜇𝑊
−,𝜇𝐻 +

𝑚2
𝑊

𝜈2 𝑊+
𝜇𝑊

−,𝜇𝐻2+

1
2
𝑚2

𝑍𝑍𝜇𝑍
𝜇 +

𝑚2
𝑍

𝜈
𝑍𝜇𝑍

𝜇𝐻 +
𝑚2

𝑍

2𝜈2 𝑍𝜇𝑍
𝜇𝐻2.

(2.34)

The above equation describes the kinematics of the Higgs boson, the masses of the
𝑊± and Z bosons, and the triple and quartic couplings of the𝑊± and Z bosons with
the Higgs. In the interaction terms, the coupling is proportional to the squared mass
of the gauge boson, and are known as gauge couplings of the Higgs boson.

Finally, the interaction of fermions with the Higgs boson and fermion masses can
be explained by adding another 𝐿Yukawa term to the SM Lagrangian (taking first
generation leptons from Eqns. 2.3 and 2.4 as an example), as

𝐿𝑒
Yukawa = 𝑔𝑒 (𝐿𝑒𝜙𝑒𝑅 + 𝜙†𝑒𝑅𝐿𝑒)

=
𝑔𝑒𝜈√

2
(𝑒𝐿𝑒𝑅 + 𝑒𝑅𝑒𝐿) +

𝑔𝑒√
2
(𝑒𝐿𝑒𝑅 + 𝑒𝑅𝑒𝐿)𝐻

. (2.35)

𝐿𝑒
Yukawa is invariant under 𝑆𝑈 (2)𝐿 × 𝑈 (1)𝑌 transformations. Note that there is no
mass term for neutrinos in the SM. From Eqn. 2.36, the mass term for the electron
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is given by 𝑚𝑒 =
𝑔𝑒𝜈√

2
and the second term gives the interaction strength between the

electron and the Higgs boson, which is proportional to the 𝑚𝑒 and is known as a
Yukawa coupling.

Similarly, one can write the 𝐿𝑌𝑢𝑘𝑎𝑤𝑎 for the first generation quarks as :

𝐿
𝑄

𝑌𝑢𝑘𝑎𝑤𝑎
= 𝑔𝑑𝑄𝐿𝜙𝑑𝑅 + 𝑔𝑢𝑄𝐿𝜙𝑢𝑅 + ℎ.𝑐.

= 𝑚𝑑𝑑𝑑 + 𝑚𝑢𝑢𝑢̄ + 𝑚𝑑

𝜈
𝑑𝑑𝐻 + 𝑚𝑢

𝜈
𝑢𝑢̄𝐻

. (2.36)

This prescription for adding mass terms for the first generation leptons and quarks
can be extended to the second and third generation of fermions.

2.3 Limitations of the SM
The discovery of the Higgs boson completed the last missing piece in the SM.
Although the SM is very accurate in its predictions, it is not a complete theory of
our universe. It does not account for several observations, some of which are:

• Baryogenesis [33]: the observed universe is mostly made up of matter,
although both matter and anti-matter should have been produced in equal
amounts in the early universe. This is also known as the "matter anti-matter
asymmetry" problem.

• Gravity : The SM does not explain one of the most well understood force.

• Dark Matter : Astronomical and cosmological observations have indicated
the existence of a form of matter [34] in our universe that does not interact
electromagnetically, and occupies about 27% of the known universe. The SM
provides no candidates for dark matter particles.

• Neutrino masses : Neutrino oscillations have been observed in nature [35–
37] and indicate that neutrinos must have tiny masses. However, there is no
formulation for adding neutrino mass terms in the SM.

• Hierarchy problem : If one considers the SM to be an effective field theory
(EFT) at low energies, the Yukawa interaction between the Higgs and fermion
fields introduces quadratic corrections to the Higgs mass that go up to the
ultraviolet cutoff scale Λ𝑈𝑉 :

𝑚2
ℎ = 𝑚2

0 + 𝛿𝑚2
ℎ

𝛿𝑚2
ℎ ⊃ −

|𝑦 𝑓 |2

8𝜋2 Λ2
𝑈𝑉 ,

(2.37)
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where 𝑚0 is the bare Higgs boson mass and 𝛿𝑚2
ℎ
are the loop corrections,

which are mainly dominated by the top quark loops. The Λ𝑈𝑉 cutoff scale is
expected to be near the Planck scale, 𝑀𝑃 ∼ 𝑂 (1019) GeV, while the mass
of the Higgs has been experimentally measured to be ∼125 GeV. This would
mean Eqn. 2.37 is carefully fine tuned, and the subtraction of two extremely
large numbers results in a quantity (𝑚2

ℎ
) that is 34 orders of magnitude smaller.

This fine-tuning conflicts with the idea of naturalness [38], and is known as
the hierarchy problem.

To address these issues, various Beyond Standard Model (BSM) theories such
as Supersymmetry [20], Two-Higgs-doublet models [21], extra dimensions [22],
sterile neutrinos [23], etc. have been proposed. They all predict new fundamental
particles which can solve one or more of the problems listed above, and/or alter the
predictions of the SM. Several experiments are underway to test the validity of such
BSM theories, either by direct/indirect detection methods or by finding deviations
from the SM predictions in precision measurements.

2.4 Higgs boson physics at the LHC
This section will provide an overview of the main Higgs Boson production modes
at the LHC, the various Higgs decay modes and a brief compilation of the various
measurements of the Higgs properties from the CMS experiment.

2.4.1 Single Higgs production and decay modes at the LHC
At the LHC, the main Higgs production mechanism is the gluon fusion (ggF) pro-
cess, due to the large gluon density within the colliding protons. The next major
production mode is the vector boson fusion (VBF) process, which is characterized
by the presence of two additional quarks in the final state, which show up in the de-
tectors as energetic jets produced in the forward regions with a large pseudorapidity
separation. The third major production mode is the associated production of Higgs
with a vector boson (VH), and one can use the decays of the vector boson to tag
events produced via this mechanism. Finally, the Higgs boson can also be produced
in association with a top or bottom quark pair. The ttH production mode can be
tagged using the experimental signature of top quark decays. The bbH process is soft
and similar in kinematics to the ggF process, which makes it very difficult to detect
it at the LHC. The tree-level Feynman diagrams for these dominant Higgs boson
production processes are shown in Fig. 2.3. The Higgs boson production cross sec-
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tions for different production mechanisms are summarized in Table 2.1, for a Higgs
Boson mass of 125.38 ± 0.14 GeV (the most precise Higgs mass measurement:
Ref [39]).
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Figure 2.3: Different production modes for the Higgs boson at the LHC : (a) ggH,
(b) VBF, (c) VH, and (d) ttH.

Table 2.1: Higgs boson production cross sections for various modes at
√
𝑠 = 13TeV

[40]. The uncertainties on the cross sections are the quadratic sum of the uncer-
tainties from variations of QCD scales, parton distribution functions and the strong
interaction coupling strength, 𝛼𝑠.

Process Cross section (pb) Perturbative Order
ggH 48.30 ± 2.42 N3LO (QCD) + NLO (EW)
VBF 3.77 ± 0.08 NNLO (QCD) + NLO (EW)
WH 1.358 ± 0.03 NNLO (QCD) + NLO (EW)
ZH 0.8767 ± 0.04 NNLO (QCD) + NLO (EW)
ttH 0.5033 ± 0.05 NLO (QCD) + NLO (EW)
bbH 0.4822 ± 0.12 NLO (QCD)
Total 55.37 ± 2.4

The main Higgs decay channels with their expected branching ratios at𝑚𝐻 = 125.38
± 0.14 GeV are summarized in Table 2.2. The Higgs total decay width (Γ𝐻) is
known to be 4.14 ± 0.05 MeV [40].

2.4.2 Double Higgs (HH) production and decay modes at the
LHC

At the LHC, the dominant 𝐻𝐻 production happens via the gluon fusion process,
shown in Fig. 2.4, and the second most common production mode is the vector
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Table 2.2: Higgs boson decay branching ratios for various modes at
√
𝑠 = 13TeV

[40].

Decay channel Branching ratio (%)
𝐻 → 𝑏𝑏 57.60

𝐻 → 𝑊𝑊∗ 22.03
𝐻 → 𝑔𝑔 8.15
𝐻 → 𝜏𝜏 6.21
𝐻 → 𝑐𝑐 2.86
𝐻 → 𝑍𝑍∗ 2.72
𝐻 → 𝛾𝛾 0.227
𝐻 → 𝑍𝛾 0.157
𝐻 → 𝜇𝜇̄ 2.18 ×10−2

boson fusion, as shown in Fig. 2.5. The production cross section at 13 TeV for 𝑚𝐻

= 125GeV is 𝜎𝑔𝑔𝐻𝐻 = 31.05 fb [41–47] for the gluon fusion production mode and
𝜎qqHH = 1.726 fb [44, 48–51] for the vector boson fusion production mode. The
two leading-order diagrams of the gluon fusion production (Fig. 2.4), are known as
the box (left) and triangle (right) diagrams. The branching ratios of HH decay to
various channels are summarized in Fig. 2.6. 𝐻𝐻 production is yet to be observed
experimentally in nature. As mentioned in Sec. 2.2.1, the 𝐻𝐻 production is one
of the only ways in nature to measure the tri-linear Higgs self coupling, 𝜆𝐻𝐻𝐻 , and
understand the shape of the Higgs potential (Eqn. 2.29). Measuring 𝜆𝐻𝐻𝐻 will also
help us to understand the stability of the electroweak vacuum, i.e., it will tell us
whether the electroweak vacuum is a "false" or a "true" vacuum state [52].

g

g

H

Hyt

yt

H

g

g

H

H

yt λHHH

Figure 2.4: Feynman diagrams that contribute to 𝑔𝑔𝐻𝐻 at leading order. The left
and right diagrams correspond to SM processes, referred to as the box and triangle
diagrams, respectively.
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Figure 2.5: Feynman diagrams that contribute to qq𝐻𝐻 at leading order. The qq𝐻𝐻

process is sensitive to 𝑐𝑉 and the 𝑐2𝑉 couplings.

Figure 2.6: The branching ratios of various HH decay modes.

2.4.3 Summary of Higgs boson measurements from the CMS
experiment at the LHC

Themost precise measurement of the Higgs mass to-date is𝑚𝐻 = 125.38± 0.14 [39]
and is shown in Fig. 2.7 (top left). Under the assumption of a coupling structure
similar to that in the standard model, Ref. [53] constrains the observed Higgs boson
width to 3.2+2.8

−2.2 MeV while the expected constraint based on simulation is 4.1+5.0
−4.0

MeV, and is shown in Fig. 2.7 (top right). Fig. 2.7 (bottom) from Ref. [24] shows
the best-fit values for the various coupling strengths of different SM particles with
the Higgs Boson. All these measurements are consistent with the SM predictions.

Fig. 2.8 shows a summary of the results on upper limits on the inclusive 𝐻𝐻

production cross section (𝜇𝐻𝐻 = 𝜎𝐻𝐻/𝜎𝑆𝑀
𝐻𝐻
), the VBF 𝐻𝐻 production cross section

in a BSM scenario with 𝜅2𝑉 = 0 (𝜇𝐻𝐻 = 𝜎𝐻𝐻/𝜎𝜅2𝑉=0
𝐻𝐻

), 𝜅𝜆 (= 𝜆/𝜆SM) and 𝜅2𝑉

(=𝑐2𝑉/𝑐SM2𝑉 ) [54] from various CMS physics analyses (Ref. [26, 55–59]). All these
measurements are consistent with the predictions of the SM. There are ongoing
efforts within CMS to produce a combination of these measurements, which will
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Figure 2.7: Various Higgs measurements from CMS: (Top left) Summary of the
measured Higgs boson mass in the 𝐻 → 𝛾𝛾 and 𝐻 → 𝑍𝑍∗ → 4𝑙 decay chan-
nels, and their combination [39]. (Top right) Likelihood scan of the Higgs decay
width [53]. (Bottom) Coupling strengths of various SM particles to the Higgs boson
as a function of the particle mass. The bottom panel compares the observed values
with the prediction of SM [24].

put very stringent constraints on the allowed values of these parameters. A more
detailed discussion on Fig. 2.8 can be found later in Sec. 6.7.
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Figure 2.8: Summary of various 𝐻𝐻 measurements from CMS: (Top) Upper limits
at 95% confidence level on 𝜇 = 𝜎𝐻𝐻/𝜎𝑆𝑀

𝐻𝐻
(left) and 𝜇 = 𝜎𝑞𝑞𝐻𝐻/𝜎𝜅2𝑉=0

𝑞𝑞𝐻𝐻
(right).

The bbbb resolved and bbbb boosted results are derived using a phase space with
a minor overlap of signal events. (Bottom) 95% confidence intervals on 𝜅𝜆 (left)
and 𝜅2𝑉 (right). The blue (black) hashed band indicates the observed (expected)
excluded regions, respectively. The band around the best fit value corresponds to
the one sigma interval. These plots are taken from [54].
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C h a p t e r 3

THE COMPACT MUON SOLENOID (CMS)
EXPERIMENT AT THE LHC

3.1 The Large Hadron Collider (LHC)
The Large Hadron Collider or the LHC [17] is a 27 km long accelerator ring, located
∼100 m underground at the border of Switzerland and France. It is operated by
European Organization for Nuclear Research (CERN) and is the world’s largest and
most powerful particle accelerator. The LHC accelerates, circulates, and focuses
two counter-rotating beams of bunched hadrons. The LHC operates in four colli-
sion modes: (a) proton-proton (pp) collision, (b) proton-lead (p-Pb) collision, (c)
Lead-Lead (Pb-Pb) and (d) Xenon-Xenon (Xe-Xe) collision. There are four major
detectors located at four different interaction points (IP), namely ALICE [60], AT-
LAS [61], CMS [62], and LHCb [63]. Figure 3.1 shows the geographical location of
the LHC ring, along with the four major experiments. ATLAS and CMS are general
purpose detectors designed to cover a broad physics program, whereas ALICE and
LHCb are dedicated for heavy-ion physics and b-physics, respectively. Due to the
scope of this thesis, going forward, we will only discuss the pp collisions. During
Run 2 of the LHC (2015-2018), pp collisions occurred at

√
𝑠 = 13 TeV.

The accelerator complex at CERN is a succession of machines, where each machine
boosts the energy of a beam of particles before injecting it into the next machine in
the sequence (Fig. 3.2). Proton beams are produced by ripping off electrons from
Hydrogen atoms. The protons are passed through radiofrequency quadrupole (RFQ)
magnets, where they are focused and bunched together. Each bunch contains about
1.15 × 1011 protons. Bunches of protons are then injected into Linear accelerator
2 or Linac2, and accelerated upto energies of 50 MeV1. The ions are then injected
into the Proton Synchrotron Booster (PSB), where they are accelerated to 1.4 GeV.
They are then subsequently injected into the Proton Synchrotron (PS) and the Su-
per Proton Synchrotron (SPS), which accelerate the beam up to 26 GeV and 450

1Linac2 was decommissioned at the end of 2018 and is now replaced by Linear accelerator 4
(Linac4), which will accelerate negative hydrogen ions (𝐻−, consisting of a hydrogen atom with an
additional electron) to 160 MeV. The ions will be stripped of their two electrons during injection
from Linac4 into the PSB, leaving only protons. These protons will be accelerated to 2 GeV inside
the PSB. The remaining chain of acceleration remains the same.
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Figure 3.1: An aerial view of the LHC ring at the border of France and Switzerland,
along with the four major experiments at the different IPs. Picture Courtesy : CERN

GeV, respectively. The protons are then transferred to the two beam pipes of the
LHC, and the two separate beams counter-rotate. It takes roughly 20 minutes for
the protons to reach their maximum energy of 6.5 TeV per beam. The two beams
collide at the four different IPs once every 25 ns. At a single moment in time, the
full LHC tunnel is filled with 2808 proton bunches. Due to the limited space in

Figure 3.2: The accelerator complex at CERN [64].
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the LHC tunnel (diameter of ∼3.7 m), a twin-bore magnet design [65] was adopted
(instead of separate dipole magnets per beam ring), and the two beam rings share the
same cryostat and mechanical structure. The superconducting magnets are made of
Nb-Ti cables, cooled by superfluid helium at a temperature of 1.9K, which provides
a nominal magnetic field of 8.33 T. There are two main types of magnets in the
LHC: 1232 dipole magnets for bending the beams and 392 quadrupole magnets for
focusing the beams. There are additional magnets within the dipole, namely the
sextupole, octupole and decapole magnets, which correct for small imperfections in
the magnetic field.

The event rate of a particular process depends on its cross section and the LHC’s
instantaneous luminosity (L), given by:

𝑑𝑁

𝑑𝑡
= L𝜎 (3.1)

where 𝑑𝑁
𝑑𝑡
is the event rate, and 𝜎 is the cross section of the process. L can be

further expressed as a function of accelerator parameters as

L =
𝑁2
𝑏
𝑛𝑏 𝑓rev𝛾𝑟

4𝜋𝜖𝑛𝛽∗
𝐹 (3.2)

where 𝑁𝑏 is the number of particles in a bunch (1.15 × 1011), 𝑛𝑏 is the number of
bunches circulating in the ring (2808), 𝑓𝑟𝑒𝑣 is the frequency of the bunch revolution
( 𝑓𝑟𝑒𝑣 = 1/𝑇 =

299792 𝑘𝑚/𝑠
26.659 𝑘𝑚

= 11245 𝐻𝑧 (rings/second)), 𝛾𝑟 is the Lorentz boost
factor ( = 6929 for 6.5 TeV protons), 𝜖𝑛 is the normalized (w.r.t the beam energy)
transverse beam emittence (3.75 𝜇m), 𝛽∗ is the beta function at the collision point
(0.55m), and 𝐹 is the geometric luminosity reduction factor. The factor 𝜖𝑛𝛽∗ defines
the beam spot size at the IP and the factor F is defined as

𝐹 =
1√︃

1 + ( 𝜃𝑐𝜎𝑧

2𝜎𝑥𝑦
)2

(3.3)

where 𝜃𝑐 is the crossing angle (285 𝜇rad), 𝜎𝑧 is the root-mean-square (rms) size
of the bunch in the longitudinal direction (7.55 cm), and 𝜎𝑥𝑦 is the rms size of the
bunch in the transverse direction (16.7 𝜇m) . The factor F essentially characterizes
the reduction in instantaneous luminosity due to a non-zero bunch crossing angle.
Plugging in all the numbers, the value of L comes to ∼ 1.0 × 1034 𝑐𝑚−2 𝑠−1,
which is the design luminosity of the LHC. However, due to improvements in the
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various operational parameters (like increased maximum bunch intensity or smaller
emittance), the peak LHC luminosity during Run 2 reached ∼ 2.0 × 1034 𝑐𝑚−2 𝑠−1

(for the years 2017 and 2018).

Multiple pp collisions can occur per bunch crossing at the LHC. Most of these
interactions produce soft particles with low momentum transfer, and are known as
pileup interactions. Pileup interactions pose a challenge for the detectors: pileup
particles reduce the efficiency of particle reconstruction from actual hard interactions
of interest. With the total p-p inelastic cross-section 𝜎𝑝𝑝

𝑖𝑛𝑒𝑙
(80 𝑚𝑏), instantaneous

luminosityL(∼ 2.0×1034 𝑐𝑚−2 𝑠−1) , and time between consecutive bunch crossings
(Δ𝑇 = 25𝑛𝑠), one can calculate the average pileup (< 𝜇 >) as :

< 𝜇 >= L × 𝜎
𝑝𝑝

𝑖𝑛𝑒𝑙
× Δ𝑇. (3.4)

Plugging in the values, we obtain < 𝜇 > = 40. This value is very close to the actual
number of pileup interactions observed in the LHC during 2018. Fig. 3.3 (top)
shows the peak instantaneous luminosity for different years of LHC operation since
2010. Fig. 3.3 (bottom) shows pileup event distribution for the same years [66]. The
average pileup increases with increasing instantaneous luminosity.

3.2 The CMS Experiment
The Compact Muon Solenoid (CMS) is one of the two large general purpose detec-
tors built at the LHC. It was designed to study many aspects of the SM (including the
Higgs boson discovery, precision electroweak tests, heavy flavor physics, etc) and
also test various BSM theories (like SUSY, 2HDM, etc). The detector was designed
with an aim to probe the 𝐻 → 𝛾𝛾 and 𝐻 → 𝑍𝑍∗ → 4𝑙 channels, and thus has an
excellent resolution to reconstruct photons and electrons (using the electromagnetic
calorimeter or ECAL) and also muons (using the tracker and muon systems). It is
capable of accurately tagging hadronic decays of 𝜏 leptons and b-quarks. With the
nearly hermetic coverage of the detector, it also provides a good measurement of
the missing momentum in the transverse plane (𝑝missT or MET), which is essential
for several BSM analyses.

The CMS experiment is shown in Fig. 3.4. The detector is 28.7 m long, with a radius
of 7.5 m, and weighs 14,000 tonnes. The various subsystems of the detector are built
in the shape of concentric cylinders placed around the main interaction point. The
innermost sub-detector is the Silicon Tracker that helps to detect charged particle
tracks. The ECAL is placed just outside the tracker and is used for reconstructing
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Figure 3.3: Recorded instantaneous luminosity and pileup at CMS during Run 1
and Run 2. (Top) The peak instantaneous luminosity during different years of
operation (2010-2012 and 2015-2018). (Bottom) The corresponding average pileup
distribution recorded by CMS [66].

electromagnetic showers. The hadron calorimeter (HCAL) is placed outside the
ECAL and can measure energy deposits from charged and neutral hadrons. A
superconducting solenoid magnet coil is placed outside the HCAL, which provides
a magnetic field of 3.8 T, and helps to bend charged particle tracks. Gas filled muon
stations are placed outside the solenoid magnet and interleaved in the steel return
yokes (that provide a return magnetic field of 2T), and help in the identification of
muons.

CMS uses a right-handed cartesian coordinate system where the origin is taken as
the nominal interaction point, the x-axis points towards the center of the LHC ring,
the y-axis points upwards, i.e., perpendicular to the plane of the LHC ring, and the
z-axis is aligned with the beamline. The x-y plane is also known as the transverse
plane. In spherical coordinates, the polar angle 𝜃 is measured from the positive
z-axis and the azimuthal angle 𝜙 is measured in the plane transverse to the beam
axis (Fig. 3.5). The pseudorapidity 𝜂 is defined as − ln tan 𝜃/2. The momentum of
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Figure 3.4: A cutaway diagram of the CMS experiment, indicating its various
subsystems [67].

outgoing particles is measured in the transverse plane and is defined as 𝑝T = 𝑝 sin 𝜃,
where p is the momentum in the 3D plane.

Figure 3.5: The right handed coordinate system used by CMS [68].

The next few sections will describe the various sub-systems of the CMS Experiment
in detail.

3.2.1 Tracker
The silicon tracker system [69] is used to detect charged particle hits, thereby
helping to reconstruct their momenta as well as find their point of origin (primary
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or secondary vertex). The innermost layers of the tracker are situated 4.4 cm away
from the beamline, and are exposed to heavy radiation dosages, leading to radiation
hard silicon as the choice of material. Fig. 3.6 shows a layout of the tracker. The
outer radius of the tracker extends to ∼ 110 cm and the full length of the tracker is
∼ 540 cm, giving a pseudorapidity coverage of |𝜂 | < 2.5 - the central barrel region
covers |𝜂 | < 1.2 and the two endcaps disks on either side of the barrel cover 1.2 <
|𝜂 | < 2.5. The tracker has four pixel layers in the barrel region (at radii of 3.0, 6.8,
10.9, and 16.0 cm), and has six pixel endcap disks (at z of ±29.1, ±39.6, and ±51.6
cm), with a total of 79 (45) million pixels in the barrel (endcaps) 2. The area of each
cell in the pixel layer is about 100×150 𝜇𝑚2 with 300 𝜇m thickness and provides a
position resolution of ∼10 𝜇m.
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Figure 3.6: A schematic view of one quadrant of the Phase-1 CMS tracking system
in the r-z plane. The pixel detector is shown in green, while single-sided and double-
sided strip modules are depicted as red and blue segments, respectively [71].

The outer strip tracker consists of 9.3 million strip sensors, with the barrel region
divided into a Tracker Inner Barrel (TIB) and a Tracker Outer Barrel (TOB), while
the endcap region is divided into the Tracker End Cap (TEC) and Tracker Inner
Disks (TID). The TIB consists of 4 layers of 320 𝜇m-thick silicon sensors and a
strip pitch (distance between two strips) of 80 to 120 𝜇m. The TOB includes 6
layers of 500 𝜇m-thick sensors and a strip pitch of 120 to 180 𝜇m. The TOB is
farther away from the IP, and can afford to use thicker sensors and wider pitch due
to smaller particle flux as compared to the TIB. The TEC is made of 9 disks and the
TID is made of 3 small disks of 320 𝜇m thick silicon sensors.

2The current pixel detector was installed during February-March 2017 (Phase I upgrade) [70].
Before this upgrade, there were 48 million pixels in the barrel region in three layers at radii of 4.3,
7.3, and 10.4 cm, covering z from -27 cm to 27 cm, and 18 million pixels in the endcap populated in
four disks at z of ±35.5 and ±46.5 cm.
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More details of the particle track and momentum reconstruction can be found in
Sec. 3.2.7.

3.2.2 ECAL
The ECAL [72] is a homogeneous calorimeter made of PbWO4 scintillator crystals,
and is placed outside the tracker. The ECAL is divided into two regions - a barrel
region providing coverage of |𝜂 | < 1.479 and and two endcap disks with 1.479 < |𝜂 | <
3.0. There are a total of 61200 (7324) PbWO4 crystals used in the ECAL barrel (each
endcap disk). The physical dimension of each crystal is 2.2 × 2.2 × 23 𝑐𝑚3 in the
barrel regions and 2.86×2.86×22 cm3 in the endcaps. The lateral area of the crystals
corresponds to Δ𝜂 × Δ𝜙 = 0.0174× 0.0174. The lateral dimension is equivalent to
one Moliére radius (𝑅𝑀 = 2.19 cm) and the longitudinal length corresponds to 24.7
radiation lengths (𝑋0 = 0.85 cm). This ensures that ∼98% of an electromagnetic
shower is contained within a crystal. The ECAL’s thickness corresponds to about 1
interaction length (𝜆𝑙), and the probability of a hadron depositing all its energy in
the ECAL is small. This aids in the separation of individual hadrons and jets from
electrons and photons. Crystals are also positioned with a small angle relative to
the IP (∼3◦), to avoid particles travelling in the inter-crystal gaps.

Additionally, a thin preshower detector is placed in front of each ECAL endcap disk.
The preshower is made up of two planes of lead (Pb) absorbers of ∼ 2 𝑋0 and 1 𝑋0,
respectively, interleaved with silicon micro-strip layers. The preshower is highly
granular, with silicon sensors that are 1.9 mm wide. The fine transverse granularity
of the preshower helps differentiate between prompt photons (i.e., produced at the
collision vertex) and photons originating from a neutral pion decay (𝜋0 → 2𝛾),
where the angle between the two photons is small. The layout of the ECAL is shown
in Fig. 3.7 [73].

The scintillation light produced in the PbWO4 crystals has a spectrum that peaks
around 420-430 nm. The photodetectors in the ECAL use avalanche photodiodes
(APDs) in the barrel and vacuum phototriodes (VPTs) in the endcaps. There are
two APDs glued to the back of each crystal in the barrel, each with an active area
of 5 x 5 mm2, a rise time of < 2 ns, an operating voltage between 340-430 V and a
typical dark current of ∼3 nA. The VPTs are 25 mm in diameter and are glued to
the back of each endcap crystal. VPTs have a lower quantum efficiency than APDs,
but are very radiation tolerant and are more suitable for the higher radiation doses
in the endcaps.
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Figure 3.7: A geometric view of one quadrant of the ECAL [73].

The energy resolution of ECAL for an electromagnetic shower is given by:

𝜎

𝐸
=

2.8%
√
𝐸

⊕ 12%
𝐸

⊕ 0.3% (3.5)

where the 1/
√
𝐸 is the stochastic term, related to statistic fluctuations in the signal,

1/𝐸 term is related to the electronics noise and pileup, and the constant term is
related to the uncertainties associated with channel-by-channel calibration, leakage,
dead material, etc.

3.2.3 HCAL
The CMS HCAL [74] is a sampling calorimeter placed right outside the ECAL,
and is divided into 4 subsystems: barrel (HB) for |𝜂 | < 1.4, endcap (HE) for 1.3
< |𝜂 | < 3.0, forward (HF) for 3.0 < |𝜂 | < 5.2, and an additional subsystem in the
barrel but outside the solenoid cryostat called HO which covers |𝜂 | < 1.2. The
hermetic coverage of HCAL is crucial in jet reconstruction and measurement of
missing transverse energy (𝑝missT ) in an event.

Both HB and HE use plastic scintillators as the active layers interspersed between
brass absorbers. The HO also uses plastic scintillators as the active layers, but uses
the iron and the solenoidal coil as the absorber. The HF is installed 11m downstream
of the IP and uses scintillating quartz fibres as the active material and steel as the
absorber. The HF quartz fibers are of two types: (a) Long fibers that cover the full
longitudinal range of HF, and (b) Short fibers, that start from 22 cm downstream
of the front face of HF. The two different fiber types help to efficiently reconstruct
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the electromagnetic and hadronic components of hadronic showers. Due to space
constraints (the HCAL had to fit in between the ECAL and the solenoid magnet),
the longitudinal length of HCAL was limited to ∼6 to 10 interaction lengths (𝜆𝑙)
depending on |𝜂 |. The ECAL + HCAL together reach ∼7 𝜆𝑙 at 𝜂 = 0. The total
HB+HO depth in the central region is ∼11.8 𝜆𝑙 , which helps to improve energy
resolution for high energy pions.

In HB, HE, and HO, the scintillation light (blue-violet, 𝜆 = 410-425 nm) is carried
by wavelength-shifting (WLS) fibers (green, 𝜆 = 490 nm) to hybrid photo-diodes
(HPDs) for detection. As part of the Phase I upgrade, HPDs were replaced by silicon
photomultipliers (SiPMs) in HE (2017) and HB (2019) as they offer 2.5 times higher
photon detection efficiency and 400 times higher response while being insensitive
to magnetic fields [75–77]. Each segment of the calorimeter tower in HB, HE (|𝜂 |
< 1.6), and HO has dimensions Δ𝜂 × Δ𝜙 = 0.087 × 0.087. For |𝜂 | > 1.6, each
segment in HE has lateral dimensions Δ𝜂 × Δ𝜙 = 0.175 × 0.175. Fig. 3.8 shows
the HCAL layout, before (left) and after (right) the Phase I upgrade. For both the
HB and HE, the light yield from the different layers with the same color are optically
summed up, resulting in a loss of longitudinal depth segmentation information. The
HB (HE) is read out as four (six/seven) longitudinal segments.

The scintillating light in HF is carried byWLS fibers and read out by photomultiplier
tubes (PMTs). Each segment of the HF has lateral dimensions of about Δ𝜂 × Δ𝜙 =

0.175 × 0.175.

Figure 3.8: The depth segmentation in the previous (left) and upgraded (right)HCAL
detector. A depth is a collection of scintillator layers (columns) depicted with the
same color, per Δ𝜂 division. Light from the different layers in the same depth and
Δ𝜂 division are optically added together before reaching the photosensors [75].

In general, the hadronic components (h) of a hadronic shower produce a smaller
response than the electromagnetic components (e) in the detector, due to an "invis-
ible energy" that results from atomic nuclei breaking up in the calorimeter mate-
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rial. This invisible energy does not add to the calorimetric response to a hadronic
shower. This uneven detector response to the various shower components is called
non-compensation. The CMS HCAL is a highly non compensating detector, i.e.,
e/h ∼1.4. This causes intrinsic sensitivity to fluctuations in the electromagnetic
component of the shower, and non-linearity. The non-linearity can be corrected, but
the fluctuations depend from shower to shower and cause a poor resolution. The
combined energy resolution of the CMS HCAL+ECAL for pions is given by:

𝜎

𝐸
=

110.7%
√
𝐸

⊕ 7.3% (before non-linearity correction)

=
84.7%
√
𝐸

⊕ 7.4% (after non-linearity correction).
(3.6)

Appendix A discusses the feasibility of a muon MIP based inter-depth energy
calibration technique for the HE detector during Run 3 data-taking period.

3.2.4 Superconducting solenoid magnet
The CMS solenoid magnet is a large superconducting coil, with a 6m diameter and
a 12.5 m length, and provides a very homogeneous magnetic field of 3.8 T. The
solenoid is an alloy of Niobium and Titanium (NbTi) that can conduct currents of
∼ 19.14 kA and can store energies of up to 2.6 Giga-Joules. The magnetic field can
technically be extended up to 4 T, but this is avoided to prevent the magnetic field
lines from reaching the CMS support structure and causing power losses through
Eddy current heating. The solenoid is enclosed in 10,000 tonnes of steel flux return
yoke. The return yoke consists of three separate layers. The map of the magnetic
field in the entire CMS detector volume was measured with the aid of cosmic muon
events, and can be seen in Fig. 3.9.

3.2.5 Muon chambers
Muons with momentum in the range 1-100 GeV mostly lose energy by ionization
when passing through a medium. For a muon MIP (a minimum ionizing particle
whose mean energy loss rate through a particular material is close to the minimum),
the energy lost while traveling through iron (𝜌 = 7.87 g/cm3) is ∼11 MeV/cm,
as can be inferred from Fig. 3.10. Thus, high energy muons can cross the CMS
solenoid magnet without losing most of their energy, and therefore the positioning
of the muon chambers outside the solenoid provides a very clean environment for
muon detection. The muon chambers consist of 3 different technologies: drift tube
chambers (DTs) in |𝜂 | < 1.2, cathode strip chambers (CSCs) in 0.9 < |𝜂 | < 2.4,
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Figure 3.9: The magnetic field and field lines inside the CMS detector volume [78].

and resistive plate chambers (RPCs) in |𝜂 | < 1.9. The DTs are made up of drift
cells filled with 85% Ar + 15% CO2 gas mixture. The drift cells are operated at
a high voltage, such that when a muon passes through a tube, it ionizes the gas
and generates electrons that travel from the cathode to the anode. The drift time of
the electrons can be converted to a position information for the muon track with a
resolution of 260 𝜇m [80].

TheCSCs are filledwith a 40%Ar + 50%CO2 + 10%CF4 gasmixture, and consist of
arrays of positively-charged “anode” wires crossed with negatively-charged copper
“cathode” strips. The anode wires are placed perpendicular to the cathode strips.
They are operated at a very high voltage, such that when a muon passes through,
it creates an ionization avalanche. Electrons move towards the anode wires and
positive ions move towards the copper cathode. Since the strips and the wires are
orthogonal to each other, we get a 𝑟 and 𝜙 position for each passing particle. The
closely spaced wires also make the CSCs fast detectors suitable for triggering.

Resistive plate chambers (RPC) consist of two parallel plates (one anode and one
cathode), each made from a high resistivity plastic material and separated by a gas
volume (95.2% Freon + 4.5% isobutane + 0.3% SF6). The RPCs can provide a good
time resolution (∼ 1 ns) and a coarse position measurement on the muon hit, and
can be used for muon triggering. The schematic layout of the muon chamber system
is shown in Fig. 3.11.
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Figure 3.10: Mean energy loss of a muon traversing through different materials as
a function of the muon 𝑝T [79].

The muon reconstruction in CMS relies on the combined information from the
tracker and themuon chambers. Formuonswith 𝑝T < 200GeV, the tracker resolution
dominates the muon 𝑝T resolution and for muons in the energy range of 1 TeV, the
resolution from the muon chambers dominates. The inner tracker + muon chambers
provides a momentum resolution of 𝜎𝑝T/𝑝T = 1% (10%) at 50 GeV (1 TeV) [81].

3.2.6 Trigger and data acquisition
The collision rate of protons at the LHC is 40 MHz, and processing and keeping
all those events is not possible due to bandwidth and offline storage constraints.
The decision to keep or discard a event is made using a low-latency real time
trigger system. The CMS trigger system has two levels: the Level-1 (L1) trigger
and the High Level Trigger (HLT). The L1 trigger [82, 83] is a hardware based
trigger, running on customized ASICs and FPGAs. It looks for coarsely segmented
information from the calorimeters andmuon stations, performs a basic physics object
reconstruction (like high 𝑝T or 𝑝missT ) and makes a positive or negative decision to
keep the event. Due to limitations from the current electronics technology, the
trigger decision needs to be made in < 4 𝜇s, during which time the event data are
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Figure 3.11: A schematic view of one quadrant of the CMSmuon chamber. DTs are
shown in orange and labeled as MB1/2/3/4; CSCs are shown in green and labeled as
MEn/m, where n is the index in the z direction and m is the index in the 𝑟 direction;
RPCs are shown in blue and labeled as RB1/2/3/4 for barrel RPCs and REn/m for
the endcaps. [81].

kept in a buffer. If a negative trigger decision is made, the event is lost forever. The
L1 trigger reduces the input data rate from 40 MHz to 100 kHz.

Once an event is selected with the L1 trigger, it is sent to a CPU farm on the surface.
The HLT [84] has access to information from all sub-detectors and does a fast and
finer grained physics object reconstruction, including track reconstruction which is
the most time consuming. There are several types of HLT algorithms, each one
targeting a specific physics process and imposing requirements on multiple physics
objects. The HLT reduces the data rate from 100 kHz to 500 Hz. The HLT paths
are sometimes prescaled with a prescale factor N, meaning only one in every N
events passing the HLT algorithm gets saved. This is done for HLT paths targeting
physics processes with high event rates or for producing certain dedicated datasets
that are only used for detector calibration studies. Additionally, there is a data
scouting stream [85] for events that can not be stored due to trigger constraints. For
such events, only a few reconstructed event quantities at the HLT level get stored
permanently (no further offline reconstruction), amounting to a few kBs per event.
The scouting stream is useful for CMS to pursue a larger physics phase space, for
e.g., the study of B-meson decays.
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Data selected by the HLT CPU farm are sent to the Tier-0 (T0) CERN computing
center. An express reconstruction on about 10 % of the events is performed to
monitor the offline data quality and derive detector alignment and calibration con-
ditions. Once the prompt calibration conditions are derived, a full reconstruction
on RAW data is performed (prompt reconstruction). The prompt reconstruction
of a dataset needs to happen within 48 hours of data-taking, to avoid overflowing
intermediate data storage buffers. The data can be produced and saved in different
formats with different event sizes (based on the level of information per event), and
is summarized in Table 3.1. From T0, the data are distributed to seven Tier-1 (T1)
computing centers: Fermilab (United States), IN2P3 (France), PIC (Spain), ASGC
(Taiwan), CLRC (United Kingdom), GridKa (Germany), and INFN (Italy). The T1
sites save a second copy of the RAW data and act as data links to Tier-2 (T2) sites
in local regions. T2 sites are local computing centers at various universities, with
substantial CPU resources for accessing data and performing physics analyses.

Table 3.1: CMS data formats for physics analyses [86].

Data format Size (kB/event)
RECO 3000
AOD 400

MINIAOD 50
NANOAOD 1

3.2.7 Event reconstruction
To reconstruct particles in an event, CMS uses the concept of particle-flow (or
PF) [87], in which information from different sub-detectors are combined and used
to assign a trajectory and energy per particle. Fig. 3.12 shows a transverse slice of
the CMS detector and the signature left by different types of particles in different
sub-detectors.

The PF algorithm begins by reconstructing tracks in an event from all available hits
from the tracker. The track reconstruction is performed in an iterative manner: the
best quality tracks are first identified from hits in consecutive layers of the tracker and
are removed from subsequent iterations. This process is repeated until all the hits are
exhausted, and this method is known as the Kalman Filter algorithm [88]. The tracks
reconstructed by the PF algorithm are used for primary vertex identification [89].
The vertex reconstruction algorithm clusters the tracks together based on their
distance of closest approach to the beam spot, with a spatial resolution of ∼ 20 (30)
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Figure 3.12: A transverse slice of the CMS detector indicating the different signa-
tures left by various particles in the sub-systems [87].

𝜇m in the x-y (z) plane. The precise identification of the primary vertex is crucial
for pileup mitigation, as one can reject particles originating from secondary vertices
in an event. Additionally, identification of displaced secondary vertices is crucial
for reconstructing b-jets. Jets originating from b-quarks are used extensively in
Chapter 6.

Electrons are reconstructed using reconstructed tracks from the tracker, and as-
sociating them to an energy cluster in the ECAL (based on interpolations of the
𝜂 − 𝜙 of the track). The energy of the electron is determined based on the track
momentum and ECAL cluster deposit, and the electric charge is determined by the
bending direction of the track in the magnetic field. Similarly, charged hadrons are
reconstructed by associating tracks together with ECAL (if available) and HCAL
clusters. The neutral hadrons and photons do not leave any hits in the tracker and
remain unaffected by the magnetic field. Therefore, a photon is reconstructed using
an isolated ECAL cluster with no associated HCAL cluster. Neutral hadrons are
reconstructed from HCAL clusters with or without an associated ECAL cluster.

Muons are reconstructed using hits from the tracker and associating them with hits
in the muon stations. A combined track fit is performed to all the hits, and the muon
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𝑝T is estimated from the global track curvature. Muons are used in this thesis in
Chapter 5, and are discussed in greater detail in Sec. 5.3.2.

Quarks and gluons produced in an event undergo hadronization, and produce a cas-
cade of particles known as jets. Jets in CMS are reconstructed using a clustering
algorithm that combines information of several neutral and charged particle candi-
dates in a conical structure, known as the anti-k𝑇 algorithm [90]. Jets are used in
this thesis in Chapters 5 and 6.
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C h a p t e r 4

A MIP TIMING DETECTOR (MTD) FOR CMS AT
HL-LHC

4.1 Introduction
The current LHC will undergo major design upgrades during 2026-2028, so that
it can increase its instantaneous luminosity by a factor of ∼3-4, beyond the LHC’s
design value. Thiswill launch a newphysics programknown as theHigh-Luminosity
LHC or HL-LHC, and will be operational starting in 2029. By the end of its first
few years of operation at 13 TeV (at the end of 2018), the LHC has collected about
∼150 fb−1 of data. The HL-LHC aims to collect about 3000 fb−1 of data by the end
of its 10 year operation period. Figure 4.1 shows the schedule of the LHC program.
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Figure 4.1: The LHC/HL-LHC physics program schedule [91].

The luminosity of the HL-LHC is projected to reach 5 to 7.5 × 10 34cm−2s−1, with a
corresponding pileup of 140-200 interactions per bunch crossing. To operate in such
a high radiation environment, all LHC experiments will undergo major upgrades
(known as Phase-2 Upgrades). The CMS detector will also upgrade many of its
existing sub-detectors, and install a new time-of-flight (TOF) sub-detector, known
as the MIP Timing Detector (MTD) [92].
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4.2 MIP Timing Detector (MTD)
TheMTDwill provide a track-time information for charged particles and is projected
to have a timing resolution of 30-40 ps at the beginning of the HL-LHC, which will
degrade to 50-60 ps by the end of the HL-LHC operations, because of radiation
damage. The time resolution of the MTD is physics motivated. At the HL-LHC,
there will be 140-200 pileup interactions with an RMS spread of 180-200 ps per
bunch crossing. If one slices a bunch crossing in the temporal phase space with
a 30-40 ps resolution, each snapshot in time has a reduced pileup of about ∼50
vertices, which is similar to the current LHC levels. Thus, the MTD will help
maintain the current levels of particle reconstruction efficiency at the Phase-2 CMS
detector.

Figure 4.2 shows a simplified implementation in GEANT4 [93] of the proposed layout
of the MTD in the CMS detector. The MTD is made of a barrel and an endcap
region, with different technologies based on different requirements, for e.g., radiation
dose, schedule constraints, cost effectiveness, etc. The barrel region of the MTD
(described in more detail in Sec. 4.2.1), will be placed in between the tracker and the
ECAL and occupy the region where |𝜂 | < 1.5. Since there is less time for R&D of
the barrel timing layer (BTL), one needed a mature and established technology, and
Silicon Photomultipliers (SiPMs) with crystal scintillators [94–96] were chosen as
the photosensors. At an integrated luminosity of 3 ab−1 (full lifetime of HL-LHC),
the BTL will have received radiation doses of up to 1.9 × 1014 𝑛𝑒𝑞/𝑐𝑚2 (1 MeV
neutron equivalent fluence) or 30 kGy and the endcap timing layer (ETL) will have
received doses of up to 1.6 × 1015 𝑛𝑒𝑞/𝑐𝑚2 or 450 kGy. Due to the higher radiation
rates, SiPMS are not a viable technology for the ETL (1.6 < |𝜂 | < 3.0), and the best
performance is achieved with low gain avalanche diodes or LGADs [97–99], which
are silicon sensors with internal gain of about 10–30. The ETL will be placed as a
disk shaped sub-detector, before the calorimeter endcaps, at a distance of 3m from
the interaction point (along the beam axis). This thesis will however only focus on
the BTL and more details on the ETL can found be in Ref. [92].

Extensive studies have been performed that have looked at the impact of TOF
information from MTD, including the reconstruction of physics objects (like b-jets,
missing transverse momentum, etc.) as well as the overall effect on the sensitivity of
various physics analyses (Ref. [92]). One special physics case is the production of a
pair of Higgs bosons decaying to a 4-bottom quark (𝐻𝐻 → 𝑏𝑏𝑏𝑏) final state. The
CMS Run 2 search for this final state when both Higgs bosons are highly Lorentz
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Figure 4.2: A schematic view of the GEANT geometry of the MTD, comprising
a barrel layer (grey cylinder), at the interface between the tracker and the ECAL,
and two silicon endcap (orange and light violet discs) timing layers in front of the
endcap calorimeter [92].

boosted will be discussed extensively in Chapter 6. Studying the HH production and
measuring the Higgs trilinear self-coupling (𝜆𝐻𝐻𝐻) is one of the main physics goals
of the HL-LHC. It is projected that for 𝐻𝐻 → 𝑏𝑏𝑏𝑏, the signal yield increases by
14% due to the BTL alone, and 18% from the combined power of BTL and ETL, at
a constant background rate, as shown in Fig. 4.3.

4.2.1 Barrel Timing Layer (BTL)
The barrel timing layer will cover the pseudorapidity region up to |𝜂 | = 1.48 with
a total active surface of about 38 m2. The sensor unit consists of Lutetium Yt-
trium Orthosilicate crystals doped with Cerium ((Lu1−𝑥Y𝑥)2SiO5:Ce), abbreviated
as LYSO:Ce, and read out with SiPMs. LYSO:Ce crystals were chosen because of
their high density (7.1 g/cm3), high light yield (∼40000 photons/MeV), fast scintil-
lation rise time (< 100 ps), short decay time (∼ 43 ns), very high radiation tolerance
(less than few percent loss in transparency over the 10 year HL-LHC operations)
and also, LYSO:Ce crystals produce scintillation light at 420 nm wavelength which
matches the optical range of SiPMs. SiPMs are widely used in particle physics
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Figure 4.3: Projections for yield enhancement in 𝐻𝐻 → 𝑏𝑏𝑏𝑏 as a function of the
Higgs boson rapidity, for a 200 pile-up scenario at the HL-LHC. The distributions
are normalized to the no-timing case [92].

based experiments, are compact, not affected by magnetic fields, very robust (can
be exposed to room light without damage), operate at relatively low voltages (30-77
V), and have a low power consumption. They also have a high photo-detection
efficiency, PDE, of 20-40% in devices with small cell size (15 𝜇m square pixels). In
the BTL, the SiPMs will operate above their breakdown voltage in Geiger mode with
a gain of the order of 105. The LYSO:Ce crystals have a bar-like geometry with 57
mm length and 3.12 mm width. The radial thickness is varied along 𝜂 to ensure the
slant depth crossed by particles coming from the interaction point remains constant,
irrespective of where it hits the BTL. The slant depth varies as 3.7 mm for |𝜂 | < 0.7,
3.0 mm for 0.7 ≤ |𝜂 | ≤ 1.1 and 2.4 mm for |𝜂 | > 1.1 . Each bar will be coupled to
two SiPMs (at the two ends), whose dimensions will be 3 mm along 𝜙 and a variable
thickness, equal to the bar’s radial thickness in each |𝜂 | interval.

The time resolution per track, measured from two SiPMs at the two ends of a crystal,
depends on the following uncertainties added in quadrature:

• CMS clock distribution: 15 ps

• Digitization: 7 ps

• Electronics: 8 ps
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• Photo-statistics: 25–30 ps

• Noise (SiPM dark counts): negligible at startup, 50 ps after 3000 fb−1

The electronics and digitization jitter have negligible impact on the overall time
resolution, and the key factors affecting the time resolution are the photostatistics
and the Dark Count Rate (DCR). The photostatistics term is described by

𝜎
𝑝ℎ𝑜𝑡
𝑡 =

√︂
𝜏𝑟𝜏𝑑

𝑁𝑝ℎ𝑒

∝
√︂

𝜏𝑟𝜏𝑑

𝐸dep ∗ 𝐿𝑌 ∗ 𝐿𝐶𝐸 ∗ 𝑃𝐷𝐸
(4.1)

where 𝜏𝑟 (100 ps) and 𝜏𝑑 (43 ns) are the rise time and decay time of the scintillation
pulse in the LYSO:Ce crystal, respectively. The energy deposited by a MIP in a
thin LYSO:Ce crystal, 𝐸𝑑𝑒𝑝, follows a Landau distribution with the most probable
value (MPV) of 0.86MeV/mm. The number of photoelectrons, 𝑁𝑝ℎ𝑒, scales linearly
with 𝐸dep, the crystal light yield (LY) as determined by the crystal thickness and
scintillation properties, the light collection efficiency (LCE), i.e., the probability
that a photon reaches the SiPM without escaping from lateral faces of the crystal
or being absorbed within the material, and with the PDE of the SiPM. These
parameters have driven the optimization of the sensor layout (crystal and SiPM
configuration), as discussed later in Sec. 4.3. The noise contribution from the DCR
in the SiPM scales proportionally to

√︁
𝐷𝐶𝑅/𝑁𝑝ℎ𝑒. The magnitude of the DCR

increases with integrated luminosity due to radiation damage creating defects in the
silicon, increasing the probability of generating thermal electrons [100].

The BTL will be placed in the Tracker Support Tube (TST) and will share CO2

cooling with the tracker. Figure 4.4 shows the layout of the BTL inside the TST.
72 trays consisting of LYSO:Ce+SiPM modules will be inserted into the TST, with
2 trays per 𝜙 interval (10◦). Each tray will consist of 6 Readout Units (RU).
Each RU (see left of Fig. 4.6) has 12 detector modules, which are made of a
copper housing and two BTL modules. Each BTL module (see right of Fig. 4.6)
consists of an array of 16 LYSO:Ce bars with 32 SiPMs. The crystals will be
wrapped with a reflective material, Enhanced Specular Reflector (ESR) Vikuiti
by 3M, between adjacent channels to provide optical isolation. This reflector is
chosen because it has a reflectivity for 420 nm light higher than 98.5%, and is
sufficiently radiation tolerant. The BTL modules will be cooled to –35 ◦C with
CO2 cooling and an additional –10 ◦C with thermo-electric coolers (TECs), to
limit SiPM self-heating and DCR. Additionally, annealing the irradiated SiPMs at
room temperature is known to mitigate the DCR [100]. Annealing of the BTL
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modules at room temperature will be scheduled during the yearly shutdowns, to
help the SiPMs recover from the radiation induced defects. Fig. 4.5 shows the DCR
rate as a function of time (increasing integrated luminosity), in different annealing
scenarios [92]. Exploiting the full shutdown period (∼ 4 months) for recovery at
room temperature provides a 30% reduction of DCR with respect to a two weeks
only annealing scenario.

Figure 4.4: A schematic view of the structure and design of BTL [101].

Figure 4.5: Expected growth of DCR for various annealing scenarios at fixed OV
of 1.5 V during the detector lifetime [92].

Each RU will consist of 4 front-end (FE) boards. Each FE board will consist of 6
ASICs, which are connected to their SiPMs via flex cables. The 4 FE boards plug
into a Concentrator Card (CC), that provides low voltage power, bias voltage, and
three low power Gigabit Transceivers (lpGBTs) that carry data and control signals
to and from the ASIC.
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Figure 4.6: Various BTL components. (Left) A BTL Readout unit, consisting of
24 BTL modules of LYSO:Ce bars + SiPMs. Each RU has a total of 768 SiPMs.
(Right) A BTL module consisting of 16 LYSO:Ce bars + 32 SiPMs. The module is
connected to the FE boards using flex cables, as can be seen in the figure.

The modules will be read out with an ASIC, known as the TOFHIR (Time-of-
flight, High Input Rate) chip (Ref. [102]). The TOFHIR chip is being designed to
deliver precision timing information at the required rates for the BTL, and will be
radiation tolerant, will satisfy the power requirements and will be able to operate at
the low BTL temperatures (-35 ◦C). It will also have a dedicated noise cancelling
circuit to mitigate the effect of DCR noise in the SiPMs. Appendix B discusses
the commissioning tests performed on the two preliminary versions of the BTL
prototype readout electronics, i.e., the TOFPET and the TOFHIR2A ASIC.

4.3 Studies to optimize BTL design parameters
The next few sections will discuss several studies that were performed to optimize
different aspects of the BTL design and performance. These tests were carried out
at the Caltech Precision Timing (CPT) Lab or at testbeams that were held at CERN
and Fermilab.

4.3.1 Characterization of the sensor properties and optimizing
the design geometry

The following sections will discuss the considerations made for the sensor geometry
optimization, effect of wrapping the crystals with a reflector material and the light
output perMIP in the SiPMs. These tests were carried out at the CPT Lab at Caltech.
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4.3.1.1 Impact point studies with laser

Before the bar shaped geometry was selected for the LYSO crystals, there was some
interest in exploring a square tile shaped geometry for the crystals (Ref. [103]).
To understand the properties of such a geometry, we used 3×3 mm2 SiPMs from
Hamamatsu and coupled them to 12×12×4 mm3 LYSO square tiles using optical
grease (see left of Fig. 4.7). We used a 373 nm UV laser to shine light directly into
the the sensor configuration (with the light entering the LYSO crystal first, before
the SiPM) , and recorded the output using a DRS4 digitizer. The laser pointer was
moved slowly from one edge to the other edge of the tile configuration. Fig. 4.7
(Right) shows the amplitude dependence on the MIP impact point in this setup. It
can be seen that in such a geometry, the centre of the tile (at the SiPM) records a
30% higher amplitude as compared to the edges, which can be understood from the
smaller distance travelled by the scintillation light produced at the tile center, before
reaching the SiPM.

Figure 4.7: Impact point studies with a laser. (Left) A schematic of a 3x3 mm2

SiPM coupled with a 12x12x4 mm3 LYSO tile using optical grease. (Right) Am-
plitude recorded as a function of the MIP impact position on the SiPM +LYSO tile
configuration.

This non-uniformity in amplitude also directly impacts themeasured time resolution.
The time resolution measured at the centre of the tile is slightly better than the time
resolution recorded at the edges, as can be seen in Fig. 4.8. To avoid this impact
point dependence, the bar geometry was chosen for the LYSO:Ce crystals, with two
SiPMs at the two edges.
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Figure 4.8: The measured time resolution as a function of the MIP impact position
on the SiPM +LYSO tile configuration. The time resolution measurement here
includes a time walk correction.

4.3.1.2 Effect of wrapping the crystal on light collection efficiency

Before ESR was chosen as the reflector material for wrapping the crystals, we per-
formed tests of the light collection efficiency by studying the difference between
wrapped and unwrapped LYSO square tiles (not bars). We used 3×3 mm2 SiPMs
from Hamamatsu and coupled them to 12×12×4 mm3 LYSO square tiles using opti-
cal grease for this study. We used a Keysight S-series scope for data acquisition, with
a 6 GHz bandwidth and sampling rate of 20 Gsamples/second. Some specifications
provided by the manufacturer for the LYSO tile are quoted below.

• Gain: 7×105

• Light yield: 33200 photons/MeV

• Photon detection efficiency (PDE): 25 %

Most photons hitting the LYSOwill never reach the SiPM because of the low photon
detection efficiency and also because the SiPM active area is much smaller than the
LYSO tile area. The idea behind wrapping the crystals is to increase the probability
of the photons reaching the SiPM, such that the scintillation light produced in the
LYSO bounces back and forth several times before it exits the tile. To demonstrate
the power of wrapping on the light collection efficiency (LCE), we placed a 22Na
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Figure 4.9: 22Na spectrum as recorded from the charge deposited in the SiPM in
two different cases: bare configuration and wrapped configuration.

source in front of the SiPM+LYSO configuration and recorded the source spectrum
in the following two cases:

• no wrapping

• SiPM + LYSO wrapped in a reflective coating of Teflon tape .

The oscilloscope can be used to measure the 22Na spectrum in a Volts vs time graph.
Using the known values of the circuit board amplifier (10) and the overall circuit
resistance (50 Ohms), we can take an integral of the recorded pulse and divide it by
the circuit impedance to obtain a charge (in pico-Coulombs) vs counts distribution.
The charge deposited by a MIP can be written as

Charge = Gain × LYSO light yield × PDE × LCE × 𝑒 (4.2)

where e is the charge of an electron. In an ideal case with LCE = 1, the charge
deposited would be 475 pC for the 511 keV transition. From Fig. 4.9, the charge
deposited corresponding to the 511 keV peak is ≈149 pC with the teflon wrapping
and ≈50 pC with no wrapping. From this we can conclude that the LCE is about 3
times bigger in teflon wrapped LYSO+SiPMwhen compared to the unwrapped case.
On using Eqn. 4.2, we can caluclate 31% LCE for the teflon wrapped configuration
and only 10.1% LCE for the bare configuration.

The final decision to use ESR instead of Teflon wasmade based on the poor radiation
tolerance of Teflon.
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4.3.1.3 Calibration of the number of photoelectrons deposited by a MIP

To measure the number of photoelectrons generated in the sensors per MIP, we
need to first calibrate the energy per single photoelectron. To study this, we used
a 3×3 mm2 bare SiPM (no LYSO tile), wrapped it in Teflon (with a tiny gap in
the wrapping at the center) and mounted it on a circuit board. We used a Keysight
S-series scope for data acquisition, with a 6 GHz bandwidth and sampling rate of 20
Gsamples/second. We recorded the integrated charge spectrum by shining a laser
light directly into the SiPM (see Fig. 4.10). For this, we placed an optical filter in
front of the SiPM with ND = 2, where ND is defined as

𝑁𝐷 = ( 𝐼
𝐼0
)−𝑥 , (4.3)

where x is the value of the ND filter (in this case ND = 2). I0 and I correspond to
the intensities of the light before and after passing the filter. The laser light was also
manually tuned to the lowest value where we could record a clean spectrum.

Figure 4.10: The SiPM is wrapped with Teflon and mounted on circuit board. A
373 nm UV laser is directly pointed at the center of the SiPM.

The charge spectrum is shown on the left in Fig. 4.11. The first peak from the right
is coming from the noise and trigger turn on. The second, third and fourth peak
from the right correspond to one, two and three photo-electrons respectively. The
peaks were then fitted with a Gaussian distribution and the integral is plotted against
the number of photo-electrons, 𝑁p.e. (with appropriate normalization), as seen on
the right in Fig 4.11. We obtain a Poisson distribution with mean 1 and a p-value of
0.67.



49

Figure 4.11: Single photoelectron measurements with a UV laser. (Left) The
recorded charge spectrum. The different peaks correspond to different values of
𝑁p.e.. (Right) Poisson fit to the number of photo-electrons.

Figure 4.12: The number of electrons plotted against the number of photoelectrons.

We then plotted the the number of electrons (calculated from the integrated charge
or area under the curve) from each peak against the number of photo-electrons (peak
number), as seen in Fig. 4.12. The error on the number of photo-electrons is 0
and the error on the number of electrons is extracted from the error on the mean
parameter from the guassian likelihood fit. We measure a gain of 7x105± 550.6,
which is the number quoted by the manufacturer (see Sec. 4.3.1.2).

We also recorded charge histograms by shining laser light into the SiPM through
various optical filters. The optical filters used were : No Filter (ND = 0.0), ND = 0.1,
ND = 0.2, ND = 0.3, ND = 0.4, and ND = 0.5. These charge histograms were fitted
with a Gaussian to give the mean charge deposit. These were then plotted against
the ND value (or normalized intensity) as shown in Fig 4.13. The error on the mean



50

Figure 4.13: The charge deposited in a SiPM scales linearly with the intensity of
the laser light.

charge is extracted from the mean parameter from the gaussian likelihood fit. Since
the ND value (or normalized intensity) is proportional to the energy deposited, we
can confirm that the energy deposited in the SiPM scales linearly with the charge
(until the SiPM is saturated).

Once we know the relationship between the number of photo-electrons and the
number of electrons (Fig. 4.12) and also the fact that the energy deposit scales
linearly with integrated charge in a SiPM, we can determine the number of photo-
electrons in a MIP energy deposit. We coupled the 3x3 mm2 SiPM with a 12x12x4
mm3 LYSO tile using optical grease, wrapped the configuration with teflon and
mounted it on a circuit board. The SiPM was biased at 57 V. We then recorded the
spectrum of 22Na. In Fig. 4.14, the two beta decay transitions of the 22Na source
(511 keV and 1.27MeV) are visible (2nd and 3rd peaks from the right, respectively).
The 1st peak is interpreted as a convolution of the lower compton edge, noise and
trigger turn on. On fitting the peaks with a gaussian, the following results are
obtained:

• For the 511 keV peak, the deposited charge is 85.5 pC which corresponds to
535M electrons. Thus the number of photoelectrons is estimated to be ≈ 763
(from Fig. 4.12).

• For the 1.27MeV peak, the deposited charge is observed to be 187.7 pC which
is roughly 1173M electrons. This corresponds to 1674 photoelectrons (from
Fig. 4.12).
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Figure 4.14: The 22Na spectrum recorded by the 3x3 mm2 SiPM coupled with a
12x12x4 mm3 LYSO tile using optical grease and wrapped in teflon.

The ratio of the deposited charge in the two peaks, 85.5/187.7 = 0.45 is within 10%
of the expected energy ratio of the two peaks, i.e., 0.51/1.27 = 0.40 (systematics not
estimated). If we take the Compton edge of the 1.27 MeV photon to be around 160
pC from Fig. 4.14, the ratio of the charge in the compton edge with the 1.27 MeV
peak is 160/190 = 0.842, which is less than 1% away from the expected value of
1068/1270 = 0.841. As we already know about the linear relationship between the
energy deposited in the SiPM and the integrated charge (Fig. 4.13), we can construct
a simple relationship from the energy of the two peaks and the 1.068 MeV compton
edge, given by

𝑁𝑝.𝑒. = 1200.3 × 𝐸 [𝑀𝑒𝑉] + 149.3. (4.4)

This procedure was repeated several times, unwrapping and wrapping the tile again
(leaving everything else untouched) in order to study the systematic effects produced
by the stability of our wrapping procedure. The results obtained did not show any
qualitative difference, with the variation in the charge deposited being less than
2%. Thus, we can conclude that for a 3 MeV MIP, the number of photoelectrons
generated is ≈ 3750. For a 4 MeV MIP, the number of photoelectrons generated is
≈ 5000.
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Figure 4.15: The test beam setup at Fermilab. From left to right, the scintillator
is used for trigger, the silicon tracker is defines the MIP impact position in the x-y
plane, and the MCP-PMT is used to provide a reference time. The LYSO+SiPMs
test setups, one for the 1-bar and the other for the 3-bar array, are positioned along
the beamline. The beam direction is the z-axis.

Figure 4.16: Fermilab April 2019 test beam. (Left) The experimental setup at FTBF.
(Right) The box and mechanical structure capable of rotating the 3-bar assembly.

4.3.2 Time resolution measurements at the Fermilab Test Beam
The studies in this section (see Ref. [104]) were performed at the Fermilab Test
Beam Facility (FTBF), using 120 GeV protons, irradiating single LYSO:Ce bars
read out by SiPMs. The experimental setup is shown in Figure 4.15. The trigger
was based on a 10 cm2 scintillation counter located a few meters upstream with
respect to the test setup. A silicon tracker telescope, consisting of twelve strip
modules with 60 𝜇m pitch in alternating orientation, was located in front of the
crystals and SiPMs under test, to determine the impact point of the beam particles
in the x-y plane with a precision of about 0.2 mm. The crystals and SiPMs were
located inside a temperature controlled (25±1◦C) dark box. The box was mounted
on a support structure capable of rotating the sensors with respect to the beam
direction (Fig. 4.16). A Photek 240 Micro Channel Plate Photomultiplier Tube
(MCP-PMT), with a time resolution of 12 ps, was placed downstream of the box
and was used to provide a reference time measurement.
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Figure 4.17: Sensors used at the Fermilab April 2019 test beam. (Top) Naked and
wrapped individual crystal bars with the two FBK SiPMs (left) and single wrapped
bar glued to SiPMs (right). (Bottom) Three-bar assembly in a crystal holder with
the screws used to adjust the alignment of the crystals to the SiPMs (left); HPK
SiPMs soldered onto a readout board (middle); single bar assembly (right).

The crystal bars of LYSO:Ce used in this testweremanufactured byCrystal Photonics
Inc. (CPI) in three different geometries of 3×t×57mm3, where the thickness, t, varies
between 2, 3 and 4 mm. Two different SiPM types were tested, the first type belongs
to a set of S12572-015 SiPMs from Hamamatsu (HPK) with an active area of 3×3
mm2, while the second set was provided by Fondazione Bruno Kessler (FBK), with
an active area of 5×5 mm2 based on the NUV-HD-ThinEpi technology. The HPK
and FBK SiPMs provide gains of 1.8×105 and 2.5×105, respectively, and the PDE
weighted by the emission spectra of LYSO:Ce is similar for the two SiPMs and
reaches about 36% for 6V over-voltage. The crystal bars were wrapped in Teflon
(∼100 𝜇m thick) to improve light collection. Crystal bars coupled to HPK SiPMs
were assembled in a systemwith a three-bar holder, with only one thickness t = 3mm,
where the bars are placed parallel to each other and can be rotated with respect to
the beam direction. Bars read out by FBK SiPMs were set up with a one bar holder,
with the bar thickness varying as t = 2, 3 and 4 mm. The crystals and SiPMs can be
seen in Fig. 4.17.

Customized electronic boards were used to apply the bias and perform the readout
of the SiPMs, and the full pulse shapes were digitized with a sampling frequency
of about 5.12 GSample/s. In the 3-bar setup, each SiPM signal was amplified with
a Gali74+ low noise amplifier, filtered with a 500 MHz low-pass filter and then
split into two paths. One of the two signals was further amplified by about 44 dB
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using two Gali52+ amplifiers in cascade to provide a saturated waveform with a
steep rising edge, used for extracting the time of arrival using low threshold leading
edge discrimination, while the other unsaturated signal was used to measure the
deposited energy. For the single bar readout, each SiPM signal was amplified with
Gali74+ amplifier and filtered by a 500 MHz low-pass filter. The signal was split
and one output was read out directly to measure the signal amplitude while the
second output was further amplified by a second stage Hamamatsu C5594 amplifier
with a gain of 36 dB and used to measure the MIP arrival time. A CAEN V1742
digitizer [105] hosted in a VME crate was used for the readout of all the waveforms:
two readout channels for each SiPM under test and one for the MCP-PMT used as
time reference. The digitizer was triggered by TTL-level signals originating from
the trigger counter.

The time resolution of the setup can then be defined in a few different ways. We
define the following quantities based on the the times of arrival measured at the
two SiPMs at the ends (using the high gain channel), 𝑡left and 𝑡right , and the time
measured by the MCP-PMT, 𝑡MCP:

• Δ𝑡bar = 𝑡average − 𝑡MCP = (𝑡left + 𝑡right)/2 − 𝑡MCP

• 𝑡diff = 𝑡left − 𝑡right

• Δ𝑡left = 𝑡left − 𝑡MCP

• Δ𝑡right = 𝑡right − 𝑡MCP .

Since we use a fixed threshold at the leading edge (of the high gain channel) to
measure the time of arrival, the 𝑡left (𝑡right) depends on the amplitude of the signal.
This variation (∼ few hundreds of ps) in the time of arrival needs to be corrected
to achieve the optimal time resolution, and the correction is derived by studying
the dependence of 𝑡SiPM − 𝑡MCP on the amplitude of the SiPM signal, and is known
as "amplitude-walk correction". Position based corrections are also derived by
measuring the dependence of 𝑡𝑙𝑒 𝑓 𝑡 + 𝑡𝑟𝑖𝑔ℎ𝑡 on the impinging position of the MIP on
the bar, to achieve a uniformity in the time resolution across the bar irrespective of
the MIP impact position. A Gaussian fit is then performed to the distributions of
Δ𝑡bar, Δ𝑡diff, Δ𝑡left and Δ𝑡right, and the time resolution of the bar is then obtained as:

• 𝜎𝑡average =

√︃
𝜎2
Δ𝑡bar

− 𝜎2
𝑡MCP
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Figure 4.18: Time resolution measurements from the Fermilab April 2019 test
beam. (Top) Time resolution of the left and right SiPMs, their average, and half
of the time difference as a function of the MIP impact point for a 3×3×57 mm3

LYSO:Ce bar coupled to HPK SiPMs (left) and for a 3×4×57 mm3 LYSO:Ce bar
coupled to FBK SiPMs (right). (Bottom) Global and local time resolution for a
3×3×57 mm3 LYSO:Ce bar coupled to HPK SiPMs (left) and for a 3×4×57 mm3

LYSO:Ce bar coupled to FBK SiPMs (right).

• 𝜎𝑡average =
1
2𝜎𝑡diff =

1
2

√︃
𝜎2
𝑡left

+ 𝜎2
𝑡right

• 𝜎𝑡left =

√︃
𝜎2
Δ𝑡left

− 𝜎2
𝑡MCP

• 𝜎𝑡right =
√︃
𝜎2
Δ𝑡right

− 𝜎2
𝑡MCP
.

The final results are shown in Figure 4.18. A very spatially uniform time resolution
can be achieved throughout the bar for both types of SiPM, as well for different
crystal dimensions. In addition, a global and local resolution is computed using the
beamspot information, as shown in Figure 4.18 (bottom). In all the measurements
the target time resolution of 30 ps was achieved, demonstrating the feasibility of the
BTL design.
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4.3.3 Thermal properties of BTL modules
The major factors affecting the time resolution of the BTL were discussed in
Sec. 4.2.1, and are summarized in Fig. 4.19 (left). The DCR is the main cause
of worsening of the time resolution with increasing integrated luminosity. Studies
have shown that the performance degradation caused by an increase of the 1 MeV
neutron equivalent fluence of a factor 1.5 can be offset by lowering the operating
temperature by 5 ◦C, as shown in Fig. 4.19 (right).

Figure 4.19: Time resolution of BTL sensors as a function of integrated luminosity.
(Left) Different factors affecting the time resolution. DCR is the major reason for
worsening time resolution as a function of integrated luminosity at the BTL. (Right)
The effect of increased radiation fluence by a factor 1.5 (solid red) can be offset
by lowering the operating temperature by 5 ◦C (dashed red) at the BTL. Both plots
were taken from [92].

As mentioned before in Sec. 4.2.1, the BTL will be cooled to –35 ◦C with CO2

cooling shared with the tracker and the modules will cooled to an additional –10 ◦C
with thermo-electric coolers (TECs) to limit the DCR. For this to be effective, the
thermal conductivity between all contact surfaces must be optimized to minimize
thermal gradients across the BTL surface. Ideally, the temperature gradient between
the cooling pipes and the module should be less than 2 ◦C.

To understand the thermal gradients that can be expected at the actual BTL detector,
we setup a mock cooling experiment in the CPT Lab. We used a BTL module with
32 SiPMs + 16 LYSO:Ce crystals connected with flex cables to a tester readout
board. The SiPMs were forward biased and the power was set to 65 mW per
SiPM (to emulate a DCR of 50 mW and 15 mW of expected dynamic power
consumption per SiPM). The module was placed inside a Copper housing, with a
thermal paste (thermal conductivity - 10 W/mK) applied between the SiPMs and
the Cu housing. The Cu housing was screwed to a mini-plate, which was in turn
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screwed to a cold plate. We also applied the thermal paste at the contact surfaces
between the Cu housing and the mini-plate, and the mini-plate and the cold plate.
The BTL module had two NTC thermistors, one on each edge of the module (with
the SiPMs). We placed additional NTC thermistors along the setup at different
points. This entire setup was placed inside an Aluminium box, that was sealed
and flushed with Nitrogen to bring the humidity inside the box down to < 5%.
The temperature and humidity (TH) inside the box was measured using a ChipCap
2-SIP sensor [106]. The TH sensor and all NTC thermistors were readout using
an AD5593R [107] analog to digital converter (ADC), controlled by an I2C bus
connection to an external Raspberry Pi. The cold plate was then cooled down to
15◦C using cooling pipes that connected it to a Fisher Scientific Isotemp ethylene
glycol cooler kept outside the box. Figure 4.20 shows the mock cooling setup.

Figure 4.20: Mock cooling setup at the CPT Lab. (Left) The Aluminium box
connected to the Isotemp cooler using insulated pipes. (Right) The inside of the
Aluminium box consists of a BTL module connected to a tester readout board and
placed inside a Copper housing.

Thermistors 2 and 4 measure the temperature at different location on the mini-plate,
Thermistors 0 and 1 measure the temperature at the two corners of the same edge
of the module, Thermistor 7 (on the module itself) is placed at the center of one
edges of the module, Thermistors 5 measures the temperature of the Cu housing
and Thermistor 3 measures the temperature of the cold plate (see SOLIDWORKS
simulation of the setup in Fig. 4.21). Measurements from the various thermistors
were recorded and are shown in Fig. 4.22. The highest temperature gradient recorded
between the center of the module and the cold plate is 0.4◦C, which is already less
than the 2 ◦C goal.
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Figure 4.21: A SOLIDWORKS simulation of the cold plate setup. This simulation
was performed by Caltech SURF student Esme Knabe in Summer 2021 [108].
Colored numbers indicate the position of the thermistors.

Figure 4.22: Measurements from the various thermistors on the setup when cooled
to 15 ◦C for the powered SIPMs. The highest temperature gradient recorded between
the center of the module (Thermistor 7) and the cold plate (Thermistor 3) is 0.4◦C.
Thermistor 2 records a slightly higher temperature of 15.6 ◦C, as it is placed farther
away from the cooling pipes.

Currently, there are ongoing efforts in the CPT lab to repeat these measurements
at –40◦C, which is closer to the actual BTL operating temperature. Tests in –40
◦C are more challenging due to several factors like cables freezing in the setup,
or the Nitrogen air temperature being higher than –40◦C, leading to air convection
effects playing a significant role in the thermal gradient measurement. There is
also an ongoing survey to identify the thermal couplant best suited for BTL (based
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on ease-of-use nature, radiation hardness, thermal conductivity, etc.). In the near
future, we will also have the first prototype versions of modules with TECs on them,
and more realistic thermal gradient studies can be performed with those modules.
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C h a p t e r 5

FIRST EVIDENCE OF A HIGGS BOSON DECAY TO
A PAIR OF MUONS

5.1 Introduction
Various measurements of the Higgs boson interactions with the standard model
(SM) particles, including the electroweak gauge bosons and third generation charged
fermions, have indicated that the properties of the Higgs are consistent with SM
predictions [109–117]. The Higgs-Yukawa couplings with the first and second gen-
eration fermions are however yet to be established experimentally. TheB(𝐻 → 𝑓 𝑓 )
is expected to be small for fermions belonging to the first and second generations as
the Yukawa couplings are propotional to the mass of the fermion.

Amidst the second generation fermions, the 𝐻 → 𝑐𝑐 branching ratio is the highest,
but this particular channel at the LHC gets overwhelmed by multi-jet backgrounds
with higher rates. 𝐻 → 𝜇𝜇 is the cleanest probe at the LHC for establishing second
generation Yukawa couplings. The 𝐻 → 𝜇𝜇 branching ratio for the 125.38 GeV
Higgs boson is predicted by the SM to be 2.18 × 10−4 [40].

Previously, a CMS search for𝐻 → 𝜇𝜇 decays [118] (performed using a combination
of proton-proton collision data collected at 7, 8 and 13TeV, corresponding to
integrated luminosities of 5.0, 19.8 and 35.9 fb−1, respectively) , found the observed
(expected) significance to be 0.9 (1.0) standard deviation w.r.t. the background
and the observed (expected) upper limit on the production cross section times
B(𝐻 → 𝜇𝜇) to be 0.9 (2.2) times the SM prediction. The most recent search for
𝐻 → 𝜇𝜇 decays from the ATLAS Collaboration corresponding to the full Run 2
dataset [119], saw an observed (expected) significance over the background-only
hypothesis for a Higgs boson with a mass of 125.09 GeV at 2.0 𝜎 (1.7 𝜎).

This chapter describes the search for 𝐻 → 𝜇𝜇 decays performed using the full Run-
2 dataset collected at the CMS detector, at a center of mass energy of 13 TeV, and
corresponding to a total integrated luminosity of 137.3 fb−1. The analysis described
here targets the Higgs boson production via gluon fusion (ggH), vector boson fusion
(VBF), and in association with a vector boson (VH, V = Z,W±) or with a top-
antitop pair (ttH). The final states of interest are a pair of two prompt, isolated and
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oppositely charged muons produced in association with 0, 1, or 2 hadronic jets or
in association with one or more additional leptons (𝜇, 𝑒). The events are divided
into several categories in order to target the various Higgs production modes and
increase the signal to background ratio.

For the ggHandVBFenriched channels, the largest backgrounds consist ofDrell-Yan
events in which an off-shell Z boson decays to a pair of muons and the electro-weak
production of a Z boson which decays to a pair of muons (see Fig 5.1). The
VBF signal is smaller in cross section compared to the ggF signal by an order of
magnitude, but has a distinctive signature: the two muons from the Higgs boson
decay are produced in association with two very forward jets, that have a large jet-jet
pseudorapidity gap (Δ𝜂jj), and a large dijet invariant mass (𝑚jj). This feature helps
to suppress the large Drell-Yan background, making the vector boson fusion channel
a very sensitive probe of the 𝐻 → 𝜇𝜇 signal. For the VH and ttH channels, the main
backgrounds are reprensented by diboson (WZ, ZZ) and tt-based (tt, tt𝑍) processes,
respectively.
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Figure 5.1: The Drell-Yan (left) and electroweak production (right) of a Z boson
decaying to a pair of muons.

In relation to the work done for this chapter, Appendix D describes a fast, kernel
based library, known as "hepaccelerate" [25], which was designed for analyzing
billions of events from a typical collider experiment with a small turnaround time.
The hepaccelerate library relies on a parallel computing architecture and can process
data on GPUs or CPUs. This library was used for the data analysis of the CMS
Run 2 𝐻 → 𝜇𝜇 search, and has also been validated on the CERN Open Data.

5.2 Data sets and simulation
5.2.1 Data sets and triggers
This search uses the pp collision data collected by the CMS detector during the data
taking years 2016, 2017, and 2018, corresponding to a total integrated luminosity
of 137 fb−1.
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Signal events in this analysis contain two prompt, isolated, and high 𝑝T muons.
When the Higgs boson is produced at rest in the transverse plane (𝑝H

T ≈ 0), the
two muons from its decay are emitted back-to-back with a transverse momentum of
about 𝑚H/2 ≈ 60GeV. At the generator level, the 𝑝T distribution for the leading
muon produced in both ggH and VBF signal events turns on at about 40GeV and
peaks around 60GeV. Therefore, signal events for this search were selected in data
using online single muon triggers that impose a loose isolation requirement on each
muon candidate, and a 𝑝T threshold of 27 (24)GeV in 2017 (2016, 2018).

5.2.2 Simulation overview
The processes considered in this analysis have been simulated using either the
MadGraph5_amc@nlo (v2.2.2) [120] or the powheg (v2) [121] generators. The
matrix element level Monte Carlo (MC) events from these generators are then
interfaced with pythia (v8.2 or greater) [122] in order to simulate the fragmentation
and hadronization of partons in the initial and final states along with the underlying
event. This is done using the CUETP8M1 tune [123] for simulations corresponding
to the 2016 data taking era, and using the CP5 tune [124] for the 2017/18 data taking
eras.

In the case of the processes simulated with the MadGraph5_amc@nlo generator
at leading order (next-to-leading order), jets from the matrix element calculations
are matched to the parton shower produced by pythia following the MLM (FxFx)
prescription [125, 126]. The 2016 (2017/18) era simulations use the NNPDF 3.0
(3.1) parton distribution functions [127, 128]. The interactions of all final state
particles with the CMS detector are simulated using GEANT4 [129]. Lastly, the
simulated events include the effects of pileup, with the multiplicity of reconstructed
primary vertices matching that in data.

5.2.2.1 Signal simulation

The MC samples for ggH and VBF productions are simulated at next-to-leading
order accuracy in QCD using both MadGraph5_amc@nlo and powheg gener-
ators. Since the powheg simulation only contains events with positive weights,
powheg samples have been used in the training of the BDT multivariate discrim-
inants, which cannot correctly handle negative weights. On the other hand, the
MadGraph5_amc@nlo samples are used in the final signal extraction. In con-
trast, simulated events for VH and ttH processes are produced only via the powheg
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generator. Additional signal samples, obtained by varying the tune parameters
for the underlying event simulation, are also produced and used to estimate the
corresponding systematic uncertainty.

It was observed that there is a significant difference in the parton showering done
by pythia and herwig ++ (v3.0) [130] generators specifically in the case of the
VBF process, that has a distinct feature of two jets with a large Δ𝜂jj separation and
no color connection in the rapidity gap. Therefore, VBF signal samples showered
using both pythia and herwig ++ have been generated and compared to each other.
Parton showering with herwig ++ is done using the UE-EE-5C tune [123]. For all
the other signal production modes (ggH, VH, and ttH), only pythia was considered
for the parton showering.

Table 5.1 provides the cross sections for each of the fivemainHiggs boson production
modes at the LHC for a 125.0GeV SM Higgs boson, along with the respective
theoretical uncertainties, as recommended by the LHCHiggs Cross SectionWorking
Group [40]. In addition, simulated events have also been produced for Higgs boson
masses of 120 and 130GeV, allowing to interpolate signal acceptance and lineshape
parameters over a 10GeV mass range.

Table 5.1: Higgs boson production cross sections for various modes at
√
𝑠 = 13 TeV.

Process Cross section Perturbative +QCD scale unc. -QCD scale unc. +(PDF+𝛼𝑠) unc. -(PDF+𝛼𝑠) unc.
(pb) Order (%) (%) (%) (%)

ggH 48.58 N3LO(QCD) +4.6 -6.7 +3.2 -3.2
NLO (EWK)

VBF 3.782 NNLO (QCD) +0.4 -0.3 +2.1 -2.1
NLO (EWK)

WH 1.373 NNLO (QCD) +0.5 -0.7 +1.9 -1.9
NLO (EWK)

qq → ZH 0.884 NNLO (QCD) +3.8 -3.1 +1.6 -1.6
NLO (EWK)

0gg → ZH 0.123 NLO (QCD) +25.1 -18.9 +2.4 -2.4
O(𝛼3

𝑠 )
ttH 0.507 NLO (QCD) +5.8 -9.2 +3.6 -3.6

NLO (EWK)

5.2.2.2 Background simulation

The largest contribution to the background in this search comes from Drell-Yan
events. We are particularly interested in the off-shell production of the Z boson in
the mass range of 110 to 150 GeV (closer to the Higgs peak). Therefore, a Drell-
Yan MC sample was generated via MadGraph5_amc@nlo, with NLO precision
in QCD and with up to 2 jets in the final state, applying a dimuon mass cut at the
matrix element level in the range between 105 and 160GeV. In addition, in order
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to gain statistics in a VBF-like phase space, a NLO QCD DY+2-jet sample was
produced via MadGraph5_amc@nlo requiring two jets with 𝑚jj > 350GeV at
the generator level. Dimuon events under the Z peak, however, are also of interest
to study the kinematic properties of the Drell-Yan background, to compute certain
data-based corrections, and, in general, to assess the reliability of the simulation.
For such studies, a Drell-Yan MC sample with a dimuon mass cut of 50GeV at
the matrix element level, produced again using MadGraph5_amc@nlo at NLO
in QCD with up to 2 jets in the final state, is used. When dimuon events with
VBF-like jets are considered, the contribution from the electroweak production of
the Z boson becomes significant. This process was simulated at LO using Mad-
Graph5_amc@nlo and showered via herwig ++. Herwig parton shower is adopted
instead of pythia because it is known to better model purely electroweak process
without color connection [131]. Two alternative samples for Z-EWK production are
available: one in which the invariant mass of the two truth level muons is required
to be larger than 50GeV, another in which 𝑚𝜇𝜇 is between 105 and 160GeV. The
former sample is used when data and simulation are compared under the Z-peak,
while the latter is used for the signal region.

The next most significant background contribution comes from tt̄ events in which
both the top quarks decay leptonically. This process was generated at NLO using the
powheg generator. Furthermore, there are minor contributions from other top quark
processes such as single top (tW, t, and s-channel) production, ttZ, ttW, and tZq, as
well as from semi-leptonic tt̄ decays. These contributions are also taken into account
via dedicated NLO simulation produced with MadGraph5_amc@nlo or powheg.
Remaining background can be attributed to the diboson processes (ZZ, WZ, WW)
with some very small contributions from triboson production (WWW,WWZ,WZZ,
ZZZ) that have also been taken into account. The diboson processes have been
simulated using eitherMadGraph5_amc@nloor powheg atNLO inQCD,whereas
the triboson processes have been simulated using MadGraph5_amc@nlo with
NLO precision in QCD corrections.

The cross sections used for normalizing the background expected yields are obtained
from the best available theoretical predictions. In particular, the Drell-Yan cross
section was obtained from the FEWZ [132–134] generator at NNLO accuracy in
QCD, and NLO accuracy in electroweak corrections. Similarly, the cross section
for the tt̄ was computed at NNLO accuracy in QCD [135].



65

5.3 Physics objects
Physics objects are reconstructed based on the particle-flow (PF) algorithm [87].
This analysis mainly uses physics objects like muons and jets in order to target the
final state signature of 𝐻 → 𝜇𝜇 decays. We also rely on other physics objects
such as additional leptons (muons or electrons) and b-tagged jets in order to tag the
different Higgs boson production modes and suppress certain backgrounds like tt̄
and VV production.

5.3.1 Primary vertex
The candidate vertex with the largest value of summed physics-object 𝑝2

T is taken to
be the primary interaction vertex.

5.3.2 Muons
The muon reconstruction in CMS combines information from both the tracker and
muon chambers. There are three types of reconstructed muons [81]:

• Standalone muon: Standalone muon tracks are reconstructed using hits in
the muon chambers. Hits in the DT or CSC are used as seeds (or starting
points), and track segments are built using DT, CSC, and RPC hits, using the
iterative Kalman Filter algorithm [88].

• Tracker muon: Tracks reconstructed from tracker hits (see Sec. 3.2.7) with
𝑝T > 0.5 GeV and a total momentum p > 2.5 GeV are extrapolated to the muon
systems. If at least one matching DT or CSC muon segment is found for the
extrapolated track, the tracker track is considered as a tracker muon. Low 𝑝T

muons might only leave hits in the tracker + the innermost muon station, and
only get reconstructed as tracker muons. On the other hand, remnants of a
hadronic shower can sometimes reach the innermost muon station, known as
a punch-through, and can look like a (fake) tracker muon.

• Global muon: A global muon is reconstructed by matching a standalone
muon to a tracker track. A combined fit is performed using information from
both the tracker track hits and the standalone muon hits to determine the
final parameters of the global muon track. Since the tracker hits have better
spatial resolution than the muon chamber hits, the contribution from muon
detectors to the muon 𝑝T measurement is marginal for muons with 𝑝T < 200
GeV. However, for muons with 𝑝T > 200 GeV, the tracker track is essentially
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a straight line, and information from the muon chambers improves the 𝑝T

measurement significantly, because they provide essential information about
the track curvature.

One can define additional muon identification (ID) criteria based on several kine-
matic variables: the number of hits and the fit quality of the track; the compatibility
between the tracker hits and the segments in the muon stations; and the compati-
bility between the muon track and the primary vertex. The global track fit 𝜒2 and
a kink-finder 𝜒2 are used as indicators of the fit quality of the global muon track.
The compatibility between the tracker track and muon station segments is evaluated
with a position match 𝜒2, and a variable called the segment compatibility. The
compatibility between the track and the primary vertex is evaluated with the track
impact parameters (closest distance of approach in the x-y plane or z axis). Based on
these variables, muons can be further classified into three different types as follows:

• Loose muon ID : Muons that are either a tracker or a global muon, with no
further requirements.

• Medium muon ID : A mediummuon satisfies the loose ID criterion, and pos-
sesses valid hits on more than 80% of the number of tracker layers that it tra-
verses. Additionally, themuonmust be classified either as a good global muon
or should pass a tight segment compatibility requirement (> 0.451). A
good global muon has a global track-fit 𝜒2/ndof < 3, the kink-finder 𝜒2 <
20, the position match 𝜒2 < 12, and a segment compatibility > 0.303.

• Tight muon ID : A tight muon is a global muon with a global track-fit 𝜒2/ndof
< 10, has at least one hit in the muon chamber and at least six hits in the inner
tracker (with > 1 pixel hits). It also satisfies certain track impact parameter
(w.r.t. the primary vertex) requirements, which are d𝑥𝑦 < 0.2 cm and d𝑧 < 0.5
cm.

Events in the 𝐻 → 𝜇𝜇 analysis are required to have at least two oppositely charged
Medium ID muons with 𝑝T > 20GeV and |𝜂 | < 2.4. Furthermore, each of the
muons is also required to pass a relative isolation requirement in which the sum
of the 𝑝T of charged and neutral hadrons, and photons, lying within a cone of
Δ𝑅 =

√︁
Δ𝜂2 + Δ𝜙2 = 0.4 around the muon, is less than 25% of the 𝑝T of the muon.

If a photon in the isolation cone is associated with the final state radiation (FSR)
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of the muon (see Section 5.3.2.2), then it is not included in the isolation sum. A
Δ𝛽-correction is also applied to the isolation sumwhich subtracts half of the 𝑝T sum
of charged hadron candidates lying within the isolation cone but originating from
pile-up vertices. This correction helps to remove the contamination from neutral
particles produced by pile-up interactions that spuriously enter into the vicinity of
the candidate muon.

The sensitivity of this search depends critically on the muon 𝑝T resolution and also
on the resolution of the 𝑀𝜇𝜇 mass peak. The 𝑝T resolution of muons worsens with
increasing muon |𝜂 |, the resolution being around 1–2% in the central barrel region
of the detector (|𝜂 | < 0.9) , and degrading to 2 to 3.5% for muons passing through
the endcaps of the muon system (|𝜂 | > 1.2), as shown in Fig. 5.2. The next few
subsections will discuss ways to correct for any mis-reconstruction of the muon
𝑝T originating from software bias, uncertainties in the magnetic field or detector
misalignment.

Figure 5.2: Resolution, as a function of 𝑝T, for single, isolated muons in the barrel
(|𝜂 | < 0.9), transition (0.9 < |𝜂 | < 1.4), and endcap regions (1.4 < |𝜂 | < 2.5). For each
bin, the solid (open) symbols correspond to the half-width for 68% (90%) intervals
of the residuals distribution [89].

5.3.2.1 Rochester Corrections

The muon momentum scale and resolution are calibrated in bins of muon 𝑝T, 𝜂 and
charge, using 𝑍 → 𝜇𝜇 decays as a standard candle, following the method described
in Ref. [136]. The correction method is briefly summarized as follows
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• Negative and positive muons are divided separately into different 𝜂 and 𝜙 bins,
for both data and simulation. In each bin, the 1/𝑝T distributions for both data
and simulation are corrected, so that the mean value (<1/𝑝T >) becomes the
same as that in the 𝑍 → 𝜇𝜇 simulation (which is assumed to be very precisely
modelled).

• A smearing is applied to the resolution of the 1/𝑝T distribution in the simula-
tion, such that it matches the resolution in data.

• After all the above steps, there may still be some residual offset in each 𝑚𝜇𝜇

bin, when compared to the 𝑍 → 𝜇𝜇 simulation. The last step is to apply
the ratio of this offset and the nominal Z mass, as a correction factor to the
muon 𝑝T. The correction is applied in an iterative manner, until the offset is
minimized.

5.3.2.2 Final state radiation (FSR) recovery

In a small fraction of signal events (9%), a muon in the final state may radiate a
photon, thereby losing some of its momentum. This causes a slight degradation
in the resolution of the signal 𝑀𝜇𝜇 peak. To recover this loss in the resolution, a
procedure was developed to look for FSR photons within the isolation cone of the
muon and can be summarized as follows

• Consider all reconstructed muons with 𝑝T > 20GeV and |𝜂 | < 2.4 as candi-
dates for FSR recovery.

• For a given muon, consider all photons (𝛾) with Δ𝑅(𝜇, 𝛾) < 0.5, 𝑝T > 2GeV,
0.0 < |𝜂 | < 1.4442 or 1.566 < |𝜂 | < 2.5 as possible FSR candidates.

• Ignore photons that are associated with the bremsstrahlung of a reconstructed
electron.

• In order to strongly suppress the contamination fromH → Z𝛾 → 𝜇𝜇𝛾 decays,
FSR photon candidates are required to have 𝑝𝛾T/𝑝

𝜇

T < 0.4.

• Impose a loose isolation requirement on the photon :
𝐼𝛾/𝑝T(𝛾) = (Σ𝑃𝐹

𝑖
𝑝𝑖T(Δ𝑅(𝛾, 𝑖) < 0.3))/𝑝T(𝛾) < 1.8, where 𝑝T(𝛾) is the 𝑝T

of the FSR photon candidate and the index 𝑖 refers to the PF candidates other
than the muon within a cone of 𝑅 = 0.3 around the photon.
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• Require photon to be collinear with the muon : Δ𝑅(𝜇, 𝛾)/𝑝T(𝛾)2 < 0.012

• In case of multiple FSR photon candidates, only the one with the smallest
value of Δ𝑅(𝜇, 𝛾)/𝑝T(𝛾)2 is considered.

If an FSR photon is associated with a muon, its momentum is added to that of the
original muon. This procedure increases the signal efficiency by about 3% and
improves the 𝑀𝜇𝜇 resolution by around 2%.

5.3.2.3 GeoFit Corrections

In CMS, the muon 𝑝T values are primarily computed using the measured radius of
curvature (𝑅) of the reconstructed muon track from hits in the inner tracker. This
reconstruction has inherent uncertainties, which affect both the track trajectory and
measured 𝑝T. As prompt muons originate directly from the collision vertex, the
measured point of closest approach between the muon track and the collision vertex
in the 𝑥 − 𝑦 plane (known as the track impact parameter: 𝑑0) should be exactly zero
formuons coming fromW/Z/H decays. However, if themuon track radius estimation
is incorrect, the 𝑑0 value will be non-zero, and is related to the mis-measurement in
radius of curvature (Δ𝑅) as follows (see [137] for derivation):

|𝑑0 | ∼
Δ𝑅

𝑅2 . (5.1)

Since in homogeneous magnetic fields, 𝑝T ∼ 𝑅, we can re-write the above equation
as

|𝑑0 | ∼
|𝛿𝑝T |
𝑝2

T
. (5.2)

Therefore, the precision of the muon 𝑝T measurement can be improved by including
the interaction point position as an additional hit of the muon track. The correspond-
ing adjustment in the 𝑝T, 𝛿𝑝T, is given by Eqn. 5.2. The resulting improvement in
the expected 𝑚𝜇𝜇 resolution in signal events ranges from 5% to 10%, depending on
muon 𝑝T, 𝜂, and the data-taking period (see Fig. 5.3).

5.3.3 Jets
Jets used in the analysis are reconstructed by clustering the PF candidates in the
event using the anti-𝑘 t algorithm [90] with a distance parameter of R=0.4. While
clustering the jets, only the charged PF candidates that are associated with the pri-
mary interaction vertex are considered (to remove any additional tracks/ calorimetric
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Figure 5.3: The expected 𝑚𝜇𝜇 distributions in simulated signal events with 𝑚𝐻=
125 GeV, passing the event selection requirements described in Sec. 5.5, obtained
with (solid) and without (dashed) including the interaction point as an additional
constraint for the muon track. Left: ggH and VBF processes. Right: VH and ttH.
The signal peak is modelled using a double-sided Crystal Ball parametric function.
The inclusive improvement in the mass resolution, estimated by comparing the
HWHM of the corresponding signal peaks, ranges between 5-10% depending on
the production mode.

energy deposits from particles that originate from pile-up vertices). Jet momentum
is determined as the vector sum of all particle momenta inside the jet, and is found
from simulation to vary, on average, between 5 and 10% of the true momentum over
the whole 𝑝T spectrum and detector acceptance. An offset correction (L1 correc-
tion) is applied to the jet energies to take into account the contribution from neutral
particles originating from pile-up interactions within the same (in-time) or adjacent
bunch crossings (out-of-time) [138]. To bring the measured energy response of
the reconstructed jets from the detector at par with the true energy of the original
particle, additional energy corrections are derived from simulation and applied as a
function of jet 𝜂 and 𝑝T. Finally, residual difference in the data and simulation are
corrected (L2L3 corrections) using in situmeasurements of the momentum balance
in dijet, multijet, 𝛾+jets, and leptonically decaying 𝑍+jets events [139].

Selected jets in this search are required to have 𝑝T > 25GeV and |𝜂 | < 4.7. Certain
quality requirements are imposed on the jets to suppress the contamination from
pileup jets and mis-reconstructed jets due to detector noise in the fiducial region
beyond the coverage of the tracker. Jets are also required to have a geometrical
separation of Δ𝑅( 𝑗 , 𝜇) > 0.4 from the two muon candidates used to reconstruct the
Higgs boson.
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5.3.4 Missing transverse momentum
The missing transverse momentum (𝑝missT ) is computed by taking the magnitude
of the negative vector sum of the transverse momenta of all the reconstructed PF
candidates in a given event. Corrections to the energy scale of jets in the event
are propagated to the 𝑝missT . To reject spurious high 𝑝missT events (resulting from
a variety of reconstruction failures, detector noise, or non-collision backgrounds),
special event filters are used that have an accuracy of 85–90% with a mis-tagging
rate smaller than 0.1% [140].

5.3.5 Electrons
Electron candidates used in the analysis are required to have 𝑝T > 20GeV and
|𝜂 | < 2.5 and are reconstructed using an algorithm that matches fitted tracks in the
tracker with ECAL energy deposits [141]. Electron candidates in the transition
region between the ECAL barrel and endcaps, 1.44 < |𝜂 | < 1.57, are discarded
due to non-optimal reconstruction performance. Certain quality criteria are also
imposed on these candidates [142], based on the shower shape of the energy deposit,
the matching of the electron track to the ECAL energy cluster, the relative amount
of energy deposited in the HCAL detector, and the consistency of the electron track
with the primary vertex. Electron candidates identified as coming from photon
conversions in the detector are rejected. Electrons are also required to be isolated to
a certain degree from hadronic activity within a cone of radius 𝑅 = 0.3 around the
electron track.

5.3.6 B-tagged jets
Jets arising from the hadronization of bottom quarks are identified with the DeepCSV
b-tagging algorithm, a neural network that takes tracks displaced from the primary
interaction vertex, identified secondary vertices, jet kinematic variables, and infor-
mation related to the presence of soft leptons in the jet [143], as input variables.
Working points (WP) that yield either a 1% (medium WP) or a 10% (loose WP)
probability ofmisidentifying a light-flavour jet with 𝑝T > 30GeV as a 𝑏 quark jet are
used. The corresponding average efficiencies for the identification of the hadroniza-
tion products of a 𝑏 quark as a 𝑏 quark jet are about 70% and 85%, respectively.
Simulated events are corrected in order to take into account differences between
data and MC measured in the b-tagging efficiency for both bottom quark and light
flavor jets.
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5.3.7 Track jets (additional soft hadronic activity)
Track jets [144, 145] are only comprised of charged tracks that originate from the
primary interaction of the event. They are used for measuring low energy jets (down
to few GeV) and are less susceptible to pile-up effects, as they do not use energy
information from calorimetric deposits. Track jets are often used to estimate the
additional hadronic activity in an event (as described later in Section. 5.6.1). Tracks
for track jets are required to satisfy certain track quality conditions, have 𝑝T > 300
MeV, and have a small impact parameter (|𝑑𝑧 | < 2 mm) with respect to the primary
interaction vertex. Track jets are then built by clustering the selected tracks with the
anti-𝑘 t algorithm with a distance parameter of R = 0.4.

5.4 Corrections to data and simulation
In addition to certain corrections already mentioned in Section 5.3, we apply ad-
ditional corrections to several physical observables in both data and simulation, to
account for certain biases in detector response and any mis-modeling of physical
processes in our simulation. This is essential for the VBF category (as described
later in Section 5.6), where the background modeling fully relies on the prediction
from simulation. Additionally, we entirely depend on the simulation to accurately
describe the signal processes. The following sub-sections will describe these cor-
rections.

5.4.1 Pileup re-weighting
Our simulations are produced with a pileup profile that is somewhat similar to
what is measured in data, but does not match exactly. Therefore, a re-weighting
is performed to ensure that the profile of the pileup interactions in simulation
matches the estimated pileup distribution integrated over the data taking period. To
get the pile-up profile from data, we multiply the estimated luminosity per data-
taking period with the minimum bias events cross section of 69.2 mb ± 5%. For
simulation, the true number of in-time (from the same proton bunch-crossing) pileup
interactions are known, and are used to obtain the pileup profile. The ratio of the
data and simulation profiles gives the weight to be applied to a simulated event as
a function of the true number of in-time interactions. These pileup weights are
derived separately for the 2016, 2017, and 2018 eras.
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5.4.2 L1 EGamma pre-firing corrections
The L1 trigger system of CMS has been designed to forbid triggering events in
consecutive bunch crossings. During Run 2, the ECAL endcap time alignment of
the detector slowly drifted with respect to the central clock, becoming particularly
worse towards the end of the 2017 data-taking period. This resulted in an inefficiency
in the L1 trigger decision ; the trigger primitives generated by the ECAL deposits,
belonging to the (𝑡 − 1)𝑡ℎ bunch crossing, led to inaccurate triggering of the 𝑡𝑡ℎ

bunch-crossing.

The main source of pre-firing are events with forward jets, which particularly affect
our VBF events. The ggH, ttH, and VH enriched categories see a small efficiency
loss due to pre-firing, whereas the VBF category has inefficiencies on the order of
2–5% in 2016, and 4–10% in 2017 (with no significant loss observed in 2018). This
inefficiency has been measured centrally by CMS as a function of both photon and
jet 𝑝T in the forward 𝜂 regions of the endcap (2.5 < |𝜂 | < 3.0). Figure 5.4 shows
the central maps of pre-firing probabilities (Pprefire( 𝑗)) as function of the pseudo-
rapidity and the electromagnetic component of the jet transverse momentum.
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Figure 5.4: Centralized pre-firing probability provided per-jet as function of its
electromagnetic transverse momentum and 𝜂 for 2016 (left) and 2017 (right).

The event efficiency factor (𝜀 𝑗 = 1 − P) is applied to the MC simulation and it is
accounted using all jets in the event, as

𝜀 =
∏
𝑗∈jets

1 − Pprefire( 𝑗).

5.4.3 Muon efficiency and trigger scale factors
The efficiencies of the muon identification and isolation requirements used in this
analysis have been measured centrally by CMS, using a tag-and-probe technique on
𝑍+jets events in data and simulation. These efficiencies are derived as a function
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of the muon 𝑝T and 𝜂 and are used to compute data-to-simulation scale factors that
are then applied per muon, in simulated events. Therefore, the identification and
isolation scale factors are applied as a product of all the selected muons.

We also apply efficiencies for amuon passing the baseline identification and isolation
requirements, to fire the single muon trigger. These are also computed as a function
of the muon 𝑝T and 𝜂. In a dimuon event, if the per muon trigger efficiencies
are 𝜖1 and 𝜖2, then the per-event efficiency to fire the trigger is given by 𝜖 =

1 − (1 − 𝜖1) (1 − 𝜖2). These efficiencies can be computed separately for data and for
simulation, and their ratio gives the scale factor that is then applied as a weight to a
simulated dimuon event.

5.4.4 Correction to Higgs boson transverse momentum
The Higgs boson signal produced through gluon fusion is simulated byMonte Carlo
generators at NLO in QCD and then matched to the parton shower. The 𝑝T of the
Higgs boson is corrected to the prediction from the NNLOPS generator [146, 147],
which is the highest order parton shower matched ggH simulation available that
includes the finite top quark mass effects. The reweighting is performed in exclusive
jet bins, Njets = 0, 1, 2, 3 or more jets, where jets are defined at the generator level
and required to have 𝑝T > 30GeV. More details can be found in Section 4.1 of
Ref. [112].

5.5 Analysis strategy
We start by selecting events accepted by the single muon triggers (described in
Section 5.2.1), in which there are exactly two opposite charged muons passing
the requirements described in Section 5.3.2. These pre-selected events are further
divided into exclusive categories which aim to separate the five different Higgs
boson production modes: ttH, WH, ZH, VBF, and ggH.

We start by classifying events containing either one medium WP b-tagged jet or
two loose WP b-tagged jets into the ttH-category. This category is further divided
into two sub-classes: events containing electrons or additional muons, passing the
conditions described in Sections 5.3.2 and 5.3.5, respectively, belong to the ttH
leptonic category, while events without additional leptons are grouped in the ttH
hadronic category.

Events with no b-tagged jets but containing at least one additional lepton (muon or
an electron) are classified into the VH-category. The VH category is further divided
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into two sub-classes: events containing only one additional electron or muon belong
to the WH leptonic category, while events containing two additional electrons or
muons are grouped into the ZH category.

Events that do not satisfy the requirement of the ttH or VH categories but contain
at least two hadronic jets with 𝑝T > 25GeV (> 35GeV for the leading jet), dijet
invariant mass 𝑚jj > 400GeV, and the jet-jet angular separation |𝛿𝜂 𝑗 𝑗 | > 2.5, are
classified into the VBF-enriched category.

Finally, the residual phase space made by events with no additional jets or with just
one jet represents the ggH enriched category. Figure 5.5 gives a simple graphical
sketch of the event categorization described above.

In the next few sections, I will explain the VBF category in more detail. I will con-
clude by briefly describing how the search was done in other categories and present
the final combined results for this analysis, along with future search projections for
𝐻 → 𝜇𝜇.

Single muon
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baseline selections

Has two loose or 

one medium
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ttH CategoryYesHas additional muon 
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Figure 5.5: Graphical summary of the logical definition of each event category from
the baseline dimuon selection. Exclusive channels are defined to target the following
production modes: ttH (leptonic or hadronic tt final states), leptonic WH and ZH,
VBF, and ggH.
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5.6 VBF category
The VBF 𝐻 → 𝜇𝜇 signal has a very distinctive feature: the two muons from the
Higgs boson decay are produced in association with two hard jets in the forward
regions of the detector. The two jets have a large pseudorapidity gap between them
(Δ𝜂jj), and also form a large dijet invariant mass (𝑚jj). This feature helps to suppress
the backgrounds in this category, making the VBF channel a very sensitive probe of
the 𝐻 → 𝜇𝜇 signal.

As described in Sec. 5.3 and Sec. 5.5, events must pass the following selections to
be classified into the VBF category:

• two muons as described in Sec.5.3.2

• At most 1 loose b-tagged jet and no medium b-tagged jets

• Leading jet 𝑝T > 35 GeV and sub-leading jet 𝑝T > 25 GeV

• Invariant mass of the di-jet pair: 𝑚 𝑗 𝑗 > 400 GeV

• Angular separation between the two jets: |Δ𝜂 𝑗 𝑗 | > 2.5

Three orthogonal analysis regions are defined, depending on the invariant mass
(𝑚𝜇𝜇) of the muon pair:

• Higgs Signal Region: 𝑚𝜇𝜇 ∈ [115, 135] GeV

• Higgs Side-Band Region: 𝑚𝜇𝜇 ∈ [110, 115] ∪ [135, 150] GeV

• Z Control Region: 𝑚𝜇𝜇 ∈ [76, 106] GeV

TheZ control region andHiggs Side-Band regions are used to control the background
shapes and normalization. The Higgs signal region is used for extracting the final
signal yields and is blinded in the initial phase of the analysis.

5.6.1 VBF specific kinematic variables
To build a multi-variate discriminant for the VBF signal, several kinematic variables
were considered to separate the VBF signature from the Drell-Yan / Electro-weak Z
background. They are discussed in details in this section.
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5.6.1.1 Di-muon kinematics

We consider the following kinematic variables from the dimuon system:

• The invariant mass of the two selected muons 𝑚(𝜇𝜇): this tends to peak near
the Higgs mass for the signal, whereas background processes have a more
smoothly falling 𝑚(𝜇𝜇) spectrum.

• The transverse momentum of the dimuon system 𝑝𝑇 (𝜇𝜇).

• The pseudorapidity of the dimuon system 𝜂(𝜇𝜇) : The dimuon system from
the VBF signal process is mostly produced centrally in the detector, unlike
other background processes.

• The dimuonmass resolution 𝛿𝑀 (𝜇𝜇) or the relativemass resolution 𝛿𝑀 (𝜇𝜇)/𝑀 (𝜇𝜇).

These variables are illustrated in Fig. 5.6 for both the signal and major background
processes.

Figure 5.6: Variable comparisons between VBF Higgs signal (blue) and Drell-Yan
+ Electro-weak Z backgrounds (orange). (Top Left) 𝑚(𝜇𝜇), (Top Right) 𝑝𝑇 (𝜇𝜇)
and (Bottom) 𝛿𝑀 (𝜇𝜇)/𝑀 (𝜇𝜇).
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5.6.1.2 Leading and sub-leading jet kinematics

We consider the 𝑝𝑇 , 𝜂 and 𝜙 from the two leading candidate VBF-like jets. Some of
these variables are illustrated in Fig. 5.7 for both the signal and major background
processes.

Figure 5.7: Variable comparisons between VBF Higgs signal (blue) and Drell-Yan
+ Electro-weak Z backgrounds (orange). (Top Left) 𝑝𝑇 ( 𝑗1), (Top Right) 𝑝𝑇 ( 𝑗2) ,
(Bottom Left) 𝜂( 𝑗1) and (Bottom Right) 𝜂( 𝑗2).

5.6.1.3 Di-jet kinematics

We consider the following kinematic variables from the dijet system:

• The invariant mass of the two selected jets𝑚( 𝑗 𝑗): tends to have higher values
for the signal process as compared to other background processes.

• The pseudorapidity difference between the two selected jets |Δ𝜂( 𝑗 𝑗) | =

|𝜂( 𝑗1) − 𝜂( 𝑗2) |: This difference is higher for VBF-like jets that are produced
back-to-back in the forward regions of the detector.

These variables are illustrated in Fig. 5.8 for both the signal and major back-
ground processes.
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Figure 5.8: Variable comparisons between VBF Higgs signal (blue) and Drell-Yan
+ Electro-weak Z backgrounds (orange). (Left) 𝑚( 𝑗 𝑗) and (Right) |Δ𝜂( 𝑗 𝑗) |.

5.6.1.4 Kinematics of the dimuon + dijet system

We consider the following kinematic variables from the dimuon + dijet system:

• The mass of the system composed by the two jets and the two muons is given
by 𝑀𝜇𝜇 𝑗 𝑗 .

• The Zeppenfeld variable defined by

𝑧★ =
𝑦★

| 𝜂( 𝑗1) − 𝜂( 𝑗2) |

where
𝑦★ = 𝜂(𝜇𝜇) − 𝜂( 𝑗1) + 𝜂( 𝑗2)

2
.

This variable checks the "centrality" of the dimuon system w.r.t. the two
VBF jets, with a value of |𝑧∗ | < 0.5 when the dimuon pseudorapidity falls in
between the two jet pseudorapidities, and |𝑧∗ | > 0.5 otherwise.

• The transverse momentum balance defined by

𝑅(𝑝T) =
( ®𝑝( 𝑗1) + ®𝑝( 𝑗2) + ®𝑝(𝜇1) + ®𝑝(𝜇2))𝑇

𝑝T( 𝑗1) + 𝑝T( 𝑗2) + 𝑝T(𝜇𝜇)
.

Background processes tend to have longer tails in this variable than VBF
events, as background events may contain additional decay products apart
from the selected muons and jets.

• The minimum of the pseudorapidity difference between the selected jets (in-
dividually) and the dimuon system

min( |𝜂( 𝑗1) − 𝜂(𝜇𝜇) |, |𝜂( 𝑗2) − 𝜂(𝜇𝜇) |).
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These variables are illustrated in Fig. 5.9 for both the signal and major background
processes.

Figure 5.9: Variable comparisons between VBFHiggs signal (blue) and Drell-Yan +
Electro-weak Z backgrounds (orange). (Top left) 𝑝𝑇 (𝜇𝜇 𝑗 𝑗), (Top right) 𝑧★, (Bottom
left) 𝑅(𝑝T) and (Bottom right) min( |𝜂( 𝑗1) − 𝜂(𝜇𝜇) |, |𝜂( 𝑗2) − 𝜂(𝜇𝜇) |).

5.6.1.5 Quark-Gluon Likelihood discriminator for jets

Jets in VBF events are expected to originate solely from quarks whereas events
produced via other mechanisms can have jets that originate from both gluons or
quarks. The Quark-Gluon likelihood (QGL) [148] is a probability tagger that
discriminates gluon-jets from quark-jets using jet constituent information. VBF
events usually have high QGL values and the QGL distributions peak at 1 for both
leading and subleading jets. The background shapes can peak both at 0 and 1.
However, a gluon jet most likely originates from an initial or final state radiation
and tends to have a softer 𝑝T spectrum. Therefore, sub-leading jets in background
processes often come from gluon hadronization and thus, the QGL output of the
subleading jet is more discriminating than the leading one for our scenario. Data-
driven polynomial corrections to the QGL shape are also applied to the event weights
(derived using Z+jets and dijet events in [148]).
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These variables are illustrated in Fig. 5.10 for both the signal and major background
processes.

Figure 5.10: Variable comparisons between VBF Higgs signal (blue) and Drell-Yan
+ Electro-weak Z backgrounds (orange). (Left) QGL( 𝑗1) and (Right) QGL( 𝑗2).
Some jets have spurious QGL values of -1, which indicates the jet had very few
constituents for a QGL value to be calculated effectively.

5.6.1.6 Soft activity variables

We consider the following soft-jet kinematic variables in the event:

• 𝑁soft5 or the number of track jets (see Section 5.3.7) with 𝑝𝑇 > 5GeV : These
jets are only comprised of charged tracks that do not belong to the selected
muons or VBF-jets. Such a selection helps to distinguish the signal process
from other backgrounds, since the signal VBF process has very limited extra
hadronic activity.

• 𝐻soft
𝑇 𝑥
or the scalar sum of the transverse momenta of all the track jets with 𝑝T

> x GeV, where 𝑥 ∈ [2, 5, 10]: this also checks for additional soft activity in
the event.

These variables are illustrated in Fig. 5.11 for both the signal and major
background processes.

5.6.1.7 Collins-Soper frame variables

As discussed previously, the Drell-Yan process is an irreducible background for
𝐻 → 𝜇𝜇. However, as the Z/𝛾 boson is a spin-1 particle and the Higgs is a spin-0
particle, the angular distributions of the two muons produced are different in the
two processes. In particular, if we look at the frame where the original boson is
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Figure 5.11: Variable comparisons between VBF Higgs signal (blue) and Drell-Yan
+ Electro-weak Z backgrounds (orange). (Left) 𝑁soft5 and (Right) 𝐻soft

𝑇 5 .

produced at rest (and the two muons fly back-to-back), we could reconstruct certain
angular variables that could help us distinguish between the two processes. This
frame is known as the Collin-Soper frame [149] and is illustrated in Fig. 5.12. The
hadron plane is defined as the plane containing the two colliding partons. The y-axis
is chosen as the normal vector to the hadron plane, and the z-axis is chosen such that
it bisects the angle 2𝛽 between the vectors of the two colliding partons. The sign
of the z-axis is taken as the sign of the z-component of the dimuon momentum in
the laboratory frame. The x-axis is chosen accordingly (for a right-handed cartesian
coordinate system). The decay products of a spin-0 particle have no preferential
direction and this result in a constant angular distribution for muons originating from
a Higgs decay. The dimuon system from the Drell-Yan process is however affected
by the spin-1 nature the Z/𝛾 and have an angular distribution roughly described by

𝑑𝜎

𝑑Ω
∝ 1 + cos2 𝜃𝐶𝑆

where 𝜃𝐶𝑆 is shown in Fig. 5.12.

For our purposes here, we consider the following two angles:

• cos(𝜃𝐶𝑆) : The cosine of the angle between the collinear muons in the dimuon
rest frame (green plane) and the z-axis

• cos(𝜙𝐶𝑆) : The cosine of the angle between the lepton-plane and the hadron-
plane.

The cos(𝜃𝐶𝑆) variable is illustrated in Fig. 5.13 for both the signal and major back-
ground processes.
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Figure 5.12: An illustration of the Collins-Soper frame.

Figure 5.13: Variable comparisons between VBF Higgs signal (blue) and Drell-Yan
+ Electro-weak Z backgrounds (orange): cos(𝜃𝐶𝑆).

Each variable described in this section has been studied in detail in the Z control
region for the three data taking periods and any observed differences between the
data and the MC were corrected for according to Section 5.3 and 5.4 (see Fig. 5.14,
5.15, and 5.16). Some residual mis-modelling of the simulation compared to data
are observed, but are known to be covered by the uncertainties due to jet energy
scale and resolution.

5.6.2 Picking a discriminator – BDT vs DNN
Two preliminary Machine Learning algorithms: a Boosted Decision Tree (BDT)
and a Deep Neural Network (DNN), were trained to estimate sensitivities, maximize
the signal to background separation and compare performances. These preliminary
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Figure 5.14: Data/MC comparisons for some of the VBF discriminating variables
in 2016. (Top) 𝑚( 𝑗 𝑗) (left), 𝑝T (jj) (center) and 𝜂( 𝑗 𝑗) (right). (Bottom) 𝑝𝑇 (𝜇𝜇)
(left) and 𝑀 (𝜇𝜇) (right).

discriminators are described in this section. Based on the performance comparison
of these discriminators, the final choice to use a DNN for the VBF category was
made. The final version of the DNN discriminator used in this analysis is described
later in Section 5.6.3.

5.6.2.1 BDT architecture

A preliminary BDT was trained using simulated samples for the three years all
mixed together. The simulated samples used in the training are:

• Signal: VBF 𝐻 → 𝜇𝜇 and ggH 𝐻 → 𝜇𝜇 with 𝑚𝐻=125.0 GeV

• Background: Drell-Yan Z and Electro-weak Z

The following input variables were used to train the model (for description, see
Section 5.6.1):
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Figure 5.15: Data/MC comparisons for some of the VBF discriminating variables
in 2017. (Top) 𝑚( 𝑗 𝑗) (left), 𝑝T (jj) (center) and 𝜂( 𝑗 𝑗) (right). (Bottom) 𝑝𝑇 (𝜇𝜇)
(left) and 𝑀 (𝜇𝜇) (right).

• 𝑀𝜇𝜇, 𝑝𝑇 (𝜇𝜇) and rapidity 𝑦𝜇𝜇 of the dimuon pair

• 𝑚( 𝑗 𝑗)

• 𝑅𝑝T

• 𝑝T centrality =
𝑝
𝜇𝜇

T −| ®𝑝T
𝑗1+ ®𝑝T

𝑗2 |/2
| ®𝑝T

𝑗1− ®𝑝T
𝑗2 |

• Single muon variables: 𝑝𝜇1
T /𝑚𝜇𝜇, 𝑝

𝜇2
T /𝑚𝜇𝜇, 𝜂

𝜇1 , 𝜂𝜇2

• Δ𝜂( 𝑗 𝑗),Δ𝜙( 𝑗 𝑗)

• 𝑧∗

• 𝑝𝑇 , 𝜂 for the two leading jets

• cos(𝜃𝐶𝑆) , cos(𝜙𝐶𝑆)

• min( |𝜂( 𝑗1)−𝜂(𝜇𝜇) |, |𝜂( 𝑗2)−𝜂(𝜇𝜇) |), min( |𝜙( 𝑗1)−𝜙(𝜇𝜇) |, |𝜙( 𝑗2)−𝜙(𝜇𝜇) |)

• Jet multiplicity: 𝑁 𝑗 𝑒𝑡𝑠
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Figure 5.16: Data/MC comparisons for some of the VBF discriminating variables
in 2018. (Top) 𝑚( 𝑗 𝑗) (left), 𝑝T (jj) (center) and 𝜂( 𝑗 𝑗) (right). (Bottom) 𝑝𝑇 (𝜇𝜇)
(left) and 𝑀 (𝜇𝜇) (right).

• 𝐻soft
𝑇 2

• 𝑁soft2

The BDT training is made aware of the dimuon mass resolution by weighting the
signal events proportionally to 1

𝜎𝜇𝜇
, where 𝜎𝜇𝜇 is the calibrated per-event dimuon

mass resolution. The 𝜎𝜇𝜇 value is not used as an input to the MVA, but only as a
weighting factor in the training. The weight is not applied in the evaluation of the
MVA score. The BDT is trained using the Gradient Boost method. The training is
done on 50% of the available simulated events, and the remaining is used for testing
purposes. The parameters used for the BDT training are as follows:

• Number of trees = 1000

• Minimum node size = 3%

• Shrinkage = 0.10
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• Bagged sample fraction = 0.5

• Number of cuts = 30

• Maximum depth = 4

• Transformation for inputs: (I, N)

• Separation type: Cross-Entropy

5.6.2.2 DNN architecture

A preliminary DNN was trained using simulated samples for the three years all
mixed together. The simulated samples used in the training are:

• Signal: VBF 𝐻 → 𝜇𝜇 and ggH 𝐻 → 𝜇𝜇 with 𝑚𝐻=125.0 GeV

• Background: Drell-Yan Z and Electro-weak Z

The following 26 input variables were used to train the model (for description, see
Section 5.6.1):

• 𝜂(𝜇𝜇), 𝑀𝜇𝜇, 𝛿𝑀 (𝜇𝜇),𝛿𝑀 (𝜇𝜇)/𝑀 (𝜇𝜇), 𝑝𝑇 (𝜇𝜇) of the dimuon pair

• 𝑚( 𝑗 𝑗), 𝜂, 𝜙 and 𝑝𝑇 of the leading dijet pair.

• Δ𝜂( 𝑗 𝑗)

• Mass, 𝜂 and 𝜙 of the leading dijet+dimuon pair.

• 𝑧∗

• 𝑝𝑇 , 𝜂 and QGL for the two leading jets

• cos(𝜃𝐶𝑆)

• Δ𝜂(𝜇𝜇, 𝑗1), Δ𝜂(𝜇𝜇, 𝑗2), Δ𝜙(𝜇𝜇, 𝑗1) and Δ𝜙(𝜇𝜇, 𝑗2)

• 𝐻soft
𝑇 5 .

The network was trained with 3 hidden layers and 100 nodes per layer. The Adam
optimizer was used with a learning rate of 10−5. The tanh activation function
was used for the inner layers and the sigmoid activation was used for the final
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Figure 5.17: BDT vs DNN performance. (Left) A ROC curve comparison of the
performances of the preliminary BDT and DNN. (Right) A zoomed in version of
the ROC curve. The DNN performs slightly better than the BDT.

output. The loss function used was the binary cross-entropy. A 20% drop-out
rate and batch-normalization were also used to regularize the training. 60% of the
events were used for training and validation, and the remaining 40% were used for
testing. The events were weighted during training according to their cross-section.
The weights for background events were modified and brought to O(1), in a way
such that the relative weight of any process in the background class was preserved
(i.e., Electro-weak Z is still rarer than Drell-Yan). Similarly, the signal weights
were modified such that the sum of weights of signal events was the sum total of
weights of all background processes. Additionally, all input features to the DNN
were standardized to have a mean of 0 and standard deviation of 1. Finally, the
training was done on events with 𝑚𝜇𝜇 ∈ [115, 135] GeV.

5.6.2.3 Performance comparison

The input variables for the preliminary BDT (Sec. 5.6.2.1) and DNN (Sec. 5.6.2.2)
were slightly different, however, the major inputs that contribute to most of the
discrimination power were the same (𝑀 (𝜇𝜇), 𝑝𝑇 (𝜇𝜇), Δ𝜂( 𝑗 𝑗), etc). A compari-
son of the ROC curves of the preliminary BDT and DNN showed that the DNN
performance was better by ∼ 5% at 0.1 background efficiency, and ∼ 9% at 0.01
background efficiency (see Fig. 5.17 and Table 5.2). Thus, it was concluded that the
DNN can separate the signal better from the background and was chosen as the final
discriminator. While it is difficult to quantify exactly why the DNN outperforms
the BDT, a simple explanation is that the BDT is too "shallow" to capture all the
features in the high dimensional VBF phase-space.
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Bkg efficiency Bkg Yield (DY + VBF-Z) Signal Yield (VBF + ggH)
BDT DNN

0.1 339.36 ± 5.98 8.21 ± 0.05 8.59 ± 0.05
0.01 33.96 ± 1.65 3.03 ± 0.03 3.31 ± 0.03

Table 5.2: The expected signal and background yields for different background
efficiency working points for the preliminary BDT and DNN.

5.6.3 The final Deep Neural Network for the VBF category
The final DNN for the VBF category is designed to bemore robust and powerful than
the one described in Sec. 5.6.2.2, and has a more complex architecture. The training
is performed using simulated samples for the three years all mixed together. The
motivation behind this is to exploit the higher statistics of the combined samples,
compared to performing a dedicated training per year. To account for possible dis-
crepancies in the simulation of different years (due to different detector conditions),
the variable "year" is added as an input to the training and serves as a flag.

The simulated samples used in the training are:

• Signal: VBF 𝐻 → 𝜇𝜇 with 𝑚𝐻=125.0 GeV

• Background: Drell-Yan Z, Electro-weak Z and 𝑡𝑡.

In order to preserve the statistical power of the sample in the final evaluation, a
4-fold procedure is used during training. For every fold, half of the sample size is
used for training, a quarter is used for the validation and the remaining quarter is
used for testing, i.e., for the final evaluation and extraction of the significance. This
procedure is performed for all the samples used in the training. Thus, we end up
having 4 slightly different DNN models (with the same inputs; but different training
sub-sets). This allows to partially regularize the final result, as the fluctuations of
individual subsets of events are reduced by a factor 2. The samples are divided
into the four blocks as "Event number % 4". The same procedure is also used for
samples not used in training (e.g., data and other MC samples), in order to decide
which out of the four different models will be used for evaluating the DNN output
score for a particular event. A schematic representation of the k-fold procedure with
4 folds is shown in Fig. 5.18.

The events are weighted during training according to their cross-section. The
weights for background events are then modified and brought to O(1), in a way
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Figure 5.18: Scheme of the 4-fold training, validation and evaluation procedure.

such that the relative weight of any process in the background class is preserved
(i.e., 𝑡𝑡 is still rarer than Drell-Yan). Similarly, the signal weights are modified
such that the sum of weights of signal events is the sum total of weights of all
background processes. This re-weighting is done in order to make the network
roughly understand the "strength" or cross-section of each process, without giving
too much importance to the background over the signal (since the signal weighted
to cross section is a ∼100 times smaller than the background). Additionally, all
input features to the DNN are standardized. The sample mean (calculated from the
training set) is subtracted from each value (per feature) and the result is divided by
the sample standard deviation (per feature; also calculated from the training set). As
a result, the new input variable distributions (for train/validation/test subsets) have
a mean of 0 and standard deviation of 1.

The input variables used for the DNN are (for description, see Section 5.6.1):

• 𝑚(𝜇𝜇), Δ𝑚(𝜇𝜇), Δ𝑚(𝜇𝜇)
𝑚(𝜇𝜇)

• 𝑚( 𝑗 𝑗), log𝑚 𝑗 𝑗

• 𝑅(𝑝𝑇 )

• 𝑧∗

• cos(𝜃𝐶𝑆), cos(𝜙𝐶𝑆)

• Δ𝜂( 𝑗 𝑗)

• 𝑁soft5
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• 𝐻soft
𝑇 2

• min( |𝜂( 𝑗1) − 𝜂(𝜇𝜇) |, |𝜂( 𝑗2) − 𝜂(𝜇𝜇) |)

• 𝑝𝑇 (𝜇𝜇) , log 𝑝𝑇 (𝜇𝜇), 𝜂(𝜇𝜇)

• 𝑝𝑇 ( 𝑗1), 𝑝𝑇 ( 𝑗2), 𝜂( 𝑗1), 𝜂( 𝑗2), 𝜙( 𝑗1), 𝜙( 𝑗2)

• 𝑞𝑔𝑙 ( 𝑗1), 𝑞𝑔𝑙 ( 𝑗2)

• year: the data-taking period.

The signal region distributions for these variables are shown in Fig. 5.19, 5.20, 5.21,
5.22, 5.23, 5.24, 5.25, and 5.26.

Figure 5.19: Transversemomentum distribution of the dimuon system after the event
selection in the Signal Region for 2016 (left), 2017 (center), and 2018 (right) [150].

Figure 5.20: Dimuon mass uncertainty Δ𝑚𝜇𝜇 after the event selection in the Signal
Region for 2016 (left), 2017 (center), and 2018 (right) [150].
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Figure 5.21: Transverse momentum distributions for leading (top) and subleading
(bottom) jets after the event selection in the Signal Region for 2016 (left), 2017
(center), and 2018 (right) [150].

The neural network training is performed in multiple steps. Four networks are first
optimized independently with different inputs and for different tasks. These inde-
pendent networks target different backgrounds or event topology, and are described
by the following goals:

1. signal vs Electro-weak Z (VBF Z) : The VBF Z process is the most signal-like
background and a dedicated network with 3 hidden layers is trained in order
to separate signal from this background.

2. signal vs DY : A network with 3 hidden layers is dedicated to separate signal
from DY events.

3. mass independent signal -vs- background : A network with 3 hidden layers is
trained with the 22 input variables uncorrelated with the dimuon mass. This
network is trained against all three backgrounds.

4. mass + mass resolution signal vs background : A network with two hidden
layers is trained using only three input variables: the dimuon mass and its
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Figure 5.22: Pseudorapidity distributions for leading (top) and subleading (bottom)
jets after the event selection in the Signal Region for 2016 (left), 2017 (center), and
2018 (right) [150].

Figure 5.23: Dijet invariant mass distributions after the event selection in the Signal
Region for 2016 (left), 2017 (center), and 2018 (right) [150].

absolute and relative resolutions. This network is trained against all three
backgrounds.

The last hidden layer of all the four networks are then merged and combined to build
the final classifier. A final, fifth network with 2 hidden layers is fine-tuned as
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Figure 5.24: Distributions of the Zeppenfeld variable 𝑧∗ after the event selection in
the Signal Region for 2016 (left), 2017 (center), and 2018 (right) [150].

Figure 5.25: Distributions of the transversemomentumbalance 𝑅(𝑝T) after the event
selection in the Signal Region for 2016 (left), 2017 (center), and 2018 (right) [150].

• Step 1: the node weights of the networks 1, 2, and 3 are fixed to values
obtained by the previous training while the network (4) weights are free to
float.

• Step 2: the node weights of the network 3 are also free to float.

This architecture is visually represented in Fig. 5.27. The orange blocks denote the
input features, the grey blocks indicate the DNNs optimized for their specific tasks,
with their outputs in blue. The last hidden layer from the 4 networks are merged
into a single vector and is used as an input for the combination (5th) network, whose
output is shown in red.

Each network has a few dozen nodes in each hidden layer and employs a 20%dropout
rate for regularizing the model. A batch size of 1024 events is used, except for the
Step 2 in the final network, where 10240 events are used. Based on the validation
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Figure 5.26: QGL output distributions for leading (top) and subleading (bottom)
jets after the event selection in the Signal Region for 2016 (left), 2017 (center), and
2018 (right) [150].

loss, the learning rate is also gradually decreased over training epochs from a start
value of 0.05. The loss function used at each step is the binary cross-entropy or
𝑙𝑜𝑔 − 𝑙𝑜𝑠𝑠, which is the maximum likelihood estimator for binary classification
problems.

The best trained model is chosen using the estimated Asimov significance [151],
which is computed both for the training and validation folds. The minimum sig-
nificance is used as to pick the best model. The Asimov significance is given by

Asimov significance =

√√√
𝑁∑︁
𝑖=1

2[(𝑆𝑖 + 𝐵𝑖) log(1 − 𝑆𝑖

𝐵𝑖

) − 𝑆𝑖] (5.3)

where 𝑆𝑖and 𝐵𝑖 are the expected of signal and background events in the i-th bin.
The binning of the DNN (for significance calculation and final template fitting) is
constructed as follows (starting from high output scores and moving towards lower
scores):

• the bin has to contain at least 0.5 expected signal events,
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Figure 5.27: Schematic representation of the DNN architecture: the training pro-
cedure involves optimizing for individual tasks, combining the network outputs and
fine-tuning the final model by unfreezing upstream weights.

• the bin yield of the background must have a relative error smaller than 30%,

• use the smallest bin width that satisfies the two previous conditions.

The signal and background DNN output distributions are shown in figure 5.28.

Figure 5.28: Plot of the signal and background normalized distributions for the
DNN output score. The simulated samples of 2016, 2017, and 2018 are used all
together.

In an alternative approach, Appendix C describes a mass agnostic machine learning
based strategy for the VBF category. To perform a data-driven fit to the 𝑚𝜇𝜇

distribution (unlike the template based fit to the DNN score output chosen for
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the VBF category), one must develop a 𝑚𝜇𝜇 independent discriminator, to avoid
sculpting the distribution of the backgrounds. However, for a simple DNN classifier,
it is easy to learn the dimuon mass with the input kinematic variables, even if the
mass is not explicitly given as an input to the training. Appendix C describes an
adversarial training technique based on Ref. [152], which was used to develop a
mass agnostic neural network.

5.6.4 Systematic uncertainties
In this section, we will discuss the systematic uncertainties considered for the
VBF category, which are divided into experimental and theoretical sources. They
can affect both the overall signal acceptance and the shape of the DNN output.
Experimental uncertainties account for differences in true values of observables
and their actual measurements. Theoretical uncertainties are related to the mis-
modelling of the MC sample generation (due to missing higher order corrections,
etc).

5.6.4.1 Experimental uncertainties

This section describes experimental uncertainties considered in this analysis.

• Luminosity (normalization only): The luminosity affects the signal and
background normalization. The uncertainty on the luminosity measurement
is about 2.5% in each era [153–155], and is modelled via a log-Normal
nuisance parameter whose effect is correlated across all DNN categories,
processes, and eras.

• Single muon trigger and muon selection efficiencies (normalization and
shape): Uncertainties on the data driven corrections for the trigger, and offline
muon selections amount to a total of 2-3%. Their effect is correlated across
DNN bins, analysis regions, and eras.

• Muon scale and resolution (normalization and shape): The muon mo-
mentum scale and resolution correction uncertainties are computed by the
Rochester method (see Sec. 5.3.2.1 and [136]). Their effect is correlated
across DNN bins, analysis regions, and eras.

• Pileup uncertainty (shape): An uncertainty on the number of primary ver-
tices is derived by varying the minimum bias cross section used in the pileup
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re-weighting applied to MC samples. The corresponding effect is correlated
across DNN bins, analysis regions, and eras.

• Jet energy scale (normalization and shape): This uncertainty is obtained
by varying the transverse momentum of each jet up and down by one standard
deviation for each source of uncertainty, as recommended centrally for all CMS
data analyses [139]. The full chain of event-selection to DNN evaluation is
performed again, taking into account the shifted energies. The corresponding
variations in each DNN bin yield for each process are used to estimate the
uncertainty. This results in a set of uncertainties affecting both signal and
background acceptance as well as the shape of the DNN output.

• Jet energy resolution (normalization and shape): This uncertainty is ob-
tained by smearing the transverse momentum of each jet by the smearing
factors provided centrally for all CMS data analyses [139]. Jets are divided in
six exclusive categories:

– central jets with |𝜂| < 1.93.

– central jets with 1.93 < |𝜂| < 2.5.

– forward jets with 𝑝T < 50 GeV and |𝜂| < 3.139.

– forward jets with 𝑝T > 50 GeV and |𝜂| < 3.139.

– forward jets with 𝑝T < 50 GeV and |𝜂| > 3.139.

– forward jets with 𝑝T > 50 GeV and |𝜂| > 3.139.

The nuisance parameters across categories are set to be uncorrelated.

• Quark-gluon likelihood (shape): Uncertainties on the QGL discriminator
are evaluated using data-driven polynominal corrections derived from Z+jets
and dijet events, following [148]. The variations to the nominal distributions
are computed by applying those corrections twice for up variation and not
applying the corrections for the down variation. The corresponding effect is
correlated across DNN bins, analysis regions, and eras.

• Prefiring (normalization and shape): The uncertainty due to the L1 ECAL
pre-firing condition (Section. 5.4) affects only the 2016 and 2017 eras. This
uncertainty varies from 0.3–1.5% (0.7–2%) as a function of the DNN score in
the 2016 (2017) era, and its effect is correlated across DNN bins and regions.
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• MC Simulation size: The per-bin statistical uncertainty arising from the
limited size of the simulated samples is taken into account for all signal
and background processes. This mostly affects the high score region of
the DNN. This statistical uncertainty is modelled using the Barlow-Beeston
method [156, 157].

• b-tagging (normalization and shape): To account for differences in the b-
tagging selection efficiency in the data andMC, centrally derived scale factors
are added to the event weights. These scale factors are varied up and down
according to the source of uncertainty to derive their final effect.

• Drell-Yan contribution from pileup and noise (normalization): A signifi-
cant fraction (about 30–40%) of the DY background populating the low score
DNN bins comprises of events where the leading or the subleading jet falls in
the forward region of the detector (|𝜂 | > 3.0), but is not matched with a jet at
the generator level. These jets originate either from soft emission produced by
the parton shower or from pileup interactions, and are promoted above the 𝑝T

thresholds used in the analysis due to inefficiencies of the detector response.
The remainder of the DY events contain two jets matched to generator-level
jets primarily arising from the quarks at matrix element level.

To account for this, we treat the DY process as two different backgrounds
in the final fit, called DY+2jets and DY+pu/noise. The normalization of the
DY+pu/noise is left floating in the fit and is directly constrained by the ob-
served data. The normalization of the DY+2jets is taken from the simulation
and constrained by the data within the described uncertainties. Due to sig-
nificant variation of the detector response over the data taking period, this
normalization is treated uncorrelated across years.

5.6.4.2 Theory uncertainties

• Signal inclusive cross section (normalization): uncertainties in the produc-
tion cross section for gg𝐻, VBF, V𝐻, and tt𝐻 processes from QCD scale and
PDF variations are taken from Ref. [40] and are listed in Tab. 5.1.

• ggH Simplified Template Cross-Sections (STXS) (normalization and shape):
These uncertainties are evaluated following the recommendations of the LHC
Higgs Cross-Section working group (LHCHXSWG) [158]. This recipe pro-
vides a set of independent sources of uncertainty, modelled via log-Normal
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nuisance parameters correlated across categories and eras. These sources
account for variations in the estimate of the gg𝐻 acceptance in bins of Higgs
boson 𝑝T and Njets. The size of this uncertainty is around ∼15-25% for the
ggH process in the VBF category.

• VBF simplified Template Cross-Sections (STXS) (normalization and shape):
These uncertainties are evaluated following the recommendations of the LHC
Higgs Cross-Section working group (LHCHXSWG) [158]. This recipe pro-
vides a set of independent sources of uncertainty, modelled via log-Normal
nuisance parameters correlated across categories and eras. They account for
variation of the VBF signal acceptance as a function of Higgs boson 𝑝T, Njets,
and 𝑚jj. The size of this uncertainty is around ∼2-4% for the VBF process in
the VBF category.

• Perturbative QCD scale variation(normalization and shape): The pertur-
bative QCD renormalization and factorization uncertainties are estimated by
changing the scales 𝜇𝑅 and 𝜇𝐹 up and down by a factor of 2 from their default
values used in the matrix element calculation. They are treated as correlated
between regions and eras but uncorrelated between processes.

• Parton distribution functions or PDFs (normalization and shape): The
uncertainty due to PDFs is evaluated by taking the RMS of the predictions
from the 100 replicas provided by NNPDF3.0 [127] in the 2016 samples, or
taking the sum-in-quadrature of the variations provided by the 33 Hessian
components of NNPDF3.1 [128]. For each process and PDF replica, the
ratios between the replicas and the nominal DNN histogram is computed.
These ratios are then fitted with two different functions: 𝑦 = 𝑚𝑥 + 𝑏 and
𝑦 = 𝑎𝑥2 + 𝑏, where 𝑥 is the value of the DNN. In order to build an up variation
of the nominal histogram, the bin contents of the nominal distributions are
multiplied by either 𝑏′, 𝑚′𝑥 or 𝑎′𝑥2, where 𝑥 is the value of the bin center and
𝑚′, 𝑎′, 𝑏′ are the RMS of the parameters 𝑚, 𝑎, 𝑏 computed by the previous
fits. Down variations are obtained by flipping the sign of 𝑚′, 𝑎′, and 𝑏′.
Normalization effects are removed for the two non constant variations. The
three corresponding nuisance parameters are named PDFX 0,1,2 and their
effects are correlated across DNN bins, regions, and eras but uncorrelated
between processes.

• Parton shower acceptance uncertainty (normalization and shape) for
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VBF-H: The parton shower uncertainty for the signal accounts for accep-
tance (5-10%) and/or shape differences that are observed in the predictions
obtained with different combinations of matrix element generators. We use
the prediction from powheg +pythia with dipole recoil as our nominal pre-
diction and treat the full difference with the powheg +herwig prediction as an
up variation of the uncertainty. The down variation is calculated by flipping
the sign of the difference between the two predictions.

• Parton shower acceptance uncertainty (normalization and shape) for
VBF-Z: The PS uncertainty for the VBF-Z sample is calculated using ob-
served differences in predictions from different generators. The pythia
shower in global recoil mode (standard 𝑝T-ordered shower) is known to
mis-model the additional hadronic activity in VBF-Z. Events showered with
powheg + pythia with dipole recoil mode are expected to show a better agree-
ment with data, however such a sample was unavailable at the time of this
study. Predictions from a pythia + herwig sample are in better agreement
with the observed data and is therefore used to derive the central prediction for
the VBF-Z process. 20% of the difference between the predictions from the
two PS programs is considered as an uncertainty, which varies between 2–8%.
The 20% fraction is chosen because it accounts for 2× of the parton shower
uncertainty provided by the pythia generator with the PS-weight mechanism.

5.6.5 Fitting strategy
The signal strength is extracted by performing a binned maximum likelihood fit of
the DNN distribution in the signal region. The fit is simultaneously performed in
the Signal Region and Side-Band Region to constrain nuisance parameters. Since
the value of 𝑚𝜇𝜇 is important for the DNN evaluation and events that are farther
away from the Higgs peak have a smaller output DNN score, we replace the 𝑚𝜇𝜇

value in the Side-Band regions with a fixed value of 125 GeV. This is known
as the mass-decorrelated DNN. This helps to reproduce the main features of the
DNN distribution in the Side-Band and is helpful for constraining the systematic
uncertainties, especially in the high score DNN bins.

The signal strength extraction from the fit is heavily dependent on the binning
choice. The binning choice needs to be balanced in a manner such that we achieve
optimal sensitivity while minimizing the total number of bins. For each year, we
define thirteen bins based on the VBF Higgs simulation yield in the signal region.
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The highest score bin is defined such that it has a fixed signal yield of 0.6 expected
events. All the other bins are consecutively defined such that the signal yields
changes linearly down to the lowest score bin. This procedure leads to different
bin boundaries for each year. The binning in the Side-Band and Signal Region are
chosen to be the same per year. To obtain a visual focus on the high score bins of the
DNN, both the score and the binning are transformed as 𝐷𝑁𝑁′ = 𝑎𝑡𝑎𝑛ℎ(𝐷𝑁𝑁).

Limits on the signal strength are computed with the Asymptotic CLs method [151].
Systematic uncertainties sources described in Sec. 5.6.4 are taken into account with
additional nuisance parameters that modify the likelihood function in a frequentist
manner [159]. The likelihood function for extracting the signal strength modifier
𝜇 (ratio of the measured cross-section and the Standard Model cross-section) is
defined as:

L(𝑑𝑎𝑡𝑎 |𝜇, 𝜽) =
∏
𝑖

(𝜇𝑠𝑖 + 𝑏𝑖)𝑛𝑖
𝑛𝑖!

𝑒−𝜇𝑠𝑖−𝑏𝑖
∏
𝑘

𝑝(𝜃𝑘 |𝜃𝑘 ) (5.4)

where (𝜇𝑠𝑖+𝑏𝑖)𝑛𝑖
𝑛𝑖! 𝑒−𝜇𝑠𝑖−𝑏𝑖 is defined as the Poisson probability to observe 𝑛𝑖 events in

bin 𝑖. 𝑠𝑖 and 𝑏𝑖 represent the mean number of entries in the 𝑖-th bin. Each uncertainty
is parametrized by a nuisance parameter 𝜃𝑘 and is described by a probability density
function (or p.d.f.), 𝑝(𝜃𝑘 |𝜃𝑘 ), where 𝜃𝑘 is the initial estimate of the parameter.

To test the compatibility of the datawith the background-only and signal+background
hypotheses, we construct the test statistic as a profile likelihood ratio 𝑞𝜇 described
by:

𝑞𝜇 = −2 ln (
L(𝑑𝑎𝑡𝑎 |𝜇, 𝜽𝝁)
L(𝑑𝑎𝑡𝑎 | 𝜇̂, 𝜽)

), 0 ≤ 𝜇̂ ≤ 𝜇 (5.5)

where 𝜽𝝁 refers to the conditional maximum likelihood estimators of 𝜽 , given the
signal strength parameter 𝜇. The parameters 𝜇̂ and 𝜽 correspond to the global
maximum of the likelihood. We then find the experimentally observed value of
the test statistic 𝑞𝑜𝑏𝑠𝜇 , for a given signal strength modifier µ. We also find the
parameters, 𝜽0 and 𝜽𝝁 that best describe the observed data, with a background only
and signal+background hypothesis, respectively. We then generate two sets ofMonte
Carlo pseudo-data with p.d.f.s of the likelihood ratios given by 𝑓 (𝑞𝜇 |𝜇 = 0, 𝜽𝒐𝒃𝒔0 )
and 𝑓 (𝑞𝜇 |𝜇, 𝜽𝒐𝒃𝒔𝝁 ), corresponding to the two hypotheses.

We then define two probabilities given by:

𝑝𝜇 = 𝑃(𝑞𝜇 ≥ 𝑞𝑜𝑏𝑠𝜇 |𝑠𝑖𝑔𝑛𝑎𝑙 + 𝑏𝑎𝑐𝑘𝑔𝑟𝑜𝑢𝑛𝑑) =
∫ ∞

𝑞𝑜𝑏𝑠𝜇

𝑓 (𝑞 |𝜇, 𝜽𝝁) (5.6)
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𝑝𝑏 = 𝑃(𝑞𝜇 < 𝑞𝑜𝑏𝑠𝜇 |𝑏𝑎𝑐𝑘𝑔𝑟𝑜𝑢𝑛𝑑 𝑜𝑛𝑙𝑦) =
∫ 𝑞𝑜𝑏𝑠𝜇

0
𝑓 (𝑞 |𝜇, 𝜽𝝁) (5.7)

where 𝑝𝜇 and 𝑝𝑏 correspond to the the signal + background and background-only
hypothesis, respectively. The ratio of the two probabilities

𝐶𝐿𝑠 =
𝑝𝜇

1 − 𝑝𝑏
(5.8)

is the exclusion limit for signal strength modifier 𝜇. The upper limit on the signal
strength at 95% confidence level is given by that value of 𝜇 where 𝐶𝐿𝑠= 0.05.

The p-value is defined for 𝜇 = 1 as 𝑝1
1−𝑝𝑏 and denotes the probability that the observed

fluctuation in data can be described by the background-only null hypothesis. The
p-value can be converted into an equivalent significance 𝑍 as 𝑍 = Φ−1(1 − 𝑝),
where Φ−1 is the quantile (inverse of the cumulative distribution) under one-tail
of a Gaussian. A value of 𝑍 = 3 (3𝜎 evidence of new physics) and 𝑍 = 5 (5𝜎
observation of new physics) corresponds to a null hypothesis p-value of 1.3 × 10−3

and 2.87 × 10−7, respectively.

5.6.6 Results
We perform independent fits to the signal strength modifier 𝜇 in all three years, and
take in to account the signal region and the side-band simultaneously per fit. These
same fits are also used to derive the signal significance. A combined fit is then
performed to the global 𝜇 defined as (𝜎 ×B(𝐻 → 𝜇𝜇))𝑜𝑏𝑠/(𝜎 ×B(𝐻 → 𝜇𝜇))𝑆𝑀 .

The expected and observed significance for each of the fits are shown in table 5.3.
The data and simulation distributions for the fitted DNN is shown in Figures 5.29,
5.30, 5.31 and 5.32. The best fit signal strength for 𝑚𝐻 125.38GeV is 𝜇 = 1.36+0.69

−0.61
corresponding to an observed significance of 2.40 𝜎.

Year Significance
Observed Expected

2016 2.01 1.04
2017 0.00 0.88
2018 2.21 1.21
Combined 2.40 1.77

Table 5.3: The observed and expected significance in theVBF category for excluding
the background-only null hypothesis for 𝑚𝐻=125.38GeV, for each year and for the
combined data-taking period.
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Figure 5.29: The observed DNN output distribution in the VBF-SB (left) and VBF-
SR (right) regions compared to the post-fit background estimate for various SM
processes. The predicted backgrounds are obtained from a combined signal-plus-
background fit performed across analysis regions and eras. Distributions reported
are related to the 2016 data-taking period. In the second panel, the ratio between
data and the pre-fit background prediction is shown. The gray band indicates the
total pre-fit uncertainty obtained from the systematic sources previously described.
The third panel reports the ratio between data and the post-fit background prediction
from the signal-plus-background fit. The gray band indicates the total background
uncertainty after performing the fit, while the blue histogram refers to the total signal
extracted from the fit.

An unbiased mass distribution representative of the fit result in the VBF category
is obtained by weighting both simulated and data events from the VBF-SR and
VBF-SB regions by the per-event S/(S + B) ratio, computed as a function of the
mass-decorrelated DNN output, defined in Sec. 5.6.5, for events within 𝑚𝜇𝜇 =

125.38GeV±hwhm. The best-fit estimates for the nuisance parameters and signal
strength are propagated to the 𝑚𝜇𝜇 distribution. Figure 5.33 shows the observed
and predicted weighted 𝑚𝜇𝜇 distributions for events in the VBF-SB and VBF-SR
regions, combining 2016, 2017, and 2018 data. The lower panel shows the residuals
between the data and the post-fit background prediction, along with the post-fit
uncertainty obtained from the background-only fit. The best-fit signal contribution
with 𝑚𝐻 = 125.38GeV is indicated by the blue line. An excess is observed in
the weighted data distribution that is consistent with the expected resonant mass
distribution for the signal with 𝑚𝐻 near 125GeV and compatible with the excess
observed at high DNN score in Fig. 5.32.
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Figure 5.30: The observed DNN output distribution in the VBF-SB (left) and VBF-
SR (right) regions compared to the post-fit background estimate for various SM
processes. The predicted backgrounds are obtained from a combined signal-plus-
background fit performed across analysis regions and eras. Distributions reported
are related to the 2017 data-taking period. The description of ratio panels is the
same as in Fig. 5.29
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Figure 5.31: The observed DNN output distribution in the VBF-SB (left) and VBF-
SR (right) regions compared to the post-fit background estimate for various SM
processes. The predicted backgrounds are obtained from a combined signal-plus-
background fit performed across analysis regions and eras. Distributions reported
are related to the 2018 data-taking period. The description of ratio panels is the
same as in Fig. 5.29.
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Figure 5.32: The observed DNN output distribution in the VBF-SB (left) and VBF-
SR (right) regions compared to the post-fit background estimate for various SM
processes. The predicted backgrounds are obtained from a combined signal-plus-
background fit performed across analysis regions and eras. Distributions reported
are related to the full Run-2 data-taking period. The lower panel shows the ratio
between data and the post-fit background prediction from the S+B fit. The best fit
𝐻 → 𝜇𝜇 signal contribution for𝑚𝐻= 125.38 GeV is indicated by the blue solid line,
while the grey band indicates the total background uncertainty.

5.7 The gg𝐻, V𝐻, and tt𝐻 categories
In this section, I will briefly describe the search strategy for the remaining categories
of this analysis. The basic analysis strategy for these categories is as follows: events
are first divided into independent subcategories based on the output score of a
multivariate discriminator specifically trained to discriminate between the signal
and the major backgrounds in that particular category. The signal strength is then
extracted from each subcategory by searching for a narrow peak over a smoothly
falling background in the 𝑚𝜇𝜇 distribution. The total background is estimated
directly from a fit to the data in the mass sidebands.

5.7.1 ggH production
Events in the 𝑔𝑔𝐻 category are required to contain two muons passing the baseline
selections detailed in Sec. 5.3 and Sec. 5.5. Events with additional electrons or
muons are rejected. Events that contain zero or more jets that are spatially separated
(Δ𝑅 > 0.4) from either of the two muons are considered in this category. In order to
maintain orthogonality with the VBF category, events containing two or more jets
with 𝑝T > 25GeV are only considered if the leading jet has 𝑝T < 35GeV, or 𝑚jj <
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Figure 5.33: The 𝑚𝜇𝜇 distribution for the weighted combination of VBF-SB and
VBF-SR events. Each event is weighted proportionally to the S/(S + B) ratio,
calculated as a function of the mass-decorrelated DNN output. The lower panel
shows the residuals after subtracting the background prediction from the signal-
plus-background fit. The best-fit 𝐻 → 𝜇𝜇 signal contribution is indicated by the
blue line, and the grey band indicates the total background uncertainty from the
background-only fit.

400GeV, or |Δ𝜂jj | < 2.5. Lastly, events containing at least two loose 𝑏-tagged jets
or at least one medium 𝑏-tagged jet are also ignored to maintain orthogonailty with
the ttH category.

5.7.1.1 Multivariate discriminator

A BDT is trained in this category to discriminate between signal and background
events. To account for the evolution in the detector response during data-taking
periods, the BDT discriminant is trained separately for the 2016, 2017, and 2018
years using the TMVA package [160], resulting in three independent BDT outputs.
The input variables are chosen such that the BDT discriminators are effectively
uncorrelated with 𝑚𝜇𝜇. The input variables for the BDT are :

• 𝑝T 𝜇𝜇, 𝑦𝜇𝜇,

• 𝜙CS, and cos 𝜃CS,

• the 𝜂𝜇 and the 𝑝T 𝜇/𝑚𝜇𝜇 for each of the two muons,

• the 𝑝T and 𝜂 of the leading jet (if present), and Δ𝜂(𝜇𝜇, j1) and Δ𝜙(𝜇𝜇, j1) ,
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• 𝑚jj, Δ𝜂jj, and Δ𝜙jj of the two highest-𝑝T jets (if present),

• the Zeppenfeld (𝑧∗) variable, min[Δ𝜂(𝜇𝜇, j1),Δ𝜂(𝜇𝜇, j2)], and
min[Δ𝜙(𝜇𝜇, j1),Δ𝜙(𝜇𝜇, j2)],

• the total number of jets (𝑁 𝑗 𝑒𝑡𝑠) in the event with 𝑝T > 25GeV and |𝜂 | < 4.7

The signal simulation considered in the training of the BDT are 𝑔𝑔𝐻, VBF, V𝐻, and
𝑡𝑡𝐻 processes. The 𝑔𝑔𝐻 sample used in the training is generated via powheg since it
provides positively weighted events at NLO in QCD. For the final signal extraction
fit, the MadGraph5_amc@nlo sample is used instead, since it provides a more
accurate description of gluon fusion events accompanied by more than one jets.
The background simulation consists of DY, 𝑡𝑡, single top, diboson, and electroweak
Z processes. Only events with 𝑚𝜇𝜇 in the range 115–135GeV are included in the
training. Signal events in the BDT training are assigned a weight proportional to the
expected mass resolution (1/(𝜎𝜇𝜇/𝑚𝜇𝜇)), derived from the uncertainties in the 𝑝T

measurement from the individual muon tracks. This weighting provides increased
importance to the high-resolution signal events.

The 𝑝T(𝜇𝜇) is one of the most discriminating observables in the BDT for the
𝑔𝑔𝐻 category. Discrepancies between data and simulation in the 𝑝T(𝜇𝜇) spectrum
similar to those reported in Ref. [161] are also observed in this search. In order
to correctly model the 𝑝T(𝜇𝜇) spectrum of the DY background during the training
of the BDT discriminant, corrections are derived for each data-taking period by re-
weighting the 𝑝T(𝜇𝜇) distribution of theDY simulation to reproduce the observation
in data for dimuon eventswith 70 < 𝑚𝜇𝜇 < 110GeV. These corrections are obtained
separately for events containing zero, one, and two or more jets with 𝑝T > 25GeV
and |𝜂 | < 4.7.

Figure 5.34 (left) shows the summed BDT score distribution from all three years,
for events with 110 < 𝑚𝜇𝜇 < 150GeV. Five event categories are defined based on
the summed BDT score output. The category boundaries are determined via an
iterative process that aims to maximize the expected sensitivity, which is estimated
from signal-plus-background fits to the 𝑚𝜇𝜇 distribution in simulated events with
110 < 𝑚𝜇𝜇 < 150GeV. In these fits, the Higgs boson signal is modelled using the
double-sided Crystal Ball function (DCB) as
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DCB(𝑚𝜇𝜇) =


𝑒−(𝑚𝜇𝜇−𝑚̂)2/2𝜎2 −𝛼L <

𝑚𝜇𝜇−𝑚̂
𝜎

< 𝛼R(
𝑛L
|𝛼L |

)𝑛L
𝑒−𝛼

2
L/2

(
𝑛L
|𝛼L | − |𝛼L | −

𝑚𝜇𝜇−𝑚̂
𝜎

)−𝑛L 𝑚𝜇𝜇−𝑚̂
𝜎

≤ −𝛼L(
𝑛R
|𝛼R |

)𝑛R
𝑒−𝛼

2
R/2

(
𝑛R
|𝛼R | − |𝛼R | −

𝑚𝜇𝜇−𝑚̂
𝜎

)−𝑛R 𝑚𝜇𝜇−𝑚̂
𝜎

≥ 𝛼R

.

(5.9)

The core of the DCB function consists of a Gaussian distribution of mean 𝑚̂ and
standard deviation 𝜎, while the tails on either side are modelled by a power-law
function with parameters 𝛼L and 𝑛L (low-mass tail), and 𝛼R and 𝑛R (high-mass tail).
The total expected background ismodelledwith amodified formof theBreit–Wigner
function (mBW),

mBW(𝑚𝜇𝜇;𝑚𝑍 , Γ𝑍 , 𝑎1, 𝑎2, 𝑎3) =
𝑒𝑎2𝑚𝜇𝜇+𝑎3𝑚

2
𝜇𝜇

(𝑚𝜇𝜇 − 𝑚Z)𝑎1 + (ΓZ/2)𝑎1
, (5.10)

where the parameters 𝑚𝑍 and Γ𝑍 refer to the measured Z boson mass of 91.19GeV
and width 2.49GeV [162], and the parameters 𝑎1, 𝑎2, and 𝑎3 have flat priors.

The summed BDT output score from all three years is scanned in quantiles of signal
efficiency (1% to 99%), and for every quantile x, two sets of events (x%, 100-x%) are
considered. The total expected significance is calculated for both sets, and the first
BDT boundary is set at the location where the expected significance is maximized.
This process is repeated recursively to define additional category boundaries until
the further gain in the expected significance is less than 1%. The optimized event
categories are labelled as 𝑔𝑔𝐻-cat1, 𝑔𝑔𝐻-cat2, 𝑔𝑔𝐻-cat3, 𝑔𝑔𝐻-cat4, and 𝑔𝑔𝐻-cat5
corresponding to signal efficiency intervals of 0–30%, 30–60%, 60–80%, 80–95%,
and >95%, respectively. The grey vertical boxes in Figure 5.34 (left) indicate the
various BDT boundaries for the optimized event categories.

5.7.1.2 Signal extraction

A simultaneous binned maximum-likelihood fit to the observed 𝑚𝜇𝜇 distributions
in each of the five categories is performed over the mass range 110–150GeV. A
bin size of 50MeV is chosen for the 𝑚𝜇𝜇 distribution. The signal distributions
from the different production modes (𝑔𝑔𝐻, VBF, W𝐻, 𝑍𝐻, and 𝑡𝑡𝐻) are modelled
independently with DCB functions (Eqn. 5.9, and the best-fit values of the DCB
tail parameters are treated as constants in the final fit to the data. The 𝑚̂ and 𝜎

parameters of the DCB function are allowed to vary, within Gaussian constraints,
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with widths corresponding to themuonmomentum scale (up to 0.2%) and resolution
uncertainties (up to 10%) in each event category. Figure 5.34 (right) shows the total
signal model for 𝑚𝐻 = 125GeV obtained by summing the contributions from the
different production modes in 𝑔𝑔𝐻-cat4 and 𝑔𝑔𝐻-cat1.

1−10

1

10

210

310

410

510

610

710

810

910

E
ve

nt
s

Data DY
Top quark Zjj-EW
Diboson Other Bkg.
ggH VBF
Other sig.

 (13 TeV)-1137 fb

CMS Preliminary

0.8− 0.6− 0.4− 0.2− 0 0.2 0.4 0.6 0.8

ggH BDT output

0.6
0.8

1
1.2
1.4

D
at

a/
P

re
d.

116 118 120 122 124 126 128 130 132 134

 (GeV)µµm

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

0.09

0.1

a.
u.

Category: Category:
ggH-cat1 ggH-cat4

Signal simulation

Parametric Model

HWHM = 2.12 GeV 

Signal simulation

Parametric Model

HWHM = 1.47 GeV 

 (13 TeV)-1137 fb

CMS Preliminary Simulation

Figure 5.34: The 𝑔𝑔𝐻 category. (Left) the observed BDT output distribution in the
𝑔𝑔𝐻 category for events with 𝑚𝜇𝜇 between 110–150GeV. The gray vertical boxes
indicate theBDTboundaries for the optimized event categories defined in the text. In
the lower panel, the ratio between data and the expected background is shown. The
grey band indicates the uncertainty due to the limited size of the simulated samples.
The azure band corresponds to the sum in quadrature between the statistical and
experimental systematic uncertainties, while the orange band additionally includes
the theoretical uncertainties affecting the background prediction. (Right) the signal
shape model for the simulated 𝐻 → 𝜇𝜇 sample with 𝑚𝐻 = 125GeV for 𝑔𝑔𝐻-cat4
(red) and 𝑔𝑔𝐻-cat1 (blue) categories.

The theoretical and experimental sources of systematic uncertainty affecting the
expected signal rate in each event category are similar to those described in the
VBF analysis. Experimental uncertainties in the measurement of the muon selec-
tion efficiencies (0.5–1% per category), jet energy scale (1–4% per category) and
resolution (1–6% per category), the modelling of the pileup conditions (0.3–0.8%
per category), the integrated luminosity (about 2.5% per year), and the efficiency
of vetoing 𝑏 quark jets (0.1–0.5% per category) are considered. Theoretical uncer-
tainties in the prediction of the Higgs boson production cross section, decay rate,
and acceptance are also included, corresponding to a total uncertainty in the 𝑔𝑔𝐻
process yield ranging from 6–12% depending on category. Rate uncertainties are
modelled in the signal extraction as nuisance parameters acting on the relative signal
yield with log-normal priors.
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The background contribution in each category is modelled with analytical functions
and is constrained directly by the observed data in the signal-plus-background fit.
The background shape in 𝑚𝜇𝜇 is similar in all categories and arises mainly from
the DY + jets process. The function describing the background in each event
category is defined as the product of a core shape that is common among all event
categories, with parameters correlated across categories, and a polynomial term
(shape modifier) specific to each event category that modulates the core shape.
This background modelling approach is referred to as the core-pdf method. The
core background shape is obtained from an envelope of three distinct functions:
the modified Breit–Wigner (mBW) defined in Eqn. 5.10, a sum of two exponential
functions, and the product of a non-analytical shape derived from the fewz v3.1
generator [132] and a third-order Bernstein polynomial. Each of these functions
contains three freely floating shape parameters. The non-analytical shape derived
from the fewz generator is obtained by simulating DY events at NNLO precision in
QCD corrections and NLO accuracy in EW theory and smoothing out the resulting
𝑚𝜇𝜇 distribution using a spline function [133, 134]. In a given category, each of
the three core functions is modulated by either a third- (𝑔𝑔𝐻-cat1 and 𝑔𝑔𝐻-cat2)
or a second-order polynomial, with parameters uncorrelated across categories. A
discrete profiling method [163] is employed, which treats the choice of the core
function used to model the background as a discrete nuisance parameter in the
signal extraction.

The choice of parametric function for the background model can induce a bias in
the measured signal strength. To estimate the size of this uncertainty, in each event
category, background-only fits to the data are performed using different types of
analytical functions: the modified Breit–Wigner (mBW), a sum of two exponentials,
a sum of two power laws, a Bernstein polynomial, the product between the fewz
spline and a Bernstein polynomial, the product between a Bernstein polynomial and
a BWZ function (Eqn. 5.11) , and the BWZGamma function (Eqn. 5.12).

BWZ(𝑚𝜇𝜇; 𝑎, 𝑚Z, ΓZ) =
Γ𝑍𝑒

𝑎𝑚𝜇𝜇

(𝑚𝜇𝜇 − 𝑚Z)2 + (ΓZ/2)2 , (5.11)

BWZGamma(𝑚𝜇𝜇; 𝑎, 𝑓 , 𝑚Z, ΓZ) = 𝑓 × BWZ(𝑚𝜇𝜇; 𝑎, 𝑚Z, ΓZ) + (1 − 𝑓 ) × 𝑒𝑎𝑚𝜇𝜇

𝑚2
𝜇𝜇

.

(5.12)
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The BWZ function is a Breit–Wigner distribution with an exponential tail. The
BWZGamma function is the sum of a BWZ function and a 1/𝑚2

𝜇𝜇 term, used to
model the Z boson and the photon contributions to the 𝑚𝜇𝜇 spectrum in DY events,
respectively. For the functions including Bernstein polynomials, a Fisher test [11]
is used to determine the maximum order of the polynomials to be considered in
the fit. The chosen functional forms are able to fit the data with a 𝜒2 p-value >
0.05 in all categories. Pseudo-data sets are generated across all event categories
from the post-fit background shapes obtained for each type of function in each
category, and injecting a given number of signal events. Signal-plus-background
fits are performed on the pseudo-data sets using the core-pdf method. The median
difference between the measured and injected signal yields, relative to the post-fit
uncertainty on the signal yields, gives an estimate of the bias due to the choice of
the background model. The measured bias changes the overall uncertainty by less
than 1% in the signal rate, and is therefore neglected.

Figure 5.35 shows the 𝑚𝜇𝜇 distributions after performing a binned maximum-
likelihood fit in each of the 5 𝑔𝑔𝐻 categories. Table 5.4 reports the signal compo-
sition in each 𝑔𝑔𝐻 category as well as the hwhm of the expected signal shape. In
addition, the estimated number of background events, the observation in data, the
S/(S + B), and the S/

√
B ratios computed within the hwhm range around the signal

peak are also listed.

Category Sig. 𝑔𝑔𝐻 VBF V𝐻 + 𝑡𝑡𝐻 hwhm Bkg. S/(S + B) (%) S/
√
B Data

(%) (%) (%) (GeV) in hwhm in hwhm in hwhm in hwhm
gg𝐻-cat1 267.6 93.7 2.9 3.4 2.12 86359 0.20 0.60 86632
gg𝐻-cat2 311.5 93.5 3.4 3.1 1.75 46347 0.46 0.98 46393
gg𝐻-cat3 131.4 93.2 4.0 2.8 1.60 12655 0.70 0.80 12738
gg𝐻-cat4 125.6 91.5 5.5 3.0 1.47 8259 1.03 0.96 8377
gg𝐻-cat5 53.8 83.5 14.3 2.2 1.50 1678 2.16 0.91 1711

Table 5.4: The total expected number of signal events with 𝑀𝐻 = 125.38GeV,
the hwhm of the signal peak, the estimated number of background events and the
observation in data within ±hwhm, and the S/(S + B) and the S/

√
B ratios within

±hwhm, for each of the optimized 𝑔𝑔𝐻 event categories.

5.7.2 VH production
Events considered in the V𝐻 category contain at least two muons passing the
selection requirements listed in Sec. 5.3 and Sec. 5.5. The VH category is required
to be orthogonal to all other categories in the analysis. Events are also required
to have at least one additional lepton (electron or muon), which is expected from
the leptonic decay of the W or Z boson. Electrons and muons are required to pass
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Figure 5.35: Comparison between the observed data and the total background
extracted from a signal-plus-background fit performed across the 𝑔𝑔𝐻 categories.
First row, from left to right: 𝑔𝑔𝐻-cat1, 𝑔𝑔𝐻-cat2, and 𝑔𝑔𝐻-cat3. Second row, from
left to right: 𝑔𝑔𝐻-cat4 and 𝑔𝑔𝐻-cat5. The one (green) and two (yellow) standard
deviation bands include the uncertainties in the background component of the fit.
The lower panel shows the residuals after background subtraction and the red line
indicates the signal with 𝑀𝐻 = 125.38GeV extracted from the fit.

the medium WP of a multivariate discriminant developed to identify and suppress
non-prompt leptons [164], with a selection efficiency of about 90 (85)% per prompt
muon (electron).

Events containing exactly one additional lepton belong to the W𝐻 category. If the
additional lepton is a muon, the two pairs of oppositely charged muons are required
to have 𝑚𝜇𝜇 > 12GeV to suppress background events from quarkonium decays.
Moreover, neither of the two oppositely charged muon pairs can have an invariant
mass consistent with𝑚𝑍 within 10GeV. Finally, at least one of these twomuon pairs
must have 𝑚𝜇𝜇 in the range 110–150GeV. If both 𝑚𝜇𝜇 pairs satisfy this criterion,
the highest-𝑝T pair is considered as the Higgs boson candidate. If the additional
lepton is an electron, the only requirement imposed is that 110 < 𝑚𝜇𝜇 < 150GeV.

The 𝑍𝐻 category targets signal events where the Higgs boson is produced in asso-
ciation with a Z boson that decays to a pair of electrons or muons. Events in the
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𝑍𝐻 category are therefore required to contain four leptons, with a combined lepton
number and electric charge of zero. The invariant mass of each pair of same-flavour
opposite-charge leptons is required to be greater than 12GeV. An event is rejected
if it does not contain exactly one pair of same-flavour and oppositely charged lep-
tons with invariant mass compatible with the Z boson within 10 (20)GeV for muon
(electron) pairs. In addition, each event must contain one oppositely charged muon
pair satisfying 110 < 𝑚𝜇𝜇 < 150GeV. For events with four muons, the muon pair
with 𝑚𝜇𝜇 closer to 𝑚𝑍 is chosen as the Z boson candidate, while the other muon
pair is selected as the Higgs boson candidate. A summary of the selection criteria
applied in the W𝐻 and 𝑍𝐻 production categories is reported in Table 5.5.

Selection W𝐻 leptonic 𝑍𝐻 leptonic
𝜇𝜇𝜇 𝜇𝜇e 4𝜇 2𝜇2e

Number of loose (medium) 𝑏-tagged jets ≤ 1 (0) ≤ 1 (0) ≤ 1 (0) ≤ 1 (0)
N(𝜇) passing id.+iso. 3 2 4 2
N(e) passing id.+iso. 0 1 0 2
Lepton charge

∑
𝑞(ℓ) = ±1

∑
𝑞(ℓ) = 0

Low mass resonance veto 𝑚ℓℓ > 12GeV
N(𝜇+𝜇−) pairs with 110 < 𝑚𝜇𝜇 < 150GeV ≥ 1 1 ≥ 1 1
N(𝜇+𝜇−) pairs with |𝑚𝜇𝜇 − 𝑚𝑍 | < 10GeV| 0 0 1 0
N(e+e−) pairs with |𝑚ee − 𝑚𝑍 | < 20GeV| 0 0 0 1

Table 5.5: Summary of the kinematic selection used to define the W𝐻 and 𝑍𝐻

production categories.

The main backgrounds of the WH category are the WZ (off-shell Z boson decay),
ZZ (one lepton is not reconstructed) and the DY process (with associated lepton
production). The main backgrounds of the ZH category are the ZZ and ggZZ
processes.

5.7.2.1 Multivariate discriminator

Two separate BDT discriminants are trained to discriminate between signal and
background events in the W𝐻 and 𝑍𝐻 categories. The BDT input variables are not
significantly correlated with the𝑚𝜇𝜇 of the Higgs boson candidate. During the BDT
training, weights are applied to the signal events that are inversely proportional to
the per-event uncertainty on the measured 𝑚𝜇𝜇, as described in Section 5.7.1.

The input variables to the W𝐻 category BDT are :
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• 𝑝T 𝜇𝜇 of the Higgs boson candidate, the 𝜂𝜇 of the two muons, and the angular
separation Δ𝑅𝜇𝜇 between them.

• the flavour and the 𝑝T of the additional lepton ℓW.

• Δ𝜂(𝜇𝜇, ℓW), Δ𝜙(𝜇𝜇, ℓW), Δ𝜂(𝜇1, ℓW) and Δ𝜙(𝜇2, ℓW)

• The ®𝐻missT is defined as the negative vector sum of the 𝑝T of all jets in the event
with 𝑝T > 30GeV and |𝜂 | < 4.7. The transverse mass and angular distances
in 𝜙 and 𝜂 of the combined ℓW and ®𝐻missT system are also considered.

The input variables to the 𝑍𝐻 category BDT are :

• the mass 𝑚𝑙𝑙 , 𝑝T(𝑙𝑙) , the 𝜂𝑙𝑙 and the Δ𝑅(𝑙𝑙) of the two leptons from the Z
boson candidate.

• Δ𝜂(𝜇𝜇, 𝑙𝑙) and cos 𝜃𝐶𝑆 (𝜇𝜇, 𝑙𝑙)

• the flavour of the lepton pair associated to the Z boson decay

Figure 5.36 shows the output of the BDT classifiers in the W𝐻 (left) and 𝑍𝐻 (right)
categories. Based on these outputs, events in the W𝐻 category are further divided
into three subcategories termed W𝐻-cat1, W𝐻-cat2, and W𝐻-cat3. Similarly,
events in the 𝑍𝐻 category are divided into two subcategories, labelled 𝑍𝐻-cat1
and 𝑍𝐻-cat2. The boundaries of these categories, defined in terms of the BDT
discriminant and indicated in Fig. 5.36 by black dashed vertical lines, are chosen via
an optimization strategy analogous to that described in Section 5.7.1 for the 𝑔𝑔𝐻
category. In this category, the BWZ function (Eqn. 5.11) is used to estimate the
total background instead of the mBW (Eqn. 5.10).

5.7.2.2 Signal extraction

The systematic uncertainties considered in this analysis are similar to the ggH
category (Section 5.7.1). Figure 5.37 show the 𝑚𝜇𝜇 distributions in the W𝐻 (first
row) and 𝑍𝐻 (second row) event categories. The signal is extracted via a binned
maximum-likelihood fit in each event category, where the signal is modelled with
a DCB function and the background is modelled with the BWZGamma function
in W𝐻-cat1, as defined in Eqn.(5.12) and the BWZ function in the remaining
categories, as defined in Eqn.(5.11). A bias test on the choice of the background
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Figure 5.36: The observed BDT output distribution in the W𝐻 (left) and 𝑍𝐻

(right) categories compared to the prediction from the simulation of various SM
background processes. Signal distributions expected from different production
modes of the 125GeV Higgs boson are overlaid. The description of the ratio panel
is the same as in Fig. 5.34. The dashed vertical lines indicate the boundaries of the
optimized event categories.

modelling function is performed similar to Section 5.7.1.2 and is observed to be
small and is therefore neglected in the signal extraction. Finally, Table 5.6 reports
the signal composition in the W𝐻 and 𝑍𝐻 categories, along with the hwhm of the
expected signal shape. In addition, the estimated number of background events, the
S/(S + B) and S/

√
B ratios, and the observation in data within the hwhm of the

signal peak are also listed.

Category Sig. W𝐻 𝑞𝑞𝑍𝐻 𝑔𝑔𝑍𝐻 𝑡𝑡𝐻 + t𝐻 hwhm Bkg. S/(S + B) (%) S/
√
B Data

(%) (%) (%) (%) (GeV) in hwhm in hwhm in hwhm in hwhm
W𝐻-cat1 0.82 76.2 9.6 1.6 12.6 2.00 32.0 1.54 0.09 34
W𝐻-cat2 1.72 80.1 9.1 1.5 9.3 1.80 23.1 4.50 0.23 27
W𝐻-cat3 1.14 85.7 6.7 1.8 4.8 1.90 5.48 12.6 0.35 4
𝑍𝐻-cat1 0.11 — 82.8 17.2 — 2.07 2.05 3.29 0.05 4
𝑍𝐻-cat2 0.31 — 79.6 20.4 — 1.80 2.19 8.98 0.14 4

Table 5.6: The total expected number of signal events with 𝑚𝐻 = 125.38GeV,
the hwhm of the signal peak, the estimated number of background events and the
observed number of events within ±hwhm, and the S/(S + B) and the S/

√
B ratios

computed within the hwhm of the signal peak for each of the optimized event
categories defined along the W𝐻 and 𝑍𝐻 BDT outputs.

5.7.3 ttH production
The 𝑡𝑡𝐻 process has the smallest cross section among the main Higgs boson pro-
duction modes at the LHC. However, this production mode benefits from the clean
signature provided by the presence of a pair of top quarks. Top quarks decay pre-
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Figure 5.37: Comparison between the observed data and the total background ex-
tracted from a signal-plus-background fit performed across W𝐻 (first row) and 𝑍𝐻
(second row) event categories. First row, from left to right: W𝐻-cat1, W𝐻-cat2,
and W𝐻-cat3. Second row, from left to right: 𝑍𝐻-cat1 and 𝑍𝐻-cat2. The one
(green) and two (yellow) standard deviation bands include the uncertainties in the
background component of the fit. The lower panel shows the residuals after the back-
ground subtraction, where the red line indicates the signal with 𝑚𝐻 = 125.38GeV
extracted from the fit.

dominantly into a 𝑏 quark and a W boson, which then decays either to a lepton
and a neutrino (B(W → ℓ𝜈) ≈ 0.33), or into two quarks (B(W → 𝑞𝑞′) ≈ 0.66).
Therefore, events in the 𝑡𝑡𝐻 category are required to contain at least two jets passing
the looseWP of the DeepCSV algorithm, or at least one jet passing the mediumWP.
This requirement suppresses background processes that do not contain 𝑏 quarks in
their final state, and the dominant backgrounds in this channel are the 𝑡𝑡, DY and
the 𝑡𝑡𝑍 processes.

To target the leptonic decays of the top quark in the 𝑡𝑡𝐻 signal events and increase
the signal selection efficiency, the muon isolation requirement is relaxed to be less
than 40% of the muon 𝑝T, as compared to the baseline event selection detailed
in Section 5.3.2. In addition, the isolation cone size decreases dynamically with
the muon 𝑝T (𝑅 = 0.2 for 𝑝T < 50GeV, 𝑅 = 10/𝑝T for 50 < 𝑝T < 200GeV, and
𝑅 = 0.05 for 𝑝T > 200GeV), following the same approach used in Ref. [165]. The
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isolation requirements for an electron (Sec. 5.3.5) is alsomodified following the same
strategy as for muons, and the magnitude of the transverse and longitudinal electron
track impact parameters must be smaller than 0.05 and 0.1 cm, respectively. To
suppress backgrounds containing non-prompt leptons produced in the decay of heavy
quarks, electrons and muons are rejected when found within Δ𝑅 < 0.4 of a medium
𝑏-tagged jet with 𝑝T > 15GeV. Furthermore, just like the VH category, additonal
electrons and muons are required to pass the medium WP of a multivariate lepton
identification discriminant specifically designed to reject nonprompt leptons [164],
resulting in a selection efficiency of about 90 (85)% per prompt muon (electron).

Events are further divided into two separate categories: 𝑡𝑡𝐻 hadronic and 𝑡𝑡𝐻 lep-
tonic. Eventswith exactly twooppositely chargedmuonswith 110 < 𝑚𝜇𝜇 < 150GeV
and at least three jets in the final state with invariant mass (𝑚 𝑗 𝑗 𝑗 ) between 100 and
300GeV belong to the 𝑡𝑡𝐻 hadronic category. Each jet must have 𝑝T > 25GeV and
|𝜂 | < 4.7. Events with one or two additional leptons in the final state are grouped
in the 𝑡𝑡𝐻 leptonic category, in which at least one of the two top quarks decays
leptonically. An event in the 𝑡𝑡𝐻 leptonic category containing one (two) additional
leptons is further required to have the net sum of the lepton electric charges equal
to one (zero). In the case of events with more than one pair of oppositely charged
muons with 110 < 𝑚𝜇𝜇 < 150GeV, the pair with the largest dimuon 𝑝T is chosen
as the Higgs boson candidate. The invariant mass of each pair of same-flavour
opposite-charge leptons is required to be greater than 12GeV. An event is vetoed
if it contains a pair of oppositely charged electrons or muons with an invariant
mass in the range 81–101GeV, consistent with the decay of an on-shell 𝑍 boson.
A summary of the selection criteria used to define the 𝑡𝑡𝐻 hadronic and leptonic
categories is reported in Table 5.7.

Selection 𝑡𝑡𝐻 hadronic 𝑡𝑡𝐻 leptonic
Number of 𝑏 quark jets > 0 medium or > 1 loose 𝑏-tagged jets
Number of leptons 2 3 or 4
Lepton charge

∑
𝑞(ℓ) = 0 N(ℓ) = 3 (4) → ∑

𝑞(ℓ) = ±1 (0)
Jet multiplicity (𝑝T > 25GeV, |𝜂 | < 4.7) ≥ 3 ≥ 2
Leading jet 𝑝T > 50GeV > 35GeV
Jet triplet mass 100 < 𝑚 𝑗 𝑗 𝑗 < 300GeV —
𝑍 mass veto — |𝑚ℓℓ − 𝑚𝑍 | > 10GeV
Low mass resonance veto — 𝑚ℓℓ > 12GeV

Table 5.7: Summary of the kinematic selections used to define the 𝑡𝑡𝐻 hadronic and
leptonic production categories.
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5.7.3.1 Multivariate discriminator

Two separate BDT-based multivariate discriminants are trained for the 𝑡𝑡𝐻 hadronic
and leptonic categories. The input variables are uncorrelated with 𝑚𝜇𝜇. During the
BDT training, weights are applied to the signal events that are inversely proportional
to the per-event uncertainty on the measured 𝑚𝜇𝜇, as described in Section 5.7.1. A
common set of observables are used as input to the two BDT discriminators which
include:

• 𝑝T(𝜇𝜇), 𝑦𝜇𝜇, 𝜙CS, and cos 𝜃CS.

• the 𝜂 and 𝑝𝜇T/𝑚𝜇𝜇 of the two muons

• 𝑝T and 𝜂 of the three leading jets, the maximum DeepCSV value of jets
(spatially separated from leptons) , the number of jets, and the scalar (vectorial)
𝑝T sum (𝐻T (𝐻missT )) of all identified leptons and jets with |𝜂 | < 2.5.

• 𝑝missT

• the Δ𝜁 variable, which is defined as the projection of the ®𝑝missT on the bisector
of the dimuon system in the transverse plane.

In the 𝑡𝑡𝐻 leptonic category, several additional input variables are used to target
the leptonic top quark decay. These include the 𝜙 separation between the Higgs
boson candidate and the highest-𝑝T additional lepton, the invariant mass formed
by the leading additional lepton and the jet with the highest DeepCSV score, and
the transverse mass formed by the additional lepton and ®𝑝missT in the event. In the
𝑡𝑡𝐻 hadronic category, the resolved hadronic top tagger (RHTT), which combines
a kinematic fit and a BDT-based multivariate discriminant, is used to identify top
quark decays to three resolved jets. The jet triplet with the highest RHTT score is
selected as a hadronic top quark candidate. The corresponding RHTT score is used
as input to the BDT discriminant. Furthermore, the 𝑝T of the top quark candidate
and the 𝑝T balance of the top quark and the muon pair are also considered.

Figure 5.38 shows the output of the BDT discriminant in the 𝑡𝑡𝐻 hadronic (left) and
leptonic (right) categories. The high BDT score region of the 𝑡𝑡𝐻 hadronic category
is enriched in events with large jet multiplicity, where the 𝑡𝑡 and DY background
simulations are known to be mis-modelled. The signal prediction, however, relies
largely on jets from the ME. Since the background prediction is extracted from
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data, the observed differences between data and background simulation do not
affect the fit result. Based on the BDT output, events in the 𝑡𝑡𝐻 leptonic category
are further divided into two subcategories, termed 𝑡𝑡𝐻 lep-cat1 and 𝑡𝑡𝐻 lep-cat2.
Similarly, events in the 𝑡𝑡𝐻 hadronic category are divided into three subcategories
labelled 𝑡𝑡𝐻 had-cat1, 𝑡𝑡𝐻 had-cat2, and 𝑡𝑡𝐻 had-cat3. The BDT score boundaries
of these event categories, indicated in Fig. 5.38 by black dashed vertical lines,
are optimized following the same strategy described in Section 5.7.1 for the 𝑔𝑔𝐻
category. Bernstein polynomials are chosen for the analytical function used to
model the background in the 𝑡𝑡𝐻 had-cat1 and 𝑡𝑡𝐻 had-cat2, while a sum of two
exponentials and a single exponential functions are used in the 𝑡𝑡𝐻 had-cat3 and
𝑡𝑡𝐻 leptonic categories, respectively.
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Figure 5.38: The observed BDT output distribution in the 𝑡𝑡𝐻 hadronic (left) and
leptonic (right) categories compared to the prediction from the simulation of various
SM background processes. The dashed vertical lines indicate the boundaries of the
optimized event categories. The description of the ratio panels is the same as in
Fig. 5.34.

5.7.3.2 Signal extraction

The systematic uncertainties considered here are similar to the 𝑔𝑔𝐻 and 𝑉𝐻 cate-
gories (Sec. 5.7.1 and Sec. 5.7.2). Figure 5.39 shows the 𝑚𝜇𝜇 distributions in the
𝑡𝑡𝐻 hadronic (first row) and leptonic (second row) event categories. The signal is
extracted by performing a binned maximum-likelihood fit to these 𝑚𝜇𝜇 distribu-
tions, where the signal is modelled using the DCB function and the background is
modelled using a second-order Bernstein polynomial or a sum of two exponentials
(single exponential) in the 𝑡𝑡𝐻 hadronic (leptonic) categories. The potential bias due
to the choice of the parametric function used to model the background is estimated
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in a manner similar to the 𝑔𝑔𝐻 analysis (Section 5.7.1.2), and is found to be small.
Table 5.8 reports the signal composition of each 𝑡𝑡𝐻 category, along with the hwhm
of the expected signal shape. In addition, the estimated number of background
events, the observation in data, and the S/(S+B) and S/

√
B ratios within the hwhm

of the signal shape are shown.

Category Sig. 𝑡𝑡𝐻 𝑔𝑔𝐻 V𝐻 t𝐻 VBF+𝑏𝑏𝐻 hwhm Bkg. S/(S + B) (%) S/
√
B Data

(%) (%) (%) (%) (%) (GeV) in hwhm in hwhm in hwhm in hwhm
𝑡𝑡𝐻 had-cat1 6.87 32.3 40.3 17.2 6.2 4.0 1.85 4298 1.07 0.07 4251
𝑡𝑡𝐻 had-cat2 1.62 84.3 3.8 5.6 6.2 — 1.81 82.0 1.32 0.12 89
𝑡𝑡𝐻 had-cat3 1.33 94.0 0.3 1.3 4.2 0.2 1.80 12.3 6.87 0.26 12
𝑡𝑡𝐻 lep-cat1 1.06 85.8 — 4.7 9.5 — 1.92 9.00 7.09 0.22 13
𝑡𝑡𝐻 lep-cat2 0.99 94.7 — 1.0 4.3 — 1.75 2.08 24.5 0.47 4

Table 5.8: The total expected number of signal events with 𝑚𝐻 = 125.38GeV,
the hwhm of the signal peak, the estimated number of background events and the
observed number of events within ±hwhm, and the S/(S + B) and S/

√
B ratios

computed within the hwhm of the signal peak, for each of the optimized event
categories defined along the 𝑡𝑡𝐻 hadronic and leptonic BDT outputs.

5.8 Results
A simultaneous fit is performed across all the event categories, with a single overall
signal strength modifier (𝜇) with a flat prior. Confidence intervals on the signal
strength are estimated using a profile likelihood ratio test statistic, as described
previously in Sec. 5.6.5. Theoretical uncertainties affecting the signal prediction
are correlated among the event categories. Similarly, experimental uncertainties
in the measurement of the integrated luminosity in each year, jet energy scale and
resolution, modelling of the pileup conditions, and selection efficiencies of muons
and electrons are also correlated across categories. Uncertainties in the 𝑏 quark jet
identification are uncorrelated. Because of the different analysis strategy employed
in the VBF category, the acceptance uncertainties from the muon energy scale
and resolution are correlated only among the 𝑔𝑔𝐻, W𝐻, 𝑍𝐻, and 𝑡𝑡𝐻 categories.
Furthermore, their effect on the position and width of the signal peak are assumed
to be uncorrelated across event categories.

The signal and background distributions that were obtained for the VBF category in
Figure 5.33 are interpolated with a spline function in order to obtain a continuous
spectrum that can be summedwith the analytical fit results in the 𝑔𝑔𝐻, W𝐻, 𝑍𝐻, and
𝑡𝑡𝐻 categories (Figs. 5.35, 5.37 and 5.39). Figure 5.40 shows the 𝑚𝜇𝜇 distribution
for the weighted combination of all event categories. The 𝑔𝑔𝐻, V𝐻, and 𝑡𝑡𝐻

categories are weighted proportionally to the corresponding S/(S + B) ratio, where
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Figure 5.39: Comparison between the observed data and the total background
extracted from a signal-plus-background fit performed across 𝑡𝑡𝐻 hadronic (first
row) and leptonic (second row) event categories. First row, from left to right:
𝑡𝑡𝐻 had-cat1, 𝑡𝑡𝐻 had-cat2, and 𝑡𝑡𝐻 had-cat3. Second row, from left to right:
𝑡𝑡𝐻 lep-cat1 and 𝑡𝑡𝐻 lep-cat2. The one (green) and two (yellow) standard deviation
bands include the uncertainties in the background component of the fit. The lower
panel shows the residuals after the background subtraction, where the red line
indicates the signal with 𝑚𝐻 = 125.38GeV extracted from the fit.

S and B are the number of expected signal and background events with mass within
±hwhm of the expected signal peak with𝑚𝐻 = 125.38GeV. The lower panel shows
the residuals after background subtraction, with the best-fit SM signal contribution
with 𝑚𝐻 = 125.38GeV indicated by the red line. An excess of events over the
background-only expectation is observed near 𝑚𝜇𝜇 = 125GeV.

5.8.1 p-values vs 𝑚𝐻 scan
A local p-value (defined in Sec. 5.6.5) vs 𝑚𝐻 scan is also performed for each of the
four categories. In the 𝑔𝑔𝐻, V𝐻, and 𝑡𝑡𝐻 categories, in order to evaluate p-values for
masses different than 125GeV, signalmodels are derived using additional alternative
𝐻 → 𝜇𝜇 signal samples generated with𝑚𝐻 fixed to 120 and 130GeV. Signal shape
parameters and the expected rate for each production mode in each event category
are then interpolated within 120 < 𝑚𝐻 < 130GeV, providing a signal model for any
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Figure 5.40: The 𝑚𝜇𝜇 distribution for the weighted combination of all event cat-
egories. The upper panel is dominated mainly by the 𝑔𝑔𝐻 categories with small
S/(S + B). The lower panel shows the residuals after background subtraction, with
the best-fit SM 𝐻 → 𝜇𝜇 signal contribution with 𝑚𝐻 = 125.38GeV indicated by
the red line.

mass value in the 𝑚𝐻 = 125 ± 5GeV range. A different strategy is employed in the
VBF category since 𝑚𝜇𝜇 is a DNN input variable. By using the mass decorrelated
DNN, a potential signal with mass 𝑚′ different from 125GeV can be extracted by
fitting the data with an alternative set of signal and background templates, obtained
by fixing 𝑚𝐻 = 𝑚′ during the DNN evaluation and adjusting the expected signal
yields by the corresponding differences in the production cross section and decay
rate. This procedure is also applied to the data, yielding for each value of 𝑚′, a
different observed DNN distribution. Figure 5.41 (left) shows the observed local p-
value for the combined fit and for each individual production category as a function
of𝑚𝐻 in a 5GeVwindow around the expectedHiggs bosonmass. Figure 5.41 (right)
shows the expected p-values computed for the combined fit and for each production
category on an Asimov data set [151] generated from the background expectation
obtained from the signal-plus-background fit injecting a signal at𝑚𝐻 = 125.38GeV.
The solid markers indicate the mass points for which the observed p-values are
computed. Throughout the explored mass range, 120 < 𝑚𝐻 < 130GeV, the VBF
category has the highest expected sensitivity to 𝐻 → 𝜇𝜇 decays, followed by the
𝑔𝑔𝐻, 𝑡𝑡𝐻, and V𝐻 categories, respectively. The observed (expected for 𝜇 = 1)
significance at 𝑚𝐻 = 125.38GeV of the incompatibility with the background-only
hypothesis is 3.0 (2.5) 𝜎. Fluctuations in the observed p-value of the VBF category
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and for the combined fit are due to the nature of the signal extraction fit used
in the VBF analysis. When evaluating the DNN for each tested mass point, event
migrations in data between neighbouring bins in the high score DNN region produce
discrete variations in the observed p-value.
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Figure 5.41: p-value vs𝑚𝐻 scan. (Left) observed local p-values as a function of𝑚𝐻 ,
extracted from the combined fit as well as from each individual production category,
are shown. (Right) the expected p-values are calculated using the background
expectation obtained from the signal-plus-background fit and injecting a signal with
𝑚𝐻 = 125.38GeV and 𝜇 = 1.

5.8.2 Limits on signal strength and 𝐻 → 𝜇𝜇 branching ratio
The observed (expected for 𝜇 = 0) upper limit on 𝜇 at 95%CL for𝑚𝐻 = 125.38GeV
is 1.9 (0.8). The best-fit signal strength for theHiggs bosonwithmass of 125.38GeV,
and the corresponding 68% CL interval, is 𝜇̂ = 1.19 +0.41

−0.39 (stat)
+0.17
−0.16 (syst). The sta-

tistical component of the post-fit uncertainty is obtained by performing a likelihood
scan as a function of 𝜇 in which systematic uncertainties are removed. The system-
atic uncertainty component is then taken as the difference in quadrature between the
total and the statistical uncertainties. The individual contributions to the uncertainty
in the measured signal strength from experimental uncertainties, the limited size of
the simulated samples, and theory uncertainties are also evaluated following a simi-
lar procedure. The individual uncertainty components are summarized in Table 5.9,
and the dominating uncertainty is the data statistics. Assuming SM production cross
sections for the various modes, the 𝐻 → 𝜇𝜇 branching fraction is constrained at
95% CL to be within 0.8 × 10−4 < B(𝐻 → 𝜇𝜇) < 4.5 × 10−4.

Figure 5.42 (left) reports a summary of the best-fit values for the signal strength
and the corresponding 68% CL intervals obtained from a profile likelihood scan
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in each production category. A likelihood scan is performed in which the four
main Higgs boson production mechanisms are associated to either fermion (𝑔𝑔𝐻
and 𝑡𝑡𝐻) or vector boson (VBF and V𝐻) couplings. Two signal strength modifiers,
denoted as 𝜇𝑔𝑔𝐻,𝑡𝑡𝐻 and 𝜇VBF,V𝐻 , are varied independently as unconstrained pa-
rameters in the fit. Figure 5.42 (right) shows the 1𝜎 and 2𝜎 contours, computed
as variations around the likelihood maximum for 𝑚𝐻 = 125.38GeV, for the signal
strengthmodifiers 𝜇𝑔𝑔𝐻,𝑡𝑡𝐻 and 𝜇VBF,V𝐻 . The best-fit values for these parameters are
𝜇̂𝑔𝑔𝐻,𝑡𝑡𝐻 = 0.66+0.67

−0.66 and 𝜇̂VBF,V𝐻 = 1.84+0.89
−0.77, consistent with the SM expectation.

Uncertainty source Δ𝜇

Total uncertainty +0.44 −0.42
Statistical uncertainty +0.41 −0.39
Total systematic uncertainty +0.17 −0.16
Size of simulated samples +0.07 −0.06
Total experimental uncertainty +0.12 −0.10
Total theoretical uncertainty +0.10 −0.11

Table 5.9: Major sources of uncertainty in the measurement of the signal strength
𝜇 and their impact. The total post-fit uncertainty on 𝜇 is separated into four
components: statistical, size of the simulated samples, experimental, and theoretical.
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Figure 5.42: Results on the𝐻 → 𝜇𝜇 signal strength. (Left) signal strengthmodifiers
measured for 𝑚𝐻 = 125.38GeV in each production category (black points) are
compared to the result of the combined fit (solid red line) and the SM expectation
(dashed grey line). (Right) scan of the profiled likelihood ratio as a function of
𝜇𝑔𝑔𝐻,𝑡𝑡𝐻 and 𝜇VBF,V𝐻 with the corresponding 1𝜎 and 2𝜎 uncertainty contours. The
black cross indicates the best-fit values ( 𝜇̂𝑔𝑔𝐻,𝑡𝑡𝐻 , 𝜇̂VBF,V𝐻) = (0.66, 1.84), while
the red circle represents the SM expectation.
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5.8.3 Combination with CMS Run 1 results
The Run 2 analysis is combined with the 7+8TeV search from CMS [166], using
updated values for the Higgs boson production cross sections and the branching
ratios as reported in Ref. [40]. Systematic uncertainties on the inclusive signal
production cross sections and B(𝐻 → 𝜇𝜇) are correlated across the 7, 8, and
13 TeVanalyses. Experimental uncertainties affecting themeasured properties of the
various physics objects (muons, electrons, jets, and 𝑏 quark jets), the measurement
of the integrated luminosity, and the modelling of the pileup conditions are assumed
to be uncorrelated between the 7+8 and 13TeV analyses. The combination improves
upon the 13 TeV result by about 1%. Table 5.10 reports the observed and expected
significances over the background-only expectation at 𝑚𝐻 = 125.38GeV and the
95% CL upper limits on 𝜇 in each production category as well as for the 13 TeV and
the 7+8+13TeV combined fits. Figure 5.43 shows the observed (solid black) and
the expected (dashed black) local p-values derived from the 7+8+13TeV combined
fit as a function of 𝑚𝐻 in a 5GeV window around the expected Higgs boson mass,
using the same strategy as described in Sec. 5.8.1.

Production category Observed (expected) Significance Observed (expected) UL on 𝜇
VBF 2.40 (1.77) 2.57 (1.22)
𝑔𝑔𝐻 0.99 (1.56) 1.77 (1.28)
𝑡𝑡𝐻 1.20 (0.54) 6.48 (4.20)
V𝐻 2.02 (0.42) 10.8 (5.13)
Combined

√
𝑠 = 13 TeV 2.95 (2.46) 1.94 (0.82)

Combined
√
𝑠 = 7, 8, 13TeV 2.98 (2.48) 1.93 (0.81)

Table 5.10: Observed and expected significances for the incompatibility with the
background-only hypothesis for 𝑚𝐻 = 125.38GeV and the corresponding 95% CL
upper limits on 𝜇 (in absence of 𝐻 → 𝜇𝜇 decays) for each production category as
well as for the 13 TeV and the 7+8+13TeV combined fits.

5.8.4 Higgs couplings to muons
The signal strength measured in the 𝐻 → 𝜇𝜇 analysis cannot be translated directly
into a measurement of the Higgs boson coupling to muons because it is also sensitive
to the interactions between the Higgs boson and the top quark/vector bosons. We
combined the results of our search with those presented in Ref. [167], to obtain
constraints on the Higgs couplings to SM particles.

Under the assumption that there are no BSM particles contributing to the Higgs
boson natural width, the Higgs boson production and decay rates in each category
are expressed in terms of coupling modifiers within the so-called 𝜅-framework [168,
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Figure 5.43: Observed (solid black) and expected (dashed black) local p-values as
a function of 𝑚𝐻 , extracted from the combined fit performed on data recorded at√
𝑠 = 7, 8, and 13 TeV, are shown. The expected p-values are calculated using the
background expectation obtained from the signal-plus-background fit and injecting
a signal with 𝑚𝐻 = 125.38GeV and 𝜇 = 1.

169]. We will define 𝜅𝑖 = 𝑦𝑖/𝑦𝑆𝑀𝑖 , where 𝑦𝑖 is the coupling strength of a SM particle
𝑖 to the Higgs boson, as observed experimentally and 𝑦𝑆𝑀

𝑖
is the coupling strength

predicted by the SM. Six free coupling parameters are introduced in the likelihood
(𝜅W, 𝜅𝑍 , 𝜅t, 𝜅𝜏, 𝜅𝑏, and 𝜅𝜇) and are extracted from a simultaneous fit across all
categories. The coupling modifiers are allowed to float freely and modify both
the Higgs boson production cross sections and decay rates, with the constraint of
keeping the total Higgs boson width fixed to the SM value.

Figure 5.44 (left) shows the observed profile likelihood ratio as a function of 𝜅𝜇
for 𝑚𝐻 = 125.38GeV. The corresponding 68% and 95% CL intervals for the 𝜅𝜇
parameter are 0.91 < 𝜅𝜇 < 1.34 and 0.65 < 𝜅𝜇 < 1.53, respectively. The best-fit
values for the various coupling parameters are compatible with the SM prediction,
as can be seen in Figure 5.44 (right).

5.9 Future of 𝐻 → 𝜇𝜇

For HL-LHC, the CMS detector will install a new upgraded tracker system with
an extended coverage up to |𝜂 | = 2.8, which will improve the mass resolution of
a reconstructed muon pair by a factor of 2, as shown in Fig. 5.45 (left) [170].
The muon spectrometers will also be upgraded [171], and the combined tracker +
muon chamber coverage will extend up to |𝜂 | = 4.0. The increased acceptance of
muons and improvement in muon 𝑝T resolution will be a key factor in improving
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Figure 5.44: Higgs boson coupling modifiers. (Left) observed profile likelihood
ratio as a function of 𝜅𝜇 for 𝑚𝐻 = 125.38GeV, obtained from a combined fit with
Ref. [167] in the 𝜅-framework model. The best-fit value for 𝜅𝜇 is 1.13 and the
corresponding observed 68% CL interval is 0.91 < 𝜅𝜇 < 1.34. (Right) the best-fit
estimates for the coupling parameters compared to their corresponding prediction
from the SM, as function of the particle mass. The error bars represent 68% CL
intervals for the measured parameters. The lower panel shows the ratios of the
measured coupling modifiers values to their SM predictions.

the 𝐻 → 𝜇𝜇 analysis sensitivity for HL-LHC. Additionally, the existing ECAL
and HCAL detectors will be replaced with a new high granularity calorimeter
(HGCAL) [172], which will greatly help with the reconstruction of VBF category
jets, due to improved jet-energy-resolution and rejection of pileup jets in the endcap
and forward regions of the detector.

A combined ATLAS + CMS projection on the 𝐻 → 𝜇𝜇 search at the HL-LHC was
studied in Ref. [173]. The 𝐻 → 𝜇𝜇 process is expected to be discovered at the
HL-LHC (5 𝜎 excess), and 𝜅𝜇 is expected to be measured with a total uncertainty
of 4%, as shown in Fig. 5.45 (right).
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Figure 5.45: HL-LHCprojection for𝐻 → 𝜇𝜇 channel. (Left) The di-muon invariant
mass distribution for𝐻 → 𝜇𝜇 decays for muons in the central region, simulated with
the Phase-2 CMS detector [170]. (Right) Summary plot showing the total expected
±1𝜎 uncertainties on the coupling modifier parameters from the combination of
ATLAS and CMS measurements at the HL-LHC. For each measurement, the total
uncertainty is indicated by a grey box while the statistical, experimental and theory
uncertainties are indicated by a blue, green and red line, respectively. 𝜅𝜇 is expected
to be measured with a total uncertainty of 4% [173].
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C h a p t e r 6

NONRESONANT PAIR PRODUCTION OF HIGHLY
ENERGETIC HIGGS BOSONS DECAYING TO

BOTTOM QUARKS

6.1 Introduction
The Higgs boson pair production (𝐻𝐻) in the SM provides unique sensitivity to
explore the structure of the Higgs potential. Measurements of its production cross
section allow us to directly access the tri-linear Higgs self coupling, 𝜆𝐻𝐻𝐻 , and also
the quartic coupling between two Higgs bosons and two vector bosons, known as
𝑐2𝑉 . The value of 𝜆𝐻𝐻𝐻 is calculated from the SM as

𝜆 =
𝑚2

𝐻

2v2 ≈ 0.13, (6.1)

where v is the Higgs v.e.v. (∼246 GeV). As mentioned in Sec. 2.4.2, the dominant
𝐻𝐻 production happens via the gluon fusion process, and the second most common
production mode is the vector boson fusion process. The 𝐻𝐻 production cross
section (∼32 fb at 13 TeV) is roughly 3 orders of magnitude smaller than the single
Higgs production (∼55 pb at 13 TeV), and is therefore a much more difficult process
to measure.

The two leading-order diagrams of the gluon fusion production (Fig. 2.4), are known
as the box (left) and triangle (right) diagrams. The triangle diagram depends on
the 𝜆𝐻𝐻𝐻 , and also on the top-quark Yukawa coupling (𝑦𝑡) through a top-quark
loop. The box diagram only depends on 𝑦𝑡 , and therefore, when the mass of the
Higgs pair (𝑚𝐻𝐻) exceeds two times the top mass threshold (2𝑚𝑡 ≈ 350 GeV), the
𝐻𝐻 production probability increases, as can be seen from Fig 6.1. It decreases
eventually due to the decreasing probability of finding two high momentum gluons
inside the protons. In the SM, the box and triangle diagrams interfere destructively,
which makes the 𝑔𝑔𝐻𝐻 cross section even smaller. The overall 𝑚𝐻𝐻 distribution
peaks near 400 GeV, a very important feature that we will come back to later in this
chapter.

To investigate the effect of deviations of the interaction strengths from their SM
values, without assuming any particular BSM model, we will express them within
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Figure 6.1: In the SM, the box (blue dashed line) and triangle diagram (red dashed
line) for the 𝑔𝑔𝐻𝐻 process interfere destructively. The dependence of the interfer-
ence term as a function of 𝑚𝐻𝐻 is shown with the green dashed line. This results in
a smaller overall cross-section for the 𝑔𝑔𝐻𝐻 process, as shown by the black solid
line [174].

the 𝜅-framework [168, 169]. In the subsequent sections, we will use 𝜅𝜆 = 𝜆/𝜆SM and
𝜅𝑡 = 𝑦𝑡/𝑦SM𝑡 . 𝜅𝑡 has been measured to be consistent with the SM [112, 175]. The
effect of having a 𝜅𝜆 very different from the SM can be understood from Fig. 6.2.
For large values of |𝜅𝜆 | ( > 1), the kinematic peak in the 𝑚𝐻𝐻 distribution shifts
from 400 GeV to 270 GeV. In this region, the triangle diagram dominates over the
box diagram, and the Higgs boson in the propagator of 𝑔𝑔 → 𝐻∗ → 𝐻𝐻 is off-shell
and barely above 2𝑚𝐻 (≈ 250 GeV). These differences in shape can be used to put
strong constraints on the allowed values of 𝜅𝜆

The VBF or qq𝐻𝐻 production cross section can be parametrized as a function of
both the VVH coupling (𝑐𝑉 ) and the VVHH coupling (𝑐2𝑉 ), as shown in Fig. 2.5.
In the subsequent sections, we will use 𝜅2𝑉 = 𝑐2𝑉/𝑐SM2𝑉 and 𝜅𝑉 = 𝑐𝑉/𝑐

SM
𝑉
. For small

values of 𝜅2𝑉 , the 𝑞𝑞𝐻𝐻 production cross section increases and leads to a harder
𝑚𝐻𝐻 spectrum, as shown in Fig. 6.3.

The ATLAS and CMS Collaborations have performed studies of Higgs boson pair
production at

√
𝑠 = 7, 8, and 13 TeV in the 𝑏𝑏𝛾𝛾 [58, 178–180], 𝑏𝑏𝜏+𝜏− [59, 181,

182], 𝑏𝑏𝑏𝑏 [57, 183–187], 𝑏𝑏𝑉𝑉 [188–191] channels, as well as combinations
of channels [192–194]. For the non-resonant 𝐻𝐻 production, the current best
observed (expected) 95% CL upper limit on the cross section corresponds to 3.1
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Figure 6.2: The 𝑚𝐻𝐻 spectra for different values of 𝜅𝜆 [176].

Figure 6.3: The 𝑚𝐻𝐻 spectra for different values of 𝜅2𝑉 [177].

(3.1) × SM [193]. The current best observed (expected) 95% CL constraints on the
self-coupling modifier are: −1.0 < 𝜅𝜆 < 6.6 (−1.2 < 𝜅𝜆 < 7.2) [193].

This analysis searches for the nonresonant 𝐻𝐻 production in the 𝑏𝑏𝑏𝑏 decay mode
where both Higgs bosons decay to two 𝑏 quarks [26]. Despite having the highest
branching ratio amongst all possible 𝐻𝐻 decays (B(𝐻𝐻 → 𝑏𝑏𝑏𝑏) ≈ 33.9%), this
decay channel is traditionally dominated by a large QCD multi-jet background and
offers a poor decay channel resolution. We target the phase space where both the
Higgs bosons have a high transverse momentum (𝑝T > 300GeV), otherwise known
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as the boosted regime. In this region, the two 𝑏 quarks that decay from each 𝐻 are
sufficiently close together geometrically that they merge into a single large-radius
jet. One can then exploit fat-jet sub-structures to obtain a better 𝑆/𝐵 in this decay
channel. Recall that for 𝜅𝜆 values close to 1, most of the 𝐻𝐻 signal is populated
around 𝑚𝐻𝐻 = 400 GeV. Therefore, boosted searches like this one have a good
sensitivity to SM-like phase space of 𝜅𝜆. Additionally, small values of 𝜅2𝑉 leads
to a harder 𝑚𝐻𝐻 spectrum, and thus boosted searches also have a good sensitivity
to BSM scenarios with small 𝜅2𝑉 values. This chapter will be mainly focused on
the 𝑔𝑔𝐻𝐻 analysis, and will give a brief overview of the 𝑞𝑞𝐻𝐻 analysis. The
combination of the 𝑔𝑔𝐻𝐻 and qq𝐻𝐻 analysis is discussed in Sec. 6.6.

To identify these merged Higgs candidates, we use a graph neural network (GNN)
based 𝐻 → 𝑏𝑏 classifier called ParticleNet [195], explained in more details in
Sec. 6.3.4.2. Although the tagger was developed originally for single merged
𝐻 → 𝑏𝑏 jet identification, it is significantly more powerful for identifying 𝐻𝐻

→ 𝑏𝑏𝑏𝑏 production, as the requirement for at least one of the Higgs bosons to
be produced with a large transverse momentum automatically boosts the transverse
momentum of the second Higgs boson. As a result, while the acceptance for the
first 𝐻 to have 𝑝T > 250GeV is only 11%, the acceptance for the second 𝐻 to
have a similarly high 𝑝T is large (around 50%). This can be seen from the right
plot in Figure 6.4, where we observe that the truth level 𝑝T of the second 𝐻 peaks
above 250GeV, if the 𝑝T of the first truth level 𝐻 is required to be above 250GeV.
Therefore, the requirement for the second 𝐻 to be successfully tagged as a single
large radius 𝐻 → 𝑏𝑏 jet achieves about 103 background suppression without paying
the price of the percent level acceptance.

6.2 Datasets and simulated samples
6.2.1 Datasets
This search uses the pp collision data collected by the CMS detector during the
data taking years 2016 (36.33 fb−1), 2017 (41.48 fb−1), and 2018 (59.830 fb−1),
corresponding to a total integrated luminosity of 138 fb−1. A combination of
several trigger algorithms is used, all requiring the total hadronic transverse energy
in the event (𝐻T) or jet 𝑝T to be above a given threshold, and/or a combination of
b-tagging requirements. In addition, some triggers also have a minimum threshold
on the jet mass after removing the remnants of soft radiation [196] (to reduce the
𝐻T or 𝑝T thresholds). The trigger efficiency varies between 10-95% for jets with
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Figure 6.4: Truth level Higgs 𝑝T distributions in the 𝐻𝐻 signal. (Left) The 𝑝T
distribution of the first Higgs boson in the 𝐻𝐻 signal. (Right) The 𝑝T distribution
of the second Higgs boson after requiring 𝑝T > 250GeV for the first Higgs boson.

300 < 𝑝T < 450GeV and is fully efficient for jets with 𝑝T > 500GeV. The trigger
efficiency measurement is explained in details in 6.4.3.1.

6.2.2 Simulation overview
The processes considered in this analysis have been simulated using either the Mad-
Graph5_amc@nlo 2.6.5 [120] or the powheg 2.0 [197–205] generators. Parton
showering, hadronization, and the underlying event aremodeled by pythia 8.205 [206]
with parameters set by the CUETP8M1 [123] and CP5 tunes [207] used for samples
simulating the 2016 and 2017–2018 conditions, respectively. The NNPDF 3.0 [127]
and 3.1 [128] parton distribution functions (PDFs) are used in the generation of all
simulated samples. The Geant4 [93] package is used to model the response of the
CMS detector, and simulated minimum bias interactions are mixed with the hard
interactions in simulated events to model additional pp interactions within the same
or nearby bunch crossings (pileup). The simulated events are weighted to match the
pileup distribution measured in data.

6.2.2.1 Signal simulation

Simulated samples for the ggF process are generated at next-to-leading order (NLO)
accuracy using powheg 2.0, and corrected as a function of HH mass (𝑚𝐻𝐻) based
on Ref. [208]. The VBF 𝐻𝐻 samples are generated at leading order (LO) accuracy
usingMadGraph5_amc@nlo. A range of samples corresponding to different com-
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binations of the 𝜅𝑉 , 𝜅2𝑉 , and 𝜅𝜆 couplings are generated (see Table 6.1). Samples for
other coupling combinations are constructed as linear combinations of the original
generated samples by applying appropriate event weights as described in Ref. [57].

Process 𝜎 × B(𝐻𝐻 → 𝑏𝑏𝑏𝑏) [fb]

ggHH SM (𝜅𝜆 =1) 10.53
ggHH BSM (𝜅𝜆 =0) 23.64
ggHH BSM (𝜅𝜆 =2.45) 4.46
ggHH BSM (𝜅𝜆 =5) 31.10

VBF HH SM (𝜅𝜆 =1, 𝜅𝑉 =1, 𝜅2𝑉 =1) 0.585
VBF HH BSM (𝜅𝜆 =1, 𝜅𝑉 =1, 𝜅2𝑉 =0) 9.169
VBF HH BSM (𝜅𝜆 =1, 𝜅𝑉 =1, 𝜅2𝑉 =2) 4.823
VBF HH BSM (𝜅𝜆 =0, 𝜅𝑉 =1, 𝜅2𝑉 =1) 1.558
VBF HH BSM (𝜅𝜆 =2, 𝜅𝑉 =1, 𝜅2𝑉 =1) 0.482
VBF HH BSM (𝜅𝜆 =1, 𝜅𝑉 =0.5, 𝜅2𝑉 =1) 3.656
VBF HH BSM (𝜅𝜆 =1, 𝜅𝑉 =1.5, 𝜅2𝑉 =1) 22.412

Table 6.1: Summary of various 𝐻𝐻 signal simulation samples used. The cross
sections reported include the branching fraction of 𝐻𝐻 → 𝑏𝑏𝑏𝑏.

The ggF samples are normalized to the NNLO cross sections [41–43, 45–47, 209,
210] corresponding to the coupling values considered. The VBF sample with SM
couplings is normalized to the N3LO cross section [51], and the same N3LO/LO
correction is applied to the VBF samples with modified couplings.

6.2.2.2 Background simulation

Samples for 𝑡𝑡 background process are generated atNLOaccuracy using powhegv2.0
[197–199, 211, 212] with the FxFx jet matching and merging scheme [126], and
normalized to the theoretical cross section calculated at NNLO precision using
Top++ v2.0 [213]. The differential 𝑡𝑡 cross section as a function of the top quark
𝑝T is corrected to the NNLO QCD + NLO electroweak accuracy [214]. Samples
for other background processes, such as the QCD multijet process, single top quark,
𝑍 and W single-boson and diboson production processes, as well as single Higgs
boson production in all relevant production modes, are also generated.

6.3 Physics objects
The main physics objects used in this analysis are two large radius jets and their
associated 𝐻 → 𝑏𝑏 taggers. We additionally use muons and electrons to derive



136

certain corrections to the top quark background in the semi-leptonic top control
regions. Small radius jets are used to identify VBF jets that are used to explicitly
exclude events selected by the qq𝐻𝐻 analysis.

6.3.1 Muons
Muons used in this analysis are reconstructed using the tight ID (see Sec. 5.3.2) and
satisfy certain relative isolation conditions, called “mini-isolation”, first suggested
in Ref. [215]. When jets are boosted, their decay products are highly collimated, and
the chance of accidental overlap from leptons or other jets/pile-up is lower. In a two-
body decay of a massive particle with mass M and large 𝑝T, the angular separation
of the daughter particles scales as Δ𝑅 ≈ 2𝑀/𝑝T. One can then define lepton
𝑝T-dependent cone sizes to remove overlaps between b-jets and leptons originating
from a boosted top quark. We define the cone size 𝑅𝑚𝑖𝑛𝑖−𝑖𝑠𝑜 as:

𝑅𝑚𝑖𝑛𝑖−𝑖𝑠𝑜 =


0.2, 𝑝𝑙T < 50GeV

10/𝑝𝑙T, 50GeV < 𝑝𝑙T < 200GeV

0.05, 𝑝𝑙T > 200GeV.

(6.2)

Relative mini-isolation, 𝐼𝑚𝑖𝑛𝑖
𝑟𝑒𝑙
, is then defined as the transverse energy of particles

(with a 𝛿𝛽 correction, as described in Sec. 5.3.2) in a cone of radius 𝑅𝑚𝑖𝑛𝑖−𝑖𝑠𝑜

around the lepton, divided by the lepton 𝑝T. We require muon candidates to have
𝐼𝑚𝑖𝑛𝑖
𝑟𝑒𝑙

< 0.2, 𝑝T > 50GeV and |𝜂 | < 2.4.

6.3.2 Electrons
Electron candidates used in this analysis are reconstructed as described in Sec. 5.3.5.
We impose mini-isolation (see Sec. 6.3.1) requirements on the electron as 𝐼𝑚𝑖𝑛𝑖

𝑟𝑒𝑙
<

0.2. Electrons are required to have 𝑝T > 50GeV and |𝜂 | < 2.5 .

6.3.3 AK4 jets
AK4 jets are small radius jets with cone size R=0.4, and have been previously
described in Sec. 5.3.3. In order to remain orthogonal to the VBF 𝐻𝐻 analysis,
we use the AK4 jets to identify and veto VBF signal events. The selected jets are
required to have 𝑝T > 25 GeV and |𝜂 | < 4.7.
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6.3.4 AK8 jets
The large radius jets used in this analysis are reconstructed by clustering PF candi-
dates with the anti-𝑘T algorithm [90], using a distance parameter of 𝑅 = 0.8, and are
called AK8 jets. The PUPPI algorithm [216] is used to correct for pileup contribu-
tions to the jet. Certain quality requirements are imposed on the jets to suppress the
contamination from pileup jets and mis-reconstructed jets due to detector noise in
the fiducial region beyond the coverage of the tracker. Corrections to the measured
jet energies are applied according to the description in Sec. 5.3.3. The jet mass
scale and jet mass resolution corrections for this analysis are derived in a boosted
semi-leptonic top control region, using a muon as a "tag" object to select suitable
events. The AK8 jet in the opposite hemisphere (representing a top/W jet) is then
used as a "probe" object to derive correction factors as data-to-simulation ratios.

We select AK8 jets with 𝑝T > 300GeV, and |𝜂 | < 2.4. For an AK8 jet resulting
from a boosted 𝐻 → 𝑏𝑏 decay, we expect the jet to have a two-prong sub-structure.
We will exploit this feature and use certain special jet sub-structure identifiers to tag
our AK8 jets, as discussed in the next few sub-sections.

6.3.4.1 Soft-drop mass

The soft-drop algorithm [217] is a procedure to remove soft and wide-angled radia-
tion from a jet. This helps to remove contamination from initial state radiation (ISR),
underlying event (UE) and pile-up. The procedure employed is as follows: the last
step of a jet clustering process is undone, resulting in two separate jet constituents.
The softer constituent is discarded from the jet if the following condition fails:

𝑚𝑖𝑛(𝑝1
T, 𝑝

2
T)

𝑝1
T + 𝑝2

T
= 𝑧𝑐𝑢𝑡

(
Δ𝑅12

𝑅𝑜

) 𝛽
. (6.3)

Here, 𝑅𝑜 is the jet radius, 𝑝𝑖T are the transverse momenta of the two jet constituents,
Δ𝑅12 is the angular separation between the two constituents in the 𝜂 − 𝜙 plane,
and 𝛽 is an angular exponent. If the softer constituent gets dropped, the remaining
jet constituent is again de-clustered into two separate constituents. This process is
repeated recursively, until no further de-clustering is possible.

For this analysis, we use the “modified mass drop tagger” [218] approach, with
angular exponent 𝛽 = 0, soft cutoff threshold 𝑧 < 0.1, and characteristic radius
𝑅𝑜 = 0.8. This grooming process is known to improve the jet mass resolution, and
hence we will use the "soft-drop mass" or 𝑚𝑆𝐷 of an AK8 jet in our analysis.
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6.3.4.2 ParticleNet Xbb tagger

The most crucial feature of the 𝐻𝐻 → 𝑏𝑏𝑏𝑏 search is the efficient reconstruction
of 𝐻 → 𝑏𝑏 jet, and achieving good rejection of fake jets originating from light
quarks (u, d, s, c) and gluons. b-jet identification relies on the large lifetime of B
hadrons (∼ 150 ps), which results in a displaced secondary vertex and displaced
tracks inside the jet, and possibly non-isolated electrons and muons (see Fig. 6.5).

Figure 6.5: The hadronization of a b quark results in a B meson, which travels
𝑂 (∼ 𝑚𝑚) before decaying, resulting in a displaced secondary vertex (SV) inside
the jet. This feature is exploited for b-jet tagging.

This is one of the first CMS searches that selects AK8 jets originating from a
𝐻 → 𝑏𝑏 decay, using the novel ParticleNet jet tagger [195, 219]. The ParticleNet
tagger is a dynamic graph convolutional neural network [220] trained to classify jets
according to their flavour type. Compared to the previous state-of-the-art jet tagging
algorithms, like DeepAK8 tagger [221], ParticleNet relies on a highly sophisticated
jet representation and network architecture. The ParticleNet algorithm treats a jet as
an unordered set (permutation-invariant) of its constituents ("particle cloud"). This
technique provides a natural representation of the jet , unlike other algorithms that
treat jets as images or particles ordered by their 𝑝T. The graph network architecture
allows the algorithm to efficiently explore the correlations between the various jet
constituents. Particle-flow candidates and secondary vertices within the jet cone are
used as inputs to the algorithm. These input variables are detailed in Table 6.2.

The ParticleNet algorithm has two versions:

• the "nominal" version is designed for maximum performance but may intro-
duce sculpting in the mass spectrum of the background jets,
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Table 6.2: Input variables of each jet used by the ParticleNet tagger are the con-
stituent particle-flow candidates and secondary vertices (SV). The track-based vari-
ables are only defined for charged particles, and a value of 0 is assigned to neutral
particles.

Variable Definition
For particle-flow candidates.

log 𝑝T logarithm of the particle’s 𝑝T
log 𝐸 logarithm of the particle’s energy
Δ𝜂(jet) difference in pseudorapidity between the particle and the jet axis
Δ𝜙(jet) difference in azimuthal angle between the particle and the jet axis
|𝜂 | absolute value of the particle’s pseudorapidity
𝑞 electric charge of the particle
pvAssociationQuality flag related to the association of the track to the primary vertices
lostInnerHits quality flag of the track related to missing hits on the pixel layers
𝜒2/𝑑𝑜 𝑓 𝜒2 value of the trajectory fit normalized to the number of degrees of freedom
qualityMask quality flag of the track
𝑑𝑧 longitudinal impact parameter of the track
𝑑𝑧/𝜎𝑑𝑧 significance of the longitudinal impact parameter
𝑑𝑥𝑦 transverse impact parameter of the track
𝑑𝑥𝑦/𝜎𝑑𝑥𝑦 significance of the transverse impact parameter
𝜂rel pseudorapidity of the track relative to the jet axis
𝑝T,rel ratio track momentum perpendicular to the jet axis, divided by the magnitude of the track momentum
𝑝par,rel ratio track momentum parallel to the jet axis divided by the magnitude of the track momentum
𝑑3D signed 3D impact parameter of the track
𝑑3D/𝜎3D signed 3D impact parameter significance of the track
trackDistance distance between the track and the jet axis at their point of closest approach

For Secondary Vertices (SVs) within the jet cone.
log 𝑝T logarithm of the SV’s 𝑝T
𝑚SV mass of the SV
Δ𝜂(jet) difference in pseudorapidity between the SV and the jet axis
Δ𝜙(jet) difference in azimuthal angle between the SV and the jet axis
|𝜂 | absolute value of the SV’s pseudorapidity
𝑁tracks number of tracks associated with the SV
𝜒2/𝑑𝑜 𝑓 𝜒2 value of the SV fit normalized to the number of degrees of freedom
𝑑2D signed 2D impact parameter (i.e., in the transverse plane) of the SV
𝑑2D/𝜎2D signed 2D impact parameter significance of the SV
𝑑3D signed 3D impact parameter of the SV
𝑑3D/𝜎3D signed 3D impact parameter significance of the SV

• the "mass decorrelated" (MD) version which is designed to be largely decor-
related with respect to the mass of a jet, at the cost of slight degradation in the
discrimination power.

To train themass decorrelated tagger [219], the same inputs and network architecture
as the nominal ParticleNet algorithm are used. Dedicated simulation samples were
used as follows:

• Signal : Lorentz-boosted spin-0 particles (X), with a flat mass spectrum
between 15 to 250 GeV, and subsequently decaying to a pair of quarks (X→
𝑏𝑏, X→ 𝑐𝑐, X→ 𝑞𝑞).

• Background : QCD multijet process.
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Jets from the signal and background samples were also re-weighted to yield flat
distributions in both 𝑝T and 𝑚𝑆𝐷 for the training. We use the mass decorrelated
version in this analysis.

The tagger assigns a set of output classifier scores for each jet, corresponding to the
probability of the jet originating from a resonance that decays into a pair of quarks
(𝑋 → 𝑏𝑏, 𝑋 → 𝑐𝑐, 𝑋 → 𝑞𝑞, i.e., X decaying to light quarks), or non-resonant
quark-and-gluon jet (𝑄𝐶𝐷𝑏𝑏, 𝑄𝐶𝐷𝑏, 𝑄𝐶𝐷𝑐𝑐, 𝑄𝐶𝐷𝑐 and 𝑄𝐶𝐷𝑜𝑡ℎ𝑒𝑟𝑠).

To focus on the discrimination power between 𝑋 → 𝑏𝑏 andQCD jets, the 𝑏𝑏-tagging
discriminant 𝑇Xbb that we use for this analysis is defined to be:

𝑇Xbb =
𝑃Xbb

𝑃QCDbb + 𝑃QCDb + 𝑃QCDcc + 𝑃QCDc + 𝑃QCDothers + 𝑃Xbb

=
𝑃Xbb

1 − 𝑃Xcc − 𝑃Xqq
, (6.4)

where the last equality comes from the fact that the algorithm is trained such that the
output probabilities sum to one, 𝑃QCDbb + 𝑃QCDb + 𝑃QCDcc + 𝑃QCDc + 𝑃QCDothers +
𝑃Xbb + 𝑃Xcc + 𝑃Xqq = 1. Therefore, our 𝑋 → 𝑏𝑏 tagger is specifically optimized to
enhance 𝑋 → 𝑏𝑏 resonances over all of the other non-resonant QCD-type jets and
is constrained to be between 0 and 1. The tagger score distribution for signal and
background jets is demonstrated in Fig. 6.6.

The performance of the tagger is shown in the ROC curve in Figure 6.7. We achieve
a background rejection of about 200 for a working point that yields 50% signal
efficiency.

6.3.4.3 ParticleNet Xbb mass regression

We will use the mass distribution of one of the AK8 jets to extract the final signal
strength in this analysis (explained later in Sec. 6.4.1), and therefore, the sensitivity
of this analysis is driven by the jet mass resolution.

Nominally, we use the mass distribution obtained after applying the soft drop algo-
rithm, as described in Sec. 6.3.4.1. This grooming algorithm removes soft and wide
angled constituents from the jets, likely coming from background sources such as
the underlying event or pile-up. The resulting 𝑚𝑆𝐷 distribution peaks at the Higgs
boson mass for signal events and pushes the mass of background quark and gluon
initiated events towards lower values. However, depending on the level of grooming,
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Figure 6.6: The distribution for the ParticleNet 𝑋 → 𝑏𝑏 tagger is shown for QCD
background and 𝐻𝐻 signal. The events selected for this figure contain two AK8
jets with 𝑝T > 300 GeV and having a soft drop mass > 40 GeV each. Here the
Particle-Net Xbb Tagger is the 𝑏𝑏-tagging discriminant, 𝑇Xbb, as mentioned in the
text.

it can also over-subtract genuine hard jet constituents from the Higgs jet and this
results in low values of 𝑚𝑆𝐷 even for the signal.

To improve the signal efficiency, we will use the mass distribution resulting from
the ParticleNet Mass Regression. This algorithm uses the same input variables
(Table 6.2) and network architecture as the ParticleNet 𝑋 → 𝑏𝑏 tagger, with the
exception of the final probabilistic output of the tagger being replaced by a jet mass
regression. As opposed to the classification case for the tagger, the regressed value
to be learned is a single real number, known as the target mass 𝑀𝑇𝑎𝑟𝑔𝑒𝑡 . The most
naive training procedure would be to simply use a soup of boosted Higgs and QCD
jets and define𝑀𝑇𝑎𝑟𝑔𝑒𝑡 as 0 for QCD jets and𝑚𝐻 otherwise. However, this approach
would cause the network to learn only two definite values for the mass (and would
be equivalent to a binary classification), which would result in substantial sculpting
of the QCD jets mass distribution near the Higgs peak. A more sensible choice
is to use a continuous target for QCD, such as the soft drop mass computed using
hadron-level constituents of the truth level jet or 𝑚𝑔𝑒𝑛

𝑆𝐷
. This resolves the problem

of the binary classification, however, we are still left with a substantial fraction
of QCD jets where 𝑀𝑇𝑎𝑟𝑔𝑒𝑡 = 𝑚𝐻 . To avoid this scenario, the signal simulation
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TXbb > 0.80
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TXbb > 0.95

TXbb Tagger

Figure 6.7: The ROC curve for the ParticleNet 𝑋 → 𝑏𝑏 tagger is shown in this
figure. The signal here corresponds to reconstructed AK8 jets matched to truth level
Higgs bosons from the 𝑔𝑔𝐻𝐻 simulation samples, and the background corresponds
to AK8 jets from the QCD multijet sample. The events selected for this figure
contain two AK8 jets with 𝑝T > 300 GeV and a soft drop mass > 40 GeV each.
The signal efficiency is plotted against the background efficiency as one scans the
tagger score for the jets. The red, black, green, and orange crosses correspond to
various working points for the tagger, relevant for this analysis.

samples used to train the regression were the same samples that were used to train
the mass-decorrelated tagger (Sec. 6.3.4.2), where the spin-0 X particle mass ranges
as 𝑀𝑋 ∈ [15, 250] GeV. The target mass is defined as

𝑀𝑇𝑎𝑟𝑔𝑒𝑡 =


𝑚

𝑔𝑒𝑛

𝑆𝐷
if jet is QCD;

𝑀𝑋 otherwise.
(6.5)

The training was performed using AK8 jets that satisfy 𝑝T > 170 GeV and 𝑚𝑔𝑒𝑛

𝑆𝐷
<

260 GeV for QCD jets. The jets from both signal and background samples are re-
weighted such that their distribution in the 2-dimensional (log(𝑝T), 𝑀𝑇𝑎𝑟𝑔𝑒𝑡) space
is uniform. The mass regression is trained using a “log-cosh” loss function defined
as:

𝐿 (𝑚reg, 𝑀𝑇𝑎𝑟𝑔𝑒𝑡) =
∑︁
𝑖∈ 𝑗 𝑒𝑡𝑠

log(cosh(𝑚 (𝑖)
reg − 𝑀

(𝑖)
𝑇𝑎𝑟𝑔𝑒𝑡

)). (6.6)

where 𝑚reg is the regressed mass output from the network.
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The performance of themass regression is summarized in Figure 6.8, where the AK8
jet mass distributions reconstructed with the soft drop and regression algorithms
are compared for one of the categories of the 𝑔𝑔𝐻𝐻 analysis (defined later in
Sec. 6.4.1.1). This regression technique improves the jet mass resolution by ∼3%
and also the mass scale by ∼1%, w.r.t the soft drop algorithm.

Figure 6.8: Comparison of the mass resolution for one of the 𝐻 → 𝑏𝑏 jets from
the SM ggHH signal in the most sensitive category of this analysis (category 1,
as explained in Sec. 6.4.1.1). The performance of the soft drop mass algorithm is
shown in blue and the regressed mass algorithm is shown in black. The regressed
jet mass algorithm improves our overall signal sensitivity by 25%.

6.3.4.4 N-subjettiness

QCD jets have a fundamentally different pattern of energy deposits in the detector
when compared to a boosted W/Z/top jet. To identify an N sub-jet structure within
a jet, we define a variable called the N-subjettiness 𝜏𝑁 as:

𝜏𝑁 =
1
𝑑𝑜

∑︁
𝑘

𝑝𝑘T𝑚𝑖𝑛{Δ𝑅1,𝑘 ,Δ𝑅2,𝑘 , ..,Δ𝑅𝑁,𝑘 } (6.7)

𝑑𝑜 =
∑︁
𝑘

𝑝𝑘T𝑅𝑜 . (6.8)

Here, k runs over the constituent particles in a given jet, 𝑝𝑘T are their transverse
momenta, Δ𝑅𝐽,𝑘 is the distance in the 𝜂 − 𝜙 plane between a candidate subjet-J and
a constituent particle k and 𝑅𝑜 is the jet radius. For 𝜏𝑁 ≈ 0, all the radiation is
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along the candidate subjet, and the jet has N (or fewer) subjets. For 𝜏𝑁 ≫ 0, a
large fraction of the jet energy is scattered away from the candidate subjet, which
implies the jet has at least N+1 subjets. 𝜏3 is expected to be small for top jets.
However, QCD jets can randomly have small values of 𝜏3 too, and to increase the
discrimination power, 𝜏3/𝜏2 or 𝜏32 is used as an identifier for top jets. Smaller the
value of 𝜏32, more likely it is that the jet is a top jet.

We require 𝜏32 < 0.46 (with a mis-tag rate of 0.5%) in certain hadronic top control
regions (described later in Sec. 6.4.2.1), for selecting a very pure sample of top jets.
Simulated events in the top quark control regions are corrected in order to take into
account differences in the top-tagging efficiency between data and MC.

6.3.5 Missing Transverse Energy (MET)
The missing transverse momentum used in this analysis has been previously de-
scribed in Sec. 5.3.4.

6.4 The 𝑔𝑔𝐻𝐻 analysis
The next few sub-sections will discuss the 𝑔𝑔𝐻𝐻 analysis in detail.

6.4.1 Event selection
We select events with at least two AK8 jets with 𝑝T > 300GeV. If there are more
than two such AK8 jets in an event, then the two jets with the highest 𝑇Xbb score are
selected as 𝐻 candidates. The jets are arranged in a descending order of their 𝑇Xbb
score. We apply additional pre-selection requirements as follows:

• Two or more AK8 jets with 𝑝T > 300GeV,

• Jet 1 soft drop mass > 50GeV,

• Jet 2 regressed mass > 50GeV,

• Jet 1 𝑇Xbb > 0.8.

We use the mass distribution of the 2nd jet (jet with second highest 𝑇Xbb score) to
extract the final signal strength and hence impose requirements on the regressed
mass for Jet 2. The second jet in VH background events tends to be the W or Z
boson instead of the Higgs boson. In the SM, the𝑊 → 𝑏𝑏 decay is prohibited and
the 𝑍 → 𝑏𝑏 decay has a branching ratio of 15% only. Hence, the W or Z boson
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tends to have a lower 𝑇Xbb score as compared to the 𝐻 jet in VH background events
and gets classified as the second jet, as shown in Figure 6.9. Thus, the second jet
mass has a significantly larger distinguishing power than the first jet mass.
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Figure 6.9: After pre-selection requirements, the distributions of the first and second
jet mass for HH signal (left) and VH background (right) are shown in this figure.
The second jet in VH background events tends to be the W or Z boson instead of
the Higgs boson.

The 𝑇Xbb > 0.8 requirement helps to reduce the QCD jet contributions, resulting in
a total background that is roughly 50% QCD multijet and 50% 𝑡𝑡 background. We
also impose orthogonality to the VBF category (see Sec. 6.5.1 for description), by
removing events which satisfy all of the following conditions :

• ≥ 2 AK4 jets ( 𝑗), with 𝑝T > 25 GeV and |𝜂 | < 4.7,

• the AK4 jets do not overlap with leptons, i.e., Δ𝑅( 𝑗 , ℓ) > 0.4, where ℓ are
muons (electrons) with 𝑝T > 5(7) GeV, and,

• the two highest-𝑝T AK4 jets have 𝑚 𝑗 𝑗 > 500GeV and Δ𝜂 𝑗 𝑗 > 4.0.

Lastly, we designed a boosted decision tree (BDT) discriminator trained to enhance
𝐻𝐻 signal over QCD multijet and top quark background. We will define several
event categories based on a 2D grid of the output score of the BDT discriminator
as well as the 𝑇Xbb score for the second jet. The BDT is described in the following
section.

6.4.1.1 The BDT architecture and performance

To improve on the search sensitivity for the 𝑔𝑔𝐻𝐻 analysis, we train a boosted
decision tree (BDT) to discriminate between the HH signal events, and QCD and
top quark background events. The input training variables for the BDT include the
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Jet 1 and dijet system kinematics, the 𝑝T of Jet 2, the 𝜏32 values of both jets and
the various ParticleNet scores for Jet 1. As mentioned in Sec. 6.4.1, our final fit
categories will be based on a 2D grid of the output score of the BDT discriminator
as well as the 𝑇Xbb score for the second jet. Hence, we need to have zero correlation
between the BDT output score and the Jet 2 𝑇Xbb score and we explicitly do not
include the Jet 2 ParticleNet scores for training the BDT. The mass of the dijet
system (𝑚 𝑗 𝑗 ) is calculated using the soft drop and regressed masses of jet 1 and jet
2, respectively. The full list of training variables is shown in Table 6.3. The data
and simulation comparisons of these input variables are shown later in Sec. 6.4.1.2.

Table 6.3: List of input variables used for the BDT training.

Variable Definition
𝑝T 𝑗 𝑗 Dijet system 𝑝T
𝜂 𝑗 𝑗 Dijet system 𝜂

𝑚 𝑗 𝑗 Dijet system mass
𝑝missT Missing transverse energy
𝜏
𝑗1

32 Jet 1 𝜏32

𝜏
𝑗2

32 Jet 2 𝜏32

𝑚
𝑗1
𝑆𝐷

Jet 1 soft-drop mass
𝑝
𝑗1
T Jet 1 𝑝T

𝜂 𝑗1 Jet 1 𝜂
𝑇

𝑗1
Xbb Jet 1 𝑇Xbb score
𝑃
𝑗1
QCDb Jet 1 𝑄𝐶𝐷𝑏 score

𝑃
𝑗1
QCDbb Jet 1 𝑄𝐶𝐷𝑏𝑏 score

𝑃
𝑗1
QCDothers Jet 1 𝑄𝐶𝐷𝑜𝑡ℎ𝑒𝑟𝑠 score

𝑝
𝑗2
T Jet 2 𝑝T

𝑝
𝑗1
T /𝑚 𝑗 𝑗 Jet 1 𝑝T over dijet system mass

𝑝
𝑗2
T /𝑚 𝑗 𝑗 Jet 2 𝑝T over dijet system mass

𝑝
𝑗1
T /𝑝 𝑗2

T Jet 2 𝑝T / Jet 1 𝑝T

The BDT is trained using the XGBoost method. 60% of the events were used
for training and validation, and the remaining 40% were used for testing. The
parameters used for the BDT training are as follows:

• Number of trees = 400

• Maximum depth = 3

• Learning rate = 0.1
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• L2 regularization strength : 1.0.

We specifically ensured that none of the training variables induced any sculpting
of the Jet 2 mass as tighter requirements on the BDT output score are imposed. In
Figure 6.10, we show the shape of the Jet 2 regressed mass in the QCD background
simulation as the requirement on the BDT score is increased. The plot shows that
the background has an exponentially falling shape for different selections cuts on
the BDT output score, and no sculpting is observed.
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Figure 6.10: The jet 2 mass distribution is shown for QCD multijet background
from simulation samples as the requirements on the BDT output score is tightened.
No mass sculpting is observed here.

The discriminator output score shape for the 𝑔𝑔𝐻𝐻 signal and main backgrounds
are shown in Figure 6.11. The backgrounds tend to peak at lower BDT score values,
and the signal has a higher concentration at the larger BDT score values.

The performance of the BDT is shown in a ROC curve in Figure 6.12, where we plot
the signal efficiency against the background efficiency as one scans the requirement
on the BDT output score. The background here consists of both the 𝑡𝑡 and QCD. To
estimate the power of the BDT, we define a simple alternative cut based selection
strategy (not used in this analysis) as follows:

• Jet 1 𝑝T > 350GeV, Jet 2 𝑝T > 310GeV

• Jet 1 soft drop mass ∈ [105, 135]GeV,

• Jet 2 regressed mass > 50GeV,

• Jet 1 𝑇Xbb > 0.985.
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Figure 6.11: The 𝑔𝑔𝐻𝐻 signal and main background distributions of the BDT
output score are shown in this figure. The histograms are normalized to unity. The
backgrounds tend to peak at lower BDT score values, and the signal has a higher
concentration at the larger BDT score values.

Tomake a fair comparison against the cut-based analysis and theBDTbased analysis,
we compare the value of the signal efficiency at Jet 2 𝑇Xbb > 0.98. We observe that
at a signal efficiency equal to the cut-based analysis selection, the BDT has twice
the background rejection power.

6.4.1.2 Data and MC comparisons of BDT input variables

The most important BDT variables are shown in Fig. 6.13, in the hadronic 𝑡𝑡 control
region (defined later in Sec. 6.4.2.1). The data is well described by the simulation
for these input variables.

6.4.1.3 BDT event categories

To obtain event categories with an optimized signal sensitivity, we scan across
different values of the BDT output score and the 𝑇Xbb score of the second jet,
and compute the signal and background yields for Jet 2 mass in the range 120–
130 GeV. The total background prediction in the range 120–130 GeV is obtained
using a simple linear interpolation of the data in the Jet 2 mass sidebands, i.e.,
[110, 120] ∪ [130, 140] GeV. We then choose those working points for the BDT
score and the Jet 2 𝑇Xbb, that yield the best expected upper limit on the SM 𝑔𝑔𝐻𝐻

cross section. We keep repeating this procedure, excluding the events that were
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Figure 6.12: The ROC curve for the BDT is shown in this figure. The signal
efficiency vs the background efficiency is plotted as one scans the requirement on
the BDT output score. The black cross corresponds to the working point for the
cut-based analysis selection (defined in text). The green cross corresponds to BDT
score > 0.43, which is the requirement in the most optimized analysis category
(defined in Sec. 6.4.1.3). The discontinuities observed here arise due to certain
large weight events in the QCD simulation samples.

previously selected to form an event category, until the remaining events have
negligible contribution to the total sensitivity.

The specific event categories obtained with this optimization procedure are mutually
exclusive and summarized as follows:

• Category 1: Jet 2 𝑇Xbb > 0.980 and BDT > 0.43

• Category 2: Jet 2𝑇Xbb > 0.980 and 0.11 < BDT ≤ 0.43, or Jet 2𝑇Xbb < 0.980
and BDT> 0.43 (excluding category 1)

• Category 3: Jet 2 𝑇Xbb ≥ 0.95 and BDT > 0.03 (excluding category 1 and 2).

The event categories are visually represented in Figure 6.14. Event category 1 is the
most sensitive, with a signal-to-background ratio of about 1:6, assuming SM 𝑔𝑔𝐻𝐻

cross section. Event category 2 is the second most sensitive, with a S/B of 1:33
and category 3 has a S/B ratio of about 1:200. The fail region in Fig. 6.14 is used
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Figure 6.13: The data and expected background distributions from simulation in
the 𝑡𝑡 control region (Sec. 6.4.2.1) for some of the most discriminating BDT input
variables, including the Jet 1 𝑚SD (upper left) and 𝑇Xbb (upper right), 𝑚𝐻𝐻 (lower
left), and 𝑝T j1/𝑚𝐻𝐻 (lower right). The lower panel shows the ratio of the data and
the total background prediction, with its statistical uncertainty represented by the
shaded band. The error bars on the data points represent the statistical uncertainties.

as a control region for QCD background estimation, and will be discussed later in
Sec. 6.4.2.2.

6.4.2 Background estimation
The dominant background for this analysis is QCD multijet production and top
quark pair production. They account for more than 90% of the total background and
roughly contribute equally in the signal region categories. Other background pro-
cesses include single Higgs production, diboson production and V+Jets production.
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Figure 6.14: The event categories in the 𝑔𝑔𝐻𝐻 analysis are visually represented in
a 2D grid of the BDT score and the jet 2 𝑇Xbb score.

The QCD multijet background will be estimated from the data in control regions
using the parametric alphabet fit method [222], and is described in Sec. 6.4.2.2. The
QCD background prediction from this method also predicts the contribution from
gluon fusion and VBF single Higgs boson production (see Sec. 6.4.2.2).

The top quark background is predicted using simulation, with several data-driven
corrections derived from dedicated control regions and is described in Sec. 6.4.2.1.

Finally, the remaining backgrounds like 𝑡𝑡𝐻, 𝑉𝐻, VV, and V+jets are predicted
using the simulation.

6.4.2.1 𝑡𝑡 backgrounds

In this subsection, we describe all corrections applied to the simulation prediction
of the top quark backgrounds and their associated uncertainties.

𝑇Xbb shape correction
The distribution of the𝑇Xbb score for the 𝑡𝑡 backgroundmay not bemodeled perfectly
in the simulation. To correct for this discrepancy, we measured its shape in a control
region dominated by semi-leptonic 𝑡𝑡 events. The events in this control region were
selected using online single muon or electron triggers. Additionally, events were
required to satisfy the following conditions:

• At least one selected electron (Sec. 6.3.2) or muon (Sec. 6.3.1)

• At least one AK8 jet with 𝑝T > 300GeV, 𝜏32 < 0.46, 𝑚SD > 140GeV

• Δ𝑅 (lepton, AK8 jet) > 1.0
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• 𝑝missT > 100GeV.

The requirements on jet 𝜏32, jet SD mass (𝑚SD), and 𝑝missT are applied in order to
suppress the QCD multijet and W+jets events. The 𝑡𝑡 events make up for 90% of
this control region, as can be seen in Figure 6.15.

0 50 100 150 200 250 300

 soft drop mass (GeV)
1

 j

0.6
0.8

1
1.2

da
ta

/m
c 0 50 100 150 200 250 3000

500

1000

1500

2000

2500

E
ve

nt
s

V+jets,VV QCD +jets 2Ltt +jets 1Ltt
Data

CMS Preliminary  (13 TeV)-135 fb

0 50 100 150 200 250 300

 soft drop mass (GeV)
1

 j

0.6
0.8

1
1.2

da
ta

/m
c 0 50 100 150 200 250 3000

500

1000

1500

2000

2500

3000

E
ve

nt
s

V+jets,VV QCD +jets 2Ltt +jets 1Ltt
Data

CMS Preliminary  (13 TeV)-141 fb

0 50 100 150 200 250 300

 soft drop mass (GeV)
1

 j

0.6

0.8

1

1.2

da
ta

/m
c 0 50 100 150 200 250 3000

500

1000

1500

2000

2500

3000

3500

4000

4500

E
ve

nt
s

V+jets,VV QCD +jets 2Ltt +jets 1Ltt
Data

CMS Preliminary  (13 TeV)-159 fb

Figure 6.15: The distribution of the AK8 jet SD mass in the semi-leptonic 𝑡𝑡 control
region after imposing all requirements. The 2016, 2017, and 2018 datasets are
shown in the left, center, and right plots, respectively.

In Figure 6.16, we show the distribution of the ParticleNet 𝑇Xbb tagger. The first
bin shown here includes an in-situ normalization correction (between 0.0 and 0.8)
to offset any discrepancies that might occur due to mismodeling of the lepton trig-
ger/identification/isolation efficiencies or 𝜏32 top tagging efficiencies. Figure 6.17
is a zoomed in version of this plot showing the most important bins. The remaining
bins (between 0.8 and 1.0) are used to derive the correction to 𝑇Xbb. We subtract
the simulation prediction from the data for all the non top-quark backgrounds and
compare the shape of the residual data to the top quark simulation prediction. We
then derive correction factors as residual data to 𝑡𝑡 simulation ratios in different
𝑇Xbb bins. The size of these corrections in different 𝑇Xbb bins varies between a few
percent to ∼20%, with uncertainties below 2%.

The impact of these corrections on the distribution of the Jet 2 𝑇Xbb score and the
event BDT score for the 𝑡𝑡 background, for the different event categories in the
signal region, is shown in Fig. 6.18 and 6.19. These corrections tend to shift the top
background towards lower 𝑇Xbb and BDT scores, which is desirable.

𝑡𝑡 recoil correction
The recoil of the 𝑡𝑡 system is mis-modeled by the simulation in the phase space
relevant for this analysis. Therefore, we will measure the recoil in-situ using an
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Figure 6.16: The distribution of the jet 𝑇Xbb score in the 1ℓ+1j 𝑡𝑡 control region for
2016 (left), 2017 (middle), and 2018 (right); the first bin includes underflow events
in each plot.
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Figure 6.17: The distribution of the jet 𝑇Xbb score in the 1ℓ+1j 𝑡𝑡 control region for
2016 (left), 2017 (middle), and 2018 (right) showing the most important bins.

all-hadronic 𝑡𝑡 control region. For this control region, we will require events to have
two AK8 jets with each jet satisfying the following conditions:

• Jet 𝑝T > 450GeV,

• Jet 𝑚SD > 50GeV,

• Jet 𝑇Xbb > 0.1 (looser than signal region to increase statistics),

• Jet 𝜏32 < 0.46

• Jet contains an AK4 sub-jet that passes the loose WP of the DeepCSV b-
tagging algorithm (described in Sec. 5.3.6).

These selections result in a pool of 𝑡𝑡 events with a purity of about 90%. Figure 6.20
shows the 𝑝T of the 𝑡𝑡 system in this control region.

We subtract all non-𝑡𝑡 backgrounds from the data, and then divide the residual data
by the 𝑡𝑡 simulation prediction to obtain ratios in bins of 𝑝jj

T. These ratios linearly
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Figure 6.18: The distribution of the second jet 𝑇Xbb score in the signal region for the
𝑡𝑡 background, for event category 1 (top left), category 2 (top right), and category 3
(bottom). The histograms are normalized to unit area.

increase until about 300GeV, and then decrease linearly above 300GeV. We fit
these ratios with a “ramp-model“ defined as follows:

• Fit a linear function with a positive slope 𝑝1 and constant 𝑝0, for 𝑝
jj
T ∈ [0,

300] GeV as: 𝑝0 + 𝑝1 × 𝑝T;

• Fit another linear function with a negative slope 𝑝3 and constant 𝑝2, for 𝑝
jj
T ∈

[300, 1000] GeV as: 𝑝2 + 𝑝3 × 𝑝T;

• Assume a flat correction for 𝑝jj
T > 1000 GeV : 𝑝2 + 𝑝3 × 1000.

The results from this ramp-model fit can be found in Figure 6.21. The ramp-model
is used to derive correction factors for top quark simulation in various bins of 𝑝jj

T.
The fit uncertainties (shown with the dotted blue line) are propagated as systematic
uncertainties for this correction.

Figure 6.22 shows the distribution of the 𝑝T of the 𝑡𝑡 system after applying the
“ramp-model” recoil correction and we observe a good level of agreement between
the simulation prediction and data. Furthermore, we also check the modeling
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Figure 6.19: The distribution of the event BDT score in the signal region for the 𝑡𝑡
background, for event category 1 (top left), category 2 (top right), and category 3
(bottom). The histograms are normalized to unit area.
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Figure 6.20: The distribution of the 𝑝T of the 𝑡𝑡 system is shown for events in the
all hadronic top control region, for 2016 (left), 2017 (middle), and 2018 (right)
datasets.

of the 𝑝T of the two AK8 jets individually and the mass of the dijet system in
Figures 6.23, 6.24, and 6.25. All distributions show a good level of agreement
between the simulation prediction and data.

For the ramp-model correction, we assumed that our QCD simulation is modelled
well enough in the hadronic 𝑡𝑡 control region. To support this statement, we per-
formed a check. When looking at the 80–120GeV region in Jet 1𝑚SD (Figure 6.26),
the relative contribution of QCD and 𝑡𝑡 is similar and the data matches the MC
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Figure 6.21: This figure shows the results of the “ramp-model“ fit (solid blue line)
in the hadronic 𝑡𝑡 control region, for 2016 (top left), 2017 (top right), and 2018
(bottom) datasets. The black points here represent the residual data (data subtracted
with non-top backgrounds) divided by the 𝑡𝑡 simulation in different bins of 𝑝jj

T.
The fit uncertainties (shown with the dotted blue line) are propagated as systematic
uncertainties for this correction in the final signal extraction fit.

prediction relatively well. Thus, this region shows that an arbitrary increase or
decrease (let us say by a factor of 2) to the QCD background yield from simulation
would most likely be incompatible with the observed data.

Nevertheless, we tried changing the QCD background yield per bin by a factor of
2 and 0.5 and then re-derived the ramp-model corrections. We observed that the
impact of varying the QCD background in this manner is already covered by the total
uncertainty on the 𝑡𝑡 recoil correction considered in the nominal fit. Considering
these two pieces of evidence together, we can rule that the impact of the QCD
background is negligible for this correction.

Top jet mass scale
We would also like to ensure that the top mass scale as modelled by the regressed
mass for top jets is well simulated in the hadronic 𝑡𝑡 control region, defined in
Section 6.4.2.1. The regressedmass distribution is shown in Figure 6.27 for different
bins of the BDT score. The mass distributions are then fitted to a Gaussian, and the
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Figure 6.22: The distribution of the 𝑝T of the 𝑡𝑡 system is shown for events in the
hadronic 𝑡𝑡 control region after applying the ramp-model recoil correction, for 2016
(left), 2017 (middle), and 2018 (right) datasets separately.
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Figure 6.23: The distribution of the 𝑝T of the AK8 Jet 1 (jet with highest𝑇Xbb score)
is shown for events in the hadronic 𝑡𝑡 control region after applying the ramp-model
recoil correction, for 2016 (left), 2017 (middle), and 2018 (right) datasets separately.

location of the fitted peak is plotted as a function of the event BDT and shown in
Figure 6.28. We observe that the simulation agrees with the data, and predicts the
mass scale very well in all BDT bins.

Modeling of second jet regressed mass in the 𝑡𝑡 control region
As mentioned previously, the variable used for the final signal extraction is the
regressed mass of the second jet. We would like to ensure that this variable is well
modelled by the simulation prediction in the hadronic 𝑡𝑡 control region. We apply
the following corrections and check the distribution of the Jet 2 regressed mass:

• corrections for the 𝑇Xbb score shape,

• corrections for the recoil of the 𝑡𝑡 system, and
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Figure 6.24: The distribution of the 𝑝T of the AK8 Jet 2 (jet with second highest
𝑇Xbb score) is shown for events in the hadronic 𝑡𝑡 control region after applying
the ramp-model recoil correction, for 2016 (left), 2017 (middle), and 2018 (right)
datasets separately.
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Figure 6.25: The distribution of the dijet mass is shown for events in the top control
region using the full Run 2 dataset corresponding to 137 fb−1.

• corrections to the regressed mass scale and mass resolution, as as recom-
mended centrally for all CMS data analyses [139].

We observe good agreement between the pre-fit predicted shape and the data, as
shown on the left in Fig. 6.29. Furthermore, we verified that the residual disagree-
ment observed is covered by the jet mass resolution uncertainty, by performing a
fit in which we allowed that nuisance parameter to float within its constraints. The
post-fit distribution of the jet 2 regressed mass is shown on the right of Figure 6.29,
where we observe improved shape agreement with data.
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Figure 6.26: The Jet 1 𝑚SD in the 𝑡𝑡 hadronic control region. The 80–120GeV
region shows that a factor of two increase or decrease to the QCD background
would be incompatible with the observed data.

BDT shape uncertainty
Lastly, we also check the event BDT score distribution in the 𝑡𝑡 all-hadronic control
region. For this, we tighten the selection on the 𝜏32 of both AK8 jets to 𝜏32 < 0.39,
in order to achieve very high 𝑡𝑡 purity in all BDT bins. Figure 6.30 shows the event
BDT shape in the control region, after applying the 𝑇Xbb shape corrections and the
𝑡𝑡 recoil corrections derived in the previous sections. The left plot shows the BDT
distribution in the 𝑡𝑡 all-hadronic control region with the nominal binning. The right
plot shows the same BDT distribution, but with the last bin split into three bins, to
confirm that variations in bin size do not alter the data to simulation agreement.

From the left plot of Figure 6.30, we subtract all non-𝑡𝑡 background from the data
and measure a small difference between the residual data and the 𝑡𝑡 simulation
prediction. This small difference is propagated as a shape systematic uncertainty
for the 𝑡𝑡 background prediction in the final signal extraction fit.

6.4.2.2 QCD

Since QCD is a relatively more difficult process to model accurately with simulation,
we would like to estimate it using a data-driven approach from a signal-depleted
region. For this purpose, we will use the Fail region, mentioned previously in
Sec. 6.4.1.3, defined as the phase space of events where Jet 2 𝑇Xbb < 0.95 and BDT
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Figure 6.27: The topmass in different BDT bins (BDT range of top left: 0 - 0.00008;
top right: 0.00008 - 0.0002; bottom left: 0.0002 - 0.0004; bottom right: 0.0004 -
1.0) for the full Run2 dataset. Here, the top recoil correction and the 𝑇Xbb shape
correction are already applied.

score > 0.03 (see Fig. 6.14). The fail region is enriched in backgrounds and can be
used to extrapolate the shape of the QCD in the signal region as :

𝑝
𝑖 𝑝𝑎𝑠𝑠

QCD (Jet 2 𝑚reg) = 𝑇𝐹𝑖 (Jet 2 𝑚reg) ∗ 𝑝
𝑓 𝑎𝑖𝑙

QCD(Jet 2 𝑚reg) (6.9)

where 𝑝𝑖 𝑝𝑎𝑠𝑠
𝑄𝐶𝐷

(Jet 2 𝑚reg) and 𝑝
𝑓 𝑎𝑖𝑙

𝑄𝐶𝐷
(Jet 2 𝑚reg) are the QCD regressed mass distri-

butions of Jet 2 in the 𝑖-th pass region (signal event category 1, 2 and 3) and fail
regions, respectively. 𝑇𝐹𝑖(Jet 2 𝑚reg) is a 𝑛-th order polynomial transfer factor for
the 𝑖-th pass region, as a function of the Jet 2 𝑚reg. This is known as the parametric
alphabet fit method. The gluon fusion and VBF single Higgs boson production
background exhibits the same shape as the QCD multijet background, as the second
jet in those events originate from initial state radiation (ISR), same as the second
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Figure 6.28: The fitted top mass (from a Gaussian fit to Figure 6.27) is shown as
a function of the event BDT. Here, the top recoil correction and the 𝑇Xbb shape
corrections are already applied.
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Figure 6.29: The distribution of the jet 2 regressed mass is shown for events in the
top all-hadronic control region, for the full Run 2 dataset corresponding to 137 fb−1.
The pre-fit result is shown on the left, and on the right we show a post-fit result
where the jet mass resolution uncertainty nuisance parameter was allowed to float
within its constraints.

jet in QCD multijet production. Therefore, the QCD background prediction from
this method also predicts the contribution from gluon fusion and VBF single Higgs
Boson background.

Themass shape of theQCDmultijet background in the fail region (𝑝 𝑓 𝑎𝑖𝑙

𝑄𝐶𝐷
(Jet 2𝑚reg))

is defined as the data subtracted with all non-QCD backgrounds as predicted by the
simulation (the 𝑡𝑡 background prediction used here includes all the corrections
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Figure 6.30: The event BDT distribution in the 𝑡𝑡 all-hadronic control region is
shown for the data and simulation prediction, for the full Run2 dataset. The binning
edges are [0.000-0.00008], [0.00008-0.0002], [0.0002-0.0004], [>0.0004] for the
left plot, and [0.000-0.00008], [0.00008-0.0002], [0.0002-0.0004], [0.0004-0.0005],
[0.0005-0.0007], [>0.0007] for the right plot. The left plot is used to derive uncer-
tainties for the BDT shape modeling in the 𝑡𝑡 simulation.

described in Section 6.4.2.1). The Jet 2 regressed mass shape of the QCD multijet
background in the different event categories (𝑝𝑖 𝑝𝑎𝑠𝑠

𝑄𝐶𝐷
(Jet 2 𝑚reg)) is then estimated

from a simultaneous likelihood fit to the pass and fail regions. The order of the
transfer factor for each individual event category is determined by performing a
F-test and a goodness-of-fit (GOF) test. We will first describe these tests and then
explain the procedure to derive the polynomial order of the transfer factors.

F-Test and goodness-of-fit (GOF) Test
We perform the Fisher test (F-Test) to determine the minimum number of parameters
that can describe the transfer factors well. For two fit models, 1 and 2, where model
1 with 𝑝1 parameters is “nested” within model 2 with 𝑝2 parameters (p2 > p1), F-test
determines whether model 2 gives a significantly better fit to the data. For example,
a polynomial function of zero-th order is nested within a 1st order polynomial. A
random variable X will follow the F-distribution with parameters (𝑑1, 𝑑2)

𝑋 =
𝑈1/𝑑1

𝑈2/𝑑2
(6.10)

where 𝑈1 and 𝑈2 are independent variables that follow chi-squared distributions,
with 𝑑1 and 𝑑2 degrees of freedom, respectively.
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For data that is distributed like a Gaussian, we have the chi-squared distribution
defined as

𝜒2 =
∑︁
𝑗

( 𝑓 𝑗 − 𝑑 𝑗 )2

𝜎2
𝑗

(6.11)

where 𝑑𝑖 ± 𝜎𝑖 is the i-th measured data point with rms deviation 𝜎𝑖, and 𝑓𝑖 is the
model prediction. For the same data and model, the likelihood is given by:

L =
∏
𝑖

1√︃
2𝜋𝜎2

𝑖

𝑒−(𝑑𝑖− 𝑓𝑖)2/2𝜎2
𝑖 . (6.12)

The goodness-of-fit (GOF) test is a test of the null hypothesis in the absence of an
alternate hypothesis. In a situation where we only have the data and a model to fit
it with, one can always come up with an alternative model where 𝑓𝑖 = 𝑑𝑖 at every
measured value. Such a model is called a saturated model. In Eqn. 6.12, if we set
𝑓𝑖 = 𝑑𝑖, the saturated model [79, 223, 224] becomes:

L𝑠𝑎𝑡𝑢𝑟𝑎𝑡𝑒𝑑 =
∏
𝑖

1√︃
2𝜋𝜎2

𝑖

. (6.13)

The ratio of the two likelihoods (Eqn. 6.12 and 6.13), 𝜆, is then

𝜆 =
∏
𝑖

𝑒−(𝑑𝑖− 𝑓𝑖)2/2𝜎2
𝑖 , (6.14)

and more importantly,
𝜒2 = −2𝑙𝑛𝜆. (6.15)

Thus, the likelihood ratio asymptotically follows a chi-squared distribution and is a
suitable candidate for a GOF test. In case of Poissonian distribution, one can write
the GOF test statistic as

−2𝑙𝑛𝜆 = 2
𝑛𝑏𝑖𝑛𝑠∑︁
𝑗

( 𝑓 𝑗 − 𝑑 𝑗 + 𝑑 𝑗 × 𝑙𝑛(𝑑 𝑗/ 𝑓 𝑗 )). (6.16)

Eqn. 6.16 asymptotically follows a chi-squared distribution with 𝑛𝑏𝑖𝑛𝑠 − 𝑝𝑖 degrees
of freedom, where 𝑝𝑖 is the polynomial order. Therefore, we can construct the
F-statistic (from Eqn. 6.10) as,

𝐹 =

−2 log𝜆1+2 log𝜆2
𝑝2−𝑝1

−2 log𝜆2
𝑛bins−𝑝2

. (6.17)
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For our case, 𝑛bins is the number of Jet 2 regressed mass bins. Under the null
hypothesis that model 2 does not provide a significantly better fit than model 1,
Eqn. 6.17 will have an F-distribution with (𝑝2 − 𝑝1, 𝑝2 − 𝑛) degrees of freedom.
We may reject the null hypothesis if the value of Eqn. 6.17, calculated from data
is greater than the critical value of the F-distribution for the desired false rejection
probability of 𝛼 = 0.05.

The polynomial order of the transfer factors
The procedure for deriving the polynomial order of the transfer factors using an
F-test and GOF test is as follows:

1. Start with the lowest 𝑛-th order polynomial (𝑝1) that can describe the data
(usually start with zero-th order). We will call this a ”poly-n” model.

2. Fit 𝑝1 to the data and generate pseudo-data from the resulting fit. Calculate
GOF test statistic (Eqn. 6.16) for 𝑝1.

3. Define 𝑝2 to be a polynomial of order 𝑛 + 1 (one degree higher than 𝑝1). Fit
the data and the pseudo-datasets using the 𝑝2 model.

4. Compute the F test statistic (Eqn. 6.17) for the toy datasets and the data.

5. If the F value for the data falls on the F-distribution of the pseudo-dataset with
a p-value > 0.05, and the GOF test for the 𝑝1 model passes with p-value>0.05,
then we accept model 𝑝1 as the best model for the QCD background.

6. If model 𝑝1 is not selected, then go back to step (1), using the model 𝑝2 as
the initial lower order polynomial model, and repeat all previous steps again.
Iterate until the stopping condition is satisfied.

Figures 6.31, 6.32, and 6.33 show the F-test and GOF test procedure for all three
event categories.

To illustrate how the polynomial order is selected, we will discuss the second event
category, whose F-test and GOF test plots are shown in Figure 6.32. The selection
proceeds as follows:

• The F-value observed from the data (shown with a blue arrow) falls on the F-
distribution comparing poly-0 vs poly-1, with a p-value = 0.12, which passes
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Figure 6.31: Deriving transfer factors for QCD parametric alphabet fit. (Top) F-
distribution of poly-0 vs poly-1 (left), poly-1 vs poly-2 (middle), poly-2 vs poly-3
(right); (Bottom) GOF test of poly-0 (left), poly-1 (middle), poly-2 (right). These
plots are for event category 1. Poly-0 is the selected model from the F-test and
GOF-tests as it passes both tests.
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Figure 6.32: Deriving transfer factors for QCD parametric alphabet fit. (Top) F-
distribution of poly-0 vs poly-1 (left), poly-1 vs poly-2 (middle), poly-2 vs poly-3
(right); (Bottom) GOF test of poly-0 (left), poly-1 (middle), poly-2 (right). These
plots are for event category 2 . Poly-0 is the selected model from the F-test and
GOF-tests as it passes both tests.

the p-value > 0.05 requirement. The GOF test on poly-0 also gives a p-value
(= 0.10) which is larger than 0.05. So poly-0 can fit the data well and we can
stop the iterative procedure.

• We conclude poly-0 is the best transfer factor for event category 2.
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Figure 6.33: Deriving transfer factors for QCD parametric alphabet fit. (Top) F-
distribution of poly-0 vs poly-1 (left), poly-1 vs poly-2 (middle), poly-2 vs poly-3
(right); (Bottom) GOF test of poly-0 (left), poly-1 (middle), poly-2 (right). These
plots are for event category 3. Poly-0 is the selected model from the F-test and
GOF-tests as it passes both tests.

Following the same method, we determined that the best transfer factor model for
event categories 1, 2, and 3 are poly-0, poly-0, and poly-0, respectively. This
implies that each transfer factor is just a number with an uncertainty determined by
the fit, and is the same in all bins of the Jet 2 regressed mass, per event category.
The transfer factors determined by the background-only fit to the data in the Jet2
regressed mass are presented in Table 6.4.

Table 6.4: Summary of transfer factors obtained from background-only fit.

event category transfer factor
Event category 1 0.60+0.06

−0.13
Event category 2 1.08+0.06

−0.06
Event category 3 1.18+0.04

−0.04

6.4.3 Corrections to data and simulation
We have previously described corrections to the jet energies used in this analysis in
Sec. 6.3.4 and the corrections to the top background are mentioned in Sec. 6.4.2.1.
We apply some additional corrections to the data and simulation in this analysis,
which are described in the next few sub-sections.
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6.4.3.1 Trigger efficiencies

We measure the trigger efficiency by selecting events using online single muon
triggers that impose a loose isolation requirement on the muon candidate and require
the muon 𝑝T to be above a certain threshold. These are our reference triggers.

In this muon dataset, we measure the efficiency for the events that additionally
contain an AK8 jet (defined in section 6.3.4). The offline muon candidate is required
to have 𝑝T > 30 and |𝜂 | < 2.4. The AK8 jet is required to be well separated from the
muon with Δ𝑅(muon, AK8 jet)> 1.5. These selections are known as our reference
selections.

The trigger efficiency is measured in events that additionally pass the main analysis
triggers (as described in 6.2.1), as a function of three variables: the AK8 jet 𝑇Xbb
tagger score, 𝑝T, and soft drop mass. The total trigger efficiency for each simulated
event is calculated assuming that each of the two selected AK8 jets in an event
can independently pass the trigger requirements. However, this assumption ignores
potential correlations between the trigger efficiency for the two jets. The efficiency
per jet, 𝜀 𝑗 , and efficiency per event, 𝜀trig, is defined as:

𝜀 𝑗 =
𝑁 (pass analysis signal trigger AND reference selection)

𝑁 (pass reference selection) (𝑝T,mass, 𝑇Xbb)

(6.18)

𝜀trig = 1.0 − (1.0 − 𝜀Jet 1) (1.0 − 𝜀Jet 2). (6.19)

The measured trigger efficiencies are shown in Figures 6.34, 6.35, and 6.36, for
the 2016, 2017, and 2018 datasets, respectively. The trigger efficiency increases
steadily for 𝑝T ∈ [300, 550] GeV, and is fully efficient for 𝑝T above 550GeV. This
happens because most of our signal triggers have a high 𝐻𝑇 or jet 𝑝T threshold.
We note here that future improvements to the trigger efficiency at smaller values
of the jet 𝑝T, particularly between 300GeV and 600GeV, could yield a substantial
improvement to our measured 𝑔𝑔𝐻𝐻 signal yield.

The statistical uncertainties of the trigger efficiency measurement are below 5% for
most bins and can be up to 10–15% for the least populated bins. These uncertainties
are propagated to the signal yield predictions as detailed in Sec. 6.4.4.

To quantify the systematic error of our assumption of independent trigger efficiencies
for the two jets, we repeat the trigger efficiency measurements using simulated semi-
leptonic 𝑡𝑡 samples. We select events that pass the single muon reference triggers,
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Figure 6.34: The trigger efficiency for the 2016 dataset is measured as a function
of the AK8 jet 𝑝T in four bins of the 𝑇Xbb score: 0.0–0.90 (top left), 0.90–0.95
(top right), 0.95–0.98 (bottom left), 0.98–1.00 (bottom right). The different colors
represent different ranges of jet 𝑚SD.

contain at least one isolated muon, and an AK8 jet that is well separated from the
muon. We then measure the efficiency that these events also pass the signal analysis
triggers described in 6.2.1. To properly account for the fact that some of our analysis
signal triggers were disabled for some fraction of the data-taking period, we calculate
the effective luminosity of each individual trigger in data, and flip the trigger bit to
false on a random basis to achieve the correct effective luminosity per trigger in the
𝑡𝑡 simulation samples. We then apply the efficiencies measured in the 𝑡𝑡 simulation
sample on the 𝑔𝑔𝐻𝐻 signal sample, under the same assumption that the trigger
efficiencies for each of the two jets are independent, and calculate the expected
signal yield for the signal region (described in 6.4.1.3). We compare this prediction
for the signal yield with prediction obtained by requiring that the simulated triggers
fired in the 𝑔𝑔𝐻𝐻 sample. The difference between the two predictions is observed
to be between ∼ 3 − 5%. The size of this difference is propagated as a systematic
uncertainty in the final fit, as a function of the jet 𝑝T.
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Figure 6.35: The trigger efficiency for the 2017 dataset is measured as a function
of the AK8 jet 𝑝T in four bins of the 𝑇Xbb score: 0.0–0.90 (top left), 0.90–0.95
(top right), 0.95–0.98 (bottom left), 0.98–1.00 (bottom right). The different colors
represent different ranges of jet 𝑚SD.

6.4.3.2 ParticleNet Tagger Efficiency measurement for signal jets

The ParticleNet 𝑇Xbb score is the key discriminator for this analysis, and gives us
the main enhancement in signal sensitivity. The 𝑇Xbb score for Jet 1 is also used in
the analysis BDT, and therefore the 𝑇Xbb score shape also has some impact on the
shape of the BDT distribution. It is therefore important to accurately predict the
𝑇Xbb shape distribution for the signal jets.

To do this, we tried measuring the 𝑇Xbb shape in a control region of boosted 𝑍 →
𝑏𝑏 jets. However, due to extremely large backgrounds (mainly QCD), it was very
difficult to find a phase space with a high purity sample of 𝑍 → 𝑏𝑏 AK8 jets.
Instead, we use the method described in [225] that selects 𝑏 jets from gluon splitting
to a pair of 𝑏 quarks. A high purity 𝑔 → 𝑏𝑏 sample can be selected from a QCD
simulation with large statistics. The QCD AK8 jets are classified as b-type, c-type,
and light-type jets based on the truth level particle information. The b-type jets are
then chosen as the proxy jets to mimic the 𝐻 → 𝑏𝑏 jets. The proxy AK8 jets are
also required to have at least one secondary vertex (SV) matched to each of the two
sub-jets within the AK8 jet.
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Figure 6.36: The trigger efficiency for the 2018 dataset is measured as a function
of the AK8 jet 𝑝T in four bins of the 𝑇Xbb score: 0.0–0.90 (top left), 0.90–0.95
(top right), 0.95–0.98 (bottom left), 0.98–1.00 (bottom right). The different colors
represent different ranges of jet 𝑚SD.

A multivariate discriminant (“sfBDT”) was developed to enhance the similarity
between the proxy jets and the signal jets, and is designed to separate jets with a
clean composition of quarks, which are more like 𝐻 → 𝑏𝑏 jets, against the ones
with large contamination of extra gluons. The gluon contamination rate is defined
by a variable 𝜅𝑔, which is given by

𝜅𝑔 =

∑
𝑝T(𝑔)∑
𝑝T(𝑔, 𝑞)

(6.20)

where
∑

𝑝T(𝑔) is the scalar 𝑝T sum of all final state gluons and the
∑

𝑝T(𝑔, 𝑞)
is the scalar 𝑝T sum of all final-state gluons and quarks. The gluons and quarks
are selected from the parton-level truth particles associated with a jet. The proxy
signal jets are selected from the QCD 𝑔 → 𝑏𝑏 when they satisfy 𝜅𝑔 < 0.15 and
proxy background jets satisfy 𝜅𝑔 > 0.85. The input variables to the sfBDT involve
kinematics of the sub-jets, tracks and secondary vertices associated with the jet.
These variables include :

• Jet 𝜏21: 2-prong N-subjettiness or 𝜏2/𝜏1,
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• m(s 𝑗1): Mass of sub-jet 1,

• m(s 𝑗2): Mass of sub-jet 2,

• N(SV1,2 tracks): Number of tracks associated with SV of either sub-jet,

• 𝑝T (SV1): 𝑝T of SV (with the highest track impact parameter) for sub-jet 1,

• 𝑝T (SV2): 𝑝T of SV (with the highest track impact parameter) for sub-jet 2.

We divide the proxy jets into four jet 𝑝T bins: 250–300, 300–400, 400–500, and
>500GeV. In every 𝑝T bin, we require a selection on the sfBDT discriminant such
that the fraction of signal-like proxy jets with 𝑇Xbb larger than 0.80 is the same as
the fraction of actual 𝐻 → 𝑏𝑏 signal jets with 𝑇Xbb larger than 0.80. This fraction
varies between between 0.2 and 0.5. This drives the phase-space of 𝑔 → 𝑏𝑏 proxy
signal jets to look more like the signal 𝐻 → 𝑏𝑏 jets. The actual selection on the
sfBDT discriminant varied depending on the 𝑝T bin and the data-taking year.

Finally, the logarithm of the secondary vertex mass (with the highest track impact
parameter) is used as a fit variable to distinguish the b-type jets from the c- and
light-type jets. This fit variable is used because the mass of the SV of a b-jet tends to
peak at the B meson mass (∼5 GeV) and peaks at the D meson mass for a c-jet, (∼2
GeV). We divide the proxy jets into a 2D grid of (Jet 𝑇Xbb, Jet 𝑝T), with five 𝑇Xbb
bins: 0.8–0.9, 0.9–0.95, 0.95–0.98, 0.98-0.99, 0.99–1.0, and the four jet 𝑝T bins
mentioned previously. Wemeasured the correction factors to the𝑇Xbb shape in these
bins, for 2016, 2017 and 2018 data-taking years separately. In each of these 2D bins,
we perform a Tag and probe simultaneous fit of simulation to data in the pass and
fail (invert the 𝑇Xbb score) regions. We consider three floating parameters in the fit
corresponding to overall normalization of the b, c and light template, and vary them
in the range [0.5,2] while keeping the total yield in the pass+fail region constant.
The final “b” template fitted normalization parameter is used as the correction factor
to the 𝑇Xbb shape in that particular (Jet 𝑇Xbb, Jet 𝑝T) bin. An example fit plot in
the pass and fail regions of the efficiency measurement is shown on the left and
right of Figure 6.37, respectively. The resulting correction factors usually change
the particular (Jet 𝑇Xbb, Jet 𝑝T) bin yield up or down by 10–20%.

The total uncertainty on the correction factor measurement is dominated by the
systematic uncertainty on the similarity between the proxy 𝑔 → 𝑏𝑏 jets and the
signal 𝐻 → 𝑏𝑏 jets. This systematic uncertainty is obtained by imposing looser
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Figure 6.37: Example fit plots for the pass and fail regions of the 𝑇Xbb efficiency
measurement is shown here. This example corresponds to the bin with jet𝑇Xbb score
between 0.99 and 1.00, jet 𝑝T between 400 and 500GeV and the 2016 data-taking
period. The fail region here is defined by inverting the 𝑇Xbb score, i.e., jet 𝑇Xbb
score < 0.99. The different colors represent different jet flavours. We used the
fitted normalization of the “b” template (purple) as the final correction factor in the
particular (Jet 𝑇Xbb, Jet 𝑝T) bin.

and tighter requirements on the sfBDT selection, which is used to obtain samples
of proxy jets that place upper and lower bounds around the behavior of the signal
jets, and this uncertainty ranges in 20 − 40%. Upon re-weighting the shape of
the secondary vertex mass distribution, one measures a slightly different correction
factor and this feature is also propagated as an uncertainty on the fit, and has a
size of about 10–15%. The statistical uncertainty from the fit has a size of about
3–9%. All of the above uncertainties are propagated assuming no correlation across
different bins. Finally, other systematic uncertainties include pileup uncertainties
and the flavor composition uncertainty in the simulation, and contribute to a size
of∼ 4%, which is propagated as correlated across all bins.

The impact of these correction factors on the shape of the signal 𝑇Xbb distribution is
shown on the left of Figure 6.38, and their impact on the BDT discriminant shape is
shown on the right of Figure 6.38. These corrections tend to shift the 𝑔𝑔𝐻𝐻 signal
to higher Jet 2 𝑇Xbb and BDT score bins, which is desirable.
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Figure 6.38: The impact of the measured 𝑇Xbb correction factors on the ParticleNet
tagger score for Jet 2 (left) and BDT discriminant (right) for the SM ggHH signal
in event category 1. The histograms are normalized to unit area to show the change
in shape.

6.4.3.3 Pileup re-weighting

This is done to match the observed pile-up interaction profile in data to what is
predicted by the simulation, and was described previously in Sec. 5.4.1.

6.4.3.4 L1 EGamma pre-firing corrections

This corresponds to the same issue previously described in Sec. 5.4.2, and has been
corrected for in this analysis too.

6.4.3.5 𝑚𝐻𝐻 theory re-weighting

The 𝑔𝑔𝐻𝐻 NLO signal simulation sample used in this analysis has large numerical
instabilities for values of𝑚𝐻𝐻 above 1 TeV. To correct for this, we re-weight the𝑚𝐻𝐻

prediction in our samples with NLO Pade approximations for virtual corrections
based on the high-energy expansion of the form factors. We take the full size of the
correction as a systematic uncertainty, i.e., the up shape variation has no correction
factors applied and the down shape variation has twice the correction, as presented
in Figure 6.39 [226].

6.4.4 Systematic uncertainties
The systematic uncertainties considered for the 𝑔𝑔𝐻𝐻 analysis are listed as follows:

• Trigger uncertainty (normalization and shape): The uncertainty due to
the triggering efficiency is applied and has been explained previously in
Sec. 6.4.3.1.
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Figure 6.39: Correction factors to re-weight the current NLO calculation of 𝑚𝐻𝐻 in
our signal simulation, to NLO calculations based on Pade approximations for virtual
corrections, based on the high-energy expansion of the form factors [226].

• Luminosity (normalization only): The luminosity uncertainty affects the
signal and background normalization. The uncertainty on the luminosity
measurement is about 2.5% in each era [153–155], and is modelled via a
log-Normal nuisance parameter whose effect is correlated across all event
categories, processes, and eras.

• Uncertainty on the QCD multijet background (normalization and shape):
This a dominant systematic uncertainty for this analysis. There are two com-
ponents to this uncertainty: (1) bin-by-bin uncertainty in the Jet 2 regressed
mass distribution, and (2) overall uncertainty on the transfer factor per event
category.

• Pileup uncertainty (shape): An uncertainty on the number of primary ver-
tices is derived by varying the minimum bias cross section used in the pileup
re-weighting applied to simulation samples. The corresponding effect is cor-
related across event categories.

• Jet energy scale (normalization and shape): This uncertainty is obtained
by varying the transverse momentum of each jet up and down by one standard
deviation for each source of uncertainty, as recommended centrally for all
CMS data analyses [139]. The full analysis chain is performed again, taking
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into account the shifted energies. The corresponding variations in each Jet 2
regressed mass bin yield for each process are used to estimate the uncertainty.
This results in a set of uncertainties affecting both signal and background
acceptance as well as the shape of the Jet 2 regressed mass.

• Jet energy resolution (normalization and shape): This uncertainty is ob-
tained by smearing the transverse momentum of each jet by the smearing
factors provided centrally for all CMS data analyses [139].

• Jet mass scale (normalization and shape): This uncertainty is obtained by
varying the mass scale of each jet up and down by one standard deviation, as
recommended centrally for all CMS data analyses [139].

• Jet mass resolution (normalization and shape): This uncertainty is ob-
tained by smearing the Soft-Drop/Regressed mass resolution of each jet by
the smearing factors provided centrally for all CMS data analyses [139].

• 𝑇Xbb shape uncertainties (normalization and shape): These uncertainties
have been explained for the top background in Sec. 6.4.2.1 and for the signal
jets in Sec. 6.4.3.2.

• 𝑡𝑡 recoil uncertainties (normalization and shape): These uncertainties have
been explained for the top background in Sec. 6.4.2.1.

• BDT shape uncertainty for top background (shape): These uncertainties
have been explained for the top background in Sec. 6.4.2.1.

• Jet 2 regressed mass shape uncertainty for top background (shape): Due
to the low 𝑡𝑡 simulation statistics in the event category 1, the nominal shape
of the Jet 2 regressed mass in this category for the 𝑡𝑡 process is taken from
a loosened requirement of 𝑇Xbb > 0.9 (instead of 𝑇Xbb > 0.98, which is event
category 1 definition). This shape is normalized to the 𝑡𝑡 yield predicted in
event category 1. This procedure is justified because the 𝑇Xbb score and the
Jet 2 Regressed mass are uncorrelated. The up and down variations of the
nominal shape are taken from a modified selection of 𝑇Xbb > 0.92 and 𝑇Xbb >
0.2, respectively, as shown in Figure 6.40.

• 𝑔𝑔𝐻𝐻 and VBF𝐻𝐻 Simplified Template Cross-Sections (STXS) (normal-
ization and shape): These uncertainties are evaluated following the recom-
mendations of theLHCHiggsCross-Sectionworking group (LHCHXSWG) [158].
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Figure 6.40: Uncertainty on the Jet 2 regressed mass shape in event category 1 for
the 𝑡𝑡 process due to different 𝑇Xbb score selections. The nominal shape is obtained
after imposing a requirement of 𝑇Xbb > 0.9, and the up and down variations are
obtained by requiring 𝑇Xbb > 0.92 and 𝑇Xbb > 0.2, respectively.

This recipe provides a set of independent sources of uncertainty, modelled via
log-Normal nuisance parameters correlated across categories and eras.

• Perturbative QCD scale variation (normalization and shape): The pertur-
bative QCD renormalization and factorization uncertainties are estimated by
changing the scales 𝜇𝑅 and 𝜇𝐹 . We consider values of (𝜇𝑅, 𝜇𝐹) = (0.5,0.5),
(0.5,1.0), (1.0,0.5), (1.0,1.0), (1.0,2.0), (2.0,1.0), (2.0,2.0)), and obtain an
envelope on the shape variation, which is treated as the uncertainty. The
different (𝜇𝑅, 𝜇𝐹) variations are shown for the 𝑔𝑔𝐻𝐻 signal in Figure 6.41.
This uncertainty is also considered for the VBF 𝐻𝐻, 𝑡𝑡𝐻 and VH processes.
These uncertainties are treated as correlated between regions and eras but
uncorrelated between processes.

• Parton distribution functions or PDFs (normalization and shape): The
uncertainty due to PDFs is evaluated by taking the sum-in-quadrature of the
variations provided by the 103 replicas of NNPDF3.0. This uncertainty is
considered for the 𝑔𝑔𝐻𝐻 signal, VBF 𝐻𝐻, 𝑡𝑡𝐻 and VH processes. This
uncertainty is correlated across event categories and eras but uncorrelated
between processes.

• Initial and Final State Radiations (ISR and FSR) (normalization and
shape): The uncertainty in the parton shower calculation due to a initial or
a final state radiation is also considered for the 𝑔𝑔𝐻𝐻 signal, VBF 𝐻𝐻, and
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Figure 6.41: The QCD scale uncertainty on the 𝑔𝑔𝐻𝐻 signal acceptance in event
category 1 (top left), 2 (top right) and 3 (bottom) is obtained by taking the envelope
of the Jet 2 mass distribution as one varies the (𝜇𝑅, 𝜇𝐹).

V+jets processes. This uncertainty is correlated across event categories and
eras but uncorrelated between processes.

• B(𝐻 → 𝑏𝑏) (normalization): The theoretical uncertainty on the branching
ratio of Higgs boson decaying to a pair of b-quarks (∼ 2.5%) is also included.

• 𝑚𝐻𝐻 theory uncertainty (normalization and shape): The uncertainty on
the 𝑚𝐻𝐻 theory prediction is also applied and has been explained previously
in Sec. 6.4.3.5.

• Simulation sample size (normalization and shape): The per-bin statistical
uncertainty arising from the limited size of the simulated samples is taken into
account for all signal and background processes. This statistical uncertainty
is modelled using the Barlow-Beeston method [156, 157].
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The HH production signal strength, is defined as

𝜇 = 𝜎𝐻𝐻/𝜎𝑆𝑀
𝐻𝐻 . (6.21)

The major systematic uncertainties are listed in Table 6.5, along with their impact on
the measurement of the signal strength. The impact of each uncertainty is calculated
by varying the post-fit error up and down by one standard deviation and re-evaluating
the signal strength 𝜇 by fitting to the data. The impact Δ𝜇𝐻𝐻 is defined as :

Δ𝜇𝐻𝐻 = 𝜎𝐻𝐻/𝜎𝑆𝑀
𝐻𝐻 − ˆ𝜎𝐻𝐻/𝜎𝑆𝑀

𝐻𝐻 (6.22)

where ˆ𝜇𝐻𝐻 = ˆ𝜎𝐻𝐻/𝜎𝑆𝑀
𝐻𝐻
is the best fit signal strength obtained by floating all

parameters and fitting to the data. 𝜎𝐻𝐻/𝜎𝑆𝑀
𝐻𝐻
is the new signal strength obtained

after varying that particular uncertaintywhose impact is beingmeasured. The impact
pulls of the top-ranked systematic uncertainties on the signal strength measurement
are shown in Figure 6.42. No significant pulls are observed.

Uncertainty source Δ𝜇

Statistical +2.55 −2.30
Signal extraction +2.32 −2.06
QCD multijet modeling +1.12 −1.01
𝑡𝑡 modeling +0.28 −0.19

Systematic +2.09 −0.89
Simulated sample size +0.55 −0.55
𝑇Xbb selection +0.72 −0.32
Jet energy and mass scale and resolution +0.54 −0.39
Trigger selection +0.26 −0.03
Luminosity measurement +0.13 −0.04
Pileup modeling +0.05 −0.06
Other experimental uncertainties +0.05 −0.03

Theoretical +0.63 −0.63
Total +3.30 −2.47

Table 6.5: Major sources of uncertainty in the measurement of the signal strength
modifier 𝜇, and their observed impact (Δ𝜇) from a fit to the combined data set.
Decompositions of the statistical, systematic, and theoretical components of the
total uncertainty are specified. The impact of each uncertainty is evaluated by
computing the uncertainty excluding that source and subtracting it in quadrature
from the total uncertainty. The sum in quadrature for each source does not in
general equal the total uncertainty of each component because of correlations in the
combined fit between nuisance parameters corresponding to different sources.
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Figure 6.42: The impact pulls of top-ranked systematic uncertainties. Tho dominant
sources of uncertainty are the QCD multi-jet modelling, the 𝑡𝑡 background mod-
elling, the 𝑔𝑔𝐻𝐻 signal modelling and the jet energy and mass scale and resolution.

6.4.5 Results
The signal strength (Eqn. 6.21) is extracted by performing a binned maximum
likelihoodfit of the Jet 2 regressedmass in the signal region. The fit is simultaneously
performed across all event categories and the fail region. The backgrounds for this
fit are estimated according to the description in Sec. 6.4.2. The likelihood function
for extracting the signal strength was previously described in Sec. 5.6.5. For this
analysis, we extract results assuming 𝑚𝐻 = 125GeV.

6.4.5.1 Expected and observed yields

The expected and observed yields in the various event categories in the signal region
are presented in Table 6.6 and Figure 6.52.

6.4.5.2 Upper limits on the SM HH production cross section

We set 95% CL upper limits on 𝜎𝐻𝐻 × B(𝐻𝐻 → 𝑏𝑏𝑏𝑏), the product of the
𝑔𝑔𝐻𝐻 cross section and the 𝐻 → 𝑏𝑏 branching fraction, using the Asymptotic CLs
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Process Event category 1 Event category 2 Event category 3
𝑔𝑔𝐻𝐻 (𝜅𝜆 = 1, 𝜇 = 3.8) 4.94 ± 1.50 4.99± 1.49 5.57± 1.68
VBFHH (𝜅𝜆 = 1, 𝜇 = 3.8) 0.04± 0.01 0.04± 0.01 0.05± 0.01

ttH 0.39± 0.04 1.16± 0.09 2.86± 0.25
VH 0.74± 0.09 1.74± 0.17 2.88± 0.24

V+jets,VV 0.55± 0.26 2.61± 0.46 12.79± 0.96
tt+jets 2.15± 0.24 15.59± 1.13 155.27± 5.29

QCD+ggH+VBFH 2.60± 0.27 22.88± 0.68 102.40± 1.53
total signal+background 11.35± 1.57 49.02± 2.06 276.20± 5.60

data 9 71 304

Table 6.6: Summary of post-fit signal and background yields and the observed
number of events in each event category in the Jet 2 𝑚reg distribution under the
Higgs peak region, i.e., Jet 2 𝑚reg ∈ [110., 140.] GeV.

method [151]. The likelihood function calculation uses the modified frequentist
approach [159]. The observed and expected upper limits in each of the three event
categories and for the combined analysis is presented in Figure 6.44. We place an
observed (expected) upper limit of 10 (5) × SM on 𝜎𝐻𝐻 × B(𝐻𝐻 → 𝑏𝑏𝑏𝑏).

The 1D likelihood scan of the signal strength 𝜇 (Eqn. 6.21) is presented in figure 6.45.
In this measurement, all Higgs boson couplings are assumed to be at their SMvalues.
The observed (expected) value of the signal strength is found to be is 𝜇 = 3.8+3.4

−2.5
(𝜇 = 1.0+2.4

−2.0) at 68% CL.

6.4.5.3 Constraints on the Higgs boson self-coupling

The 1D likelihood scan of the Higgs boson self-coupling factor, 𝜅𝜆, is presented in
figure 6.46. In this measurements, all other Higgs boson couplings are assumed to
be at their SM values. The observed (expected) value of the Higgs self coupling is
found to be 𝜅𝜆 = −4.2+20.9

−4.2 (𝜅𝜆 = 1.0+10.5
−4.7 ) at 68% CL.

6.4.5.4 Constraints on the HHVV coupling

The 1D likelihood scan of the HHVV coupling factor 𝜅2𝑉 , is presented in figure 6.47.
In this measurement, all other Higgs boson couplings are assumed to be at their SM
values. In particular, for this measurement, we process the VBF 𝐻𝐻 signal samples
and fix the 𝑔𝑔𝐻𝐻 process rate at its SM prediction and treat it as a background.
Although our event selection does not target VBF 𝐻𝐻 production, and we veto the
VBF category events from the 𝑔𝑔𝐻𝐻 events selection, we find that our analysis is
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Figure 6.43: This figure shows post-fit distributions for the different event categories
corresponding to the best-fit parameters. (Top left) Event category 1, (top right)
Event category 2, (bottom left) Event category 3 and (bottom right) QCD fail region.

sensitive to 𝜅2𝑉 because of our looser 𝑝T requirements on the AK8 jets. The 𝜅2𝑉

coupling factor is observed to be 𝜅2𝑉 = 0.5+0.4
−0.2 at 68% CL.

6.5 The VBF 𝐻𝐻 analysis
The next few sub-sections will briefly discuss the VBF 𝐻𝐻 analysis, which can be
found in Ref. [227].

6.5.1 Event selection
For the VBF categories, we require two AK8 jets with 𝑚reg ∈ [50, 200]GeV. The
the 𝑝T-leading (𝑝T-subleading) AK8 jet is required to have 𝑝T > 500 (400)GeV.
The VBF process is characterized by the presence of two forward jets with a large
dijet invariant mass and a gap in pseudorapidity. Hence, we require two additional
AK4 jets with 𝑝T > 25GeV and |𝜂 | < 4.7, referred to as the VBF jets. The
two AK4 jets with the highest 𝑝T, separated from both Higgs boson candidate jets
by Δ𝑅 =

√︁
Δ𝜂2 + Δ𝜙2 > 1.2, are considered as the VBF jet candidates. We also
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Figure 6.44: Observed (expected) 95% CL upper limits on the 𝜎𝐻𝐻 × B(𝐻𝐻 →
𝑏𝑏𝑏𝑏), in different event categories, and by combining all categories are presented
by the solid (dashed) black line. The green and yellow bands represent the expected
one and two standard deviation uncertainty bands on the expected limit, respectively.
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Figure 6.45: The observed and expected 1D likelihood scan of the SM 𝐻𝐻 produc-
tion signal strength 𝜇, assuming all Higgs boson couplings to be at their SM values.
The different colors represent the different event categories.

requireΔ𝜂VBFjj > 4.0 (absolute pseudorapidity difference between the twoVBF jets),
and the invariant mass of the two VBF jets (𝑚VBFjj ) must be larger than 500GeV.
Additionally, we require the azimuthal angle between the two AK8 jets, Δ𝜙j1j2 > 2.6,
and the absolute difference in pseudorapidity, Δ𝜂j1j2 > 2.0. We also veto events with
additional electrons or muons.

Three VBF event categories are defined based on the 𝑇Xbb scores of the two Higgs
boson candidate AK8 jets. Events in the high-purity (HP) category must have both
jets with 𝑇Xbb > 0.98. Events not in the HP category are categorized as medium
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Figure 6.47: The observed and expected 1D likelihood scan of the HHVV coupling
factor, 𝜅2𝑉 , assuming other Higgs boson couplings to be at their SM values.

purity (MP) if both jets have 𝑇Xbb > 0.94, and events not in the HP or MP categories
are categorized as low purity (LP) if both jets have 𝑇Xbb > 0.90.

Finally, the masses of the two leading AK8 jets are required to be within the Higgs
peak window, i.e., Jet 1 𝑚reg ∈ [110, 150] GeV and Jet 2 𝑚reg ∈ [100, 145] GeV.
The final fit variable for signal extraction in the VBF category is 𝑚𝐻𝐻 , i.e., the
invariant mass of the two AK8 jets.
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6.5.2 Background estimation
Just like the ggF category, the two major backgrounds in the VBF category are the
QCD multi-jet process and the Top quark. The next two sub-sections will briefly
discuss the dominant background estimation procedure for the VBF analysis.

6.5.2.1 QCD

Just like the ggF category, the QCD background estimation in the VBF category
is done in a data-driven manner, using the ABCD method. The procedure for this
method is as follows

• Define the signal region D.

• Define a control region C that is orthogonal to the search region but enriched
in the background process to be estimated.

• Modify another set of requirements (uncorrelated with the selections altered
to obtain region C), to obtain two additional regions, A and B.

• Use regions A and B to derive correction factors, known as transfer factors
(TFs), that quantify the difference in background normalization (and possibly
also in the shape) between the regions A and B.

• The transfer factors are then used to normalize the background estimate ob-
tained from region C to the search region D.

In the VBF catgeory, a control region (CR) C enriched in QCD multijet events is
selected by requiring the 𝑇Xbb score of both Higgs boson candidate AK8 jets to be
between 0.1 and 0.9. Since the region C also has a non-negligible 𝑡𝑡 contamination,
the QCD multijet and 𝑡𝑡 yields are estimated simultaneously via a binned maximum
likelihood fit to the observed data in the 𝑚𝐻𝐻 distribution. The resulting 𝑚𝐻𝐻

distribution for QCD is then normalized to the search region D (signal region (SR):
HP, MP and LP) with transfer factors 𝑤𝑖, which are derived separately using the
side-bands of the sub-leading AK8 jet mass. We define control region A with the
same𝑇Xbb selections as region C, and region B is defined by the same𝑇Xbb selections
as region D. However, for both regions A and B, the sub-leading jet 𝑚reg is required
to be either below (50 < 𝑚𝑠𝑢𝑏𝑙

reg < 100GeV) or above (145 < 𝑚𝑠𝑢𝑏𝑙
reg < 200GeV) the

signal mass window. To ensure sufficient statistics for the transfer factor derivation,
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the selection requirement on the leading jet mass is also relaxed, requiring 50 <

𝑚𝑙𝑒𝑎𝑑
reg < 200GeV. The TFs are then defined as:

𝑤𝑖 =
𝑁𝐵
𝑄𝐶𝐷,𝑖

𝑁 𝐴
𝑄𝐶𝐷,𝑖

. (6.23)

A separate TF is derived for each 𝑚𝐻𝐻 bin, in each search category (HP, MP and
LP), and for each year.

The QCD background in the search region D is then defined as :

𝑁𝐷
𝑄𝐶𝐷,𝑖 = 𝑤𝑖 × 𝑁𝐶

𝑄𝐶𝐷,𝑖 . (6.24)

Binned 𝑚𝐻𝐻 distributions for all SR and CR event categories are fitted simultane-
ously, with the QCD yields in CRs unconstrained in the fit, and with the QCD yield
in the SR categories determined by the CR yields via the TFs. Fig. 6.48 illustrates
how the ABCD method is applied in this analysis.

Figure 6.48: The ABCD method used for QCD background estimation in the VBF
analysis.

6.5.2.2 Top

For the VBF categories, the top background is estimated from the simulation, with
certain corrections derived from data.

A region enriched in semi-leptonic 𝑡𝑡 events is used to extract two sets of corrections,
one accounting for the difference in the 𝐻 → 𝑏𝑏 mis-identification efficiency in 𝑡𝑡
events between data and simulation, and another to correct the overall normalization
of the 𝑡𝑡 process in our signal region. These corrections are derived using a “tag-
and-probe” method. A muon, in combination with ®𝑝missT (representing the leptonic
W boson decay) is used as the “tag”, and an AK8 jet in the opposite hemisphere



186

is considered as the “probe” jet. We define this region with a set of selections
that closely follows the definition of the 𝑡𝑡-enriched region in Ref. [221]. The
mass distribution of the AK8 jet is then fitted to data (as detailed in Ref. [221]),
to derive a set of jet 𝑝T dependent scale factors to correct the response of the 𝑇Xbb
discriminant in each of the three categories (HP, MP and LP), as well as for the
overall normalization of the 𝑡𝑡 process.

6.5.3 Corrections to data and simulation
The VBF analysis uses corrections similar to the ggF analysis, as detailed in
Sec. 6.4.3.

6.5.4 Systematic uncertainties
The VBF analysis uses systematic uncertainties similar to the ggF analysis, as
detailed in Sec. 6.4.4.

6.5.5 Results
A binned maximum-likelihood fit using the 𝑚𝐻𝐻 templates is performed simulta-
neously with all SR and CR event categories. The SR distributions of the 𝑚𝐻𝐻

after a background-only fit to the data are shown in Fig. 6.49. A signal hypothesis
corresponding to 𝜅2𝑉 = 0, with other couplings set to the SM values, is overlaid for
illustration. No excess is found in data compared to the background-only hypothesis.
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The 95% CL exclusion limits are set on 𝜎(𝑝𝑝 → 𝑞𝑞𝐻𝐻) × B(𝐻𝐻 → 𝑏𝑏𝑏𝑏)
for a range of signal hypotheses corresponding to different values of 𝜅2𝑉 and 𝜅𝑉

couplings. In Fig. 6.50 (Left), the expected and observed limits are presented as a
function of the 𝜅2𝑉 coupling assuming that all other Higgs boson couplings are at
their SM values. The 𝜅2𝑉 is constrained in the range 0.6 < 𝜅2𝑉 < 1.4 at 95% CL. A
hypothesis of vanishing coupling, namely 𝜅2𝑉 = 0 with other couplings equal to 1,
is excluded at a CL higher than 99.99%. Similarly, in Fig. 6.50 (Right), the 95% CL
exclusion limits are shown as a function of 𝜅𝑉 , with other couplings fixed to 1. The
𝜅𝑉 coupling is constrained in the range 1.2 < 𝜅𝑉 < 0.8 or 0.8 < 𝜅𝑉 < 1.2.
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Figure 6.50: (Left): Observed (solid line) and expected (dashed line) 95% CL
exclusion limits on 𝜎(𝑝𝑝 → 𝑞𝑞𝐻𝐻) × B(𝐻𝐻 → 𝑏𝑏𝑏𝑏), as a function of the 𝜅2𝑉
coupling, with other couplings fixed to the SM values. (Right): Observed (solid
line) and expected (dashed line) 95% CL exclusion limits on 𝜎(𝑝𝑝 → 𝑞𝑞𝐻𝐻) ×
B(𝐻𝐻 → 𝑏𝑏𝑏𝑏), as a function of the 𝜅𝑉 coupling, with other couplings fixed to
the SM values.

6.6 Combination results
This section will describe the results from combining the 𝑔𝑔𝐻𝐻 (Sec. 6.4) and VBF
𝐻𝐻 (Sec. 6.5) analyses.

6.6.1 Systematic uncertainty treatment
Most systematic uncertainties between the two analyses are treated as fully cor-
related, including pileup, luminosity, jet energy scale and resolution, and theory
uncertainties, like B(𝐻 → 𝑏𝑏), PDFs, QCD scale, and parton shower effects.
However, for the 𝑇Xbb score, the efficiency scale factors depend on the jet 𝑝T, and
for the ggF category, most of the events are in the 300–500GeV 𝑝T range (87% of
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Figure 6.51: Pulls and impacts of the first 40 nuisance parameters ranked by impact.

𝑔𝑔𝐻𝐻 signal has at least one AK8 jet 𝑝T between 300–500GeV). On the contrary,
for the VBF category, most signal events have jet 𝑝T >500GeV. The jet mass scale
and resolution are therefore treated as uncorrelated due to the different phase space.
Fig. 6.51 shows the pulls and impacts of the first 40 nuisance parameters ranked by
impact. No significant pulls are observed.

6.6.2 The Jet 2 𝑚reg and 𝑚𝐻𝐻 distributions
A binned maximum likelihood fit to the observed Jet 2 𝑚reg (for ggF categories)
and 𝑚𝐻𝐻 (for VBF SR) is performed using the sum of the signal and background
contributions. These distributions in the various event categories are presented in
Figure 6.52.
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Figure 6.52: This figure shows post-fit distributions for the different event categories
in the ggF and VBF analyses, corresponding to the best-fit parameters. (Top left)
ggF event category 1, (top right) ggF event category 2, (bottom left) ggF event
category 3 and (bottom right) VBF Signal Region.

6.6.3 Upper limit on the inclusive 𝐻𝐻 production cross section
Fig. 6.53 shows the upper limits on the inclusive 𝐻𝐻 production cross section. The
combined observed (expected) 95% upper limit on the cross section is 9.9 (5.1) ×
SM, and this result is mainly driven by the ggF channel.

6.6.4 Constraints on the various Higgs boson couplings
Figure 6.54 shows the 1D expected and observed likelihood scans in 𝜅𝜆 (top), 𝜅𝑉
(bottom left), and 𝜅2𝑉 (bottom right) for the ggF and VBF channels. As shown in
Fig. 6.54, the sensitivity to 𝜅𝑉 and 𝜅2𝑉 is largely driven by the VBF channel, while
the sensitivity to 𝜅𝜆 is largely driven by the ggF channel.

Figure 6.55 show the 1D upper limits on the inclusive 𝐻𝐻 cross section as a
function of 𝜅𝜆 (top), 𝜅𝑉 (bottom left), and 𝜅2𝑉 (bottom right) for the combined ggF
and VBF channels. For the combined analysis, at 95% CL, we put constraints on
the allowed values of the couplings as: 𝜅𝜆 ∈ [−9.9, 16.9] when 𝜅𝑉 = 1, 𝜅2𝑉 = 1;
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Figure 6.53: Upper limits on the inclusive SM signal strength.

𝜅𝑉 ∈ [−1.17,−0.79] ∪ [0.81, 1.18] when 𝜅𝜆 = 1, 𝜅2𝑉 = 1; 𝜅2𝑉 ∈ [0.62, 1.41] when
𝜅𝜆 = 1, 𝜅𝑉 = 1. We exclude 𝜅2𝑉 = 0 with a significance of 6.3 standard deviations
for the first time, when other H couplings are fixed to their SM values.

Finally, Fig. 6.56 shows the 2D profile likelihood scan as a function of 𝜅𝜆 and 𝜅2𝑉

(left) and 𝜅𝑉 and 𝜅2𝑉 (right) for the combined ggF and VBF channels.

6.7 Current results on HH production from CMS
This section will briefly discuss Fig. 2.8 from Sec. 2.4.3, that summarizes the current
results on Higgs pair production from different CMS analyses (Ref. [26, 55–59]).
To put things in to perspective, the boosted 𝐻𝐻 → 𝑏𝑏𝑏𝑏 result described in this
chapter produced an upper limit on the inclusive Higgs production cross section
(𝜇 = 𝜎𝐻𝐻/𝜎𝑆𝑀

𝐻𝐻
), which is ∼30 × better than the previous CMS analysis using just

the 2016 dataset [228]. The 𝑏𝑏 𝑍𝑍 and Multilepton analyses are completely new
channels targeting the 𝐻𝐻 production. The resolved 𝑏𝑏𝑏𝑏, 𝑏𝑏 𝛾𝛾 and 𝑏𝑏 𝜏𝜏 have
all performed ∼ 3-5 × better than their previous counterparts that used just the 2016
dataset [229]. It is evident from Fig. 2.8 (top left), that the boosted 𝐻𝐻 → 𝑏𝑏𝑏𝑏

result described in this chapter has the best sensitivity to the SM 𝐻𝐻 production
cross section, amongst all other CMS analyses.
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Figure 6.54: Comparison of the 1D expected and observed likelihood scans in 𝜅𝜆
(top), 𝜅𝑉 (bottom left), and 𝜅2𝑉 (bottom right) for the ggF channel, VBF channel,
and combined ggF and VBF channels.

Additionally, it is clear from Fig. 2.8 (top right and bottom right), that the boosted
𝐻𝐻 → 𝑏𝑏𝑏𝑏 result described in this chapter has the best sensitivity to the VBF
𝐻𝐻 production cross section in a BSM scenario with 𝜅2𝑉 = 0, and also puts the
best constraints on the allowed values of 𝜅2𝑉 , amongst all other CMS analyses. The
𝑏𝑏 𝛾𝛾 analysis [58] puts the best constraints on the allowed values of 𝜅𝜆 amongst
all other CMS analyses.

6.8 Future of 𝐻𝐻 production
A combined ATLAS +CMS projection on the Higgs pair production at the HL-LHC
was studied in Ref. [173]. Several ATLAS and CMS results on the 2016 or 2016 +
2017 dataset were combined and projected signal significance and constraints on 𝜅𝜆
were derived for 3 ab−1 of pp collision data. The results are summarized in Table
6.7 and Fig. 6.57. The expected combined ATLAS + CMS significance for the 𝐻𝐻

process is 4 𝜎 at HL-LHC, and the 68% confidence intervals for 𝜅𝜆 are 0.52 ≤ 𝜅𝜆
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Figure 6.55: 1D upper limits on the inclusive 𝐻𝐻 cross section as a function of
𝜅𝜆 (top), 𝜅𝑉 (bottom left), and 𝜅2𝑉 (bottom right) for the combined ggF and VBF
channels.

≤ 1.5. However, this projection does not come from the full Run 2 dataset and does
not consider the enhancements that come from new and improved analyses, like
the boosted 𝐻𝐻 → 𝑏𝑏𝑏𝑏 result described in this chapter. Overall, with advanced
physics object reconstruction techniques and improved ways to constrain systematic
uncertainties, there is a potential for discovery of the 𝐻𝐻 process at the HL-LHC.

Table 6.7: Projected significance in standard deviations of the individual HH pro-
duction channels as well as their combination, at the HL-LHC [173].

Target channel ATLAS CMS
𝐻𝐻 → 𝑏𝑏𝑏𝑏 0.61 0.91
𝐻𝐻 → 𝑏𝑏 𝜏𝜏 2.1 1.4
𝐻𝐻 → 𝑏𝑏 𝛾𝛾 2.0 1.8

𝐻𝐻 → 𝑏𝑏 𝑉𝑉 (𝑙𝑙𝜈𝜈) - 0.56
𝐻𝐻 → 𝑏𝑏 𝑍𝑍 (4𝑙) - 0.37

combined 3.0 2.6
Combined ATLAS + CMS 4.0
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Figure 6.56: 2D profile likelihood scan as a function of 𝜅𝜆 and 𝜅2𝑉 (left) and 𝜅𝑉 and
𝜅2𝑉 (right).

Figure 6.57: A projected likelihood scan of 𝜅𝜆 at HL-LHC, calculated by performing
a conditional signal+background fit to the background and SM signal. The coloured
dashed lines correspond to the combined ATLAS and CMS results by channel, and
the black line to their combination. Plot is taken from [173].
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C h a p t e r 7

SUMMARY AND OUTLOOK

It has been 10 years since the ATLAS and CMS Collaborations at the LHC an-
nounced the landmark discovery of a Higgs boson at a mass of around 125 GeV. The
Higgs discovery was made within 2 years of the beginning of the LHC operations,
and with a total of ∼ 10 fb−1 of data collected at

√
𝑠 = 7 and 8 TeV. Since then,

the LHC had ramped up its operation to
√
𝑠 = 13 TeV, and collected about 15 times

more data during Run 2 (2015-2018). With the increased data, we have been able
to test several properties of the Higgs boson and compare them to predictions from
the SM. The gauge couplings of the Higgs to SM bosons and Yukawa couplings
to third generation fermions have been confirmed, its spin-parity quantum numbers
have been determined, and its mass has been established to a precision of 0.1%.
However, we are yet to observe certain rare Higgs decay modes in nature. Painting
a complete picture of the Higgs boson is essential to understanding the precision of
the SM, as any new physics process can alter one or more of the predicted properties
of the Higgs. This thesis described the search for two separate rare Higgs processes
in nature.

Chapter 5 described the CMS Run 2 search for 𝐻 → 𝜇𝜇 decays, which have a
tiny branching fraction of 2.18 × 10−4 at 𝑚𝐻 = 125.38 GeV. It may surprise the
reader to learn that the 𝐻 → 𝑍𝑍∗ → 4𝑙 (𝑙 = 𝑒/𝜇) process, which was one of
the discovery channels for the Higgs in 2012, has a branching fraction of 1.25 ×
10−4, which is very similar to 𝐻 → 𝜇𝜇. The major background for 𝐻 → 𝜇𝜇 is the
Drell-Yan + jets process, with a 𝜎 × B of 640.6 pb. On the other hand, the major
background for 𝐻 → 𝑍𝑍∗ → 4𝑙 is the SM production of 𝑍𝑍∗ → 4𝑙 with a 𝜎 × B
of 7.34 pb. Thus, the major background for 𝐻 → 𝜇𝜇 is ∼90 times stronger than the
major background for 𝐻 → 𝑍𝑍∗ → 4𝑙, making 𝐻 → 𝜇𝜇 a very difficult process to
observe at the LHC. To mitigate this issue, the Run 2 CMS 𝐻 → 𝜇𝜇 search used
four dedicated analysis strategies, each targeting a different Higgs production mode,
and used sophisticated machine learning techniques like boosted decision trees and
deep neural networks, to enhance the signal sensitivity. The improved analysis
techniques lead to the first evidence (3 𝜎 excess) for 𝐻 → 𝜇𝜇 decays. The best-fit
signal strength with the corresponding 68% CL interval for 𝑚𝐻 = 125.38 GeV was
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found to be 𝜇̂ = 1.19 +0.41
−0.39 (stat)

+0.17
−0.16 (syst). Assuming SM production cross sections

for the various modes, the 𝐻 → 𝜇𝜇 branching fraction is constrained at 95% CL
to be within 0.8 × 10−4 < B(𝐻 → 𝜇𝜇) < 4.5 × 10−4. The corresponding 68%
and 95% CL intervals for the 𝜅𝜇 are 0.91 < 𝜅𝜇 < 1.34 and 0.65 < 𝜅𝜇 < 1.53,
respectively. The 𝐻 → 𝜇𝜇 process is expected to be discovered at the HL-LHC,
and the 𝜇 will be measured with an overall uncertainty of 4%.

Another rare Higgs process is the Higgs pair (HH) production, which is an important
probe for studying the Higgs self coupling 𝜆, which will allow us to understand the
stability of the electroweak vacuum and possibly the origins of matter anti-matter
asymmetry in our universe. However, the HH process has an extremely small
cross section of ∼32 fb−1 at 13 TeV, and is yet to be observed in nature. Chapter 6
described theCMSRun 2 search for𝐻𝐻 → 𝑏𝑏𝑏𝑏with highly boostedHiggs bosons.
The four-bottom-quark final state suffers from large backgrounds and a poor decay
channel resolution, despite having the largest branching ratio (33.9%) amongst all
HH decays. To enhance the signal sensitivity in the 4b final state, a dedicated jet
identification algorithm based on graph neural networks was used to identify boosted
H→ bb jets. The search was divided into two parts, each targeting a separate HH
production mode. The search put constraints on the allowed values of the couplings
as: 𝜅𝜆 ∈ [−9.9, 16.9] when 𝜅𝑉 = 1, 𝜅2𝑉 = 1; 𝜅𝑉 ∈ [−1.17,−0.79] ∪ [0.81, 1.18]
when 𝜅𝜆 = 1, 𝜅2𝑉 = 1; 𝜅2𝑉 ∈ [0.62, 1.41] when 𝜅𝜆 = 1, 𝜅𝑉 = 1. A scenario with 𝜅2𝑉 =
0was excluded with a significance of 6.3𝜎 for the first time, when other H couplings
are fixed to their SM values. The combined observed (expected) 95% upper limit
on the HH production cross section was found to be 9.9 (5.1) × SM. Chapter 6
also has a brief discussion on the status of current 𝐻𝐻 results from CMS, and the
boosted 𝐻𝐻 → 𝑏𝑏𝑏𝑏 analysis has the best sensitivity to the SM 𝐻𝐻 production
cross section, the best sensitivity to the VBF 𝐻𝐻 production cross section in a BSM
scenario with 𝜅2𝑉 = 0, and also puts the best constraints on the allowed values of 𝜅2𝑉 ,
amongst all other CMS analyses. It is expected that with improved physics object
reconstruction techniques and smart ways to constrain systematic uncertainties, the
HH process has a potential for discovery at the HL-LHC.

To expand the current physics program, the LHCwill be undergoing major upgrades
after Run 3, to operate at a higher instantaneous luminosity. The upgraded machine
will be known as the High Luminosity LHC, and will collect about 3 𝑎𝑏−1 of data
by the end of its 10 year operation period. The HL-LHC will be a Higgs factory,
and is expected to produce > 150 million Higgs bosons (over 1 million for each of
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the main production mechanisms, spread over many decay modes). The goal of the
HL-LHC is to perform precision measurements in several rare Higgs decay channels
and potentially observe the HH process. It will also target other precision tests of the
SM (like lepton flavor universality or LFU) and expand the available search phase-
space of BSM theories (for example, long lived particles of LLPs). The increased
instantaneous luminosity at the HL-LHCwill however also mean increased levels of
radiation, and the existing sub-detectors of the CMS Experiment will be undergoing
major upgrades to maintain the LHC levels of particle reconstruction efficiency.
Chapter 4 described the planned MIP Timing Detector (MTD) upgrade for CMS at
the HL-LHC. The MTDwill be a time-of-flight (TOF) detector, designed to provide
a precision timing information for charged particles, with a resolution of∼30 ps. The
MTD is divided into a barrel and a endcap timing layer. Chapter 4 mainly focused
on the Barrel Timing Layer (BTL), and described several R&D tests that have been
performed on the BTL sensors (SiPMs + LYSO crystals), including various sensor
characterization studies (time resolution, light yield, etc.) and optimization of the
BTL design geometry. The chapter also discussed mock test setups to cool the
sensors, since it is known to be an effective way of mitigating the increased dark
current rates in the sensors due to radiation damage. In the end, carefully controlling
all aspects of the BTL design will help it deliver its promised timing performance.
This will help to maintain/improve the reconstruction efficiencies of physics objects
like b-jets (precise secondary vertex reconstruction from TOF information) despite
the increased levels of pile-up, and in turn, will enhance the sensitivity of various
physics analyses, like 𝐻𝐻 → 𝑏𝑏𝑏𝑏.

This thesis covered topics that targeted the singleHiggs and doubleHiggs production
modes at the LHC. Another interesting phenomena that can be explored in the
future is the triple Higgs production (𝐻𝐻𝐻), which is sensitive to the Higgs quartic
coupling 𝜆4 (the constant in front of the 𝐻4 term in Eqn. 2.29). According to the
SM, the value of the Higgs tri-linear self coupling (𝜆3) is equal to the Higgs quartic
coupling. However, it is widely accepted that SM is a low-energy approximation
(effective field theory or EFT) of a more complex theory valid at higher energy
scales, and this could imply 𝜆3 ≠ 𝜆4. The 𝐻𝐻𝐻 process is therefore important
to understand the shape of the Higgs potential at higher energy scales. The SM
production cross section for the 𝐻𝐻𝐻 process is very tiny, with 𝜎𝑁𝑁𝐿𝑂

𝐻𝐻𝐻
= 0.103

fb at 13 TeV, implying that only about ∼400 HHH events will be produced even
at the HL-LHC. However, in certain Two Higgs- Doublet (2HDM) extensions of
the SM, this rate can be further enhanced, through the production of a new heavier
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Figure 7.1: Semiresonant (left) and other resonant and nonresonant (right) tri-Higgs
production diagrams via heavier scalar particle X [230].

Higgs like scalar particle [230], as shown in Fig. 7.1. One can then study the HHH
production rates at Run 3 or HL-LHC as a probe of extended BSM scalar sectors,
using various combinations of final state Higgs decays (6b, 4b2𝜏, 4b2𝛾, etc).

Run 3 of the LHC is beginning from July 2022, and will collect ∼150 fb−1 of data by
the year 2025, at

√
𝑠 = 13.6 TeV. Many major physics investigations (SM precision

tests and BSM searches) will continue to advance at CMS during this period, and
also at the HL-LHC in the future.
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A p p e n d i x A

FEASIBILITY STUDIES FOR A MUON MIP
CALIBRATION TECHNIQUE FOR CMS HCAL

ENDCAPS

A.1 Introduction
The HCAL detector was discussed in Sec. 3.2.3. After the Phase I upgrade [74],
the Hadron Calorimeter (HCAL) is read out with SiPMs in the HB and HE, and has
more longitudinal segmentation to improve pileup rejection (see Fig. 3.8). The HB
(HE) is read out as four (six/seven) longitudinal segments. This depth segmentation
motivates inter-calibration of the different depths using muon MIPs, as the energy
deposited by a muon MIP in each HCAL active layer (columns within a depth) is
expected to be the same everywhere.

The HCAL is divided into various segments with some lateral Δ𝜂 × Δ𝜙 dimensions
(see Sec. 3.2.3). Each division in 𝜂 and 𝜙 is numbered for convenience, and is called
𝑖𝜂 or 𝑖𝜙, respectively. The HCAL 𝑖𝜂 − 𝑖𝜙 map is shown in Fig. A.1. The HE covers
the range 17 <= |𝑖𝜂 | <= 29. There is full tracker coverage in |𝜂| < 2.4 (or |i𝜂| <
26), |i𝜂| = 26 has partial tracker coverage and |i𝜂| = 27, 28, and 29 has no tracker
coverage. The muon chamber coverage also extends only up to |𝜂| < 2.4. This makes
calibration of the high |i𝜂| regions of the HE extremely difficult. A detailed view of
the HE depth segmentation is shown in Fig. A.2. In the past, the calibration values
derived per depth for HE |i𝜂| = 25 were also used for |i𝜂| > 25, with the assumption
that the energy deposited by a muon MIP in each HCAL active layer remains the
same. However, this method is not necessarily accurate, since |i𝜂| > 25 has 7 depth
segmentations, whereas |i𝜂| = 25 has only 6 depth segmentations.

We will explore the feasibility of calibrating the outside tracker regions of HE using
𝑍 → 𝜇𝜇 events, in the 2018 pp collision data, in a tag and probe fashion. We will
require one of the muons from the Z decay to be well reconstructed and isolated (tag
muon) inside the tracker region (21 ≤ |𝑖𝜂 | ≤ 24), such that it enters and exits the
same HE i𝜂 tower. The other muon will be used as a probe, and can be in HE |i𝜂| =
27/28/29. The details of this method are described in the next few sections.
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Figure A.1: The HCAL 𝑖𝜂− 𝑖𝜙map [231]. HB covers the range |i𝜂|<=16; HE covers
the range 17 <= |𝑖𝜂| <= 29; HF covers the range |i𝜂|>=29; HO covers the range
|i𝜂|<=15 (the region within the dashed yellow lines).

Figure A.2: Longitudinal segmentation of HE before and after the Phase I upgrade
and the i𝜂 and pseudorapidity mapping of HE.
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A.2 Event selection
We will describe a set of selections for choosing the events we used in this study.
The event selection proceeds as

• Tag muon or 𝜇1 : The tag muon is required to have 𝑝T > 25 GeV and should
be inside the tracker coverage area, i.e., 21 ≤ |𝑖𝜂 | ≤ 24. The tag muons used
in this analysis are reconstructed with the Tight ID (Sec. 5.3.2) and must be
well isolated (surrounding energy summed from other particles is less than
15% of muon 𝑝T). Additionally, the muon is required to enter and exit the
same HE i𝜂 tower, and this tower is required to have hot cells i.e. this tower
should have a larger measured energy than the surrounding HCAL towers.

• Veto events with fully reconstructed 𝑍 → 𝜇𝜇 decays : Reject events where
there is a second well reconstructed and isolated muon in the event, such that
it is oppositely charged from the tag muon, has 𝑝T > 20 GeV, |𝜂| < 2.5, and
satisfies |M𝜇1𝜇 - 91.1| < 2 GeV.

• Guess the Lorentz four-momentum of the probe muon or 𝜇2 : We use the
information from 𝑍 → 𝜇𝜇 simulation events to make an educated guess about
the four-momentum of the probe muon (outside the tracker coverage). We
select a truth level muon with |i𝜂| = 27 (2.5 < |𝜂| < 2.65), originating from a
𝑍 → 𝜇𝜇 decay. The most probable 𝑝T value of such a muon is 45.31 GeV, as
shown in Fig. A.3 (left), and we use this value as the guess 𝑝T value of a probe
muon iin |i𝜂| = 27 (similar procedure for |i𝜂| = 28/29). We use the average
pseudorapidity of 2.575 for |i𝜂| = 27, and since both the muons originating
from the Z decay are expected to be on the same side of the detector, the sign
of the probe muon pseudorapidity is taken to be the same as that of the tag
muon. The two muons from the Z decay are usually produced back-to-back,
and thus we require the 𝜙𝜇2 = 𝜙𝜇1 ± 𝜋. For example, if a lorentz-vector is
denoted as (𝑝T, 𝜂, 𝜙, M) and for 𝜇1 it is known to be (from reconstruction):
(85.3 GeV, -2.3, 1.57, 0.105 GeV), then the guess Lorentz-vector for 𝜇2 in
|i𝜂| = 27 is : (45.31 GeV, -2.575, -1.57, 0.105 GeV).

• We also require the energy deposited in the ECAL in the 𝑖𝜂 tower of the probe
muon to be < 500 MeV.

• Using the tag muon and the guess probe muon four momenta, we can re-
construct an invariant mass (just a discriminator for background rejection) of
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Figure A.3: Reconstructing the probe muon. (Left) The truth level 𝑝T for a muon,
originating from a 𝑍 → 𝜇𝜇 decay, and located in 2.5 < |i𝜂| < 2.65 (|i𝜂| = 27). The
most probable 𝑝T value of such a muon is 45.31 GeV. (Right) Distribution of
the 𝑀𝜇1𝜇2 discriminant for events passing the tag and probe muon selections. The
data is shown in black, 𝑍 → 𝜇𝜇 MC simulation which includes both signal and
background events is shown in red, and the 𝑍 → 𝜇𝜇 MC simulation events with a
truth level muon with 2.5 < |𝜂| < 2.65 (|i𝜂| = 27) is shown in blue and includes only
the signal events. All histograms were normalized to unity to compare the shapes.

the muon pair as 𝑀𝜇1𝜇2 . We require 𝑀𝜇1𝜇2 > 80 GeV, as shown in Fig. A.3
(Right).

• Energy deposit per depth : The energy deposited in different depths has the
following requirements (based on 𝑍 → 𝜇𝜇 simulation events with a probe
muon in |i𝜂| = 27/28/29): Depth 1 , Depth 6 and Depth 7 energy > 0. GeV;
Depth 2 energy > 0.05 GeV; Depth 3 energy < 0.1 GeV, Depth 4 and Depth
5 energy < 0.8 GeV.

A.3 Validation checks in |𝑖𝜂| = 25
We will first check the signal efficiency and background contamination resulting
from our event selections in a suitable control region. To do this, we select a control
region with the same selections as described in the previous section, except we will
now require the probe muon to be in |i𝜂| = 25, where there is tracker coverage.

A.3.1 Signal efficiency
We look at events where there is a real reconstructed second muon in |i𝜂| = 25, and
compare the energy distributions per depth in both data and 𝑍 → 𝜇𝜇 simulation.
An example is shown in Fig. A.4, which compares the energy profiles in Depth 6.
The signal is modeled using a convolution of Gaussian and Landau distributions (in
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Figure A.4: Comparison of deposited energy profiles in Depth 6 for |i𝜂| = 25 (for
both HE detectors combined), in events with a real reconstructed second muon in
that i𝜂 tower. The left distribution is for 𝑍 → 𝜇𝜇MC (no pileup) simulation events
and the right distribution is data. The signal is modeled using a convolution of
Gaussian and Landau distributions (in red), while the background is modeled by an
exponential function (dashed blue). The combined signal + background fit is shown
in solid blue. The most probable value of deposited energy is similar in both the
simulation and data.

red), while the background is modeled by an exponential function (dashed blue).
The combined signal + background fit is shown in solid blue. The most probable
value of deposited energy is similar in both the simulation and data (∼0.53 MeV).
We can derive an "Energy/layer MPV" (= 0.53/4 = ∼0.13 MeV for Fig. A.4) based
on these fits, and Table A.1 summarizes these values for different depths in |i𝜂| =
25.

Table A.1: The average energy/layer MPV value for |i𝜂| = 25 (for both HE detectors
combined), in events with a real reconstructed second muon in that i𝜂 tower.

Depth 𝑍 → 𝜇𝜇 (no pileup) simulation Data
4 0.13 ± 0.01 0.13 ± 0.01
5 0.13 ± 0.03 0.15 ± 0.01
6 0.13 ± 0.02 0.14 ± 0.01

The observed difference between data and simulation in the average energy/layer
MPV value is small (< 14%).

A.3.2 Background contamination
We also look at events where there are no reconstructed second muons in |i𝜂| =
25, and compare the energy distributions per depth in both data and single muon
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Figure A.5: Comparison of deposited energy profiles in Depth 6 for |i𝜂| = 25 (for
both HE detectors combined), in events with no reconstructed second muon in that
i𝜂 tower. The left distribution is for single muon (background) simulation events
and the right distribution is data. The signal is modeled using a convolution of
Gaussian and Landau distributions (in red), while the background is modeled by
an exponential function (dashed blue). The combined signal + background fit is
shown in solid blue. There is a small MIP like peak visible in both the data and the
simulation, indicating background sculpting.

MC (background) simulation. An example is shown in Fig. A.5, which compares
the energy profiles in Depth 6. The signal is modeled using a convolution of
Gaussian and Landau distributions (in red), while the background is modeled by
an exponential function (dashed blue). The combined signal + background fit is
shown in solid blue. There is a small MIP like peak visible in both the data and
the simulation, indicating background sculpting due to our depth energy selections.
The most probable value of deposited energy the simulation and data is ∼0.4 MeV
and ∼0.56 MeV, respectively.

A.4 Conclusions
Our current event selections have a signal purity of 60–70% and tend to introduce
a visible MIP-like background sculpting in the energy/layer distribution due to our
depth energy selections. One possible way to reduce the background contamination
is to veto events when they contain b-jets, photons or electrons in the i𝜂 tower of
interest. The invariant mass distribution of the two muons with a real reconstructed
second muon in |i𝜂| = 25, after rejecting events that contain b-jets, photons or
electrons in |i𝜂| = 25, is shown in Fig. A.6. The data agrees very well with the
simulation prediction, and the 𝑆/(𝑆 + 𝐵) value is found to be 1/10. This indicates
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Figure A.6: The invariant mass distribution of the two muons with a real recon-
structed second muon in |i𝜂| = 25, after rejecting events that contain b-jets, photons
or electrons in |i𝜂| = 25. The data agrees very well with the simulation prediction.

that there is promise in moving forward with this strategy. Due to lack of dedicated
background simulation samples (b-jets, photons or electrons in the high i𝜂 regions),
we could not finish this study for Run 2 (2018 pp collision data). However, this
strategy can be used in Run 3 to calibrate the HCAL endcaps.
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A p p e n d i x B

COMMISSIONING TESTS FOR PROTOTYPE BTL
READOUT ELECTRONICS

This appendix discusses the commissioning tests performed on the two prelimi-
nary versions of the BTL prototype readout electronics, i.e., the TOFPET and the
TOFHIR2A ASIC.

B.1 TOFPET2
The TOFPET2 (Time-of-Flight Positron Emission Tomography) ASIC [232] was
the first version of the prototype readout electronics chip. It is a 64 channel ASIC,
with two outputs per channel: the time and energy of a pulse. It operates based on
three thresholds: a low threshold th1 for assigning a time stamp to the input pulse,
a high threshold th2 for rejecting noise and starting the charge integration, and
th3 threshold for event triggering and finishing the charge integration. The three
thresholds are shown in Fig. B.1. The TOFPET 2 was designed with UMC 110 nm
technology, and can handle the signal rate expected at the BTL, but was primarily
designed for PET applications and not HEP. The final readout chip (TOFHIR2),
needs to be more radiation tolerant and include a noise cancellation filter, which
were missing in the TOFPET2 ASIC.

Figure B.1: The discriminator thresholds of the TOFPET 2 ASIC.

B.1.1 CPT Lab tests
To perform commissioning tests, we used an array of 16 LYSO crystal bars of
dimensions 3x3x57 mm3. Each bar had two SiPMS air gap coupled at the two ends.
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The SiPM active area was 3 x 3 mm2. The module was connected to a SiPM adapter
board, which was in turn connected to the TOFPET Front-End Board (FEB/D) using
samtec connectors (Fig. B.2). The SiPMs were powered at their Geiger break down
mode, with an over voltage (OV) of 7V above breakdown voltage (𝑉𝑏𝑟).

Figure B.2: The readout test setup. (Left) The SiPM adapter board. (Right)The
TOFPET FEB/D is connected to the LYSO bar + SiPM array through an adapter
board.

We measured the energy spectrum of Na22 with this setup. The unit of energy
read by the TOFPET is in arbitrary ADC units. The 511 keV peak from Na22 for
each of the 64 channels was fitted individually using a Gaussian, and the fit for one
such channel is shown in Fig. B.3. Fig. B.4 shows the peak position and resolution
obtained from the Gaussian fit for every channel of the SiPM module. The fitted
position and resolution is consistent across all channels, except for a few channels
that were known to be broken.

Figure B.3: The energy spectrum of channel 32 and the fit of the 511 keV peak.
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Figure B.4: The fitted position for each channel (Left) and the resolution of each
channel (Right).

B.1.2 Fermilab test beam
We also performed commissioning tests on the TOFPET at the Fermilab December
2017 test beam. We used two HPK 3x3 mm2 SIPMs with 25𝜇m cell pitch coupled
to 12x12 mm2 LYSO tiles using optical grease, and wrapped in Teflon. The two
SiPM+LYSO tiles were connected to a SiPM adapter board, which was in turn con-
nected to the TOFPET FEB/D using samtec connectors. A silicon tracker telescope,
consisting of twelve strip modules with 60 𝜇m pitch in alternating orientation, was
located in front of the crystals and SiPMs under test to determine the impact point
of the beam particles in the x-y plane with a precision of about 0.2 mm. The crystals
and SiPMs were located inside a dark box placed along the beamline, while the
FEB/D was placed outside of the beam line. A Photek 240 Micro Channel Plate-
Photomultiplier Tube (MCP-PMT), with a time resolution of 12 ps, was placed
downstream of the box and was used to provide a reference time measurement, and
also acted as a trigger. Figure B.5 shows the actual test setup.

The MCP signal was fed to the TOFPET and also a NIM readout crate. The
NIM readout crate also received input signals from the TOFPET, and additionally
provided a feedback MCP trigger to the TOFPET. A schematic view of the Data
Acquisition (DAQ) system can be found in Fig. B.6.

The energy spectrum recorded from the two SiPMs showed the MIP peak as well
as the intrinsic peaks from the Lutetitum radioactivity (Fig. B.7 left). The time
resolution as a function of the SiPM OV was also recorded and is shown in Fig. B.7
(right). Although, the time resolution is of the order of a few 100 ps, it is seen
that increasing the OV reduces the measured time resolution, which is expected,
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Figure B.5: The experimental setup at the Fermilab December 2017 test beam.

Figure B.6: The DAQ at the Fermilab December 2017 test beam.

since the SiPM PDE increases with increasing over-voltage. The time resolution
measured here is dominated by electronics noise of TOFPET, since it was developed
for PET applications (∼200 ps resolution). This feature will be fixed in the TOFHIR
ASIC chip, which will be specifically developed for BTL.

B.2 TOFHIR2A
The TOFHIR2A ASIC [102] is a prototype BTL readout ASIC, developed with
CMOS 130nm technology of the TSMC foundry. This ASIC has an improved
behavior under radiation as compared to the previous readout prototype, TOFPET
(also known as TOFHIR 1). The TOFHIR2A test board (T2TB) has two ASICs
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Figure B.7: Results obtained from the TOFPET test setup at the Fermilab December
2017 test beam. (Left) Energy spectrum of the two SiPMs. The intrinsic Lutetium
radioactivity from the LYSO tile and the MIP peaks are visible for both the SiPMs.
(Right) Time resolution of the SiPMs as a function of the over voltage. The different
colors indicate different ways of calculating the time resolution (similar to what was
discussed in Sec. 4.3.2.)

(ASIC0 and ASIC1), and each ASIC has 32 channels. The T2TB can be connected
to a FEB/D board through an adaptor board. The T2TB should also be connected
to the adapter board through an auxiliary cable (2x8 pin IDC cable with 2.54 mm
pitch), to provide bias voltage and test pulses to the SiPMs. Figure B.8 shows the
TOFHIR2A ASIC.

ASIC0 has an ALDO2 chip which is used to provide bias voltages to the SiPMs, and
has flex cable connectors for the BTL module. Half of the channels in ASIC0 are
DC coupled and the other half are AC coupled. ASIC1 does not have an ALDO chip,
and uses standard samtec connectors to provide bias voltage through the FEB/D. All
channels in ASIC 1 are AC coupled. The TOFHIR2A also triggers on SiPM pulses
based on three different thresholds, similar to the ones mentioned in Sec. B.1.

To perform commissioning tests, we used an array of 16 LYSO crystal bars of
dimensions 3x3x57 mm3. Each bar had two SiPMS air gap coupled at the two ends.
The SiPM active area was 3 x 3 mm2. We measured the energy spectrum of Na22

for various channels of the module with this setup, for different over voltages. The
experimental setup is shown in Fig. B.9. The energy spectrum recorded by one of
the channels is shown in Fig. B.10. Both the 511 keV and 1.27 MeV peaks are
visible in the spectrum indicating that the test setup works well.

The final version of the BTL ASIC, TOFHIR2B, is currently undergoing testing and
is in the review process.
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Figure B.8: The TOFHIR2A ASIC.

Figure B.9: The experimental setup with the TOFHIR2A.
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Figure B.10: The energy spectrum recorded in one of the BTL module channels
connected to the T2TB tester board. The spectrum shifts to the right when increasing
the SiPM over voltage.
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A p p e n d i x C

A MASS AGNOSTIC NEURAL NETWORK FOR
𝐻 → 𝜇𝜇

C.1 Introduction
The template-based fit method was chosen for the VBF category (Section. 5.6),
unlike the data-driven fit for the ggH, VH and ttH categories, since it produced better
expected results. To perform a data-driven fit, however, the most discriminating
variable is the 𝑚𝜇𝜇, and therefore one must develop a 𝑚𝜇𝜇 independent DNN.
Before we made the choice to perform a simulation based template fit to the VBF
category, we invested efforts in developing a neural network which is agnostic to the
dimuon mass in the VBF phase space (to avoid sculpting the 𝑚𝜇𝜇 distribution of the
background). However, for a simple DNN classifier, it is easy to learn the dimuon
mass with the input kinematic variables, even if the mass is not explicitly given as
an input to the training. Therefore, we used adversarial training techniques [152] to
develop a neural network, where we penalized our classifier loss function based on
how well it could learn the dimuon mass. This method is described in more detail
in the next few sections.

C.2 DNN architecture
We designed a network where we have two models competing to outperform one
another, one is the classifier and the other one is the adversarial. The classifier (C)
takes as input several high level features over which it can train and give an output
prediction probability of an event being signal or background like. The adversarial
regression (A) then takes as input, the prediction of the classifier and tries to estimate
the dimuon mass. Based on how close the prediction of the adversarial is to the
true dimuon mass, the classifier gets penalized in its loss function (LC). In other
words, if A can accurately predict the dimuon mass from C’s output, then C should
be heavily penalized, since we want to build a classifier that is completely blind to
the dimuon mass.

70% of the events were used for training and validation, and the remaining 30%were
used for testing. The signal weights were then modified such that the sum of weights
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Figure C.1: Adversarial network.

of signal events was equal to the sum of weights of background events. Additionally,
all input features to the DNN were standardized to have a mean of 0 and standard
deviation of 1. The training was done on events with 𝑚𝜇𝜇 ∈ [115, 135] GeV.

The classifier network was trained with 5 hidden layers and 100 nodes per layer.
The Adam optimizer was used with a learning rate of 10−5. The tanh activation
function was used for the inner layers and the sigmoid activation was used for the
final output. The loss function used was the binary cross-entropy. A 10%
drop-out rate and batch-normalization were also used to regularize the training.
The adversarial regression network was trained with 3 hidden layers and 50 nodes
per layer. The Adam optimizer was used with a learning rate of 10−5 and the loss
function (LA) used was the mean squared error (MSE). A 10% drop-out rate and
batch-normalization were also used to regularize the training. The combined loss
of function of the network was L = LC − 𝛼LA , where 𝛼 is a tunable parameter
denoting the strength of the adversarial training. We tested several different values
of 𝛼. Ultimately, one needs to achieve a balance between reducing the background
sculpting and finding the optimal classifier performance. We found that 𝛼 = 10−4

gave us the desired performance. A visual representation of this network is given in
Fig. C.1

A preliminary adversarial network was trained using simulated samples for the three
years all mixed together. The simulated samples used in the training are:



214

• Signal: VBF 𝐻 → 𝜇𝜇 with 𝑚𝐻=125.0 GeV

• Background: Drell-Yan Z.

The following 28 input variables were used to train the model (for description, see
Section 5.6.1):

• 𝜂(𝜇𝜇), 𝑝𝑇 (𝜇𝜇) of the dimuon pair

• Δ𝑅,Δ𝜙 and Δ𝜂 between the two leading muons

• 𝑚( 𝑗 𝑗), 𝜂, 𝜙 and 𝑝𝑇 of the leading dijet pair

• Δ𝜂( 𝑗 𝑗) and Δ𝜙( 𝑗 𝑗)

• Mass, 𝜂, 𝜙 and 𝑝𝑇 of the leading dijet+dimuon pair

• 𝑧∗

• Minimum Δ𝑅 between a muon and jet

• Minimum Δ𝑅 between dimuon and jet

• Maximum Δ𝑅 between a muon and jet

• Maximum Δ𝑅 between dimuon and jet

• 𝑝𝑇 , 𝜂 and QGL for the two leading jets

• cos 𝜃CS

• 𝑁soft5

C.3 Results
We compared two sets of neural networks, a simple classifier (trained with the pa-
rameters described for the classifier part of the full classifier + adversarial network
in Section. C.2) and the adversarial network. Fig. C.2 shows the output score distri-
butions for the two networks and Fig. C.3 shows the background DY distributions
for 𝑚𝜇𝜇 after imposing different cuts on the output scores of the two networks. As
is evident, the simple classifier can outperform the adversarial network in terms of
a better signal and background separation, but ends up sculpting the background
dimuon mass by quite a bit.
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Figure C.2: The output score of the network. (Left) Simple classifier and (Right)
Adversarial network. The simple classifier has a better separation power.

Figure C.3: The 𝑚𝜇𝜇 distributions for the DY background for different cuts on
the output score of the network. (Left) Simple classifier and (Right) Adversarial
network. The simple classifier tends to sculpt the background𝑚𝜇𝜇 mass increasingly
with higher selection cuts on the output score of the classifier. The adversarial
network does not have this issue since it is specifically trained to be mass agnostic.

C.3.1 Signal extraction
The signal is extracted by fitting the dimuon mass spectrum distributions via ana-
lytical functions, in the region where the adversarial network score is greater than
0.5. The signal events are mainly produced via VBF and ggH, and are modelled
with a sum of three Gaussian functions (see Fig. C.4). The signal shape parameters
are extracted from the simulation and are fixed in the fit to the data.

The background (only Drell-Yan was considered here) is modelled with an expo-
nential modified Breit-Wigner function (BWZ). The BWZ function is defined as:

𝐵𝑊𝑍 (𝑚𝜇𝜇; Γ𝑍 , 𝑚𝑍 , 𝑎1, 𝑎2, 𝑎3) =
𝑒𝑎2𝑚𝜇𝜇+𝑎3𝑚

2
𝜇𝜇

(𝑚𝜇𝜇 − 𝑚𝑍 )𝑎1 + (Γ𝑍/2)𝑎1
, (C.1)

where 𝑚𝑍 and Γ𝑍 are the mass and width of the Z boson, and 𝑎𝑖 are free-parameters
of the fit. The post-fit function is used to generate pseudo-datasets (see Fig. C.5).
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Figure C.4: The ggH + VBF signal is modelled with a sum of 3 Gaussian functions.

Figure C.5: Pseudo-data (black points) is generated from an analytical fit to the DY
background (blue solid line).

The pseudo-dataset is then injected with a signal strength of 1. The expected signal
strength is then extracted with a signal plus background fit to the pseudo-dataset to
get a measure of the sensitivity of the adversarial network. The expected 95% C.L.
upper limit on the signal strength extracted from this fit is 2.3× SM.
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A p p e n d i x D

HEP DATA PROCESSING WITH
GPU-ACCELERATED KERNELS

D.1 Introduction
At the general-purpose experiments of the Large Hadron Collider such as CMS or
ATLAS, the data formats typically consist of columns of physics related variables or
features for the recorded particles such as electrons, muons, jets and photons for each
event in billions of rows. In addition to the columns of purely kinematic information,
each particle carries a number of features that describe the reconstruction details and
other high-level properties of the reconstructed particles. For example, for muons,
we might record the number of tracker layers where an associated hit was found. A
typical event for such reduced data formats are on the order of a few kilobytes per
event.

A typical physics analysis at the LHC requires tens to hundreds of iterations over
such datasets. For each iteration of the analysis, hundreds of batch jobs of custom
reduction software is run over these data. By reducing the complexity and increasing
the speed of these workflows, HEP experiments could deliver results from large
datasets with faster turn-around times.

Recently, heterogeneous and highly parallel computing architectures beyond con-
sumer x86 processors such as GPUs, TPUs and FPGAs have become increasingly
prevalent in scientific computing. We investigate the use of array-based compu-
tational kernels that are well-suited for parallel architectures for carrying out the
final data analysis in HEP. Although we use two simple analyses as an example, the
approach based on array computing with accelerated kernels is generic and can be
used for other collider analyses. The purpose of this report is to document the ef-
forts of processing terabyte-scale data in HEP fast and efficiently using the example
kernels in the hepaccelerate [233] library.

In section D.2, we describe the structure of the data and discuss how data sparsity
is handled efficiently. We introduce physics-specific computational kernels in sec-
tion D.3 and describe the measured performance under a variety of conditions in
section D.4. Finally, we conclude with a summary and outlook in section D.5.
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D.2 Data structure
We can represent HEP collider data in the form of two-dimensional matrices, where
the rows correspond to events and columns correspond to features in the event. Due
to the random nature of the underlying physics processes that produce a varying
number of particles per event, the standard HEP software framework based on
ROOT includes mechanisms for representing dynamically-sized arrays as well as
complete C++ classes with arbitrary structure as the feature columns, along with a
mechanism for serializing and deserializing these dynamic arrays [234].

Based on the approachfirst introduced in theuproot [235] andawkward-array [236]
python libraries, HEP data files with a varying number of particles per event can
be represented and efficiently loaded as sparse arrays with an underlying one-
dimensional array for a single feature. Event boundaries are encoded in an offset
array that records the particle count per event. Therefore, the full structure of 𝑁
events, 𝑀 particles in total, can be represented by a contiguous offset array of size
𝑁 + 1 and a contiguous data array of size 𝑀 for each particle feature. We illustrate
this sparse or jagged data structure on Fig. D.1.

In practice, analysis-level HEP event data are stored in compressed files of raw
columnar features in a so-called "flat analysis ntuple" form, implemented via the
ROOT library. Out of hundreds of stored features, a typical analysis might use
approximately 50 to 100, discarding the rest and only using them rarely for certain
auxiliary calibration purposes. When the same features are accessed multiple times,
the cost of decompressing the data can be significant. There is a tradeoff between
disk usage, CPU time spent for decompression and CPU time spent for physics
analysis. In the following benchmarks, we create an analysis-specific cache of
the necessary columns from the full input using LZMA compression, such that the
overhead from decompression would be minimal. Despite the reduced compression,
the resulting "skimmed" cache is typically smaller than the input, due to keeping only
analysis-specific rows and columns. The choice of compression algorithms should
be addressed further in optimizing the file formats for cold storage and analysis [237],
as well as using efficient, vectorizable compression algorithms [238].

D.3 Computational kernels
In the context of this report, a kernel is a function that is evaluated on the elements
of an array to transform the underlying data, for example, compute the square root
of all the values in the array. When the individual kernel calls across the data are



219

0

10

20

30

40

50

E
ve

nt
 in

de
x

Njets

5

10

15

20

25

30

jet index

pT

0

20

40

60

80

100

120

140

jet index

4

2

0

2

4

jet index

3

2

1

0

1

2

3

Jagged event content: 50 events, up to 20 jets

Figure D.1: A visual representation of the jagged data structure of the jet 𝑝𝑇 , 𝜂 and
𝜙 content in 50 simulated events. On the leftmost figure, we show the number of jets
per event, one event per row, derived from the offset array. In the three rightmost
columns, we show the jet content in events, visualizing the 𝑝𝑇 , 𝜂 and 𝜙 of the first
20 jets for each event.

independent of each other, they can be evaluated in parallel over the data using
single-instruction, multiple-data (SIMD) processors.

We note that the columnar data analysis approach based on single-threaded kernels
is already recognized in HEP [239]. Our contribution is to further extend the
computational efficiency and scalability of the kernels to parallel hardware such as
multi-threaded CPUs and propose a GPU implementation.

A prototypical HEP-specific kernel would be to find the scalar sum 𝐻𝑇 =
∑

𝑖∈event 𝑝
𝑖
𝑇

of all particles passing some quality criteria in an event. We show the Python
implementation for this on Listing D.1. This kernel takes as input the 𝑀-element
data array of all particle transverse momenta pt_data and an 𝑁 + 1-element array
of the event offsets. In addition, as we wish to include only selected particles
in selected events in this analysis, we use an 𝑁-element boolean mask for events
and 𝑀-element boolean mask for the particles that have passed selection. These
masks can be propagated to further functions, making it possible to efficiently chain
computations without resorting to data copying. Finally, the output is stored in a
pre-allocated array of size 𝑁 .

Other generic kernels that turn out to be useful are related to finding the minimum
or maximum value within the offsets (for example, finding the jet with the highest
𝑝𝑇 in an event) or retrieving or setting the 𝑚-th value of an array within the event
offsets. Several such kernels can already be found in [233].
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1 def sum_ht(
2 pt_data, offsets,
3 mask_rows , mask_content ,
4 out):
5
6 N = len(offsets) - 1
7 M = len(pt_data)
8
9 #loop over events in parallel
10 for iev in prange(N):
11 if not mask_rows[iev]:
12 continue
13
14 #indices of the particles in this event
15 i0 = offsets[iev]
16 i1 = offsets[iev + 1]
17
18 #loop over particles in this event
19 for ielem in range(i0, i1):
20 if mask_content[ielem]:
21 out[iev] += pt_data[ielem]

Listing D.1: Python code for the kernel computing the scalar sum of selected
particle momenta 𝐻𝑇 . The inputs are pt_data, an 𝑀-element array of 𝑝𝑇 data
for all the particles, the 𝑁 + 1-element offsets array with the indices between
the events in the particle collections, as well masks for events and particles
that should be considered. On line 10, the kernel is executed in parallel over
the events using the Numba prange iterator, which creates multithreaded code
across the loop iterations. On line 19, the particles in the event are iterated over
sequentially.

These kernels have been implemented in Python and just-in-time compiled to either
multithreaded CPU code using the Numba package [240] or using CUDA [241] for
GPUs. We have chosen Python and Numba to implement the kernels in the spirit
of quickly prototyping this idea, but this approach is not restricted to a particular
programming environment.

D.4 Analysis benchmark
CMS Open Data
We benchmark this approach in a prototypical top quark pair analysis using CMS
Open Data from 2012 [242]. The datasets are processed from the experiment-
specific format to a columnar format using a publicly-available tool [243]. We stress
that the output of this tool is not meant to be used for deriving physics results, but
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1 @cuda.jit
2 def sum_ht_cudakernel(
3 pt_data, offsets,
4 mask_rows , mask_content ,
5 out):
6
7 xi = cuda.grid(1)
8 xstride = cuda.gridsize(1)
9 for iev in range(xi, offsets.shape[0]-1, xstride):
10 if mask_rows[iev]:
11 start = np.uint64(offsets[iev])
12 end = np.uint64(offsets[iev + 1])
13
14 #loop over particles in this event
15 for ielem in range(start, end):
16 if mask_content[ielem]:
17 out[iev] += pt_data[ielem]

Listing D.2: Python code for the kernel computing the scalar sum of selected
particle momenta 𝐻𝑇 . The inputs are pt_data, an array of 𝑝𝑇 data for all the
particles, the offsets array with the indices between the events in the particle
collections, as well masks for events and particles that should be considered.
On line 9, the kernel is executed in a GPU compatible style which is parallel
over the events using CUDA. On line 15, the particles in the event are iterated
over sequentially.

rather to replicate the computing conditions that are encountered in the data analysis
groups at the experiments. The resulting derived datasets, corresponding to about
60GB of simulation and 40GB of data with the single muon trigger, are further
processed in our benchmark analysis.

The benchmark analysis implements the following features in a single end-to-end
pass:

• event selection based on event variables: trigger bit, missing transverse energy
selection

• object selection based on cuts on objects: jet, lepton selection based on 𝑝𝑇 , 𝜂

• matching of pairs of objects: jet-lepton Δ𝑅 matching, jet to generator jet
matching based on index

• event weight computation based on histogram lookups: pileup, lepton effi-
ciency corrections
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• jet energy corrections based on histogram lookups: in-situ jet energy sys-
tematics, increasing the computational complexity of the analysis by about
40x

• high-level variable reconstruction: top quark candidate from jet triplet with
invariant mass closest to 𝑀 = 172 GeV

• evaluation of ≃ 40 typical high-level inputs to a deep neural network (DNN)

• Multilayer, feedforward DNN evaluation using tensorflow

• saving all DNN inputs and outputs, along with systematic variations, to his-
tograms (≃ 1000 individual histograms).

We perform two benchmark scenarios of this analysis: one with a partial set of
systematic uncertainties to emulate a simpler IO-limited analysis, and one with
the full set of systematic uncertainties to test a compute-bound workload. The
timing results from the benchmark are reported on figure D.2. In the former case,
we observe the GPU-accelerated version performing about 12x faster than a single
multi-threaded CPU. For the latter case, where the main workload is repeated around
40x, a single GPU is about 15x faster than 1 multi-threaded CPU.

We have also found that it is beneficial to ensure that the kernels are called on
sufficiently large datasets to reduce the overhead of kernel scheduling with respect
to the time spent in the computation.

Although the approximately 10-15x performance improvement on the GPU with
respect to a single CPU thread is relatively modest, it is promising to see that most
of the physics analysis methods can be implemented with relative ease on a GPU,
such that with further optimizations, a small number multi-GPU machines might be
a viable alternative to a large server farm in the future. Ultimately, the choice of
the computing platform will be driven by availability and pricing of resources. We
stress that we do not claim a GPU is necessarily faster than a large number of CPU
threads, but rather demonstrate that it is possible to implement a portable end-to-end
analysis on various backends by using relatively standard tools.

ATLAS Open Data
To demonstrate the capability of this library to run on data formats from different
collider experiments, we tried to reproduce the classic 𝐻 −→ 𝑍𝑍 −→ 4𝑙 with the 13
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Runtime (minutes)

1x CPU
(24 threads)

8x GPU
(16 streams)

Analysis runtime on a multi-GPU system:
2.71E+08 events,

GPU speedup 11.7x

Figure D.2: Benchmarks of the full analysis with 270M events, 100GB of numerical
data on a multi-GPU system. We find that by using 8x nVidia GTX 1080 GPUs, 2
compute streams per device, we can reduce the analysis runtime by a factor of 12x,
compared to using multiple threads on the CPU alone.

TeV ATLAS Open Data [244]. The benchmark analysis implements the following
features in a single end-to-end pass:

• object selection based on lepton variables: 𝑝𝑇 , 𝜂, charge

• event weight computation based lepton efficiency corrections, trigger weights

• high-level variable reconstruction: 4 lepton invariant mass closest to𝑀 = 125
GeV.

The invariant 4 lepton mass is shown in Fig. D.3.

D.5 Summary and outlook
We demonstrate that it is possible to carry out prototypical end-to-end high-energy
physics data analysis from a relatively simple code in a HPC context. This is
achieved with efficient input data preparation, array processing approaches and a
small number of specialized kernels for jagged arrays implemented in Python using
the Numba package, compiled to native machine code with LLVM. It is also possible
to offload parts of these array computations to accelerators such as GPUs, which are
highly efficient at parallel processing and alleviate compute-bound analyses such
as those with many systematic variations or DNN evaluations. We demonstrate
a prototypical top quark pair analysis implementation using these computational
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Figure D.3: The 4 lepton invariant mass peaks near 125 GeV.

kernels with optional GPU offloading that can run an order of magnitude faster on
a multi-GPU machine, compared to using a multithreaded CPU approach alone.

Several improvements are possible, among them optimizing data access with direct-
memory access IO, using accelerators for data decompression, scaling horizontally
across multiple machines, scaling vertically in a single server by optimizing the
threading performance as well as kernel scheduling and fusion on heterogeneous ar-
chitectures. Setting up integrated "analysis facilities" at HPC centers, with relevant
datasets available on a high-performance filesystem coupled withmultithreaded pro-
cessors and GPUs would allow high-energy physics experiments to iterate through
analysis data without the typical network overheads from distributed computing.
We hope that this report sparks further discussion and development of efficient and
easy-to-use analysis tools which would be useful for scientists involved in HEP data
analysis and in other data intensive fields.
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