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ABSTRACT

Proteins serve a wide range of functions in and out of the cell, from signaling

and gene regulation to transport and structural reinforcement. These functions

are usually carried out from interactions with other molecules in the surround-

ing medium such as other proteins, small molecules, or DNA. One such class of

proteins are what I will call polymer-coupling proteins: these proteins inten-

tionally link identical polymers or two regions of the same polymer together

so that their coupled interactions critically affect the state of the biological

system. A vast array of such proteins exist in nature with roles such as the

looping of DNA to physically inhibit the expression of a gene or the formation

of the cytoskeleton which provides a cell with its shape. In this thesis, I use

in vitro experimental methods to explore two cases of coupling proteins and

understand their roles not only in reorganizing their complementary polymers

but influencing the final state of their respective systems.

In Chapter 2, I examine the starting process for the assembly of an antibody-

encoding gene in developing immune cells. Motivated by data suggesting that

some antibodies are less likely to be made than others, I explore how the early

steps of constructing an antibody-encoding gene affect this uneven frequency of

assembly. To initiate recombination, the recombination-activating gene (RAG)

protein complex simultaneously binds and cuts two well-recognized sequences

neighboring two antibody-encoding gene segments in order to allow other pro-

teins to combine these exposed segments together. The sequences to which the

RAG protein performs its binding and cutting functions have certain identi-

fiable sequence patterns but can still vary. Through a single-molecule experi-

mental method known as tethered particle motion (TPM) I show how changes

to the binding site sequence can enhance or diminish the propensity of the

RAG protein to bind and cut the DNA and thus explore the consequences of

these altered interactions in the unequal selection for certain antibody gene

segments over others.

In Chapter 3, I turn to questions of the emergence of order from self-organization

in biological systems. From the molecular to the population scale, biology con-

stantly demonstrates that with an injection of energy, systems can be driven

out of equilibrium and allow for the organization of its constituents. A case of

such organization in cells is the coupling of microtubules by motor proteins to
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create and maintain the mitotic spindle, a critical biological architecture for

ensuring that each cell obtains a copy of the genome during division. In vitro

experiments that exploit similar motor-microtubule interactions have become

a convenient way to identify the effects of perturbing a key player such as

motor properties or boundary conditions of the system on the spatiotempo-

ral extent of organization. However, in many instances, the dynamics under

which such cytoskeletal systems reduce their entropy over the course of creat-

ing order have not been carefully examined in experimental systems. Here, I

use engineered light-dimerizable motors that can give rise to the formation of

a highly connected network that compacts to form a dense, organized struc-

ture, and through the use of a noninvasive imaging technique observe how the

polymers that make up the network continually reorganize in the bulk during

a global contraction of the network.
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1

C h a p t e r 1

INTRODUCTION

1.1 Overview

Proteins are critical components for the overall function of biological cells. E.

coli, budding yeast, and mammalian cells such as HeLa cells have genomes

with 4× 103, 6× 103, and 2× 104 protein-coding genes, respectively [1]. Each

of these proteins serves a key function in the cell, including but not limited

to expression and regulation of genes [2, 3], transport of molecules within or

across the cell [4], and signaling to the cell to adapt due to changes in the

environment [5].

In many cases, proteins take on the role of linking two similar molecules or

environments. Some examples of proteins with coupling properties are high-

lighted in Fig. 1.1. As shown in Fig. 1.1A, some proteins or protein complexes

can bring distinct regions of DNA into close proximity. A classic example of

this is the lac repressor found in bacteria, which can simultaneously bind to

two sites of a bacterial genome located ∽100 base pairs away to form a loop

in the DNA and physically inhibit RNA polymerase from transcribing the

downstream gene [6–8], but as will be discussed in this dissertation, other

proteins couple more disparate regions of DNA to deliberately cut and paste

the genome. Proteins such as mechanosensitive channels [9] or proteins in the

electron transport chain [10] couple two different regions separated by the lipid

bilayer by sitting on the membrane and directing the flow of molecules into

or out of the cell, thereby taking advantage of or driving chemical gradients.

And motor proteins can bind to and move along two filaments, allowing the

filaments to slide relative to each other and ultimately influence cell shape and

locomotion (Fig. 1.1C).

In this dissertation, I examine in greater detail two demonstrations of dy-

namic restructuring of polymer systems when protein complexes bind them.

Chapter 2 examines how the DNA-binding protein that initiates the early

stages of gene recombination influences the ability of the cell to construct

particular antibodies. In this study, I use a single-molecule assay known as

tethered particle motion (TPM) to examine how changes to a particular DNA
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Figure 1.1: Examples of proteins with coupling functions. Cells utilize
a range of proteins with coupling functions. (A) Some proteins bind to DNA
at two sites in order to regulate or even aid in creating genes. (B) Proteins
such as those found in the electron transport chain couple two environments
to control the import and export of molecules. (C) Other proteins couple the
filaments of the cytoskeleton to influence the shape or movement of the cell.

sequence affects the extent to which the recombination-activating gene (RAG)

protein complex can bind and cut the DNA. After showing our findings on the

sequence-dependent effects of this protein-DNA interaction, I will discuss our

results in more detail by relating the data we have collected to known infor-

mation about the physical mechanism of the binding and cutting effect as well

as reflect on how our findings give us a better understanding of the unequal

frequency of creating particular antibody-encoding gene combinations.

Chapter 3 looks at the bulk reorganization that occurs when many coupling

proteins are interacting with a multitude of the polymers to which these pro-

teins bind. In particular, I look at the case where a collection of motor proteins

each containing a cross-linking domain couples a large field of microtubules and

transforms the once disorganized microtubule array into a contracted, well-

ordered system. Using a microscope constructed and programmed in-house,

we examined how microtubules redistribute when the motors that couple and
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move the filaments throughout the network macroscopically drive a global con-

traction of the network. When the filaments are propelled to self-organize, do

they couple to new filaments along the way or maintain the same filament

neighbors throughout the contraction process?

Before we discuss these two case studies, it is worth doing a deeper dive into

the history of both of these respective fields. For the remainder of this chapter,

I provide more context for these proteins through the cellular processes that

require their functions and key early work done by experts that led to the

scientific inquiries that I address in this thesis.

1.2 Antibody production starts with cutting and pasting within

the genome.

One of the most fascinating aspects of jawed vertebrates lies in the ability of

their immune systems to identify and discard a diversity of invasive bacteria

or infected cells within their body. Such a system requires the flexibility to

counter a vast array of infectious agents with the speed to quickly contain the

threat. While the innate immune system provides the first line of defense and

helps identify bacteria based on markers commonly found on the cell surface,

other bacteria and viruses that have infected cells in the host organism may

slip through the cracks and continue to propagate in the host organism. As a

Figure 1.2: Antibodies allow for the immune cells to identify invasive
agents with greater specificity. Antibodies differ from one another in their
ability to bind different small protein markers called antigens on the surfaces of
bacteria or infected cells. This identification allows other cells in the immune
system to find infectious agents that have been tagged by the antibodies and
dispose them appropriately.
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result, a more methodical part of the immune system is called upon to produce

an antibody that specifically identifies a small ∽10 amino acid long portion of

a protein on the surface of the infectious agent (Fig. 1.2). But with 20 different

amino acids, there are 2010 ≈ 1013 possible 10-amino acid combinations. As an

antibody is a protein complex and the human genome only contains ≈2× 104

protein-encoding genes, the ability to produce an antibody that identifies the

particular polypeptide chain seems impossible.

While the idea of an antibody stems as far back as 1890 [11], and antibodies

were known to be incredibly diverse in their structure during the coming years,

their genetic origins would remain a mystery for over 80 years. The two hy-

potheses by the 1970s were (a) that the antibody genes are inherited or (b) that

the genes are prepared in the immune cells possibly due to large-scale DNA

mutation events [12, 13]. In what became an illuminating point for the field,

Hozumi and Tonegawa showed through DNA hybridization experiments that

whereas two genetic portions of an antibody appear in two spatially disparate

places on the chromosome in mouse embryos, once the mouse can produce

mature B cells these same genetic portions appear closer together, suggesting

a rearrangement of the DNA to bring segments of an antibody-encoding gene

into closer proximity [14]. This observation gave rise to a flurry of sequenc-

ing results of the genomic regions from which the antibody-encoding genes

seemed to originate, revealing fragments of these genes clustered into subre-

gions of the chromosome early on in the development of immune cells that

then led to combinations of these fragments in developed B and T cells. Fig.

1.3 demonstrates this clustering of fragmented genetic information for the im-

munoglobulin κ (Igκ) locus on chromosome 2 in humans [15]. The growing

evidence pointed to the idea that rather than having antibody genes readily

transcribed, which would either lead to an unwieldy genome size or a set of

antibodies with insufficient coverage, the genome contains gene segments that

encode a portion of the antibody. By cutting and pasting gene segments to-

gether within the genome, a developing immune cell can in principle create

an antibody combination that uniquely identifies the ∽10 amino acid long

marker. This process became known as V(D)J recombination.

As illustrated in Fig. 1.4, an antibody is composed of two heavy chains (the

four-block pieces that make up the bottom stem and inside arms of the Y shape

in the middle of the antibody) and two light chains (the two-block pieces on
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Figure 1.3: Arrangement of antibody-encoding gene segments in the
Igκ locus on chromosome 2 in humans. The gene segments that make
up an antibody were found to be fragmented in embryos and clustered ac-
cording to the part of the antibody that they encode. Here, the variable (V)
gene segments (green) are spread across roughly 1.7 million base pairs (Mbp)
with their compatible joining (J) gene segments (pink) clustered in about a
100 thousand base pair (kbp) region. The constant (C) gene segment (blue)
specifies the functional form of the antibody, such as for secretion or on the
surface of a mature B cell. Each gene segment was found to have a particular
sequence pattern adjacent to them. In the case of the Igκ locus in humans, the
12RSSs (purple) are adjacent to the V gene segments while 23RSSs (orange)
are adjacent to the J gene segments. Dotted lines denote a large portion of
the DNA region where no gene segments are found. Scale bar is meant to
convey the general position of gene segments and not gene segment or RSS
size. Schematic adapted from the ImMunoGeneTics® database [16, 17].

the outsides of the Y arms). These two components come from their respective

heavy and light chain genes. The heavy chain gene requires the recombination

of a variable (V) gene segment, a diversity (D) gene segment, and a joining

(J) gene segment. The light chain gene requires the recombination of one V

gene segment with a J gene segment found in a different part of the genome

from the heavy chain. As there exist multiple V, D, and J gene segments in

the chromosome for heavy and light chains as shown in Table 1.1, the number

of combinations one can create rapidly expands. For example, there are nearly

6000 heavy chain gene combinations and nearly 300 light chain gene combina-

tions (35 Vκ gene segments × 5 Jκ gene segments + 30 Vλ gene segments ×
5 Jλ gene segments). By combining one heavy chain gene with one light chain

gene, one can come up with roughly 1.8 × 106 antibodies by this set of com-

binations alone, which already exceeds the number of genes readily available

in the genome. In addition, gene segments are imprecisely joined, with up to
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Figure 1.4: Schematic of antibody gene encoding by V(D)J recombi-
nation. Recombination occurs twice on one of the chromosomes to produce
the heavy chain gene by combining a V (blue), D (red), and J (yellow) gene
segment and once on another chromosome to produce the light chain gene by
combining a V (aqua) and J (green) gene segment. Orange parts of the anti-
body come from constant gene segments and specify features of the antibody
type such as whether it sits on the immune cell membrane or are secreted.

twenty nucleotides inserted at the junction, which can give rise to a few extra

amino acids and thus a greater range of diversity in the gene segments. If on

average about three amino acids worth of sequences are inserted between gene

segments, this drives the number of possible antibodies to nearly 1010 possibil-

ities! Throughout this recombination process, the cell passes through a series

of intermediate checks that helps ensure that the recombined genes produce a

functional protein and do not harm the host organism. Upon completion of all

recombination events, the generated antibody is presented against a selected

antigen containing the ∽10-amino acid long marker. If the antibody binds

sufficiently well to the antigen, the genes encoding the antibody regions are

mutated at a higher rate to strengthen the antigen binding. A key piece that

reinforced the idea of gene rearrangement was the identification of a pattern

of sequences that consistently appeared adjacent to the gene segments of light

chains in the embryonic mouse genome [19]. In particular, a well-conserved
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seven base pair sequence (CACTGTG) was found immediately adjacent to

the J gene segments and ten base pair sequence (GGTTTTTGTA) nearly 30

base pairs away, with greater variability in the “spacer” sequence in between.

Similarly, the reverse complement of the conserved heptamer (CACAGTG)

was found immediately adjacent to the V gene segment, suggesting a genomic

recognition site for some enzyme to perform the recombination in a targeted

fashion. These sequences, which would be later termed recombination signal

sequences (RSSs), can be found in Fig. 1.3. These RSSs were found adjacent

to heavy chain gene segments and upon closer inspection revealed that the

sequence pattern appeared to involve the well conserved heptamer noted pre-

viously, a well conserved nine base pair sequence further away from the gene

segment, and either a more variable 12- or 23-base pair long spacer sequence

(±1 base pair) in between depending on the gene segment it neighbors [20]. Of

further note was the observation that in order to get the corrected VJ or VDJ

combinations for the light and heavy chain genes, respectively, the recombi-

nation would typically involve combining a gene segment adjacent to an RSS

containing a 12-bp spacer (12RSS) with one adjacent to an RSS containing a

23-bp spacer (23RSS), leading to what became known as the 12/23 rule.

Within a few years, the mysterious recombinase was revealed to involve two

proteins, first the recombination-activating gene-1 (RAG-1) [21] followed shortly

after by RAG-2, which enhanced recombination activity by at least three or-

ders of magnitude when expressed in combination with RAG-1 [22]. In later

works, the function of the RAG recombinases as coupling agents was revealed

when RAG-1 was determined to be able to bind to the RSS sites, with stronger

binding in the presence of RAG-2 [23], and eventually cleave the RSSs away

Table 1.1: Number of functional gene segments in human immune
system. Gene segments are distinguished by whether they are part of the
light or heavy chain gene and further classified by whether they belong in the
variable (V), diversity (D), joining (J), constant (C) gene segment family. λ
and κ denotes the two types of light chains, found on different loci and each
containing their own set of V and J gene segments that combine exclusively
within their designated loci. Table adapted from [18].

Segment Light chains Heavy chain
Variable (V) 35 (κ); 30 (λ) 40
Diversity (D) 0 23
Joining (J) 5 (κ); 5 (λ) 6
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to expose the gene segments [24]. Other proteins were then found to be in-

volved in holding and joining the gene segments together. Fig. 2.1 in Chapter

2 outlines the steps of the RAG-RSS interaction that initiates V(D)J recom-

bination. Thus, the RAG1/2 complex was found to simultaneously bind and

cleave a 12RSS and a 23RSS, revealing the role of the recombinase in removing

large sections of genomic DNA within developing immune cells in pursuit of

producing an antibody-encoding gene.

While the range of heavy and light chain gene segments have been well identi-

fied in the genomes of various standard jawed vertebrate organisms, including

in mice, zebrafish, and humans, their frequency of usage as part of a complete

antibody-encoding gene was found to differ widely. Large-scale sequencing

studies performed on zebrafish and in mice revealed that some gene segments

from the same locus were used in high frequency while others were almost

never selected [25–27]. These findings suggested that not all antibodies are

equally likely to be produced in the immune system, but the factors that de-

termine the preference for some gene segments over others was not clear amid

the myriad of players involved throughout V(D)J recombination. When con-

sidering the myriad of players that start V(D)J recombination and how they

might affect antibody gene segment selection, a possible candidate is the RSSs

adjacent to the gene segments. Indeed, early work suggested that even a single

point mutation to an RSS might dramatically affect the production of the right

antibody, a finding with unfortunate health implications for some people [28].

Fig. 1.5 outlines two hypotheses of how the RSSs may affect gene segment

selection. For one, gene segments and by extension their partner RSSs can be

spread across millions of base pairs suggesting a spatial dependence, leading

to a diagram suggesting that the arrangement of gene segments in the locus

influences their chances of being selected [26]. In addition, RSS sequence may

affect the actual binding and cutting function of RAG and thus cause the first

two steps of V(D)J recombination to be enhanced or hindered depending on

the sequence.

RSSs were known to exhibit some sequence variance ever since their discov-

ery [29]. Fig. 1.6 further highlights this point through an examination of the

range of 12- and 23RSSs that are found in the mouse genome. Fig. 1.6A

highlights the number of nucleotide mismatches that can be found between

heptamers (left column) and nonamers (right column) of naturally-occurring
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Figure 1.5: Outline of different gene segments in the Igκ locus in
chromosome 6 in mice. (A) Gene segments can span about a few million
base pairs, as shown for the Igκ locus in chromsome 6 in mice. (B) Each gene
segment has a unique RSS sequence that can affect RAG binding and cutting.
The triangles shown represent RSSs with the arrows pointing away from the
gene segment that would sit immediately adjacent to them. Darkness of purple
denotes the gene segment usage as found in [26] to suggest gene segment usage
frequency may be tied to binding or cutting strength of RAG onto the RSS.

(endogenous) 12- (top row) and 23RSSs (bottom row) against their consensus

sequence. Many nonamers can differ from their corresponding consensus se-

quences by one to three base pairs with some even differing by as much as six

base pairs. Fig. 1.6B highlights the variation in 12RSS sequences at the single

nucleotide level. With each position highlighted along the position axis, the

larger the letter, the more frequently that nucleotide is found at that position

among 12RSSs in the mouse genome. Here, one can more clearly identify the

well-conserved heptamer sequence ‘CACAGTG’ at the start and similarly find

the conserved nonamer ‘ACAAAAACC’ toward the end of the sequence, with

a more variable spacer sequence. Bulk assays involving V(D)J recombination

performed on plasmids rather than in the chromosome indicate that changes

to either of the RSS sequences could affect the extent of recombination per-

formed [29–31], but these assays made it difficult to determine the interaction

between RAG and the RSSs. Does changing the RSS sequence affect RAG

binding, cutting, or both? Do these changes in interaction depend on the po-

sition where a change in the RSS sequence is made? Furthermore, many of

the bulk assays performed do not provide much insight into the dynamics of

the RAG-RSS interaction, making it unclear how long RAG remains bound to
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(A)
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Figure 1.6: Deviations in endogenous RSS heptamer and nonamer
sequences from the consensus sequences in the mouse genome. (A)
Histograms of number of base pairs that each heptamer (left column) and non-
amer (right column) deviates from their respective consensus sequences, with
distinctions between 12RSSs (top row) and 23RSSs (bottom row). (B) Census
of the 12RSS. Height of letters scales with the fraction of RSSs that have that
nucleotide at the position. Sequences obtained using the ImMunoGeneTics®
database [16, 17].

both 12- and 23RSS before cutting, or whether RAG commits to cutting the

DNA once it is bound to a 12- and 23RSS. It was after the establishment of

a single-molecule assay in which RAG-RSS interactions could be observed in

real time [32] that the sequence-dependent effects of the RSS on the propensity

of RAG to bind and cut the DNA could be scrutinized and by extension the

subsequent impact on antibody gene segment selection could be better under-

stood. This examination of the RSS sequence effect on RAG-RSS dynamics is

elaborated in Chapter 2 with supplementary information in Appendix A.
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1.3 Working as a collective to create organization

Coordinated self-organization occurs across vast scales in biology, from the

molecular to the ecological. At the population level, there is the flying V

formation of geese as they migrate for the cold season (Fig. 1.7A) or the line

of ants directed toward a sink full of dirty dishes. At the level of individual

organisms, the skin of tropical fish or the dazzling displays of butterfly wings

suggest some careful coordination among constituent cells (Fig. 1.7B). And

at the cellular and molecular levels, cells spatiotemporally compartmentalize

molecules or functions (Fig. 1.7C); the genomic information in eukaryotes is

neatly compacted down into multiple chromosomes; and the mitotic spindle

emerges during cell division (Fig. 1.7D). The list goes on.

Biology with its abundant examples of order and organization offers some

of the best opportunities to study the emergence of this phenomenon and has

subsequently captured the curiosities of biologists, mathematicians, and physi-

cists alike. Alan Turing, though more noted for his contributions in computer

science and codebreaking, showed mathematically that a series of patterns can

emerge when multiple chemical species responsible for this patterning diffuse

and react with each other [33], which was confirmed through numerical simula-

tions complementing experimental results for the stripes found on zebrafish [34,

35]. Tamás Vicsek showed that self-organization of initially disordered parti-

cles can be minimally simulated by adjusting the trajectory of each individual

based on the orientations of its nearest neighbors [36]. And investigators like

John Toner and Yuhai Tu have been carefully developing quantitative models

that describe the collective organization of a population such as the flocking

of birds [37, 38].

(A) Population (B) Individual (C) Cellular (D) Molecular

Figure 1.7: Scales of patterning in biology. The patterns that come from
self-organization in biology can be found from the ecological level down to
the molecular level. Examples range from (A) the migration of geese, (B) the
patterning on butterfly wings, (C) the organization within a cell, and (D) the
production and maintenance of the mitotic spindle within cells.
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Over the past 20-30 years, experimentalists have been devising clever ways of

probing and perturbing such active systems across these size scales. At the

population level once again, work has been done to study the emergence of

bird flocks in the sky by setting up cameras in a field [39]. Similarly, at the

smaller scale, efforts are made to examine systems exhibiting self-organization

in the lab. In some cases, these assays utilize granular rods or particles that

are stimulated by mechanical or chemical energy [40, 41], while other works in-

volve biological elements such as a collection of cells [42] or, as will be relevant

for the remainder of this chapter, biomolecules produced in cells. By extract-

ing cytoskeletal filaments, motor proteins that move along the filaments, and

chemical energy such as ATP from the cell and mixing them in the right com-

binations, one can immediately begin to observe self-organization. To better

understand the types of organized patterns found in these systems, it is worth

touching on the relevant properties of the molecules involved.

Two well-studied cytoskeletal filaments are actin and microtubules, both of

which serve equally vital but non-overlapping purposes in an organism. Actin

is involved in the division, motility, or shape of a cell while microtubules

act as causeways along which certain molecules can be actively transported

or as part of the mitotic spindle that divides chromosomes once they have

been duplicated prior to cell division. While actin and microtubules differ

by their physical properties, such as their diameters (for actin it is a few∽10

nm in diameter while for microtubules it is ≈25 nm [43]) or their flexibility

(actin has a persistence length of ≈10 µm [44] while a microtubule has a

persistence length in the millimeter range [45]), two of their main similarities

are (1) that their length changes based on the addition or removal of the

individual monomers of which they are composed and (2) that they have a

built-in asymmetry that allows for a specificity of orientation along their long

axis. This asymmetry distinguishes the two ends of the filaments, with one

end called the plus (+) end and the other the minus (-) end. This asymmetry

is relevant not only for the preferential growth or shrinkage occurring at one

end or another [46] but also with respect to the motors that walk along them.

A discussion about actin or microtubules inevitably involves mentioning motor

proteins. Motor proteins bind and move unidirectionally along the aforemen-

tioned filaments through the consumption of chemical energy in the form of

ATP. In doing so, they can transport cargo in a directed manner in the cell or
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Myosin Kinesin Dynein

Actin Microtubule Microtubule

Step Size 20 - 50 nm (myosin VI) 8 nm 4-30 nm

Velocity few x 102 ~ few x 103 nm/s few x 102 ~ 103 nm/s - few x 103 nm/s

ATP hydrolysis few s-1 1 ~ 102 s-1 few s-1

Figure 1.8: Comparison of myosin, kinesin, and dynein motors. While
myosin motors walk along actin filaments, kinesin and dynein walk along mi-
crotubules. The direction that the myosin motor walks along the filament
depends upon the specific motor while dynein motors process toward the mi-
nus end of microtubules and the majority of kinesin motors move toward the
plus end of microtubules. Though variable depending on the specific motor,
rough values for the step size, velocity, and ATP hydrolysis rate of each motor
family are provided as obtained by [52].

help drive shape changes in the cell by generating forces on and subsequently

sliding filaments relative to each other [47]. While there are a multitude of

motors each with their own speed, direction that they move along their com-

plementary filament, and rate of ATP consumption, they are typically broken

down into three groups. Myosin motors move along actin filaments and de-

pending on the type of myosin motor either move toward the plus end or the

minus end. One of the more well known examples of myosin is myosin II which

drives muscle contractions by pulling actin filaments toward each other [48,

49]. On the other hand, kinesin and dynein motors move along microtubules.

While dynein motors move toward the minus end, most of the known kinesin

motors move toward the plus end of microtubules, though some exceptions

are known to exist such as kinesin-14, also commonly known as Ncd [50, 51].

These motor classes are summarized in Fig. 1.8.

The ability to take the filaments, corresponding motor proteins, and ATP

out of the cell, mix them in a tube, and directly image these mixtures has

opened up a new avenue for controllably studying the emergence of order in

an energetically-driven population in the laboratory. In particular, early work

showed that by designing kinesin so that they linked to one another and mix-

ing these motors with microtubules and ATP, the microtubules could become

coupled to each other through the multimerized motors and form a connected
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network that could generate organized structures such as those found in Fig.

1.9 [53]. Depending on the concentration of motors, two patterns predomi-

nantly emerged: vortices where microtubules circulate about a common cen-

ter (Fig. 1.9C) and asters where microtubules locally point toward a common

center (Fig. 1.9D). By increasing or decreasing the concentration of motors

by as little as 50%, one can generate only asters or only vortices, respectively.

Follow up work demonstrated that by mixing motors that walk in one direc-

tion with those that move in the opposite direction and carefully adjusting the

amount of both motor types and microtubules, a broader spectrum of patterns

emerges [54]. While concentrations of motors and microtubules were tunable

(A)

Microtubule

Coupling
Motor

(B)

(C) (D)

Figure 1.9: Vortex and aster formed in in vitro motor-microtubule
mixture. (A) Motors were constructed such that they would multimerize,
the result of which allowed them to simultaneously walk along two or more
filaments. (B) Early experimental assays mixed these multimerized motors
with microtubules and ATP (not shown), the chemical energy that allows the
motors to traverse along the microtubules. (C) In some areas of the network,
the motors induced vortex patterns where the microtubules circulated about
a common center. (D) In other areas, motors generated asters where the mi-
crotubules pointed toward the common center. Lowering the concentration of
motors caused vortices to predominantly emerge while raising the concentra-
tion made asters feature more prominently in the assay.
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parameters, such assays could in principle produce different responses from

modifying a range of other parameters, such as motor type (which could relate

to processivity or speed) or the use of microtubules with dynamically changing

length, thereby demonstrating the immense potential of in vitro active assays

as testing grounds for better understanding the emergence of order.

Today, the list of ordered structures that have been observed and documented

has expanded since these initial in vitro experiments through the development

of other self-assembly assays [55–58] and in recent years have been found in

in vivo systems ranging from morphogenesis to population-level organization

[42, 59]. Furthermore, in much the same way that Turing thought carefully

about how chemical diffusion and reactions can induce pattern formation or

that Vicsek or Toner and Tu considered the theory of flocking, the different in

vitro experimental efforts have motivated several pursuits through computer

simulations and quantitative models to better understand the different ordered

structures that emerge in these motor-filament systems. Agent-based simula-

tions such as Cytosim and more recently aLENS show the time evolution of a

cytoskeletal system based on user-defined details about the molecular players

including the appropriate kinetic rates of filaments and crosslinkers, their ini-

tial spatial positions and orientations, and the conditions of the environment

in which the particles reside [60–64]. In the case of developing quantitative

models, while some theoretical work relies on identifying the microscopic rules

of the molecular players in their simplest forms [62], many models take a more

coarse-grained approach. Examples include spatiotemporal coupling of the

motor density with the density or orientation field of the microtubule [65–68],

spring-like models [69], hydrodynamic models [70, 71] or continuum mechani-

cal models [72].

As will be more closely explored in this thesis, one behavior that occurs in

many of these self-organization assays is a contraction of the network. In this

case, filament arrays that are initially uniformly distributed and randomly

oriented are combined with the motors that couple them, leading to large-

scale reorganization of the connected array to create spatial inhomogeneities

and locally concentrate. While work by Surrey and Nédélec suggest a local

contraction of the network promoted the spatially nonuniform distributions

of filaments and motors through the asters and vortices in their original work

[53, 54], one of the biggest technical challenges of these self-organization assays
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was the inability to observe the early stages of the self-organization process.

Once the multimerized motors, microtubules, and energy source were mixed

together, the reaction would begin before the sample could be mounted onto

a microscope. In time, new clever assays would be designed that provided the

user with better control over when and where self-organization could occur.

One of the earliest implementations of control was in adding a component

known as blebbistatin to inhibit movement of muscle myosin among a highly

connected actin filament network [69]. Blebbistatin could be inactivated by

shining blue light onto it, allowing the myosin motor to move along the fil-

aments. By controlling the location and intensity of light on the sample,

illuminated myosin motors move and deform the network while the unillumi-

nated, blebbistatin-inhibited motors remain anchored in place along the actin

filaments.

Controlling the start of the organization process can alternatively be achieved

by controlling multimerization of the motors. In this case, motors can be de-

signed to include one of two complementary pieces that link to each other when

illuminated with blue light. One of these two additional components, called

the improved light inducible dimer (iLid), undergoes a conformational change

by light stimulation that allows for binding to its complement, known as mi-

cro [73]. In doing so, until an iLid-tagged motor and a micro-tagged motor

dimerize through blue light illumination the two filaments remain uncoupled

and organization does not occur. Fig. 1.10 illustrates this motor dimerization

and filament coupling. With this assay, mixing of motors and microtubules in

darkness allows for motors to remain separate and thus microtubules to remain

uncoupled, preventing self-organization from starting. The assay can then be

illuminated using a light projector displaying patterns of the users choosing

to spatially limit where self-organization occurs. Simple geometries such as a

circle reveal a contraction of the coupled filaments away from the unillumi-

nated individual filaments to create aster-like structures with a dense core of

filaments toward the center and radial splay of filaments at the edges [74]. Pro-

jecting different light patterns onto the network has also allowed for the ability

to move these organized structures or to bring originally disparate asters to-

gether. With the ability to spatiotemporally control organization in the assay,

one can observe the emergence and full trajectory of such self-assembly sys-

tems, thereby opening up a set of new questions about the initiation of and

tendency toward order in inherently out-of-equilibrium systems. Fig. 1.10C-E
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50 µm

Figure 1.10: Controlling filament coupling by light-induced motor
dimerization. (A) Motors are designed to include either an iLid or micro
domain. When motors are exposed to blue light, the iLid domain undergoes
a conformational change that allows for micro binding. The dimerized mo-
tors can then couple the movement of filaments. Note that motor binding
onto microtubules is not a prerequisite for the motors to dimerize upon light-
activation. (B) Projecting different light patterns on a collection of motors and
microtubules spatially defines the regions where self-organization occurs. (C-
E) Microscopy images of the microtubules under the light-activation scheme
from projecting a circular pattern of light onto the network as outlined by
the blue dashed circles. These images highlight the three qualitative phases
that occur: (C) initial formation of the microtubule network by the dimerized
motors, (D) contraction of the network away from the uncoupled reservoir of
microtubules, and (E) final reorganization to create an aster-like structure.
Image contrast differ for each image to more easily visualize features of the
illuminated microtubule network. Ncd motors used in the assay not shown.
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show sample microscopy images of the microtubule network during the initial

network formation, network contraction, and final reorganization phases of the

connected array.

There remain many fascinating questions in the field of such energetically-

driven self-organizing systems (more commonly referred to as active matter

systems) from the theoretical to the empirical that assays such as those men-

tioned so far have begun to address. How does the availability of energy in-

fluence the formation of structures, particularly if energy is a limited resource

[75]? What are the forces that these dimerized motors exert on the network

to locally reorient and redistribute filaments [76] and how can they be tied

back to the energetics of the system? How does the speed and processivity

of motors affect the size and distribution of the microtubule network [77]?

What are the critical steps that help an initially disordered array transition

to a contracting network? In Chapter 3 of this dissertation, we ask the ques-

tion of how the coupled filaments as driven by motors under the iLid-micro

dimerization scheme redistribute amongst themselves on their way to creating

various structures. Put another way, as a network of microtubules begin to

self-organize and contract toward a common center, for how long does each

filament maintain the same nearest neighbors and to what extent is it encoun-

tering new individuals? To do so, we use a technique in fluorescence microscopy

to visually (but not physically) remove some of the microtubules and see how

the remaining visualizable microtubules move in the network. Based on these

time lapse images, we can measure coarse-grained properties of the filament

network and generate hypotheses for the behaviors that occur. To test these

hypotheses, we then perturb the system using motors of different speeds to

see if the coarse-grained properties change and compare the experimentally

observed behaviors to a hypothesized theoretical model. These experimental

perturbations and comparisons to theoretical predictions offer us a better un-

derstanding of the mechanism driving the observed microtubule distribution

during the contraction phase, which we discuss at the end.
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C h a p t e r 2

SEQUENCE-DEPENDENT DYNAMICS OF SYNTHETIC
AND ENDOGENOUS RSSS IN V(D)J RECOMBINATION

[1] S. Hirokawa, G. Chure, N. M. Belliveau, G. A. Lovely, M. Anaya, D. G.
Schatz, D. Baltimore, and R. Phillips, “Sequence-dependent dynamics of
synthetic and endogenous RSSs in V(D)J recombination”, Nucleic Acids
Research 48 (2020), 6726.

2.1 Abstract

Developing lymphocytes of jawed vertebrates cleave and combine distinct gene

segments to assemble antigen-receptor genes. This process called V(D)J re-

combination involves the RAG recombinase binding and cutting recombina-

tion signal sequences (RSSs) composed of conserved heptamer and nonamer

sequences flanking less well-conserved 12- or 23-bp spacers. Little quantita-

tive information is known about the contributions of individual RSS positions

over the course of the RAG-RSS interaction. We employ a single-molecule

method known as tethered particle motion to track the formation, lifetime,
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and cleavage of individual RAG-12RSS-23RSS paired complexes (PCs) for nu-

merous synthetic and endogenous 12RSSs. We reveal that single-bp changes,

including in the 12RSS spacer, can significantly and selectively alter PC for-

mation or the probability of RAG-mediated cleavage in the PC. We find that

some rarely-used endogenous gene segments can be mapped directly to poor

RAG binding on their adjacent 12RSSs. Finally, we find that while abrogating

RSS nicking with Ca2+ leads to substantially shorter PC lifetimes, analysis of

the complete lifetime distributions of any 12RSS even on this reduced system

reveals that the process of exiting the PC involves unidentified molecular de-

tails whose involvement in RAG-RSS dynamics are crucial to quantitatively

capture kinetics in V(D)J recombination.

2.2 Introduction

Jawed vertebrates call upon developing lymphocytes to undergo a genomic

cut-and-paste process known as V(D)J recombination, where disparate gene

segments that do not individually code for an antigen-receptor protein are sys-

tematically combined to assemble a complete, antigen receptor-encoding gene

[1]. V(D)J recombination supports the production of a vast repertoire of anti-

bodies and T-cell receptors that protect the host organism from a broad array

of pathogens. However, gene segment combinations are not made in equal pro-

portions; some gene segment combinations are produced more frequently than

others [2–5]. Although V(D)J recombination requires careful orchestration of

many enzymatic and regulatory processes to ensure functional antigen receptor

genes whose products do not harm the host, we strip away these factors and

focus on the initial stages of V(D)J recombination. Specifically, we investigate

how the dynamics between the enzyme that carries out the cutting process and

its corresponding DNA binding sites adjacent to the gene segments influence

the initial stages of recombination for an array of synthetic and endogenous

binding site sequences.

The process of V(D)J recombination (schematized in Fig. 2.1) is initiated

with the interaction between the recombination-activating gene (RAG) protein

complex and two short sequences of DNA neighboring the gene segments,

one that is 28 bp and another that is 39 bp in length. These recombination

signal sequences (RSSs) are composed of a well-conserved heptamer region

immediately adjacent to the gene segment, a more variable 12- (for the 12RSS)

or 23-bp (for the 23RSS) spacer sequence and a well-conserved nonamer region.
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For gene rearrangement to begin, RAG must bind to both the 12- and the

23RSS to form the paired complex (PC) state (Fig. 2.1B). Throughout the

binding interaction between RAG and either RSS, RAG has an opportunity to

nick the DNA (enlargement in Fig. 2.1B) [6]. RAGmust nick both RSSs before

it cleaves the DNA adjacent to the heptamers to expose the gene segments and

to create DNA hairpin ends (Fig. 2.1C). DNA repair proteins complete the

reaction by joining the gene segments to each other and the RSSs to one

another (Fig. 2.1D).

RAG

12bp spacer 23bp spacer
12RSS 23RSS

Paired Complex State Cleaved State

(A)

(B) (C)

(D)

5’-CACAGTG-3’ 5’-ACAAAAACC-3’ 3’-CCAAAAACA-5’ 3’-GTGACAC-5’

RSS Nicking Hairpin Formation

Figure 2.1: Schematic focusing on the initial steps of V(D)J recom-
bination. (A) The RAG complex composed of RAG1 (purple) and RAG2
(green) binds to the 12- and 23RSSs (dark purple and orange triangles, re-
spectively) neighboring gene segments (shown as red and yellow boxes on the
DNA), (B) forming the paired complex (PC). At any point when it is bound
to an RSS, RAG can introduce a nick in the DNA between the heptamer and
gene segment (shown with the magnified 12RSS) and must do so to both sites
before (C) it cleaves the DNA to expose the gene segments. As indicated by
the magnified gene segment end, the exposed DNA strands of the gene seg-
ment are connected to form a DNA hairpin. (D) Additional proteins join these
segments together. In this work, the stages subsequent to DNA cleavage are
not monitored.
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RSS sequence-conservation studies across many organisms have shown a vast

diversity of 12- and 23RSS sequences, mainly found through heterogeneity in

the spacer region [7]. Bulk assays reveal that changing an RSS sequence can

significantly influence the RAG-RSS interaction and ultimately the success

rate of completing recombination [8–12]. Recent structural results provide

evidence that RAG binding is sensitive to both base-specific contacts and

the local flexibility or rigidity of the 12- and 23RSS [13–15]. Despite this

extensive characterization on the interaction, little is known about how a given

RSS sequence affects each step of the RAG-RSS reaction. In this work, we

provide one of the most comprehensive studies of how RSS sequences govern

the initial steps of V(D)J recombination and provide a quantitative measure

of their effects on the formation frequency, lifetime, and cleavage probability

of the PC.

We employ a single-molecule technique known as tethered particle motion

(TPM) in which an engineered strand of DNA containing a 12RSS and 23RSS

is attached to a glass coverslip at one end and to a polystyrene bead at the

other (Fig. 2.2A). Using brightfield microscopy, we collect the root mean

squared displacement (RMSD) of the bead over time to identify the state of

the RAG-RSS interaction. As illustrated in Fig. 2.2B, when RAG forms the

PC with the RSSs, the shortened DNA tether constrains the motion of the

bead, reducing the RMSD. When RAG cleaves the PC, the bead is released

and diffuses away from the tether site (Fig. 2.2C). TPM has been applied to

track the dynamic behavior of various protein-DNA systems, including RAG

and RSS [16–21]. It is with the temporal resolution provided by TPM that

we can track the full progression of individual RAG-RSS interactions from PC

formation to cleavage.

We were interested in using TPM to determine the extent to which endogenous

RSSs dictate the usage frequency of their neighboring gene segments and, for

those RSS positions that do seem to influence gene segment usage, identify

the steps in the RAG-RSS reaction when the RSSs help or hurt the selection

of their gene segment by extracting kinetic rates. We first examine single bp

changes to a designated reference 12RSS, thereby establishing a mechanistic

understanding of the contribution of individual nucleotide positions to RAG-

RSS dynamics. With the synthetic 12RSSs providing context, we study a

set of endogenous 12RSSs, each of whose sequences can be directly related
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to the reference sequence and a subset of the characterized synthetic 12RSSs.

This selection of 12RSSs was also chosen from repertoires where the usage

frequencies of their gene segments are known. Finally, due to the depth of

insight offered by waiting time distributions generated by the TPM assay, in

an attempt to provide some of the first measurements of various RAG-RSS

kinetics, we show through our analysis of the PC lifetime distributions that

regardless of choice of 12RSS or divalent cation, our TPM data consistently

disagree with a single-rate model. We discuss the consequences of our finding

in the context of our understanding of the molecular details of the RAG-RSS

reaction. As this study resulted in a wealth of data on a large number of RSS

sequences, we have developed an interactive online resource for visualizing the

dataset in its entirety.

2.3 Results

2.3.1 Synthetic RSSs

We chose a 12RSS flanking the immunoglobulin κ variable (IgκV) gene seg-

ment, V4-57-1, as the reference sequence due to its use in a previous TPM

study on RAG-RSS interactions [20]. This sequence has also been used in

structural studies of RAG-RSS complexes [13, 15], allowing us to compare

our results with known information on the RAG-RSS structure. To explore

how RAG-RSS interactions are affected by single bp changes, we examined 40

synthetic RSSs consisting of single bp changes across 21 positions of the V4-

57-1 12RSS, with a particular focus on altering the 12 bp spacer which is the

least well-understood element in the RSS. We also studied changes made to

positions 3-7 of the heptamer and various positions of the nonamer. The first

three positions of the heptamer are perfectly conserved [7], likely to support

DNA distortions needed for both nicking and base-specific interactions with

the cleavage domain on RAG1 after nicking [13–15], while heptamer positions

4-7 also mediate base-specific interactions with RAG [13]. The nonamer is

bound by a nonamer-specific binding domain on RAG1 [13, 22]. Through-

out our synthetic and endogenous RSS study, we used the same concentration

of the two RAG components (RAG1 and RAG2) that were co-expressed and

co-purified; and the same concentration of the high mobility group box 1

(HMGB1) protein, which binds nonspecifically to DNA and helps facilitate

RAG binding to the RSSs [12]. We also fixed the distance between the two

binding sites to be 1200 bp, thereby constraining our study to the influence

https://www.rpgroup.caltech.edu/vdj_recombination/
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of binding site sequence on RAG-RSS dynamics alone. In addition, all of the

12RSSs in this study are partnered with a well-characterized 23RSS [13, 15,

20] adjacent to the frequently-used Jκ1 gene segment from the mouse Igκ lo-

cus on chromosome 6 [5]. The sequence of this RSS is provided in Table A.1

of Appendix A. All primer sequences and bead, loop, and cut counts for each

synthetic 12RSS are provided in Table A.2 of Appendix A.

We pooled the relevant data across experimental replicates to characterize

synthetic RSSs by three empirical properties, namely the frequency of enter-

ing the PC (looping frequency), the quartiles of the PC lifetime (dwell time)

distribution, and the probability of exiting the PC through DNA cleavage

(A) (A)

(B) (B)

(C)

(A)

(B)

(C)

1200 bp

Figure 2.2: Sample data output of TPM. By tracking the root mean square
displacement (RMSD) of the tethered bead position undergoing restrained
Brownian motion, we discern when the DNA tether is (A) in the unlooped
state, (B) in the PC (looped) state, and (C) cleaved. The dashed horizontal
lines distinguish the unlooped (red) and looped (green) states of the DNA,
and are drawn before examining the bead trajectories. The RMSD values of
these lines are based on the length of the DNA tether; the distance between
the RSSs along the strand; the extent to which HMGB1, a protein that binds
nonspecifically to DNA and helps facilitate RAG binding, kinks the DNA; and
a set of calibration experiments relating the range of motion of the bead to
the length of its tether. As depicted with the magnified DNA strand in (A),
the 12RSS and 23RSS are positioned 1200 bp away throughout the study.
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(cutting probability). We define the looping frequency as the ratio of distinct

PCs observed to the total number of beads monitored over the course of the

experiment. Because a single DNA tether can loop and unloop multiple times

over the course of the experiment, the looping frequency can in principle range

from 0 to ∞. The measured looping frequency and the 95% confidence inter-

vals from bootstrapping the looping frequency as demonstrated in Fig. A.3)

are shown for all of the synthetic RSSs in Fig. 2.3.

As demonstrated in Fig. 2.4A, the dwell times were obtained from measuring

the lifetimes of each PC state, irrespective of whether the PC was cleaved or

reverted to an unlooped state. For each synthetic RSS, all of the PC lifetimes

are pooled to generate a histogram of dwell time distributions such as that

in Fig. 2.4B, from which the mean, shown as a white circle with an N for

nucleotide, and the first and third quartiles, shown as the furthest extents of

the blue error bar, are used to compare the synthetic RSSs in Fig. 2.4C.

Finally, to compute the cutting probability, we considered the fate of each PC
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Figure 2.3: Looping frequency for single bp changes introduced at
various positions of the reference 12RSS. Loop frequency with 95% con-
fidence interval of the distribution of possible looping frequencies from 106

bootstrap replicates. The dotted black line is set at the reference loop fre-
quency, 0.22, with shaded area denoting the extent of the 95% confidence
interval for the reference. Alternating vertical stripe colors and the reference
sequence written along the x-axis demarcate the position where the change was
made and the original nucleotide. The introduced nucleotide is provided in the
figure with the letter and color-coded (red for A, green for C, light blue for T
and purple for G). Heptamer, spacer, and nonamer regions are also separated
by vertical lines in the sequences. Asterisks at the top of certain positions are
color-coded to specify the nucleotide whose resultant looping frequency differs
from the reference sequence with p-value ≤ 0.05. All p-values for each 12RSS
used are reported in Fig. A.4.
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as a Bernoulli trial with cleavage probability pcut. This treatment allows us to

construct the full probability distribution of pcut defined explicitly in Fig. 2.5A

and fully detailed in Section 2.5 and in Section A.1 of Appendix A for a PC

containing the RSS of interest. The measured number of loops nloops and cuts

ncuts collected from experiments (in the case of Fig. 2.5A, 152 loops and 70

cuts) are parameters inserted into the equation to yield a distribution such as

(A) (B)

(C)

Figure 2.4: Dwell time quartiles for single bp changes introduced at
various positions of the reference 12RSS. (A) Example bead trajectory
data (blue) and the dwell times of the two loops that are formed (brackets). As
in Fig. 2.2, the red dashed line corresponds to the unlooped DNA tether state
while the green dashed line denotes the predicted looped state. (B) Histogram
of all dwell times collected for a given RSS. Note that all loops involving the
RSS of interest are included in the histogram, regardless of whether the loop
precedes cutting or a return to the unbound state. The median is shown as
the circle containing N (for nucleotide) with lines extending to the first and
third quartiles. The method for obtaining the circle and error bars as shown
in (B) are then applied to each synthetic 12RSS dataset and presented in (C)
where the letters denote the replacement nucleotide. The dotted black line
in (C) denotes the reference 12RSS median dwell time, 2.1 minutes, with the
black bar at the left denoting the first and third quartiles of the distribution.
Vertical stripes; x-axis labeling; heptamer, spacer, and nonamer distinction;
and color-coding of nucleotide changes (red for A, green for C, light blue for T
and purple for G) are the same as in Fig. 2.3. Asterisks at the top of certain
positions are color-coded to specify the nucleotide whose resultant dwell time
differs from the reference sequence with p-value ≤ 0.05. All p-values for each
12RSS used are reported in Fig. A.4.
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in Fig. 2.5B. We computed the most likely pcut and one standard deviation, as

demonstrated in Fig. 2.5B by the white circle with the N and blue error bars,

respectively, for each synthetic RSS, and compiled them in Fig. 2.5C. The

Cutting Probability Model Explorer interactive figure provides a visualization

for how the probability distribution is sensitive to the empirically-collected

number of loops and cuts. Detailed discussions of the choice of metrics and

the corresponding error estimates are provided in Section 2.5 and in Sections

A.2.2-A.2.4. We also show in Fig. A.5 and Section A.2.5 of Appendix A that

our definitions of the looping frequency and cutting probability decouple the

PC forming and cleavage steps in the RAG-RSS reaction, thereby clarifying

which step is the limiting factor in completing the cleavage phase of V(D)J

recombination. We complement the condensed synthetic RSS results presented

here with an interactive figure that provides a more complete visualization of

each RSS studied on the website. The Synthetic RSS Explorer interactive

figure includes heatmaps to qualitatively illustrate how the synthetic RSSs

differ in the three defined metrics. By clicking on a particular cell in any of

the heatmaps, the interactive displays the measured looping frequency of the

synthetic RSS containing the corresponding bp change with several confidence

interval percentages from the bootstrapping. Hovering over a cell also brings

up a window showing the number of beads, loops, and cuts observed for the

mutant. In addition, the webpage shows empirical cumulative distribution

functions (ECDFs) of PC lifetimes in three groups: PCs that are cleaved, PCs

that are unlooped, and both together. This webpage includes the complete

posterior probability distribution of pcut for each synthetic RSS.

Figs. 2.3, 2.4C, and 2.5C illustrate the substantial effect that a single bp

change to an RSS can have on the formation, stability, and cleavage of the PC,

respectively, reaffirming that RSS sequence plays a role in regulating the initial

steps of recombination. Of interest is the observed difference in phenomena

between changes made to the third position and those made to the last four

bases of the heptamer region. Bulk assays have shown that deviating from

the consensus C at heptamer position 3 essentially eliminates recombination

[8, 10], yet we found that changing from the C to G or T did not inhibit

PC formation (Fig. 2.4C). In fact, these alterations show similar looping

frequencies and PC lifetimes (Fig. 2.4C) as found for the reference sequence.

Instead, both the C-to-G and C-to-T alterations to heptamer position 3 almost

completely suppress cleavage (Fig. 2.5C). We provide the full probability

https://www.rpgroup.caltech.edu/vdj_recombination/pcut_model_explorer
https://www.rpgroup.caltech.edu/vdj_recombination/
https://www.rpgroup.caltech.edu/vdj_recombination/point_mutants
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(A) (B)

(C)

(D)

1 5 2 7 0

Figure 2.5: Cutting probabilities for single bp changes introduced at
various positions of the reference 12RSS. (A) For a given RSS, the total
number of distinct loops in the assay nloops (in this case, 152 loops) and the
subset of those loops that RAG cleaves ncuts (70) are applied to the function
shown that identifies the full distribution of the cutting probability pcut of the
PC for a 12RSS of interest. (B) Example distribution for a particular RSS,
with the most likely cutting probability µ with N for ’nucleotide’ and stan-
dard deviation σ shown as a circle with blue error bars, respectively. (C) µ
and σ are shown for each synthetic RSS with the dotted black line denot-
ing the most probable pcut for the reference sequence, roughly 0.46, with the
grey shaded region setting one standard deviation. Vertical stripes; x-axis
labeling; heptamer, spacer, and nonamer distinction; and color-coding of nu-
cleotide changes (red for A, green for C, light blue for T and purple for G)
are the same as in Fig. 2.3. (D) Ridgeline plot of posterior distributions of
the cutting probability, given the number of loops observed and loops that
cut (see SI) for a subset of the synthetic RSSs (labeled and colored along the
zero-line of the respective ridgeline plot). Height of the distribution to the
horizontal line of the same color corresponds to the posterior distribution. See
the Cutting Probability Model Explorer interactive webpage to see how the
posterior distribution depends on the number of loops and cuts observed. As-
terisks at the top of certain positions are color-coded to specify the nucleotide
whose resultant cutting probability differs from the reference sequence with
p-value ≤ 0.05. All p-values for each 12RSS used are reported in Fig. A.4.

https://www.rpgroup.caltech.edu/vdj_recombination/pcut_model_explorer


34

distribution for the estimate of pcut for these two RSSs in Fig. 2.5D. Nearly

all of the probability density is concentrated below 10%, showing that cutting

the PC is exceedingly rare. Thus, although deviating from a C at heptamer

position 3 does not prevent RAG from forming the PC, the alteration impedes

DNA cleavage.

Among the changes made to the last four bases of the heptamer from the refer-

ence sequence, the fifth and sixth positions showed the most striking reductions

on PC formation (Fig. 2.3). Of more than 240 DNA tethers with the 12RSS

containing a T-to-A change at heptamer position 6, only two PCs formed, one

of which subsequently led to cleavage. This result is consistent with recent

findings that the consensus TG dinucleotide at the last two positions of the

heptamer supports a kink in the DNA and may be critical for RAG binding

[14]. We notice that some changes such as the one at heptamer position 4 (A

to T) increase the median time spent in the PC (Fig. 2.4C). This RSS also had

one of the widest dwell time distributions of all of the synthetic RSSs studied.

While some alterations to the last four heptamer positions yielded little change

in cleavage propensity compared to the reference, others showed a reduction

in pcut. The single bp change that had the greatest effect, located at heptamer

position 6 (T to C) showed that only 2 out of 24 PCs led to cleavage.

Although we observed only modest differences in the median dwell times when

we altered the reference sequence in the spacer region, some alterations sub-

stantially affected the looping frequency and cutting probability. The C-to-T

change at spacer position 4 doubled the frequency of observing the PC while

a T-to-G change at the ninth position reduced PC formation nearly as much

as changes made at heptamer position 6 (Fig. 2.3). These two changes made

in the spacer reflect the observed extremes of spacer sequence effects on the

looping frequency. While many of the changes in the spacer region do not alter

the cutting probability, we can still find spacer-altered RSSs that improve or

inhibit cleavage. Fig. 2.5D shows that changing the fourth position from C

to G shifts the probability distribution of pcut to lower values, while altering

the tenth position of the spacer from G to T shifts the distribution toward an

increased cleavage probability. RAG1 makes contacts along the entire length

of the 12RSS spacer [14], helping to explain our finding that changes to the

spacer can substantially alter the probability of PC formation and cutting,

thereby playing more of a role than simply separating the heptamer and non-
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amer sequences.

Similar to spacer changes, most nonamer changes show strongly overlapping

dwell time distributions, with median PC dwell times differing from the ref-

erence sequence by less than 1 minute (Fig. 2.4C). However, unlike spacer-

modified RSSs, most nonamer-altered RSSs reduced the frequency of PC for-

mation. Disruptions to the poly-A sequence in the center of the nonamer cause

a substantial reduction in looping frequency, most notably the near complete

inhibition of PC formation with the A-to-C change at nonamer position 3

(Fig. 2.3). This detrimental effect of deviating from the poly-A tract agrees

with previous work demonstrating numerous protein-DNA interactions in this

region and with the proposal that the rigidity produced from the string of

A nucleotides is a critical feature for RAG1 to bind the nonamer [14, 22].

Furthermore, this reduction in looping frequency can extend to changes made

toward the end of the nonamer, depending upon the nucleotide, as shown with

the significant reduction for the C-to-T mutation at nonamer position 8 (Fig.

2.3). The sequence deviations in the nonamer region, however, do not signif-

icantly affect cleavage once the PC has formed, as evidenced by the overlap

in the posterior distributions of the reference sequence and its nonamer vari-

ant showing the greatest reduction in cleavage probability (position 4, A to

C), in Fig. 2.5D. Overall, nonamer deviations from the reference RSS have

negative effects on PC formation with minimal effects on subsequent DNA

cleavage, consistent with extensive biochemical and structural evidence that

the primary function of the nonamer is to facilitate RAG-DNA binding [22].

2.3.2 Endogenous RSSs

To build on our study of single bp effects on RAG-RSS dynamics, we selected

a subset of endogenous RSSs from the mouse Vκ locus on chromosome 6

based on existing gene usage frequency data collected by Aoki-Ota et al. [5]

and because the sequence differences between these RSSs and the reference

RSS are individually examined in the synthetic RSS results. We studied a

variety of frequently-used (> 5% frequency of usage) gene segments (V1-135,

V9-120, V10-96, V19-93, V6-15, and V6-17), two moderately-used (> 1% and

< 3% frequency) gene segments (V4-55 and V5-43) and two rarely-used (<

0.5% frequency) gene segments (V4-57-1 and V8-18) [5]. We note that the

V4-57-1 12RSS is identical to the reference 12RSS in the synthetic study.

Furthermore, we use the same Jκ1 23RSS in the endogenous RSS study as in
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the synthetic study. In addition, we examined DFL16.1, the most frequently

used D gene segment from the murine immunoglobulin heavy chain (Igh) locus

on chromosome 12 [4, 23]. Unlike the Vκ gene segments, which only need to

combine with one gene segment, D gene segments must combine with two other

gene segments to encode a complete protein. As a result, DFL16.1 is flanked

on both its 5’ and 3’ sides by distinct 12RSS sequences, denoted DFL16.1-5’

and DFL16.1-3’, respectively, both of which are examined in this study. The

sequences of all endogenous RSSs studied here as well as the number of beads,

loops, and cuts observed are provided in Tables S1 and S3. We apply TPM

on these sequences to determine whether their involvement in the RAG-RSS

reaction could both provide insight into the usage frequency of their flanking

gene segments and be predicted based on the activity profile of the synthetic

RSSs.

To develop a better sense for how RAG interacts with these RSSs in their

endogenous context, the 6 bp coding flank sequence adjacent to the heptamer

of all but the V4-57-1 RSS was chosen to be the natural flank provided by the

endogenous gene segment. RAG interacts with the coding flank during DNA

binding and PC formation [13–15] and coding flank sequence can influence

recombination efficiency, particularly the two bp immediately adjacent to the

heptamer [24–26]. Two T nucleotides and in many cases even a single T

immediately 5’ of the heptamer inhibit the nicking step of cleavage and thus

reduce recombination efficiency [24–26]. We did not extensively analyze the

contribution of coding flank sequence in this study, and only V6-15 RSS among

the studied RSSs would be predicted to interact poorly with RAG due to the

T flanking the heptamer; all other coding flanks have combinations of A and C

as the two terminal coding flank bases. We kept the same coding flank for the

V4-57-1 RSS as in a previous study [20] to facilitate closer comparison of the

results of the synthetic RSSs. We do not expect much difference between the

endogenous coding flank sequence (5’-CACTCA, where the two nucleotides

closest to the heptamer are underlined) and the coding flank used here (5’-

GTCGAC) because the two terminal coding flank bases are similar to those

of all but the V6-15 RSS and for reasons discussed in the Discussion and

in Section A.5 of Appendix A. The coding flank sequences for all studied

endogenous RSSs are included in Table A.1. We present the results of the

RAG-endogenous RSS interaction in Fig. 2.6 and provide an interactive tool

for exploring these data on the paper website. The Endogenous RSS Explorer

https://www.rpgroup.caltech.edu/vdj_recombination/
https://www.rpgroup.caltech.edu/vdj_recombination/endogenous_mutants
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includes an interactive feature where the looping frequency, ECDFs of looping

lifetimes, and posterior distributions of the cleavage probability of any two

endogenous RSSs can be directly compared.

The variable nature of all three metrics [looping frequency (Fig. 2.6A), dwell

time (B), and cutting probability (C; full posterior distributions for all en-

dogenous 12RSSs studied here are shown in Fig. A.6)] across RSSs highlights

how, similar to the synthetic RSSs, endogenous sequences influence formation,

stability, and cleavage of the PC differently. Of particular interest is the be-

havior of DFL16.1-3’ which shows the highest propensity for PC formation but

some of the shortest PC lifetimes. Despite this short median dwell time, the

probability of the PC successfully proceeding to DNA cleavage is high, approx-

imately 0.5. Notably, the frequency of PC formation and the probability of

cleavage are both greatly reduced for DFL16.1-5’ as compared to DFL16.1-3’,

although their median PC dwell time and the width of the dwell time distri-

butions are approximately equal. Reduced function of DFL16.1-5’ relative to

DFL16.1-3’ is consistent with prior studies [23, 27, 28] and is addressed further

in the Discussion.

The endogenous RSSs of the Vκ gene segments show varying efficiencies of PC

formation and cleavage. Many of the endogenous RSSs studied here, including

those of gene segments used frequently in vivo (V1-135, V9-120, V10-96, V19-

93, V6-17, and V6-15), demonstrate looping frequencies between 15 and 30

events per 100 beads. Gene segments V4-57-1 and V4-55 are used with almost

0% and roughly 2.5% frequency, respectively [5], yet in our experiments, they

enter the PC with comparable frequency (approximately 20 to 30 loops per 100

beads). In general, we find these two sequences to behave almost identically

in our experimental system, illustrating that other biological phenomena, such

as higher-order DNA structure, govern the segment usage in vivo [4, 29]. The

endogenous V8-18 12RSS exhibits infrequent PC formation and cleavage and

short median PC lifetimes, much like the DFL16.1-5’ 12RSS. Using the V8-

18 12RSS, only 5 looping events were detected from 146 DNA tethers and

cleavage was never observed. Despite the similarities in reaction parameters for

the V8-18 and DFL16.1-5’ RSSs, DFL16.1 is the most frequently used D gene

segment in the repertoire [4] while V8-18 is never used [5]. A likely explanation

for the exclusion of V8-18 in the repertoire is the ‘A’ at heptamer position

6 of the 12RSS (see Discussion). In contrast, the DFL16.1 is substantially
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Vκ Jκ Vκ Jκ

Figure 2.6: Observed dynamics between RAG and endogenous RSS
sequences. (A) Frequency of PC formation (looping frequency) with 95%
confidence interval. (B) Median PC lifetime with the lower error bar extending
to the first quartile and the upper error bar extending to the third quartile.
(C) Probability of DNA cleavage (cutting probability) of RAG with error bars
showing one standard deviation. For discussion of the errors in Fig. 2.6A and
2.6C, see Section A.2.5 of Appendix A. DFL16.1-3’ and DFL16.1-5’ flank the
same gene segment but in different orientations on the Igh chromosome. As
shown in the graphic above Fig. 2.6A, Vκ gene segments listed are ordered
by their position along the chromosome, with linear distance from the Jκ
gene segments decreasing from left to right. Numbers in parentheses next to
Vκ gene segment denote percentage of usage in repertoire [5]. The V4-57-1
12RSS has a filled in circle to denote that it is the reference sequence in the
synthetic RSS study. Asterisks at the top of subfigures denote endogenous
RSSs whose measured quantity differs from the V4-57-1 (reference) 12RSS
with p-value ≤ 0.05. All p-values for each 12RSS used are reported in Fig.
A.4.



39

utilized in the Igh repertoire despite the poor contribution in PC formation and

cleavage of its 5’ 12RSS most likely because this RSS does not participate in

recombination until after its gene segment has undergone D-to-J recombination

with its more efficient 3’ 12RSS, thus moving the gene segment into the RAG-

rich environment of the “recombination center.” This relocation is thought to

facilitate RAG binding to the 5’ RSS of the committed D gene segment [30,

31].

Fig. 2.6B demonstrates that, with the exception of the V10-96 RSS, PC life-

times are similarly distributed across the endogenous RSSs examined in this

work. Most RSSs have median dwell times between 1 to 3 minutes with the

V8-18 12RSS displaying the shortest-lived median dwell time of roughly 40-

50 seconds. While most endogenous RSSs here have a similar range between

the first and third quartiles (see interactive figure on the paper website), the

V10-96 12RSS distribution is noticeably wider, with the first quartile of the

distribution being a longer lifetime than the median lifetime for most endoge-

nous RSS distributions and the third quartile of this RSS extending out to

over 16 minutes. These observations suggest a similar stability of the PC for

all but the V10-96 RSS once RAG manages to bind simultaneously to both

12- and 23RSSs.

Fig. 2.6C indicates that six endogenous RSS sequences from V1-135 to V4-55

have comparable cutting probabilities ranging from 0.4 to 0.5. Considering

that the less-frequently used V4-57-1 and V4-55 gene segments have 12RSSs

that show similar cutting probabilities and looping frequencies to the 12RSSs of

more frequently-selected gene segments, other factors appear to prevent their

efficient use. The low probability of cutting (0.05; Fig. 2.6C) with the V6-15

12RSS is particularly noteworthy, indicating that RAG tends to easily break

the looped state rather than commit to cleavage. However, this low cutting

probability might be attributed to the T in the coding flank immediately

adjacent to the heptamer. Other features of the system must dictate the high-

frequency usage of V6-15 in vivo [5].

2.3.3 Kinetic Modeling of the PC Lifetime Distribution

Figs. 2.4C and 2.6B show that the vast majority of median looping lifetimes

ranged between 1 to 3 minutes with rare exceptions, suggesting similar dwell

time distributions for many of the RSS variants. However, many of these

https://www.rpgroup.caltech.edu/vdj_recombination
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synthetic and endogenous RSSs have different probabilities of DNA cleavage,

suggesting that at the very least the rate of cutting changes. These similarities

in the lifetime distributions but differences in outcomes invited a thorough

dissection of the data to extract key quantitative insights into the changes in

the kinetics between 12RSS constructs. As TPM has been used to extract

kinetic parameters for various other protein-DNA systems [17, 18, 32, 33], we

used the distributions of the PC lifetimes in an attempt to establish the rates of

unlooping and cutting for each RSS and discern a deeper connection between

RSS sequence and fate of the PC. We developed a simple model in which a PC

state can have two possible fates: either simple unlooping of the DNA tether

or cleavage of the DNA by RAG. We characterized each of these outcomes as

independent yet competing processes with rates kunloop and kcut for unlooping

and DNA cleavage, respectively. If the waiting time distribution tunloop or tcut

for each process could be measured independently where only one of the two

outcomes was permitted to occur, one would expect the probability densities

of these waiting times given the appropriate rate to be single exponential

distributions of the form

P (tunloop | kunloop) = kunloope
−kunloop tunloop (2.1)

for the unlooping process and

P (tcut | kcut) = kcute
−kcut tcut (2.2)

for DNA cleavage. However, as these two Poisson processes are competing,

we cannot estimate kcut solely from the waiting time distribution of paired

complex states that led to DNA cleavage nor kunloop using the states which

simply unlooped. As each individual cutting or unlooping event is assumed

to be independent of all other cutting and unlooping events, the distribution

of the dwell time t before the PC either unloops or undergoes cleavage can be

modeled as an exponential distribution parameterized by the sum of the two

rates,

P (t | kleave) = kleave e
−kleave t, (2.3)

where kleave = kunloop + kcut.

Given the collection of waiting time distributions measured for each RSS, we

estimated the values of kleave which best describe the data. We find that the

observed dwell times are not exponentially distributed for any 12RSS sequence
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analyzed, either endogenous or synthetic. Examples of these waiting time

distributions along with an exponential distribution parameterized by the 95%

credible region for kleave can be seen for twelve of the RSS variants in Fig.

2.7. In general, the observed dwell times are underdispersed relative to a

simple exponential distribution with an overabundance of short-lived PCs.

We also find that the observed dwell time distributions are heavily tailed with

exceptionally long dwell times occurring more frequently than expected for an

exponential distribution.

The ubiquity of this disagreement between the simplest kinetic model and the

observed data across all of the examined RSSs indicates that leaving the PC

state either by reverting to the unlooped state or committing to the cleaved

state is not a one-step process, suggesting that at least one of the two fates

for the PC state on its own is not single-exponentially distributed as assumed

in our null model of the dynamics.

One hypothesis for the disagreement between the model given in Eq. 2.3 and

the data is that other processes, such as nicking of the DNA by RAG, create

effects in the tethered bead trajectories that are too subtle to be detected

in the TPM assays. Nicking creates a more stable RAG-single RSS complex

(though this effect on PC stability had not been previously quantified) [13,

34] and can occur at any time after RAG binds to the RSS [6], making it

exceedingly difficult to determine whether a given PC has one, both or neither

of the RSSs nicked. As a result, we may not be able to model the combined

kinetics of unlooping and cleavage without also identifying when RAG nicks

the RSSs to which it is bound.

Substitution of Ca2+ in place of Mg2+ in the reaction buffer allows RAG to

bind the RSSs but blocks both nicking and cleavage [35], leaving unlooping as

the only possible fate of a PC. To determine if unlooping could be modeled

as a simple Poisson process, we measured the PC dwell time distribution for

a subset of the RSSs in a reaction buffer containing Ca2+.

While we observe no cleavage of PCs in the Ca2+-based buffer, looping is as

frequent, if not more frequent, than in the Mg2+-based buffer (see Fig. A.7).

However, even in the absence of nicking, the dwell times of PC events are still

not in agreement with an exponential distribution (left panels of Fig. 2.8A-C).

For the dwell time distribution to defy a single-exponential form, the process

of unlooping itself cannot be a Poisson process with only one kinetic rate.
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Figure 2.7: Non-exponential waiting time distributions for endoge-
nous and synthetic 12RSSs. The empirical cumulative distribution of the
measured PC lifetimes (black lines) are shown for representative endogenous
sequences (A) as well as for the synthetic RSSs with single point alterations
made in the heptamer (B), spacer (C), or nonamer (D) regions. The shaded
area corresponds to the 95% credible region of a true exponential distribution
parameterized in Eq. 2.3 given a posterior distribution for kleave, the rate of
the arrival of either an unlooping or cleavage event. All dwell time axes are
plotted on a logarithmic scale.

Extracting kinetic rates of exit from the PC state is not possible without also

observing a critical, yet currently indiscernible by TPM, biochemical process

between RAG and RSS. We also note that for each of the RSS variants the

observed PC lifetimes are short lived compared to those in the Mg2+-based

buffer, as can be seen in the bottom plots of Fig. 2.8. Because Ca2+ does not

significantly alter DNA flexibility compared to Mg2+ [36], our data argue that

nicking itself results in a longer-lasting PC. This is notable in light of recent

structural evidence showing that nicking and the associated “flipping out” of

two bases at the RSS-gene segment junction away from their complementary
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Figure 2.8: Empirical cumulative distributions of PC lifetimes with
different divalent cations. The empirical cumulative dwell time distribu-
tions are plotted in black over the 95% credible region of the fit to an exponen-
tial distribution (top row) for the reference sequence (A), a base pair change
in the heptamer region of the 12RSS (B), and a base pair change in the spacer
region (C). The bottom plots show direct comparisons of the empirical cu-
mulative dwell time distributions collected in either Ca2+- (green) or Mg2+-
(purple) supplemented reaction buffer for each RSS. The dwell time axis on
all plots are logarithmically scaled.

bases create a fully “closed” RAG-RSS binding conformation that would be

predicted to improve stability of the complex [13, 14]. With the more stable

conformation from nicking one or both RSSs, the PC state persists for longer

than if RAG could not nick either RSS, which is reflected in the longer dwell

time distributions when using Mg2+.

2.4 Discussion

Through the temporal resolution provided by TPM, we have discerned how

RAG forms and cleaves the PC for a series of synthetic and endogenous RSSs.

We find that the RSSs of frequently-used gene segments typically do not sup-

port more efficient PC formation or cleavage than those neighboring gene

segments of more modest usage. This observation is consistent with recent

findings that RSS strength, as assessed by the RSS information content (RIC)
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algorithm [11, 37–39], is only one of multiple parameters needed to be able to

predict gene segment usage frequency [29, 40]. Furthermore, we found from

analyzing single bp variations of the V4-57-1 RSS that the efficiencies of PC

formation and cleavage are sensitive to single bp changes depending upon the

conservation level at the respective position. We see that altering the perfectly-

conserved third position of the heptamer almost completely blocked cleavage

by RAG without significantly altering PC formation frequency or dwell time

distribution. In contrast, certain deviations from the consensus nucleotide at

the last four positions of the heptamer or in the nonamer decreased the fre-

quency of PC formation. Finally, even though few positions of the spacer have

a clear consensus nucleotide [7], formation and cleavage of the PC can still be

strongly affected by a single bp change in the spacer. In fact, sequence-context

effects might explain why some of these synthetic RSSs in less conserved posi-

tions of the spacer have such a strong influence on PC formation and cleavage

on their own.

We asked to what extent we could account for the behavior of an endoge-

nous RSS based on its constituent nucleotides as revealed by our synthetic

RSS study. The Synthetic-Endogenous RSS Comparison interactive tool on

the paper website allows one to select an endogenous RSS to reveal not only

its data on PC formation, PC lifetime distributions, and cleavage probability

distributions, but also data for each nucleotide difference between it and the

reference 12RSS through the relevant synthetic RSSs. For ease of comparing

the endogenous RSS with a synthetic RSS relevant to the sequence difference,

hovering the computer mouse over the nucleotide of interest in the sequence

changes the color of all other relevant synthetic RSSs to grey. Although our

finding that hidden molecular details in the RAG-12RSS-23RSS interaction

prevent us from constructing a quantitative model that directly relates en-

dogenous RSS behavior to the effects measured for each individual sequence

deviation, these results provide several insights into the relation between RSS

function and its constituent nucleotides. In particular, the data reveal a sub-

set of RSS positions, including some in the spacer, that appear to strongly

influence RAG-RSS interactions.

The synthetic RSS with the G-to-T change at spacer position 10 strongly

increases the cleavage probability and also enhances PC formation (Fig. 2.3,

2.5C, 2.5D). These improvements might be due to the 5’-TG-3’ dinucleotide

https://www.rpgroup.caltech.edu/vdj_recombination/comparison
https://www.rpgroup.caltech.edu/vdj_recombination/
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created by this change at spacer positions 10 and 11. Such a pyrimidine-purine

(YR) pairing is inherently deformable [41] and a substantial 60◦ bend in the

12RSS is seen at this location in the spacer in RAG-RSS complexes [14]. Hence,

as noted previously [14], a YR combination at the 3’ end of the spacer in the

12RSS is favorable for DNA binding, consistent with our data. The DFL16.1-

5’ RSS contains a T at spacer position 10 (Table A.1), as well as several

other nucleotides in the spacer that each individually increase PC formation

(see the paper website), but this RSS exhibits inefficient PC formation (Fig.

2.6A). Because spacer position 11 is also a T in the DFL16.1-5’ RSS, the

T at position 10 does not create a YR pair and instead, the last seven bp

of the spacer are all pyrimidines. A spacer with such a sequence might be

particularly poor at supporting the DNA distortions needed for RAG-12RSS

binding. This example of the importance of sequence context in determining

how a particular bp will influence RSS function supports a concept borne out

of the development of the RIC algorithm [11, 37, 39].

The contributions that coding flanks make to RAG-RSS dynamics [13] are

important considerations to quantitatively model the RAG-DNA interactions,

as each endogenous RSS neighbors a different coding flank. We attributed

the low cleavage probability of the V6-15 RSS to the T immediately adjacent

to the RSS in the coding flank, which has been shown to be detrimental to

recombination efficiency [24–26]. Because the other endogenous RSSs studied

are rich in C and A nucleotides in the two bp adjacent to the heptamer, we

compared data for two pairs of DNA constructs that differed only in coding

flank sequence. One comparison involves the substrate containing the coding

flank sequence used on the V4-57-1 RSS (5’-GTCGAC) and a substrate with a

C-to-A change adjacent to the heptamer (5’-GTCGAA). The other pair is the

V4-55 endogenous RSS substrate and the synthetic RSS substrate containing

a C-to-A alteration at spacer position 1, where, fortuitously, the RSSs are

identical and the coding flanks differ by five base pairs (5’-CACCCA for V4-55

and 5’-GTCGAC for the synthetic RSS). In both cases, the looping frequencies,

PC lifetime distributions, and cutting probability distributions are similar for

the respective pairs, arguing that these coding flank differences contribute

little to the overall RAG-RSS reaction (see Fig. A.8 and A.9). Hence, coding

flank differences present in all of the endogenous RSS substrates analyzed here,

with the exception of the V6-15 RSS, are unlikely to have a strong influence on

RAG-RSS dynamics. However, a more extensive examination of coding flank,

https://www.rpgroup.caltech.edu/vdj_recombination
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particularly for G- and T-rich sequences, in a dynamic experimental method

such as TPM will help to shed light on the extent to which these RSS-adjacent

sequences influence the various steps of V(D)J recombination.

The V5-43 12RSS has a low level of PC formation, likely because of its C-

to-T change at nonamer position 8, while its poor cutting probability can be

attributed to a collection of sequence changes that reduce cleavage probabil-

ity. The low frequency of PC formation with the V9-120 and V6-15 RSSs is

likely driven primarily by the A-to-T change at nonamer position 4, with addi-

tional negative contributions coming from altering the reference spacer. And

the DFL16.1-3’ RSS, which supported the highest frequency of PC formation

across all RSSs studied, differs from the reference RSS at the fourth and sixth

positions of the spacer that each in their own synthetic RSSs strongly stim-

ulated PC formation. These findings support the important conclusion that

spacer sequence can influence RSS synapsis by RAG.

We find that the DFL16.1-5’ RSS is much less competent for PC formation and

cleavage than the DFL16.1-3’ RSS. Weaker activity of the 5’ RSS compared

to the 3’ RSS is consistent with the results of recombination assays performed

using plasmid substrates in cells [27, 28] and for chromosomal recombination

when DFL16.1 was placed approximately 700 bp from its Igh J gene segment

partner, JH1 [23]. However, when assayed in their natural location over 50

kb from the JH gene segments, the two RSSs support roughly equal levels of

recombination as long as they are in the same orientation relative to the JH

23RSSs [23]. The existing data argue that the DFL16.1-5’ RSS is intrinsically

less active for recombination than the DFL16.1-3’ RSS, but this difference can

be minimized over large chromosomal distances when chromatin “scanning”

by RAG is the dominant mechanism for bringing RSSs together to form the

PC [23, 42]. Such scanning requires that a RAG-single RSS complex be able

to either bind and then release, or else entirely skip over, proximal partner

RSSs to be able to recombine with more distal RSSs. Our findings relating

RSS sequence to the efficiencies of PC formation and cleavage within the PC

provide a valuable resource for considering how RSS sequence might influence

the scanning process.

Our study of both synthetic and endogenous RSSs explains the low usage of

the V8-18 gene segment in the Igκ repertoire and further highlights the strong

impact that can be exerted from a single nucleotide change to an RSS. The
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V8-18 RSS contributes to inefficient PC formation and further interrogating

each sequence mismatch between the V8-18 and reference RSSs revealed that

its T-to-A alteration at heptamer position 6 is sufficient to virtually abrogate

PC formation. This effect on gene segment selection may not be unique to

the V8-18 gene segment: both the V1-131 and V8-26 gene segments have the

same T-to-A deviation from the consensus heptamer position 6, and neither

is used in recombination [5]. This deviation from consensus further provides a

mechanistic explanation for why the VκA2b gene segment is underutilized in

the antibody repertoire of Navajos, which in turn has been proposed to account

for the high susceptibility of Navajos and several genetically-related Native

American groups to Haemophilus influenza type b infection [43]. The VκA2b

RSS differs in sequence from the more common and efficiently recombined

VκA2a RSS by a single T-to-A change at heptamer position 6 [43–45]. We

conclude that the inefficient recombination caused by this alteration is due

to a defect in PC formation and suggest that any gene segment whose RSS

contains an A at the sixth position of the heptamer will recombine poorly.

Consistent with this, A is almost never observed at the sixth position of the

heptamer in either the 12- or 23RSS [7].

From the length control of cytoskeletal filaments [46] to the partitioning of

molecules in cellular division [47], distributions offer a mechanistic window

into constraints on the class of permissible quantitative models. In the case

of our efforts to calculate kinetic rates of RAG-RSS dynamics using the PC

lifetime distribution, we discerned two interesting findings on the nature of the

interaction. Upon first applying our fitting procedure to determine the rates

of unbinding and cleavage, we learned that at least one of these two processes

did not behave as a simple Poisson process. Even though the exceptionally

long dwell times that contribute to the extended tail in the ECDFs may be

accounted for in part by the occasional “dead-end” PC where the purified RAG

loses function but remains bound to the PC, the different concavities between

the ECDFs and theoretical exponential distribution at the earlier lifetimes

as shown in Fig. 2.7 suggest a biochemical process involving RAG and RSS

that violates a Poisson process. Thinking that our inability to detect nicking

was the culprit, we examined the rate of unlooping in the absence of nicking

by using Ca2+ instead of Mg2+ in our reactions. Here, our finding that the

PC lifetimes were not exponential for any of the studied RSSs told us that the

dwell time distribution convolves other time-sensitive processes with unlooping
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and cleavage. These Ca2+ results suggest that the PC state may have multiple

conformations like the lac repressor [48] in that the two RAG1/2 dimers may

have multiple states, or that binding to the heptamer and to the nonamer on

each RSS are actually separate sequential processes. One possible source of

distinct conformations is the dramatic 180◦ rotation of the DNA that must

occur prior to nicking. Rotated and unrotated configurations of un-nicked

RSSs have been identified in recent structural studies [14, 15, 49], but would

be indistinguishable in the TPM assay. Despite these challenges to obtaining

a quantitative description, our data demonstrate that nicking of an RSS is

not a prerequisite for RAG to form the PC state, consistent with previous gel

shift analyses performed either in Ca2+ or with RAG mutants lacking catalytic

activity [50–53]. In addition, our findings demonstrate that PCs formed in the

presence of Mg2+, which allows for RSS nicking, are longer lived than those

formed in the presence of Ca2+, extending previous findings made with RAG

bound to single RSSs [34]. While we cannot rule out the possibility that

Ca2+ perturbs features of the PC other than the ability to undergo nicking,

the inference that PCs containing nicked RSS(s) are more stable than those

containing intact RSSs is consistent with the formation of a fully “closed” PC

conformation after nicking in which additional protein-protein and protein-

DNA interactions are observed that should further stabilize the complex [13,

14, 49]. To our knowledge, this study is the first attempt to obtain kinetic

rates of unlooping from and cutting of the PC and reveals that there are still

key details in the reaction whose temporal behavior has not been observed

but ultimately disqualify the PC lifetime distribution from obeying a Poisson

process with a single kinetic rate.

The work presented here leaves open several questions about RAG-RSS dy-

namics. Although our TPM assay detects PC formation and cleavage, it does

not detect nicking, preventing us from determining how the RSSs studied in-

fluence the rate of nicking or when nicking occurs relative to PC formation.

Even without nicking, we see that the unlooping dynamics behave differently

from a simple Poisson process. This result suggests a need for an experimen-

tal method such as single-molecule FRET [54] that can detect such subtle

conformational changes that occur between RAG and the RSS. Finally, we

have left the 23RSS unchanged in this study, but it is possible that the trends

that we see for our synthetic or endogenous 12RSSs may change with a dif-

ferent partner RSS and shed more light on the ”beyond 12/23 rule” [11, 55,
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56]. Ultimately, these finer details in the RAG-RSS interaction can provide a

more complete kinetic description of the initial phases of V(D)J recombina-

tion. While we changed the 12RSS sequence in this work, the TPM assay in

principle allows us to titrate other parameters, such as the distance between

RSSs, or introduce more biochemical players to better contextualize our work

in the bigger picture of recombination in vivo.

2.5 Materials and methods

Protein purification

The two RAG components, core RAG1 and core RAG2 (RAG1/2), are puri-

fied together as outlined in Ref. [20]. Maltose binding protein-tagged murine

core RAG1/core RAG2 were co-expressed by transfection in HEK293-6E sus-

pension cells in a 9:11 w/w ratio for 48 hours before purifying using amylose

resin. HMGB1 is purified as outlined in Ref. [20]. His-tagged HMGB1 was

expressed in isopropyl-β-D-1-thiogalactopyranoside-induced BL21 cells for 4

hours at 30◦C before purification. For more details, see Section A.9 of Ap-

pendix A.

Flow cell assembly

TPM flow cells were assembled by drilling four holes along each length of a

glass slide before cleaning the slides and cover slips. The slides and cover

slips were functionalized with an epoxidizing solution for at least an hour and

a half so that anti-digoxigenin, to which the digoxigenin ends of the DNA

tethers attach, could adhere to the glass. Upon completion of the treatment,

flow cells are assembled by cutting four channels into double-sided tape to

connect the drilled holes at opposite ends of the glass slide before adhering to

the cover slip on one side and the glass slide on the other. Short connective

tubes are inserted into each of the holes to serve as inputs and outputs for

fluids and sealed using 5-minute epoxidizing solution. The constructed flow

cells are baked on the hot plate to allow the epoxy and double-sided tape to

set.

Tethered bead assembly

Tethered beads are assembled as in Fig. A.1. Flow cell channels are incu-

bated with anti-digoxigenin for two hours to allow for adhering DNA to the

glass surfaces. After washing away excess anti-digoxigenin in a buffer solution
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containing Tris-HCl, KCl, MgCl2, DTT, EDTA, acetylated BSA and casein,

engineered strands of 2900 bp-long DNA containing a 12RSS and a 23RSS lo-

cated 1200 bp apart and tagged with digoxigenin on one end and biotin at the

other end are injected into the flow cells to attach the digoxigenin end of the

DNA to the anti-digoxigenin-scattered surfaces. After excess DNA is washed

out, streptavidin-coated polystyrene beads 490 nm in diameter are added to

the channels and incubated for no more than 3 minutes to bind the biotin-

labeled end of the DNA. Excess beads are washed away and the TPM assembly

buffer is replaced with a RAG reaction buffer containing Tris-HCl, KCl, gly-

ercol, DTT, potassium acetate, MgCl2, DMSO and acetylated BSA. For Ca2+

studies, CaCl2 is used in place of MgCl2 in the RAG reaction buffer and in

the same concentration. See Section A.1.2 of Appendix A for a schematic of

the TPM assembly process.

TPM experiment

TPM experiments involve the simultaneous acquisition of bead trajectories

from two different channels on separate microscopes. One of the channels con-

tains tethered DNA with a 12RSS and a 23RSS oriented toward each other

(nonamer regions on both RSSs closest to each other). Properly tethered beads

are filtered using various methods to ensure proper spacing from neighboring

beads and that individual beads are tethered by a single strand of DNA. The

trajectories of the selected beads are then examined in the absence of RAG

and HMGB1 for ten minutes before flowing in 9.6 nM murine core RAG1/core

RAG2 and 80 nM full-length HMGB1 and acquiring bead trajectories for at

least one hour. Root-mean-squared displacements (RMSDs) of the bead tra-

jectories as shown in Fig. 2.2 are calculated by Gaussian filtering with an 8-

second standard deviation. Bead selection criteria, corrections and smoothing

of trajectories, and identification of PCs are provided in the Sections A.1.3-

A.2.1 of Appendix A. Example dataset of all analyzed bead trajectories from

one replicate is presented in Fig. A.2.

Statistical inference

We used Bayesian and Frequentist methods in this work to calculate paramet-

ric and nonparametric quantities, respectively. The PC formation frequencies

were assigned confidence intervals via bootstrapping. Briefly, the observed

beads and their reported PC formation counts were sampled with replacement
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to generate a simulated data set of the same length as the number of obser-

vations. The looping frequency was then calculated as the total loops formed

among the generated dataset divided by the number of beads and the distri-

bution was resampled again. This procedure was performed 106 times and we

report various percentiles of these bootstrap replicates, as shown both in the

main text and on the paper website. A more detailed explanation is provided

in Section A.2.2 of Appendix A.

To compute the cleavage probability and PC leaving rate kleave, we used a

Bayesian definition of probability and constructed a posterior distribution for

each as is explicitly laid out in Sections A.2.3 and A.2.6 of Appendix A. The

displayed posterior distributions for the cleavage probability were generated

by numerically evaluating the posterior distribution over a range of cleavage

probabilities bounded from 0 to 1. The reported values for the cleavage prob-

ability and uncertainty were computed analytically and is derived in Section

A.2.3.

To estimate kleave we again constructed a posterior distribution. Here, we

chose an exponential form for the likelihood and assumed an inverse Gamma

distribution as a prior on the leaving rate. This posterior was then sampled

using Markov chain Monte Carlo as is implemented in the Stan probabilistic

programming language [57]. A more detailed derivation of the posterior dis-

tribution is provided in the Section A.2.6 of Appendix A. All models and code

for this inference are available on the paper website.

Significance testing was performed for the looping frequency, median PC life-

time, and fraction of cutting events. Our null hypothesis for each metric was

that the measured value for the altered 12RSS was drawn from the same dis-

tribution as the V4-57-1 (reference) 12RSS with p-values≤ 0.05 determined to

be statistically significant. All p-values for each of these metrics and details

about their calculation are provided in Section A.2.4 of Appendix A.

Interactive figures

All results presented in this manuscript are visually complemented with inter-

active figures on the paper website at https://www.rpgroup.caltech.edu/

vdj_recombination/. The Cutting Probability Model Explorer shows how

the posterior distribution for the cutting probability changes depending upon

the number of loops and number of cuts observed, both of which can be ad-

https://www.rpgroup.caltech.edu/vdj_recombination
https://www.rpgroup.caltech.edu/vdj_recombination
https://www.rpgroup.caltech.edu/vdj_recombination
https://www.rpgroup.caltech.edu/vdj_recombination/
https://www.rpgroup.caltech.edu/vdj_recombination/
https://www.rpgroup.caltech.edu/vdj_recombination/pcut_model_explorer
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justed with their respective scroll bars. The Synthetic RSS Explorer page

displays data for synthetic RSSs. Clicking on individual cells in the paired

complex formation frequency, paired complex dwell time, or paired complex

cleavage probability heatmaps reveals plots of the looping frequencies with dif-

ferent confidence interval percentages from 106 bootstrap replicates; empirical

cumulative distribution functions (ECDFs) of the PC lifetimes that revert to

an unlooped configuration, are cut, or a combination of the two fates; and

full posterior distributions of the probability of cutting for the synthetic RSS

in blue and the reference RSS in grey. Number of beads, loops, and cuts

observed for the synthetic RSS are displayed by hovering over the cells of

the heatmaps. The Endogenous RSS Explorer page displays these same plots

but allows for comparison between any two endogenous RSSs studied through

dropdown menus, with the data for one RSS displayed in grey, including ob-

servation counts, and those for the other RSS shown in blue. The Synthetic-

Endogenous RSS Comparison tool provides a means for selecting a particular

endogenous RSS by a dropdown menu and directly comparing data for the

endogenous RSS (grey) and the individual synthetic RSS that constitutes the

sequence difference between the endogenous RSS and the V4-57-1 (reference)

RSS, as revealed in the endogenous sequence with highlighted letters where

the endogenous and reference RSSs differ.

Data and code availability

All data and code are publicly available. Due to their large volume, raw image

files can be obtained upon request. Preprocessed image data can be down-

loaded from CaltechDATA research data repository under the DOI:10.22002/D1.1288.

Processed data files, Matlab, and Python code used in this work can be down-

loaded either from the paper website or on the dedicated GitHub repository

(DOI:10.5281/zenodo.346571).

https://www.rpgroup.caltech.edu/vdj_recombination/point_mutants
https://www.rpgroup.caltech.edu/vdj_recombination/endogenous_mutants
https://www.rpgroup.caltech.edu/vdj_recombination/comparison
https://www.rpgroup.caltech.edu/vdj_recombination/comparison
https://data.caltech.edu
https://www.rpgroup.caltech.edu/vdj_recombination
https://github.com/rpgroup-pboc/vdj_recombination
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[41] F. Lankaš et al., “DNA basepair step deformability inferred from molec-
ular dynamics simulations”, Biophys J 85 (2003), 2872.

[42] S. Jain et al., “CTCF-binding elements mediate accessibility of RAG
substrates during chromatin scanning”, Cell 174 (2018), 102.

[43] A. J. Feeney, P. Goebel, and C. R. Espinoza, “Many levels of control of
V gene rearrangement frequency”, Immunol Rev 200 (2004), 44.

[44] A. J. Feeney et al., “A defective Vkappa A2 allele in Navajos which may
play a role in increased susceptibility to Haemophilus influenzae type b
disease”, J Clin Invest 97 (1996), 2277.



56

[45] B. Nadel et al., “Decreased frequency of rearrangement due to the syn-
ergistic effect of nucleotide changes in the heptamer and nonamer of the
recombination signal sequence of the V kappa gene A2b, which is associ-
ated with increased susceptibility of Navajos to Haemophilus influenzae
type b disease”, J Immunol 161 (1998), 6068.

[46] L. Mohapatra et al., “The limiting-pool mechanism fails to control the
size of multiple organelles”, Cell Syst 4 (2017), 559.

[47] N. Rosenfeld et al., “Gene regulation at the single-cell level”, Science
307 (2005), 1962.

[48] S. Johnson et al., “Multiple LacI-mediated loops revealed by Bayesian
statistics and tethered particle motion”, Nucleic Acids Res 42 (2014),
10265.

[49] X. Chen et al., “Cutting antiparallel DNA strands in a single active site”,
Nat Struct Mol Biol 27 (2020), 119.

[50] K. Hiom and M. Gellert, “Assembly of a 12/23 paired signal complex: A
critical control point in V(D)J recombination”, Mol Cell 1 (1998), 1011.

[51] S. D. Fugmann et al., “Identification of two catalytic residues in RAG1
that define a single active site within the RAG1/RAG2 protein complex”,
Mol Cell 5 (2000), 97.

[52] P. C. Swanson, “The DDE motif in RAG-1 is contributed in trans to a
single active site that catalyzes the nicking and transesterification steps
of V(D)J recombination”, Mol Cell Biol 21 (2001), 449.

[53] P. C. Swanson, “Fine structure and activity of discrete RAG-HMG com-
plexes on V(D)J recombination signals”, Mol Cell Biol 22 (2002), 1340.

[54] J. Zagelbaum et al., “Real-time analysis of RAG complex activity in
V(D)J recombination”, Proc Natl Acad Sci 113 (2016), 11853.

[55] A. H. Drejer-Teel, S. D. Fugmann, and D. G. Schatz, “The beyond 12/23
restriction is imposed at the nicking and pairing steps of DNA cleavage
during V(D)J recombination”, Mol Cell Biol 27 (2007), 6288.

[56] J. K. Banerjee and D. G. Schatz, “Synapsis alters RAG-mediated nicking
at Tcrb recombination signal sequences: Implications for the ”beyond
12/23” rule”, Mol Cell Biol 34 (2014), 2566.

[57] B. Carpenter et al., “Stan: A probabilistic programming language”, J
Stat Softw 76 (2017), 1.



57

C h a p t e r 3

GRID FRAP PATTERNING REVEALS A DISPERSIVE
EFFECT IN THE BULK OF A LINEARLY CONTRACTING

MICROTUBULE NETWORK

[1] S. Hirokawa, H. J. Lee, R. A. Banks, and R. Phillips, “Grid FRAP
patterning reveals a dispersive effect in the bulk of a linearly contracting
microtubule network”, in preparation (2022).

3.1 Abstract

Deliberate photobleaching has provided a means for quantitatively identify-

ing the diffusive, reactive, and convective effects of fluorescent molecules in

biological systems, but have been sparsely applied to active systems. We

photobleach a grid pattern onto a highly-connected fluorescent microtubule

network to observe the reorganization of the filaments in the bulk of the net-

work as they contract to form an aster. Analysis of the fluorescent squares

shows that while there is a linear contraction of the microtubules toward the

center of the network, the microtubules that make up the fluorescent squares

also exhibit a local dispersive effect. Use of different motor speeds and an

advection-diffusion equation where diffusion is treated as the null hypothesis
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reveals that the dispersion comes largely due to microtubules sliding relative

to each other from the motors processing along them.

3.2 Introduction

From the population level where animals move as a collective to the subcellular

with the formation of such structures as the mitotic spindle, coordinated move-

ment and emergent patterning can be observed across all biological scales. The

question of how such self-organization emerges has led to growing theoretical

[1–4] and experimental efforts over the past quarter of a century. While the

experimental system of choice varies from the granular particles [5, 6] to the

cellular [7, 8], in vitro active matter systems using elements of the cytoskele-

ton offer a powerful means to study the diverse array of structures found in

biology [9]. By mixing multimerized motors with filaments, a broad range of

ordered patterns emerge [10, 11]. Such systems have become increasingly so-

phisticated of late with the ability to spatially select where motors couple and

drive filament redistribution and thus affect local ordering [12–14]. A common

observation from these assays is that the geometry of the light-activating re-

gion that induces such selective network formation influences the behavior of

the network to produce local order. However, the filament rearrangement that

occurs in the bulk of these activated networks is not well known. Recent ef-

forts in the last quarter century have led to several models that quantitatively

describe the redistribution of microtubules due to the interactions with motors

[15–19]. However, these quantitative descriptions have not been coupled with

experimental evidence to reveal the extent of the reorganization in the bulk of

the network.

One of the most important tools in microscopy for the imaging of biological

systems is the ability to fluorescently label different molecules and image them.

This is especially powerful when imaging multiple distinct molecules and using

different wavelength-dependent filters to independently measure their position

with the same sample. While it is common to avoid exposing fluorescent

particles to too much light and permanently turn off their fluorescence, a

phenomenon called photobleaching, this can also become a powerful tool. Fig.

3.1 shows this benefit in more detail. A laser can be used to shine an intense

beam of light that photobleaches molecules in a select region, leaving the

molecules outside of the beam path to remain fluorescent and unaffected (Fig.

3.1B). After some amount of time, the fluorescent molecules can begin to
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Figure 3.1: Concept of fluorescence recovery after photobleaching
(FRAP). (A) A laser shines on a sample of red fluorescent molecules in order
to bleach the molecules within its path, (B) leaving behind a circular pattern
within which all of the particles are dim and outside of which the molecules
are still fluorescent. (C) After some amount of time, the fluorescent molecules
will fill in the bleached region, leading to a recovery of fluorescence in the area.

populate the bleached region again, leading to recovery of fluorescence (Fig.

3.1C). This technique is known as fluorescence recovery after photobleaching

(FRAP).

FRAP has been applied extensively on a range of in vitro and in vivo systems

to examine the movement of fluorescent particles that enter the darkened re-

gion [20–24]. These fluorescence recovery studies have typically been tied to

various extensions of diffusion equations, whether they further involve con-

vective flow, reaction of molecules, or transport [16, 21–23, 25]. Recent work

has demonstrated the effectiveness of FRAP assays in in vitro active matter

systems, but have been specifically applied to systems of high filament densi-

ties [26–28]. Even so, use of photobleaching to examine movement of the key

players in active systems has still been applied sparingly in the field and are

less common in systems where the filament network contracts to organize over

a smaller volume and increase density by orders of magnitude. In such cases

of network compaction, bleaching regions within the bulk of the network can
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similarly aid in determining the length scale over which filaments are redis-

tributing or elastically contracting.

In the work presented here, we incorporate photobleaching into the light-

activated motor dimerization system [13] and examine movement of micro-

tubules in the bulk of the network during the contraction stage on the way

to forming an aster. By photobleaching the microtubule network with a grid

pattern so as to observe both angular and radial dependencies, we reveal a

local dispersal of microtubules amidst a global contraction of the filament

network. Use of different motors shows that motor speed changes the contrac-

tion rate but maintains the size of this dispersal effect. We further examine

this phenomenon using finite element method (FEM) to numerically solve an

advection-diffusion model on our photobleach data to validate that the disper-

sal effect can occur merely due to passive diffusion and that the dispersal is

likely generated by the sliding of filaments from the crosslinking motors.

3.3 Results

3.3.1 Photobleaching a grid pattern

In addition to the projector required to induce dimerization of kinesin through

the iLid-micro system [29] and image the microtubules, we include a laser for

photobleaching with a peak intensity of ≈645 nm and in whose beam path

we include a cylindrical lens array mounted to a motorized rotation mount to

produce parallel lines of light. A gimbal-mounted mirror allows us to sweep the

parallel lines to create thicker lines while the rotation mount allows us to rotate

the lens array by 90◦ before sweeping parallel lines in the orthogonal direction

to generate the grid pattern. Further details of the custommicroscope build are

available in the Materials and methods section and in Sec. B.1.6 of Appendix

B.

Fig. 3.2 shows three examples of the grid photobleaching pattern onto a micro-

tubule network at different time points in its life history and the subsequent

deformations of the bleached lines and fluorescent squares. These three in-

stances roughly correspond to (A) the initial stages of contraction where the

coupled microtubules begin to pull away from the microtubules that fall out-

side of the activated light region (outlined with a beige dashed line in the

pre-photobleaching frame); (B) in the middle of contraction at least two min-

utes after the network has contracted away from the reservoir of uncoupled
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Figure 3.2: Photobleaching a grid pattern onto the contracting mi-
crotubule network. Here, three different time points during microtubule
network contraction are shown where photobleaching is applied: (A) early in
contraction as the network pulls away from the reservoir of uncoupled micro-
tubules; (B) in the middle of the contracting phase; and (C) toward the end of
contraction before the network no longer appears to shrink. In addition to the
image of the network before photobleaching (leftmost column) and the image
taken immediately after photobleaching (0 seconds), images of the network 60
seconds, 120 seconds, and 200 seconds after photobleaching are also shown.
Dashed line in the pre-bleached early contracting microtubule network outlines
the circular activation pattern used to dimerize iLid- and micro-tagged motors
to each other. Scale bars in the t = 200 sec column apply to their respective
rows of images.

filaments; and (C) toward the end of contraction when the size of the net-

work no longer appears to decrease. As the second column in Fig. 3.2 shows,

upon photobleaching the grid pattern, individual fluorescent squares, which

we will call unit cells, are produced. Over a minute after photobleaching

(middle column), unit cells contract toward the center of the network while

the photobleached lines appear to thin. By two minutes after photobleaching,

neighboring unit cells appear to blend into each other and at later times any

remnants of the photobleached pattern disappear.
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3.3.2 Tracking of fluorescent squares shows global contraction but

local dispersion

To better understand the global network contraction toward the center and

the local spreading of fluorescent filaments before filaments of neighboring unit

cells begin to interact, we segmented individual unit cells and measured their

centroids and areas over successive frames while preserving total fluorescence

intensity. This image processing is detailed more closely in Section B.2 of

Appendix B. Fig. 3.3A shows that individual unit cells in each experiment

are assigned an identification number as labeled at the upper left of each unit

cell. Fig. 3.3B shows line plots of the distance of each unit cell centroid as

labeled in Fig. 3.3A from the center of the network over successive frames. We

see that while each centroid moves roughly linearly in time toward the origin,

those centroids further away from the origin appear to move toward the origin

faster than those closer to the network center. We computed the slope of the

distance-to-time relationship of each unit cell across all of the experiments

and compiled them in Fig. 3.3C to find that the contraction speed linearly

increases with distance from the center, indicating a general linear contraction

of the microtubule network. Upon fitting a line through the origin, we find

that the contraction rate α = 1.6 × 10−3 s−1 with the 95% credible region

falling between 1.4× 10−3 s−1 and 1.8× 10−3 s−1.

Despite the linear global contraction observed for the centroids, a more macro-

scopic examination of the unit cells does not show a pure contraction of their

constitutive microtubules. In fact, instead of each unit cell contracting into

smaller squares, which would be expected for a strictly contracting network

subject to the linear contraction speed scaling computed before, we observe

a dispersion of the filaments can be seen in successive frames of the photo-

bleached network after contraction. Fig. 3.3D shows the normalized area of

each unit cell as a function of time in gray while the mean normalized area is

shown in blue. A purely contracting field subject to the linear contraction rate

as measured by tracking the movement of the centroids would mean that the

normalized areas would fall on the dashed red line, which scales as (1− αt)2

(see Sec. B.5 of Appendix B), yet each unit cell maintains an area greater

than the pure contraction bound. In fact, on average, the unit cells appear

to conserve their area. This area-preserving effect illustrates that despite the

global contraction of the network, filaments are locally spreading counter to

this contraction and reorganizing in the bulk.
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Figure 3.3: Incorporation of photobleaching into a contracting micro-
tubule network. (A) Image of the microtubule network after photobleaching
with a grid pattern. Numbers in the upper left of each unit cell denote an iden-
tification tag for tracking. Data for unit cells toward the outer edges of the
network are truncated when cells appear to merge with each other. (B) Cen-
troids of each unit cell are tracked for up to 90 seconds after photobleaching
and plotted as distance from the center of the network against time. Num-
bers to the left of each t = 0 sec point denote the unit cell ID as indicated
in (A). (C) Plot of unit cell contraction speed as a function of their average
distances from the center of the network. The contraction speed of each unit
cell is obtained by fitting the distance vs time data found in (B) to a line. The
median contraction rate is α = 1.6×10−3 s−1. (D) The area of each unit cell is
normalized against their initial area as obtained by the unit cell segmentation
scheme and plotted as a function of time. The mean normalized area is plotted
in blue among individual unit cells (gray). Dashed red line corresponds with
the normalized area if the unit cells purely contracted according to the median
contraction rate obtained in (C). Number of unit cells decrease at later times
as they begin to merge with neighboring cells.
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Figure 3.4: Contraction rate and normalized area of Ncd281. (A)
Comparison of contraction rates of the microtubule network between Ncd236
and Ncd281. Error bars denote range of 95% credible region (B) Normalized
area of unit cells over time. Red dashed line denotes expected trajectory
of unit cell areas subject purely to contraction rate. Normalized areas of
individual unit cells noted in grey with their averages at each time point after
photobleaching noted in blue.

3.3.3 Dispersion of microtubules is unaffected by motor speed

The unchanging unit cell areas suggest two possible dispersive effects. One

possibility is that some microtubules in the bulk may be disconnected from

the network and thus allowed to diffuse until recaptured by a bound motor.

If diffusion plays a clear role, then we hypothesize that decreasing the con-

traction rate would cause the normalized areas to become larger in time while

increasing the contraction would drive unit cells to contract faster than diffu-

sion can disperse the microtubules, thus causing unit cell areas to decrease in

time. Another possibility is that the motors are driving large reorientation and

repositioning of microtubules in the network rather than locking them in rel-

ative to their coupled filaments. Such an effect would lead some microtubules

to extend outward from the center of unit cells and disperse, particularly if

the network is not locally ordered. To test whether motors play a role in the

dispersion, we applied the same photobleaching experiments using a variant

of the Ncd236 used that is slower without a notable change in ATP hydroly-

sis rate. This Ncd variant, Ncd281, was shown to be roughly two-thirds the

speed of Ncd236 and is otherwise assumed to have roughly the same kinetic

properties [30].
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Fig. 3.4A shows that upon using the slower Ncd281, the contraction rate of

the microtubule network decreases to 1.4×10−3 s−1 with a 95% credible region

between 1.2 × 10−3 s−1 and 1.5 × 10−3 s−1. When examining the normalized

area of the unit cells generated from the photobleach pattern, unit cells on

average remain roughly the same area in the network, decreasing on average

to only 0.97 of its original size. Had the dispersion been due to diffusion of the

microtubules, the dispersive effect should have made unit cells expand faster

than the global contraction would have shrunk them, making the unit cells

grow larger than their initial area. However, as the unit cells maintain their

size with the slower motor, this preservation of unit cell size is suggestive that

the dispersive pattern comes largely due to the continual reorganization of

microtubules by the motors. Indeed, we find that even while using faster mo-

tors, the unit cells are still roughly the same size. Photobleaching experiments

using K401 expressed in bacteria and K401 expressed in insects, which have

different motor speeds, show that unit areas remain well preserved.

3.3.4 A grid-like photobleach pattern simultaneously shows the ef-

fects of diffusion and advection

Due to the advection of the microtubules toward the center of the network

and a seeming diffusive effect that causes the unit cells to disperse, we model

the contraction process using an advection-diffusion model of the tubulin con-

centration c(r, t). At its most generic, such a model has a material flux J of

the form

J = −D∇c+ v(r)c, (3.1)

where D is the diffusion constant and v(r) is the velocity profile of the advec-

tive flow as a function of distance from the center of contraction r. Here, as

motivated by results shown in Sec. 3.3.2, the velocity function is linear with

r and negative in the radial direction:

v(r) = −vm
R

r. (3.2)

Here, we elect to make the constant coefficient a fraction where vm the velocity

at r = R. As a result, the advection-diffusion model takes the form of

∂c

∂t
= D∇2c+∇ ·

[vm
R

rc
]
. (3.3)

To better understand the behavior of the concentration profile subject to this

advection-diffusion process, we derived a general solution when Eq. 3.3 is sub-
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ject to a no-flux boundary condition to represent our experimental efforts to

fully disconnect the coupled microtubules in the iLid-activation region from the

reservoir of filaments outside the activation circle. This derivation is available

(A) t = 0 sec t = 1 sec

t = 30 sec

t = 5 sec

t = 10 sec t = 200 sec

Figure 3.5: Concentration profile for a grid pattern initial condition
at six time points. (A) Heatmap of the concentration profile in the circle.
A line is traced at 0 degrees (purple), 15 degrees (blue), 30 degrees (red),
and 45 degrees (green) from the origin to the outer radius of the defined
geometry and in correspondence with (B-E), respectively. Later times in the

line plots are denoted by increasingly lighter color tones. Here, D = 0.1 µm2

s

and vm = 0.1 µm
s
.
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Figure 3.6: Comparison of advection-diffusion FEM solution to ex-
perimental results. Comparison of experimental image (top row), FEM
solution (middle row), and Line profiles of relative tubulin concentration at
(A) t = 0 sec, (B) t = 40 sec, (C) t = 80sec, (D) t = 120 sec, and (E)
t = 160 sec. Concentration profiles are from concentration along blue line
shown in the t = 0 image. Red ‘X’ in t = 0 concentration profile denotes
the FEM initial condition implemented in COMSOL. Red shaded regions are
set by concentration profiles where 1.8 × 10−3 s−1 ≤ α ≤ 2 × 10−3 s−1 and
0.05 µm2

s
≤ D ≤ 0.15 µm2

s
. COMSOL simulated concentration heatmaps are

generated using D = 0.15 µm2

s
and α = 1.9× 10−3 s−1.

in Sections B.10 and B.12 of Appendix B for the 1D and 2D cases, respec-

tively. We further derive three specific solutions each with different initial

conditions: (1) a uniform concentration; (2) a uniform concentration but with

tubulin removed in a smaller region r < R0 as if performing a circular FRAP

assay; and (3) a Gaussian concentration profile with a circular FRAP pattern.

This deeper exploration into the model allowed us to determine that the con-

centration tends toward a Gaussian profile with σ2 = DR
vm

. These three initial

conditions also suggest that the role of D and vm would be difficult to distin-

guish with a circular FRAP pattern as the removal of molecules in the inner

region produces a concentration gradient that drives diffusion in the same di-

rection as advection, further validating the choice of using a grid pattern in

the experiment.

As a result of the agreement found between numerical solutions obtained by

finite element methods (FEM) using COMSOL Multiphysics® and the ana-

lytical solutions under each of the three initial conditions, we turn fully to the
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use of FEM simulations on Eq. 3.3 for the grid photobleaching pattern. We

start with the initial condition of a gridlike pattern where the concentration in

the gridlines is 0 and those in the individual unit cells are set to c0. Individual

unit cells have side lengths of 2.5 µm and have center-to-center distances of

5 µm from each other. This initial condition is reflected in Fig. 3.5A, where

the white squares denote initial concentrations of c0 while the surrounding

black regions mark no molecules. We note that this initial condition has an

angular dependence. By subjecting molecules to the same diffusion constant

of D = 0.1 µm2

s
and maximum contraction velocity of vm = 0.1 µm

s
, we see that

the concentration localized to the unit cells disperse faster than the advec-

tion pushes the materials toward the origin. However, at longer times such

as at t = 200 seconds shown in Fig. 3.5A, we observe an accumulation of

molecules toward the origin. Fig. 3.5B-E show line traces of the concentra-

tion at different angles from the origin to the boundary of the system in 15◦

increments (and as defined by the four lines in Fig. 3.5A). As each of the line

traces illustrate, the concentration profiles spread out at a faster rate than

the advective current flows materials toward the origin over the short times,

but in the long time limit the concentration accumulates toward the center to

generate the familiar Gaussian distribution. We explore the implications of

tuning the advection and diffusion parameters as well as the derivation of the

Péclet number that reveals this interplay in the Section B.15 of Appendix B

We next examine how well this advection-diffusion model matches that of the

experimental data. To do this, rather than manually designing a simulation

environment that mimics a typical photobleached MT network, we imported

an image of a contracting network in the first frame after photobleaching the

filament network and supplied it into COMSOL as our initial condition (im-

plementation in COMSOL is available in Section B.13 of Appendix B). From

there, we allowed the system to involve subject to our advection-diffusion

model for a range of contraction rate α ≡ vm
R

and diffusion constant D pa-

rameters. Fig. 3.6 shows a comparison of the advection-diffusion model to

the experimental results at various time points using an imageset where the

microtubule network is photobleached toward the end of contraction. Here, we

can see that while the advection-diffusion model at first shows good agreement

between experiments and numerical results, by about the 160 second mark the

experimental results appear to show a more uniform concentration profile than

the advection-diffusion results suggests it should have (Fig. 3.6).
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An examination of concentration profiles further highlights the limits to the

model. We drew a line along both the image and the FEM results, shown as

the blue line in the image under Fig. 3.6A. We mark the range of concentra-

tion profiles at later timepoints as the red shaded region with a contraction

rate vm
R

= 1.8 × 10−3 s−1 and diffusion constant D = 0.15µm2

s
setting one

bound of the shaded region and vm
R

= 2.0 × 10−3 s−1 and D = 0.05µm2

s
set-

ting the other bound. Here, we can see that the concentration profile of the

experiments agrees well with the FEM solution over shorter time scales. At

about 2 minutes (Fig. 3.6D), the concentration profile appears to show an

increase in tubulin concentration in the local minimum located ≈15 µm from

the network center. By t = 160 sec, the advection-diffusion model overesti-

mates the concentration of tubulin and does not recapitulate the flattening

concentration profile found in the experiments. Thus, the advection-diffusion

model, while able to capture the competing effects of the advection toward the

network center and the dispersion that has been observed in experiments over

shorter time scales begins to diverge from experimental results at later times.

This finding further backs up the finding that passive diffusion alone cannot

account for the dispersive effect found in the experiments. We further elabo-

rate on the implications of the disagreement between model and observations

in the Discussion section.

3.4 Discussion

By imposing a grid photobleaching pattern onto fluorescent squares, we ob-

serve that despite a global contraction that scales linearly with the distance

from the network center, the microtubules are constantly redistributing and

interacting with new microtubules at the local level due largely to the motors

moving filaments relative to one another. The dispersive effect observed dur-

ing the contracting process of the network comes in contrast to other active

contraction systems where an elastic contractile effect is the dominant effect

[12, 19]. However, the work presented here differs in the choice of motors used

(kinesin motors in this work as opposed to dynein for Foster et al. and myosin

in Schuppler et al.) and in the case of Schuppler et al., flexible actin filaments

are heavily crosslinked by both active and inactive myosin motors and remain

connected to the region outside of the activation zone.

Our results show that regardless of how much the microtubule network has al-

ready contracted and by extension independent of the density of microtubules
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from its initially uniform distribution to when it is nearing the end of contrac-

tion, the area that the fluorescent microtubules from the same unit cell oc-

cupy is on average time-independent. From using motors with different speeds

and finding that the area of coverage by microtubules belonging to the same

fluorescent unit cell is roughly preserved during the contraction process, the

dispersion may come from coupled filaments sliding due to polarity sorting, as

similarly observed in the dense microtubule limit [26]. We note that previous

uses of photobleaching of a microtubule network revealed that the area of the

bleached region remains the same, much like the area preservation of the flu-

orescent squares observed here, and suggested that the filaments did not slide

much relative to each other [27]. In contrast, due to the global contraction of

the filament network, for the unit cells to maintain their area of fluorescence

rather than contract by the contraction rate of the system suggests that the

filaments must be constantly exchange with their nearest neighbors through-

out the global contraction, leading to a local expansion of individual filaments

and thus preserving the area that these fluorescent microtubules sweep out.

While work by Tayar et al. is performed in the high density limit and thus

leads to alignment of filaments locally, our work and the seemingly isotropic

dispersion of filaments suggests lower alignment among filaments [27].

When we used the advection-diffusion model (Eq. 3.3) as our null hypothesis

and implemented our experimental data as initial conditions, we found that

even when setting a range of parameters for the contraction rate and diffusion

constant the model only recapitulated the behavior over short time scales

before the experimental data showed concentration profiles that would not

naturally arise from this model. And although this disagreement between data

and the model further supports the unlikeliness that dispersion of microtubules

is heavily driven by passive diffusion in the network, it also offers some thoughts

as to how the model can be refined.

In many models that describe FRAP results and are used to extract key pa-

rameters such as binding rates or diffusion rates from experimental data, the

fluorescent and photobleached particles are assumed not to interact with each

other beyond their Brownian collisions which are treated no differently than

their collisions with the surrounding medium. They may undergo chemical

reaction and convert to another species, but oftentimes the implementation

of FRAP is employed to study a limited set of extensions of the diffusion



71

equation, including diffusion alone [31, 32], reaction-diffusion [33], convection-

diffusion [34], and transport-diffusion [23]. This assumption means that the

time evolution of the distribution of fluorescent molecules is mathematically

independent of its photobleached counterparts in the quantitative model. In

contrast, because the microtubules are crosslinked by motors, their interac-

tions with each other must be taken into account. This feature of the model

also suggests that when trying to quantitatively recapitulate the photobleach

data, the photobleached microtubule density must also be factored into the

equation. This finding further suggests that rather than assuming a constant

diffusion D, one may need to model the diffusion as a function of concen-

tration D (c) in Eq. 3.1. And although we coarse-grained the effects of the

motors with a linear advection profile as motivated by the unit cell centroid

movement, a natural consideration would be to include time-evolving motor

densities and creating a system of coupled time-evolving equations [15, 17, 35].

Such an endeavor would suggest the need to photobleach fluorescent motors

to examine their dynamics within the network.

Our use of photobleaching to better understand the bulk reorganization of the

network during contraction revealed that microtubules are constantly moving

relative to one another and interacting with new partners. While our work

has provided deeper insights into the extent of filament redistribution during

contraction, much is still not known about the origins of the network formation

from the initially randomly oriented, uniformly distributed arrangement of

filaments prior to contraction. Specifically, the critical states of the formed

network that drives the contraction process is still unclear. Photobleaching as

applied in the work presented here may prove useful in examining the extent of

filament reorganization early on to better understand what sets the conditions

for the network to begin to contract. Our findings also offer motivation for

examining redistribution of molecules in other actively driven contexts, such as

in systems of opposing motors or subject to more complex iLid-micro activation

geometries [13, 36].

3.4.1 Materials and methods

Microscopy set-up.

The microscopy elements used to activate the iLid-micro dimerization and im-

age the different fluorescence channels are similar to those found in Ross et al.

[13]. Briefly, a digital light processing projector from Texas Instruments was
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used to activate the motor dimerization and image the microtubule channels.

An excitation filter wheel was placed in front of the projector to filter out the

different channels. Photobleaching was performed using a diode laser with a

center wavelength of 645 nm. A piezoelectric mirror gimbal mount from Thor-

labs was placed downstream of the laser to deflect the beam path over a small

range before the laser light passes through a cylindrical lens array inserted

into a direct-drive rotation mount. The gimbal mount can then sweep the

projected lines laterally to thicken the photobleaching lines before the rota-

tion mount is rotated 90◦ and the gimbal mount changes the deflecting angle

of the beampath in the orthogonal direction. Imaging is performed using a

20x objective. More details are available in the Sec. B.1.6 of Appendix B.

Microtubule network assay

The microtubule network formation and contraction assay is set up similarly

as in Ross et al. [13]. Micro- and iLid-tagged motors are mixed in equal mo-

tor monomer ratios with GMPCPP-stabilized microtubules labeled with Alexa

647 in a reaction mix containing among other components ATP, ATP recycling

reagents, and crowding agents. While elements of the oxygen scavenging are

kept in the reaction, the glucose oxidase and catalase are removed from the

reaction to ensure photobleaching. Removal of these oxygen scavengers min-

imally affects fluorescence intensity during imaging from using the projector,

as shown in Sec. B.3 of Appendix B. In cases of examining the photobleached

microtubule field while also knowing the density of the entire microtubule field,

Alexa 647-labeled microtubules and Alexa 488-labeled microtubules are mixed

in ratios that provide roughly the same signal and used in the reaction.

Image acquisition arrangement

Control of the light-dimerizing activation, photobleach laser activation, and

imaging are performed through the Micro-Manager (MM) software [37, 38]

while photobleaching is synchronized using a series of in-house compiled ex-

ecutable files that control the movement of the gimbal and rotation mounts.

During acquisition, a customized Beanshell script in MM changes the projec-

tion pattern on the DLP to create a circular light pattern for the iLid activation

and full field for the imaging channels. When the desired state of the micro-

tubule network is reached for performing photobleaching, the script completes

the image acquisition cycle before turning on the photobleaching laser and

calling to the executables to create the grid before the next acquisition cycle.
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Motor purification

Kinesin motors are expressed using the pBiex-1 vector transfected in Sf9 sus-

pension cells. Cells are transfected at 5-7 µg for every 15×106 cells at a starting

concentration 106 cells per mL of Sf900-III media using a liposome-based trans-

fection regent (Escort IV Transfection Reagent). Cells are harvested ∽60-72

hours after transfection and purified using the FLAG affinity tag and anti-

FLAG antibody resins. Proteins are stored in 50% glycerol by volume with

1.5 mM DTT, 50 µM EDTA, 50 µM EGTA, and 15 µM ATP and stored at -

20◦C. Full storage buffers and final concentrations of components are available

in Sec. B.1.1 of Appendix B.
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A p p e n d i x A

SUPPLEMENTAL INFORMATION FOR CHAPTER 2:
SEQUENCE-DEPENDENT DYNAMICS OF SYNTHETIC
AND ENDOGENOUS RSSS IN V(D)J RECOMBINATION

A.1 Experimental methods

A.1.1 Microscopy components and configuration

All TPM experiments were performed using two Olympus IX71 inverted micro-

scopes with brightfield illumination. Experiments were run in parallel where

one microscope imaged a flow cell containing DNA without any RSSs while the

other microscope collected data on DNA strands containing the fixed 23RSS

sequence and the 12RSS under consideration. Initially, one microscope (Olym-

pus IX73) was outfitted with a 100x objective while another (Olympus IX73)

had a 60x objective with a 1.6x magnifier. Both microscopes used Basler

A602f-2 cameras. Partway through the study, each microscope was upgraded

to larger fields of view for more data-collection by outfitting the hardware

with a 60x objective (Olympus) and a 1920-pixel×1200-pixel monochromatic

camera with a global shutter (Basler acA1920-155um). The camera is con-

figured in an in-house Matlab image acquisition script to acquire images at a

frame-rate of 30 Hz. Each optical set-up is calibrated to relate DNA of lengths

ranging from 300 bp to 3000 bp to the root mean squared distance (RMSD)

of their tethered beads.

A.1.2 TPM preparation

A schematic of the tethered bead assembly process as discussed in the Ma-

terials and Methods of the manuscript is shown in Fig. A.1. All buffers and

assembly components are added to the flow cells by gravity flow. After anti-

digoxigenin has coated the coverslip surface, flow cell chambers are washed

twice with TPM assembly buffer containing 20 mM Tris-HCl (pH 8.0), 130

mM KCl, 2 mM MgCl2, 0.1 mM EDTA, 0.1 mM DTT, 20 µg/mL acetylated

bovine serum albumin (BSA), and 3 mg/mL casein. Once washed, DNA teth-

ers are added and diluted in the TPM assembly buffer to a concentration of

roughly 2.5 pM. The tethers are allowed to incubate within the cell for 15 min-

utes, allowing for the digoxigenin-functionalized ends of tethers to attach to
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the anti-digoxigenin-coated coverslip. Unbound excess DNA is then removed

from the flow cell and custom-ordered streptavidin-coated beads (Bangs Labs)

are added to the flow cells, binding the DNA at the biotin ends, and left to

incubate for three minutes before flushing excess beads from system. The

prepared flow cell chamber is then equilibrated with RAG reaction buffer con-

taining 25 mM Tris-HCl (pH 7.6), 75 mM KCl, 0.05% glyercol, 1 mM DTT, 30

mM potassium acetate, 2.5 mM MgCl2, 5% DMSO and 100 µg/mL acetylated

BSA for TPM experiments involving nicking or else the same buffer except

with CaCl2 in place of and at the same concentration as MgCl2 for RAG-RSS

interactions in the absence of DNA nicking.

anti-digoxigenin digoxigenin-
labeled
end biotin-

labeled
end

streptavidin-
labeled
beads

DNA

Figure A.1: Tethered bead preparation process. Tethered beads are first
assembled by adding anti-digoxigenin from Sigma-Aldrich into the flow cell
chamber by gravity flow and left to incubate for at least two hours. The fluid
is then displaced from the chamber by washing in TPM assembly buffer and
introducing DNA tethers containing the desired 12RSS and a constant 23RSS.
Unbound DNA tethers are then flushed out and streptavidin-coated beads are
introduced to the flow cell. Once the tethered beads have been assembled,
chambers are equilibrated with buffer used to study RAG-RSS reaction.

A.1.3 Image processing

Image processing is performed on a field of view in the same manner estab-

lished by Han et al. [1, 2]. After acquiring 60 images over two seconds, beads

are identified by setting an intensity threshold before filtering over object sizes.

Smaller regions of interest (ROIs) are drawn around each marker identified as
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a bead. After initial processing, an additional 120 images over four seconds are

acquired and processed by determining intensity-weighted center of masses of

beads. The radial root mean squared displacement (RMSD) of the bead posi-

tion is then determined using the 120 images and compared to the calibration

curve based on the expected length of the DNA. Beads are accepted if their

RMS values correspond to DNA lengths within 100 bp of their actual lengths

for the paired complex assays (lDNA ≈ 2900 bp). Beads are then further pro-

cessed to examine their symmetry of motion. After the correlation matrix for

the bead position over the 120 frames is obtained, the eigenvalues of the ma-

trix are then obtained, which yield the lengths of the major and minor axes of

the range of motion of the bead. If the square root of the ratios of the max-

imum eigenvalue over the minimum eigenvalue is greater than 1.1, then the

asymmetry of the motion is considered to be due to the bead being tethered

to multiple DNA strands and is therefore rejected. The remaining beads are

kept for data acquisition.

Feedback of the RMSD values of the bead center are obtained during ex-

perimentation using a Gaussian filtered by applying an 8-second (240 frame)

standard deviation, as done for the post-acquisition processing. To correct

for drift in the bead position, often due to the slow unidirectional motion

of the microscope stage, the raw data are filtered through a first-order But-

terworth filter with a cutoff frequency of 0.05 Hz. All ROI-binned image

files can be downloaded from the CaltechDATA research repository under the

DOI:10.22002/D1.1288. All code used to analyze these images can be found on

the paper website or the paper GitHub repository (DOI:10.5281/zenodo.346571).

A.2 Data analysis: Extracting all relevant information from bead

traces

All of the data reported and used in our results come solely from analyzing

the RMSD as a function of time for each individual bead, hereafter called the

“bead traces.” This source must be further filtered in order to remove beads

that passed through the initial image processing steps but still exhibit spurious

behaviors, such as sticking to the glass surface or multiple beads falling into the

same ROI and confounding the image processing. For each bead, the number

of loops formed, the dwell time of each looped state, and whether the loop

reverted to the unlooped state or was cleaved by RAG are then extracted and

further analyzed through the bootstrapping method for the looping frequency

http://data.caltech.edu
https://rpgroup.caltech.edu/vdj_recombination
https://github.com/rpgroup-pboc/vdj_recombination
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confidence interval, the Bayesian analysis to obtain our posterior distributions

of the cutting probability and the dwell time distributions for our analysis on

kinetics of leaving the paired complex state.

A.2.1 Selecting beads for further analysis

Bead selection criteria after preprocessing is applied in the same manner as

described elsewhere [1–4]. After correcting for various systematic errors of the

experiment, such as slow stage drift, we further smooth the RMSD values of

the bead at each instance by applying a Gaussian filter with a -3 dB frequency

of 0.0166 Hz corresponding to an 8-second standard deviation. Beads are then

manually filtered based upon their RMSD trajectories both before and after

introducing RAG and HMGB1 accompanied by 4-second movies of the motion

of the bead. Tethers that show multiple attached beads are removed due to a

larger variance in the RMSD trajectories for a given state. These beads can

also be viewed through a software that shows the raw images at a defined time

of the experiment. Furthermore, beads whose traces in the absence of protein

lie below the expected RMSD value are considered to be a shorter DNA length

than expected or an improperly tethered DNA strand and are also rejected.

All other bead trajectories are tracked, as shown with the example set of

trajectories from one replicate involving a DNA construct containing the C-

to-T deviation at heptamer position 3 of the V4-57-1 (reference) 12RSS in Fig.

A.2, until one of four outcomes occurs: 1) RAG cleaves the DNA, causing a

sharp increase in RMSD past the tether point and can be observed with the

bead diffusing from the ROI (shown for beads 26 and 39). 2) the bead sticks

to the glass slide for longer than a few minutes or 3) another bead enters the

cropped region enclosing the studied bead due to stage drift that has not been

correct, with one of the two outcomes resulting in the truncation of trajectories

as in beads 8, 13, 30, or 37. Or, as is also common, 4) the experiment ends,

which typically runs for at least one hour of acquisition, without any of these

outcomes. In cases where at least one bead reports the looped state at the hour

mark without reporting a fate (not shown in this dataset), data acquisition

continues until those beads report either unlooping, are untethered, or do not

report a fate after roughly 15 minutes of the PC state persisting. The results

of one TPM assay, performed with the C-to-T mutation at heptamer position

3 with 39 beads, are shown in Fig. A.2.
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Figure A.2: Sample bead trajectories for beads that have passed all
filters in one replicate. DNA construct contained the C-to-T alteration at
heptamer position 3 of the V4-57-1 (reference) 12RSS. Number in lower left of
each bead trajectory denotes bead number. Number of loops denoted in the
white box to the lower right of each plot denotes number of loops that the TPM
analysis software identifies. Red dashed line shows the empirically-measured
root-mean-squared displacement (RMSD) for unlooped DNA length while the
green dashed line shows the expected RMSD upon paired complex formation
based on the empirically-measured unlooped DNA RMSD. Trajectories where
beads reporting a paired complex state stop reporting trajectories, as in beads
26 and 39 are identified as cleaved DNA tethers. Bead trajectories that are
truncated before the experiment is terminated but do not show the looped
state at the end, such as beads 8, 13, 30, or 37, are not examined past the
truncation point because the bead is passively lost from the DNA untethering
from the anti-digoxigenin Fab molecule on the coverslip, another bead floating
into the field of view and distorting the RMSD analysis, or the bead sticking
to the coverslip.
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Once the beads have been selected, they are entered into an analysis pipeline

that identifies whether a bead is in the unlooped or paired complex state using

three thresholding RMSD values at every given instance of data acquisition, as

performed in [2]. Looped states are subject to the same 21-second deadfilter

as in [2] to be considered as a bona fide paired complex state. In instances

where a bead trajectory drops below the minimum RMSD threshold, which

is often an indication of temporary adhesion of the bead to the glass slide, or

above the maximum RMSD threshold, set due to other temporary aberrations

in bead motion, the time that the bead trace spent outside of these bounds

are split evenly between the state that the bead was in immediately before

and after. With the states of the bead defined at each time point, we can

coarse-grain the bead trajectory into the amount of time spent in the paired

complex or unlooped states. This allows us not only to determine the lifetime

of each paired complex formed but also the number of loops that were formed

for a given bead reporter. In addition, all looped states are assigned a binary

number based on whether they subsequently lead to unlooping (0) or to the

bead untethering (1), the latter of which indicates DNA cleavage by RAG.

Data on all beads kept by the TPM data acquisition code, including those

that were manually filtered out during post-processing, are available on the

CaltechDATA research data repository under the DOI:10.22002/D1.1288.

A.2.2 Bootstrapping looping frequency

As described in Chapter 2, we defined the looping frequency as the total num-

ber of observed PC events divided by the total number of beads observed over

the experiment. It is tempting to simply repeat this calculation for each exper-

imental replicate, average the results, and report a mean and standard error.

However, the number of beads observed can vary greatly from one replicate

to another. For example, one replicate may have 20 observed looping events

among 100 observed beads, bringing the looping frequency to 0.2. Another

replicate of the same RSS may have 0 observed looping events, but among

only 10 beads in total, bringing the looping frequency to 0. We would want

to apply a penalty to the second measurement as we observed far fewer beads

than in the first replicate, however assigning that penalty is also not obvious.

To further complicate this calculation, as shown in Fig. A.2, some beads in an

experiment will never undergo a looping event while others will show multi-

ple events, making a bead-by-bead calculation of the looping frequency more

http://data.caltech.edu
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challenging.

To address these challenges, we elect to compute and report the looping fre-

quency as the total number of loops observed across all beads and experimental

replicates, divided by the number of beads that were studied in total for that

particular 12RSS. This metric, being bounded from 0 to ∞, accounts for the

fact that for a given 12RSS, looping may occur many times. Furthermore,

pooling the beads across replicates results in an appreciably large bead sam-

ple size, with the lowest sample size being greater than 80 beads and many

RSSs having bead sample sizes in the hundreds.

In order to report a measure of the range of possible looping frequency values

that could have been observed for a given RSS, we use the method of boot-

strapping on our experimental dataset. In bootstrapping as applied here, we

assume that the experimentally-obtained loop count distribution provides the

best representation of the population distribution. We can then determine

all possible ways we could have obtained the looping frequency by sampling

from this empirical distribution. With this bootstrap-generated distribution

of possible looping frequency values, we then calculate percentiles to provide

confidence intervals on the looping frequency for comparison against the mea-

sured looping frequency. To see this in action, suppose our dataset on a par-

ticular RSS and salt condition contains N tracked beads across all replicates,

with bead i reporting li loops. Our measured looping frequency fmeas would

be
∑

i li
N

. With bootstrapping, we can then determine our confidence interval

on the measurement fmeas given the bead dataset we obtained with TPM by

following the general procedure:

1. Randomly draw N different beads from the dataset of N beads with

replacement. This means that the same bead can be drawn multiple

times.

2. Sum the total number of loops observed among this collection of N beads

and divide by N to get a bootstrap replicate of the looping frequency,

fbs,1.

3. Repeat this procedure many times. In our case, we obtain 106 bootstrap

replicates of the looping frequency.
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4. For a confidence percentage P , determine the (50− P
2
)th and (50 + P

2
)th

percentiles from the generated list of 106 bootstrapped calculations of

the looping frequency.
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Figure A.3: Bootstrapped looping frequency and confidence intervals
for the V4-57-1 reference sequence. Empirical CDFs of the bootstrapped
looping frequency with 5%, 10%, 25%, 50%, 75% and 95% confidence intervals
as represented by the color bar.

As an example, we demonstrate this bootstrap method on the V4-57-1 12RSS,

which we also refer to as the reference sequence for our synthetic RSS study.

Through TPM, we had tracked 700 beads, each reporting some number of

loops li. As a result, we draw 700 beads from this dataset with replacement

in order to calculate a bootstrap replicate of the looping frequency. We repeat

this 106 times and obtain the result in Fig. A.3. Although we report the 95%

confidence interval in the manuscript, we also offer shades of the 5%, 10%,

25%, 50% and 75% confidence intervals on our website.

A.2.3 Bayesian analysis on probability of cuts

Bayesian analysis on cutting probability is applied in a similar manner to [5].

For a given RSS substrate, to obtain the probability that RAG cuts a paired

complex, pcut, we construct a probability density function for pcut conditioned

on our data. In this case, our data for each RSS examined is the total number

https://www.rpgroup.caltech.edu/vdj_recombination/
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of loops we observed in TPM, nloops, and the number of loops that were cut,

ncuts, so ncuts ≤ nloops. In short, we wish to determine the probability of pcut

conditional on nloops and ncuts, or, written concisely, as P (pcut|nloops, ncuts).

Bayes’ Theorem tells us that

P (pcut|nloops, ncuts)P (nloops, ncuts) = P (ncuts|nloops, pcut)P (nloops, pcut). (A.1)

On the lefthand side Eq. A.1, P (nloops, ncuts) is the probability of nloops loops

and ncuts cut loops, P (ncuts|nloops, pcut) is the probability that RAG cuts ncuts

loops conditional on the nloops total loops examined and the probability that

RAG cuts a given loop pcut. P (nloops, pcut) is the probability of getting nloops

total loops and that RAG has a cut probability pcut for the RSS. A rearrange-

ment of the equation shows that

P (pcut|nloops, ncuts) =
P (ncuts|nloops, pcut)P (nloops, pcut)

P (nloops, ncuts)
. (A.2)

We can further simplify this equation by noting that the probability of getting

nloops loops and a cut probability pcut are independent values. This is evident

from the fact that we could have carried out more TPM experiments and

in principle pcut should not change from increasing the sample size of loops

observed. Thus,

P (nloops, pcut) = P (nloops)P (pcut). (A.3)

Furthermore, we can further simplify the probability function in the denomi-

nator from noticing that the probability of having nloops total loops and ncuts

loops that cut can be broken down into the product of the probability of hav-

ing ncuts cuts given nloops total loops times the probability of having nloops total

loops to begin with, or

P (nloops, ncuts) = P (ncuts|nloops)P (nloops). (A.4)

Inserting equations A.3 and A.4 into equation A.2 gives us

P (pcut|nloops, ncuts) =
P (ncuts|nloops, pcut)P (nloops)P (pcut)

P (ncuts|nloops)P (nloops)
,

=
P (ncuts|nloops, pcut)P (pcut)

P (ncuts|nloops)
. (A.5)
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We wish to determine the conditional function on the left of Eq. A.5, which we

will term our posterior distribution. Here, we construct our posterior distri-

bution from inputting the probabilities on the righthand side of the equation.

We first determine P (ncuts|nloops, pcut). This conditional probability function

is the probability that we observe ncuts loops cut considering we observe nloops

loops forming and if the paired complex has a probability of cutting pcut. Here,

we would expect that this is similar to flipping a biased coin nloops times and

seeing how many instances heads comes up when the true value of the coin

coming up heads is pcut. In this case, we expect this conditional probability

to be binomially distributed:

P (ncuts|nloops, pcut) =
nloops!

ncuts!(nloops − ncuts)!
(pcut)

ncuts(1−pcut)
nloops−ncuts . (A.6)

Next, we would like to determine P (pcut). This is our prior distribution and,

because this probability function is not conditioned on any data, this distri-

bution function simply comes from our a priori knowledge of pcut independent

of the data we have in hand. Here, we choose to say that the only knowledge

we have of this parameter is that it, like all probabilities, is bounded between

zero and one. We assume that pcut can take any value between zero and one

equally. Thus,

P (pcut) =

{
1 0 ≤ pcut ≤ 1,

0 otherwise.
(A.7)

Finally, we need to determine the probability that ncuts loops cut given nloops

observed loops. This probability is only conditioned on nloops and not pcut,

so we can say that ncuts can take on any integer value between 0 and nloops,

inclusive. Thus, we have a discrete uniform distribution:

P (ncuts|nloops) =
1

nloops + 1
. (A.8)

By assembling equations A.6, A.7 and A.8 into equation A.5, we get that

P (pcut|nloops, ncuts) =
(nloops + 1)!

ncuts!(nloops − ncuts)!
(pcut)

ncuts(1−pcut)
nloops−ncuts . (A.9)

With the posterior distribution in hand, we compute the most probable value

of pcut by determining where the derivative of the posterior distribution with
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respect to pcut is 0. For ease of calculation, we will take the logarithm of the

posterior distribution and derive with respect to pcut:

ln[P (pcut|nloops, ncuts)] = ln
[ (nloops + 1)!

ncuts!(nloops − ncuts)!

]
+ ncuts ln(pcut)

+ (nloops − ncuts) ln(1− pcut),

d ln[P (pcut|nloops, ncuts)]

d pcut

∣∣∣
p∗cut

=
ncuts

p∗cut
− nloops − ncuts

1− p∗cut
= 0. (A.10)

Eq. A.10 then tells us that

p∗cut =
ncuts

nloops

. (A.11)

To calculate the variance of pcut, we make the assumption that nloops ≫ 1 and

look to center about the most probable value, p∗cut. With this assumption,

we will approximate the posterior distribution as a Gaussian distribution. In

order to see this in action, we will define x ≡ p−p∗cut. Then Eq. A.12 becomes

P (pcut|nloops, ncuts) =
(nloops + 1)!

ncuts!(nloops − ncuts)!
(p∗cut+x)ncuts(1−p∗cut−x)nloops−ncuts .

(A.12)

We also invoke the rule that ln ncuts! ≈ ncuts lnncuts − ncuts +
1
2
ln[2πncuts]. We
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can then determine the prefactor of the posterior distribution. Specifically,

(nloops + 1)!

ncuts!(nloops − ncuts)!
= exp{ln[(nloops + 1)!]− lnncuts!− ln[(nloops − ncuts)!]},

≈ exp{(nloops + 1)ln(nloops + 1)− (nloops + 1) +
1

2
ln[2π (nloops + 1)]

− ncuts lnncuts + ncuts −
1

2
ln(2πncuts)

− (nloops − ncuts)ln(nloops − ncuts)

+ (nloops − ncuts)

− 1

2
ln[2π(nloops − ncuts)]},

≈ exp
{
(nloops + 1)

[
lnnloops + ln

(
1 +

1

nloops

)]
− 1− ncuts lnncuts

− (nloops − ncuts)
[
lnnloops + ln

(
1− ncuts

nloops

)]
+

1

2
ln
[ nloops + 1

2π ncuts(nloops − ncuts)

]}
,

≈ exp
{
(nloops + 1)(

1

nloops

+
1

2n2
loops

)− 1− ncuts lnncuts + ncuts lnnloops

− (nloops − ncuts)ln(1− p∗cut)

+
1

2
ln
[ n3

loops

2π ncuts(nloops − ncuts)

]}
,

≈ 1√
2π

ncuts(nloops−ncuts)

n3
loops

exp
{
− ncuts ln

(
p∗cut

)
− nloops(1− p∗cut)ln(1− p∗cut)

}
.

(A.13)

Here, we make simplifying assumptions, such as that nloops + 1 ≈ nloops and

Taylor expansions for 1
nloops

.

With the prefactor taken care of, we can rework the entire posterior distribu-

tion.
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P (pcut|nloops, ncuts) ≈
1√

2π
ncuts(nloops−ncuts)

n3
loops

exp
{
− ncuts ln

(
p∗cut

)

− nloops(1− p∗cut)ln(1− p∗cut)

+ n ln(p∗cut + x)

+ (nloops − ncuts)ln(1− p∗cut − x)
}
,

≈ 1√
2π

ncuts(nloops−ncuts)

n3
loops

exp
{
−ncuts ln(p

∗
cut)− nloops(1− p∗cut)ln(1− p∗cut)

+ ncuts

[
ln(p∗cut) + ln(1 +

x

p∗cut
)
]

+ (nloops − ncuts)×[
ln(1− p∗cut) + ln(1− x

1− p∗cut
)
]}

,

≈ 1√
2π

n(nloops−ncuts)

n3
loops

exp
{
ncuts

[
ln(1 +

x

p∗cut
)
]

+ (nloops − ncuts)
[
ln(1− x

1− p∗cut
)
]}

,

≈ 1√
2π

ncuts(nloops−ncuts)

n3
loops

exp
{
ncuts

[ x

p∗cut
− x2

2p∗cut
2

]

+ (nloops − ncuts)
[
− x

1− p∗cut
− x2

2(1− p2cut)
2

]}
,

≈ 1√
2π

ncuts(nloops−ncuts)

n3
loops

exp
{
nloops x− ncuts

x2

2p∗cut
2

− nloops x− (nloops − ncuts)
x2

2(1− p∗cut)
2

}
,

≈ 1√
2π

ncuts(nloops−ncuts)

n3
loops

exp
{
− ncuts

x2

2p∗cut
2 − (nloops − ncuts)

x2

2(1− p∗cut)
2

}
,

≈ 1√
2π

ncuts(nloops−ncuts)

n3
loops

exp
{
− nloops

x2

2p∗cut
− nloops

x2

2(1− p∗cut)

}
,



91

≈ 1√
2π

n(nloops−ncuts)

n3
loops

exp
{
− nloops x

2

2

( 1

p∗cut
+

1

1− p∗cut

)}
,

≈ 1√
2π

ncuts(nloops−ncuts)

n3
loops

exp
{
− nloops x

2

2

( 1

p∗cut(1− p∗cut)

)}
,

≈ 1√
2π

ncuts(nloops−ncuts)

n3
loops

exp
{
− (p− p∗cut)

2

2
[
ncuts (nloops−ncuts)

n3
loops

]}.
(A.14)

Eq. A.14 tells us that, not only is this Gaussian approximation centered at

the most probable value of pcut = p∗cut, as we would expect, but also that the

distribution has a variance of σ2 =
ncuts(nloops−ncuts)

n3
loops

. Thus, we report p∗cut =

ncuts

nloops
and σ2 =

ncuts(nloops−ncuts)

n3
loops

in Fig. 2.5C and 2.6C of Chapter 2.

A.2.4 Significance testing of looping frequency, median PC life-

time, and cutting fraction

In Chapter 2, we represent particular point mutations and endogenous se-

quences demonstrating a statistically significant effect with a colored asterisk

(∗). In this section, we elaborate on our definition of what is deemed statisti-

cally significant and outline our computational approach.

Defining the null hypothesis

To assess statistical significance of our measurements, we sought to quantify

the probability that the observation could be observed under the null hypothe-

sis. For all quantities computed in this work (i.e. looping frequency, PC dwell

time, and cutting probability), the null hypothesis was that the observed value

of a quantity was drawn from the same distribution as the observed value for

the reference (V4-57-1) 12RSS. For each 12RSS and quantity, we computed

the probability that an observation generated under the null hypothesis could

be at least as extreme as the actual observed quantity. This probability, often

reported as a p-value, can be analytically computed using a variety of well-

known statistical tests such as the Students’ t-test, the Mann-Whitney U-test,

and the unequal variance t-test [6]. However, due to the different definitions

of the quantities of interest in this work, we used simulation through random

number generation as a means to compute this probability.
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For all quantities measured, we wished to compute a p-value for the exper-

imental measurement. To do so, we defined a test statistic as the absolute

value of the difference in the quantity of interest between a given sequence

and that of the reference V4-57-1 12RSS,

δ(observation) = |m(observation)
mutant −m

(observation)
reference |. (A.15)

Here, m(observation) represents the observed quantity such as looping frequency,

median PC dwell time, or the cutting probability computed from the data.

With this test statistic in hand, we reran the experiment in silico as follows:

1. Isolate the raw experimental measurements for a given mutant 12RSS

and the reference 12RSS and compute the total number of measurements

in each dataset, Nmutant and Nreference.

2. Combine all measurements from both datasets into a single dataset of

size Nmutant +Nreference and randomly shuffle the contents.

3. Take the firstNmutant entries of the shuffled vector and compute the quan-

tity of interest, m
(simulation)
mutant . Using the remaining values of the shuffled

vector, compute the reference quantity of interest m
(simulation)
reference .

4. Given these simulated values, compute the value of the test statistic

δ(simulation) =
∣∣∣m(simulation)

mutant −m
(simulation)
reference

∣∣∣ . (A.16)

5. Store the value of the test statistic in a vector δ⃗ and return to step 2.

Repeat this process for a total of Nsimulations = 107 times.

6. From the vector of Nsimulations test statistic values, compute the p-value

by dividing the total number of test values δi in the stored vector δ⃗ that

are greater than or equal to the empirically observed value δ(observation)

and dividing by the 107 simulations, or

p-value =
1

Nsimulations

Nsimulations∑
i=1

k where k =

1, if δi ≥ δ(observation) for δi ∈ δ⃗

0, otherwise.

(A.17)

The computed p-values for each sequence and quantity used in this work can be

seen in Fig. A.4. In practice, a measurement is determined to be statistically
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Figure A.4: Null hypothesis significance testing of looping frequency,
median PC lifetime, and cutting fraction for RSSs. Blue circles denote
p-values p ≤ 0.05.

significant if the p-value is below a given threshold. This threshold is chosen

to be the typically chosen 0.05 cutoff value, which indicates that under the

null hypothesis, the probability of observing a value at least as extreme as the
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experimental measurement is ≤ 5%. Measurements with p-value ≤ 0.05 are

shown in blue in Fig. A.4.

A.2.5 Relation of looping frequency and cutting probability to bulk

in vitro cleavage fraction

While we separated different steps of the RAG-RSS reaction through mea-

surements of the looping frequency and cutting probability, we also wanted to

know the fraction of DNA tethers that completed the cleavage phase of the

reaction. This measurement is applicable to standard bulk in vitro cleavage

assays where RAG and 12/23RSS-carrying DNA strands are mixed and al-

lowed to carry out the cleavage reaction before running the results on a gel to

observe the number of DNA strands cleaved and number that remain intact

[7]. Using our TPM data, for each 12RSS construct we calculate the posterior

distribution of the fraction of DNA tethers that are cleaved fcleaved based on

the total number of tethered beads nbeads and the total number of cut tethers

ncuts,

P (fcleaved|nbeads, ncuts).

By Bayes’ theorem,

P (fcleaved|nbeads, ncuts)P (nbeads, ncuts) = P (ncuts|nbeads, fcleaved)P (nbeads, fcleaved),

P (fcleaved|nbeads, ncuts) =
P (ncuts|nbeads, fcleaved)P (nbeads, fcleaved)

P (nbeads, ncuts)
.

(A.18)

Eq. A.18 can be simplified down in the same way as was done with the

probability of cutting to yield an equation similar to Eq. A.5.

P (fcleaved|nbeads, ncuts) =
P (ncuts|nbeads, fcleaved)P (fcleaved)

P (ncuts|nbeads)
, (A.19)

where pcut is replaced by fcleaved and nloops is replaced by nbeads. Each of the

functions on the right-hand side of Eq. A.19 shares the same functional form as

their counterparts in Eq. A.5: the likelihood function P (ncuts|nbeads, fcleaved) is

also a binomial distribution; we have no prior knowledge of how fcleaved might

be distributed, so treat it as uniform from 0 to 1; and ncuts can take on any

integer value ranging from 0 (none of the tethers are cleaved) to nbeads (all of the

tethers are cleaved), so this is also a discrete uniform distribution normalized
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by the nbeads+1 possible outcomes. Assembling all of these functions into Eq.

A.19 yields

P (fcleaved|nbeads, ncuts) =
(nbeads + 1)!

ncuts!(nbeads − ncuts)!
(fcleaved)

ncuts(1−fcleaved)
nbeads−ncuts .

(A.20)

Using the same derivation method as in Section A.2.3, we make a Gaussian

approximation to compute the most probable value and standard deviation

for fcleaved:

f ∗
cleaved =

ncuts

nbeads

, (A.21)

σ2
fcleaved

=
ncuts (nbeads − ncuts)

n3
beads

. (A.22)

Fig. A.5 shows, from top to bottom, the looping frequency, cutting probability,

and the bead cut fraction. The black dashed line and shaded region for each

plot are the point and errorbar equivalent for the V4-57-1 (reference) 12RSS.

Specifically, Fig. A.5 shows how the looping frequency and cutting probabil-

ity can both contribute to limiting the fraction of cleaved DNA tethers. For

example, 12NonA3C shows a low looping frequency relative to the reference

12RSS but a similar cutting probability, resulting in a lower bead cut fraction.

12SpacG6T has a higher looping frequency relative to the reference sequence

for a comparable cutting probability, yielding a higher bead cut fraction than

the reference. We also see that PC cutting probability can limit fcleaved: Even

though 12SpacG10T has a similar looping frequency to the reference sequence,

the higher cutting probability causes a higher fraction of cleaved tethers. Both

changes to heptamer position 3 show that a low cutting probability can ab-

rogate DNA tether cleavage. Both looping frequency and cutting probability

as decoupled measurements yield important insights into which processes in

the RAG-RSS reaction help or hinder the completion of the cleavage phase in

V(D)J recombination.

This observation can also be seen arithmetically. We had defined the looping

frequency flooped as the number of loops nloops across all DNA tethers nbeads:

flooped =
nloops

nbeads

, (A.23)

and the most probable value for pcut is the fraction of loops that get cleaved:

p∗cut =
ncuts

nloops

. (A.24)
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Figure A.5: Figure stacking of looping frequency (top; red), cutting
probability (middle; blue), and bead cut fraction (bottom; purple).
As in the manuscript, looping frequency is shown as the measured value and
95% confidence interval while cutting probability is shown as the most probable
pcut and one standard deviation. The bead cut fraction is similarly displayed
to the pcut with the most probable fcleaved and one standard deviation. Black
dashed line and grey shaded region in each plot corresponds to the measured
or most probable value and confidence interval or standard deviation for the
V4-57-1 (reference) 12RSS, respectively.

Multiplying both definitions of our metrics allows us to recover Eq. A.21:

flooped × p∗cut =
nloops

nbeads

× ncuts

nloops

,

=
ncuts

nbeads

,

= f ∗
cleaved. (A.25)
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Thus, we recover the relation between the tether cut fraction and the looping

frequency and cutting probability, showing that the tether cut fraction will

change linearly if one of the metrics is changed due to a change of 12RSS.

A.2.6 Modeling exit from the paired complex as a Poisson process

As discussed in Chapter 2, we attempted to model the kinetics of unlooping

and exiting of the paired complex state. In the case of exit, we considered

that every paired complex had one of two fates; either the DNA was cleaved

and the observed tethered bead was lost or the paired complex dissociated,

releasing the bead to its full-length tethered state. We consider these two fates

as independent yet competing processes. Under the independence assumption,

we can model each process individually as a Poisson process where the time of

leaving the paired complex (either through cleavage or unlooping) is exponen-

tially distributed. Mathematically, we can state that the probability of leaving

the paired complex at time tleave is defined as

P (tleave | kleave) = kleavee
−kleavetleave , (A.26)

where the leaving rate kleave is defined as the sum of the two independent rates,

kleave = kcut + kunloop. (A.27)

Therefore, given a collection of paired complex dwell times tleave, we can esti-

mate the most-likely value for kleave providing insight on whether exiting the

paired complex can be modeled as a Poisson process.

Rather than reporting a single value, we can determine the probability distri-

bution of the parameter kleave. This distribution, termed the posterior distri-

bution, can be computed by Bayes’ theorem as

P (kleave | tleave) =
P (tleave | kleave)P (kleave)

P (tleave)
. (A.28)

The posterior distribution P (kleave | tleave) defines the probability of a leaving

rate given a set of measurements tleave. This distribution is dependent on

the likelihood of observing the dwell time distribution given a leaving rate,

represented by P (tleave | kleave). All prior information we have about what the

leaving rate could be is captured by P (kleave) which is entirely independent of

the data. The denominator in Eq. A.28 defines the probability distribution

of the data marginalized over all values of the leaving rate. For our purposes,

this term serves as a normalization constant and will be neglected.
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We are now tasked with defining functional forms for the various probabilities

enumerated in Eq. A.28. The likelihood already matches the definition in

Eq. A.26, so we assign our likelihood as a simple exponential distribution

parameterized by the leaving rate. Choosing a functional form for the prior

distribution P (kleave) is a much more subjective process. As such, we outline

our thinking below.

As written in Eq. A.26, kleave has dimensions of inverse time, meaning that

particularly long-lived paired complexes will have kleave < 1 whereas a sequence

with unstable paired complexes will have kleave > 1. As we remain ignorant of

our data, we consider both of these extremes to be valid values for the leaving

rate. However, this parameterization raises technical issues with estimating

kleave computationally. We sample the complete posterior using Markov chain

Monte Carlo, a computational technique in which the posterior is explored

via a biased random walk depending on the gradient of the local probability

landscape. With such a widely constrained parameter, effectively sampling

very small values of kleave becomes more difficult than larger values. We can

avoid this issue by reparameterizing Eq. A.26 in terms of the inverse leaving

rate τleave =
1

kleave
so that

P (tleave | τleave) =
1

τleave
etleave/τleave . (A.29)

Our parameter of interest now has dimensions of time and can be interpreted

as the average life time of a paired complex or, more precisely, the waiting

time for the arrival of a Poisson process.

While it is tempting to default to a completely uninformative prior for τleave

to avoid introducing any bias into our parameter estimation, we do have some

intuition for what the bounds of the value could be. For example, it is mathe-

matically impossible for the leaving rate to be less than zero. We can also find

it unlikely that the leaving rate is exactly zero as that would imply irreversible

formation of the paired complex. We can therefore say that the value for the

leaving rate is positive and can asymptotically approach zero. As we have

designed the experiment to actually observe the entry and exit of the paired

complex state, we can set a soft upper bound for the leaving rate to be the

length of our typical experiment, 60 minutes. With these bounds in place, we

can assign some probability distribution between them where it is impossible

to equal zero and improbable but not impossible to exceed 60 minutes.



99

A good choice for such a distribution is an inverse Gamma distribution which

has the form

P (τleave |α, β) =
1

Γ(α)

βα

τ
(α+1)
leave

e−β/τleave , (A.30)

where α and β correspond to the number of arrivals of a Poisson process and

their rate of arrival, respectively. Given that only one arrival is necessary to

exit a paired complex, we choose α to be approximately equal to 1 and β

to be approximately 10. This meets our conditions described previously of

asymptotically approaching zero and rarely exceeding 60 minutes.

Combining Eq. A.29 and Eq. A.30 yields the complete posterior distribution.

We sampled this distribution for each RSS independently using Markov chain

Monte Carlo. Specifically, we used Hamiltonian Markov chain Monte Carlo

as is implemented in the Stan probabilistic programming language [8]. The

code used to sample this distribution can be accessed on the paper website or

GitHub repository.

A.3 Posterior distributions of the endogenous sequences

Fig. A.6 gives the full posterior distributions of the cutting probability for

each of the endogenous RSSs. We see clearly that between the two RSSs

flanking the DFL16.1 gene segment that RAG is more successful at cleaving

the RSS on the 3’ side of the gene segment than the RSS on the 5’ end. In

examining the RSSs adjacent to endogenous Vκ gene segments, we see that the

cutting probability is not differentiable across most of the RSSs, but cleavage

is dramatically reduced when RAG interacts with the V5-43, V8-18 and V6-15

RSSs. We find that the number of paired complexes formed with the V8-18

12RSS is low to begin with, leading to an uninformative posterior distribution,

whereas the V6-15 12RSS may suffer a low cleavage probability due to the T

immediately adjacent to the heptamer in the coding flank region, which has

been known to broadly reduce recombination efficiency [9–11].

A.4 Ca2+-Mg2+ looping frequency comparisons

Although we directly compared the dwell time distributions of three RSS con-

structs between when the RAG reaction buffer contained Mg2+ to allow for

nicking and buffer containing Ca2+ to prevent nicking, we wanted to know

whether the looping frequency would increase when RAG is prohibited from

nicking. Our intuition comes from recognizing that without the ability to

https://rpgroup.caltech.edu
https://github.com/rpgroup-pboc/vdj_recombination
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Figure A.6: Posterior distributions of the cutting probabilities as de-
rived in Section A.2.3 for the endogenous 12RSSs studied. The top-to-
bottom order of the endogenous RSSs is the same as their left-to-right ordering
in Fig. 3. Height of the distribution is proportional to the probability of the
pcut value.

cleave the DNA, RAG can only release one of the RSSs and leave the paired

complex state without cutting the DNA tether. As a result, RAG has an op-

portunity to form the paired complex with the same DNA tether. We expect

that the looping frequency should either increase or remain the same in the

Ca2+ environment as compared to when Mg2+ is used. Fig. A.7 shows that

these two outcomes result. Fig. A.7A and A.7C show that RAG forms the

paired complex more frequently with the reference sequence and the G-to-T

change at the eleventh position of the reference spacer sequence when the re-

action occurs in Ca2+. Furthermore, we see that undergoing the reaction with

the A-to-T alteration at heptamer position four in Ca2+ does not induce much

change in the looping frequency as compared to a Mg2+ environment (Fig.

A.7). Of interest is the fact that the spacer variant, which has a slightly larger

measured looping frequency than the reference sequence in Mg2+ with over-
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lapping 95% confidence intervals, clearly undergoes a more dramatic increase

in looping frequency than the reference sequence when the salt is Ca2+. This

observation shows that PC formation is more favorable for the spacer variant

than the reference sequence. Observed holistically, we find that RAG in the

absence of nicking can form loops at least as frequently as when it when it can

nick the DNA.

reference

(A)
5% 5%10% 10%25% 25%50% 50%75% 75%95% 95%

Ca + Mg +

12HeptA4T

(B)

0.0 0.2 0.4 0.6 0.8 1.0
loop frequency

12SpacG11T

(C)

Figure A.7: Ca2+ (green) and Mg2+ (purple) looping frequencies for (A)
reference 12RSS, (B) A-to-T change at the fourth position of the heptamer and
(C) G-to-T change at the eleventh position of the spacer. Measured looping
frequency shown as the triangles. Going from darker shading to lighter shading
in rectangle bar indicates increasing of confidence interval percentage of the
looping frequency from the bootstrapping method discussed in section A.2.2.
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A.5 Coding flank contributions

For our study of the endogenous RSSs, we also modified the coding flanks

adjacent to the RSSs during the cloning process to construct the DNA tethers.

As shown in table A.1, most of these coding flanks have A and C nucleotides in

the two or three base pairs upstream of the heptamer region. However, recent

structural work have shown direct contacts between RAG1 residues and the

coding flank [12–14]. Furthermore, various bulk assays have demonstrated

that coding flank sequence can affect recombination efficiency [9–11]. These

bulk assays suggest that coding flanks with A and C nucleotides near the

heptamer tend to recombine more efficiently than those that have Ts instead.

In attempting to determine whether these A- and C-rich coding flanks have

much of an influence on the RAG-RSS dynamics, we looked to two pairs of

TPM constructs where within each pair the RSS is identical, but the coding

flank sequence is different.
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Figure A.8: V4-57-1 (reference) RSS (grey) and coding flank change
(blue) comparison of looping frequency, posterior distribution of the
cutting probability and ECDFs of PC lifetimes for PCs that cut,
those that unloop, and both.
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Figure A.9: V4-55 12RSS (grey) and C-to-A change at spacer position
1 (blue) comparison of looping frequency, posterior distribution of
the cutting probability and ECDFs of PC lifetimes for PCs that cut,
those that unloop, and both.

Fig. A.8 shows TPM results on the V4-57-1, or reference, RSS and a single

bp change at the nucleotide immediately adjacent to the heptamer, where

there is a C-to-A alteration. We find here no distinguishable difference in

looping frequency or cleavage probability. Furthermore, we find that the dwell

time distributions for PCs that cut, PCs that unloop, and both are identical

between the reference and altered coding flank. This finding suggests that at

least a single change from C to A near the heptamer does not have a dramatic

effect on the RAG-RSS interaction.

We also examined two coding flanks that differ by multiple base pairs. The V4-

55 RSS differs from the reference sequence at the first position of the spacer,

where the C for the reference is changed to an A for the V4-55 RSS. However,

the coding flank sequence differs at five nucleotides. Furthermore, the 6-bp

coding flank of V4-55 is composed entirely of Cs and As and removes the

Gs and Ts on the reference sequence at the first, third, and fourth positions
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of the coding flank (where we index one as six base pairs from the start of

the heptamer and six as immediately adjacent). We thus compared the C-to-

A change at the spacer position 1 on the reference sequence with the V4-55

coding flank. As Fig. A.9 illustrates that despite the significant difference

in sequence between these two constructs at the coding flank, our TPM assay

reports little difference that separates these two sequences in looping frequency,

dwell time distributions or cutting probability. We thus find that for most of

the endogenous RSSs studied, the coding flank has little effect on the overall

RAG-RSS interaction. This does not rule out the possibility that Gs or Ts

in the first three positions immediately adjacent to the RSS can alter the

RAG-RSS dynamics.

A.6 Cloning a different 12RSS in plasmids

To generate the synthetic RSSs used in this work, we used overhang PCR

(polymerase chain reaction) and subsequently Gibson assembly (NEB Biolabs)

to generate plasmids with the desired change. We selected the endogenous

sequence V4-57-1 to serve as the ”reference” sequence from which all synthetic

RSSs were made. This sequence has been used previously [2] and exhibits

a reasonable dwell time distribution, has moderately high looping frequency

(compared to the other endogenous sequences), and has close to a 50% cleavage

probability, as is shown in this study. This 12RSS sequence is located within

the a pZE12 plasmid backbone [15]. The new RSS were inserted into this

plasmid via overhang PCR with forward and reverse oligonucleotide primers

(IDT) that contain a 15 base-pair overlap with the desired alteration in the

middle of the sequence. The primers used in this work are listed in tables A.2

and A.3.

After purification of the PCR fragment and DpnI digestion (NEB Biolabs)

of the PCR template, the fragment was circularized using Gibson assembly

[16] and transformed into DH5α Escherichia coli. Transformants were then

cultured and stored for plasmid purification and sequence verification.
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A.7 Endogenous RSS sequences

Endogenous 12RSS Sequence nbeads nloops ncuts

DFL16.1-3’ AGCTAC CACAGTGCTATATCCATCAGCAAAAACC 83 37 18

DFL16.1-5’ AATAAA CACAGTAGTAGATCCCTTCACAAAAAGC 263 10 1

V1-135 TCCTCA CACAGTGATTCAGACCCGAACAAAAACT 268 46 14

V9-120 TCCTCC CACAGTGATACAAATCATAACATAAACC 248 41 20

V10-96 TCCTCC CACAATGATATAAGTCATAACATAAACC 286 43 17

V19-93 TCTACC CACAGTGATACAAATCATAACAAAAACC 284 58 26

V4-57-1 (reference) GTCGAC CACAGTGCTACAGACTGGAACAAAAACC 700 152 70

V4-55 CACCCA CACAGTGATACAGACTGGAACAAAAACC 105 18 9

V5-43 GCCTCA CACAGTGATGCAGACCATAGCAAAAATC 186 27 3

V8-18 TCCCCC CACAGAGCTTCAGCTGCCTACACAAACC 146 5 0

V6-17 TCCTCC CACAGTGCTTCAGCCTCCTACACAAACC 126 34 10

V6-15 TCCTCT CACAGTACTTCAGCCTCCTACATAAACC 201 29 1

Jκ1 23RSS GGATCC CACAGTGGTAGTACTCCACTGTCTGGCTGTACAAAAACC

Table A.1: Table of endogenous 12RSS sequences. The 6 base pairs before the heptamer, known as the coding flank,

is changed in the endogenous RSS studies and is included here. The spacer sequence for each RSS is underlined. Bold blue

letters in the heptamer and nonamer regions denote deviations from the consensus sequences, CACAGTG and ACAAAAACC,

respectively. The number of beads studied nbeads, the number of loops formed among the beads nloops, and the number of cut

loops ncuts are given for each RSS. The bottom sequence is of the Jκ1 23RSS applied in all of the DNA constructs used in TPM.
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A.8 Synthetic and endogenous 12RSS primer sequences

Tables A.2 and A.3 gives the list of primers used to construct the synthetic and endogenous RSSs. For synthetic RSSs, we

apply the nomenclature ‘12’ to denote that the 12RSS is altered, the region of the RSS where the change is made (‘Hept’ =

heptamer, ‘Non’ = nonamer, ‘Spac’ = spacer, ‘Cod’ = coding flank), the original nucleotide, the position number in the region,

where indexing starts at 1 and finally the new nucleotide. Therefore, if a change is made to the eighth position of the spacer,

where a C is altered to T, the RSS is denoted ‘12SpacC8T’.

Synthetic 12RSS Primer nbeads nloops ncuts

12CodC6A (Fwd) AACACAGTGCTACAGACTGGAACAAAAACCCTGCAGTC 115 19 10

12CodC6A (Rev) CTGTAGCACTGTGTTCGACCTGCAGCCCAAGCG

12HeptC3G (Fwd) ACCAGAGTGCTACAGACTGGAACAAAAACCCTGCAGTC 357 53 1

12HeptC3G (Rev) CTGTAGCACTCTGGTCGACCTGCAGCCCAAGCG

12HeptC3T (Fwd) ACCATAGTGCTACAGACTGGAACAAAAACCCTGCAGTC 212 53 2

12HeptC3T (Rev) CTGTAGCACTATGGTCGACCTGCAGCCCAAGCG

12HeptA4T (Fwd) ACCACTGTGCTACAGACTGGAACAAAAACCCTGCAGTC 607 134 52

12HeptA4T (Rev) CTGTAGCACAGTGGTCGACCTGCAGCCCAAGCG

12HeptG5A (Fwd) ACCACAATGCTACAGACTGGAACAAAAACCCTGCAGTC 96 15 3

12HeptG5A (Rev) CTGTAGCATTGTGGTCGACCTGCAGCCCAAGCG

12HeptG5C (Fwd) ACCACACTGCTACAGACTGGAACAAAAACCCTGCAGTC 821 96 18

12HeptG5C (Rev) CTGTAGCAGTGTGGTCGACCTGCAGCCCAAGCG

12HeptT6A (Fwd) ACCACAGAGCTACAGACTGGAACAAAAACCCTGCAGTC 246 2 1

12HeptT6A (Rev) CTGTAGCTCTGTGGTCGACCTGCAGCCCAAGCG
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12HeptT6C (Fwd) ACCACAGCGCTACAGACTGGAACAAAAACCCTGCAGTC 461 24 2

12HeptT6C (Rev) CTGTAGCGCTGTGGTCGACCTGCAGCCCAAGCG

12HeptG7A (Fwd) ACCACAGTACTACAGACTGGAACAAAAACCCTGCAGTC 343 109 28

12HeptG7A (Rev) CTGTAGTACTGTGGTCGACCTGCAGCCCAAGCG

12HeptG7C (Fwd) ACCACAGTCCTACAGACTGGAACAAAAACCCTGCAGTC 146 30 10

12HeptG7C (Rev) CTGTAGGACTGTGGTCGACCTGCAGCCCAAGCG

12HeptG7T (Fwd) ACCACAGTTCTACAGACTGGAACAAAAACCCTGCAGTC 219 47 7

12HeptG7T (Rev) CTGTAGAACTGTGGTCGACCTGCAGCCCAAGCG

12SpacC1A (Fwd) ACCACAGTGATACAGACTGGAACAAAAACCCTGCAGTC 254 38 18

12SpacC1A (Rev) CTGTATCACTGTGGTCGACCTGCAGCCCAAGCG

12SpacC1G (Fwd) ACCACAGTGGTACAGACTGGAACAAAAACCCTGCAGTC 117 19 12

12SpacC1G (Rev) CTGTACCACTGTGGTCGACCTGCAGCCCAAGCG

12SpacA3G (Fwd) ACCACAGTGCTGCAGACTGGAACAAAAACCCTGCAGTC 134 35 12

12SpacA3G (Rev) CTGCAGCACTGTGGTCGACCTGCAGCCCAAGCG

12SpacA3T (Fwd) ACCACAGTGCTTCAGACTGGAACAAAAACCCTGCAGTC 120 28 18

12SpacA3T (Rev) CTGAAGCACTGTGGTCGACCTGCAGCCCAAGCG

12SpacC4G (Fwd) ACCACAGTGCTAGAGACTGGAACAAAAACCCTGCAGTC 210 38 6

12SpacC4G (Rev) CTCTAGCACTGTGGTCGACCTGCAGCCCAAGCG

12SpacC4T (Fwd) ACCACAGTGCTATAGACTGGAACAAAAACCCTGCAGTC 306 128 43

12SpacC4T (Rev) CTATAGCACTGTGGTCGACCTGCAGCCCAAGCG
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12SpacG6A (Fwd) ACCACAGTGCTACAAACTGGAACAAAAACCCTGCAGTC 250 74 24

12SpacG6A (Rev) TTGTAGCACTGTGGTCGACCTGCAGCCCAAGCG

12SpacG6T (Fwd) ACCACAGTGCTACATACTGGAACAAAAACCCTGCAGTC 184 78 34

12SpacG6T (Rev) ATGTAGCACTGTGGTCGACCTGCAGCCCAAGCG

12SpacA7C (Fwd) ACCACAGTGCTACAGCCTGGAACAAAAACCCTGCAGTC 139 37 15

12SpacA7C (Rev) TTGTAGCACTGTGGTCGACCTGCAGCCCAAGCG

12SpacA7G (Fwd) ACCACAGTGCTACAGGCTGGAACAAAAACCCTGCAGTC 168 21 10

12SpacA7G (Rev) TTGTAGCACTGTGGTCGACCTGCAGCCCAAGCG

12SpacC8T (Fwd) ACCACAGTGCTACAGATTGGAACAAAAACCCTGCAGTC 98 17 5

12SpacC8T (Rev) TTGTAGCACTGTGGTCGACCTGCAGCCCAAGCG

12SpacT9A (Fwd) ACCACAGTGCTACAGACAGGAACAAAAACCCTGCAGTC 112 22 12

12SPacT9A (Rev) TTGTAGCACTGTGGTCGACCTGCAGCCCAAGCG

12SpacT9C (Fwd) ACCACAGTGCTACAGACCGGAACAAAAACCCTGCAGTC 117 50 12

12SpacT9C (Rev) TTGTAGCACTGTGGTCGACCTGCAGCCCAAGCG

12SpacT9G (Fwd) ACCACAGTGCTACAGACGGGAACAAAAACCCTGCAGTC 96 8 6

12SpacT9G (Rev) TTGTAGCACTGTGGTCGACCTGCAGCCCAAGCG

12SpacG10A (Fwd) ACCACAGTGCTACAGACTAGAACAAAAACCCTGCAGTC 292 60 29

12SpacG10A (Rev) CTGTAGCACTGTGGTCGACCTGCAGCCCAAGCG

12SpacG10C (Fwd) ACCACAGTGCTACAGACTCGAACAAAAACCCTGCAGTC 117 34 18

12SpacG10C (Rev) CTGTAGCACTGTGGTCGACCTGCAGCCCAAGCG
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12SpacG10T (Fwd) ACCACAGTGCTACAGACTTGAACAAAAACCCTGCAGTC 65 20 15

12SpacG10T (Rev) CTGTAGCACTGTGGTCGACCTGCAGCCCAAGCG

12SpacG11A (Fwd) ACCACAGTGCTACAGACTGAAACAAAAACCCTGCAGTC 184 29 12

12SpacG11A (Rev) CTGTAGCACTGTGGTCGACCTGCAGCCCAAGCG

12SpacG11C (Fwd) ACCACAGTGCTACAGACTGCAACAAAAACCCTGCAGTC 172 26 8

12SpacG11C (Rev) CTGTAGCACTGTGGTCGACCTGCAGCCCAAGCG

12SpacG11T (Fwd) ACCACAGTGCTACAGACTGTAACAAAAACCCTGCAGTC 941 267 83

12SpacG11T (Rev) CTGTAGCACTGTGGTCGACCTGCAGCCCAAGCG

12SpacA12C (Fwd) ACCACAGTGCTACAGACTGGCACAAAAACCCTGCAGTC 132 15 7

12SpacA12C (Rev) CTGTAGCACTGTGGTCGACCTGCAGCCCAAGCG

12SpacA12T (Fwd) ACCACAGTGCTACAGACTGGTACAAAAACCCTGCAGTC 138 24 10

12SpacA12T (Rev) CTGTAGCACTGTGGTCGACCTGCAGCCCAAGCG

12NonA1G (Fwd) ACCACAGTGCTACAGACTGGAGCAAAAACCCTGCAGTC 392 108 38

12NonA1G (Rev) CTGTAGCACTGTGGTCGACCTGCAGCCCAAGCG

12NonA3C (Fwd) ACCACAGTGCTACAGACTGGAACCAAAACCCTGCAGTC 554 15 7

12NonA3C (Rev) CTGTAGCACTGTGGTCGACCTGCAGCCCAAGCG

12NonA4C (Fwd) ACCACAGTGCTACAGACTGGAACACAAACCCTGCAGTC 384 37 10

12NonA4C (Rev) CTGTAGCACTGTGGTCGACCTGCAGCCCAAGCG

12NonA4T (Fwd) ACCACAGTGCTACAGACTGGAACATAAACCCTGCAGTC 151 10 5

12NonA4T (Rev) CTGTAGCACTGTGGTCGACCTGCAGCCCAAGCG
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12NonA5T (Fwd) ACCACAGTGCTACAGACTGGAACAATAACCCTGCAGTC 354 58 16

12NonA5T (Rev) CTGTAGCACTGTGGTCGACCTGCAGCCCAAGCG

12NonC8G (Fwd) GCTACAGACTGGAACAAAAAGCCTGCAGTCAACCTCGA 131 24 9

12NonC8G (Rev) TTTGTTCCAGTCTGTAGCACTGTGGTCGACCTGCAG

12NonC8T (Fwd) GCTACAGACTGGAACAAAAATCCTGCAGTCAACCTCGA 280 18 6

12NonC8T (Rev) TTTGTTCCAGTCTGTAGCACTGTGGTCGACCTGCAG

12NonC9T (Fwd) GCTACAGACTGGAACAAAAACTCTGCAGTCAACCTCGA 109 20 11

12NonC9T (Rev) TTTGTTCCAGTCTGTAGCACTGTGGTCGACCTGCAG

Table A.2: Forward (Fwd) and reverse (Rev) primers of synthetic RSSs. Underlined sequence denotes the region where

change is made. Bold-faced letter denotes the new nucleotide. The number of beads studied nbeads, the number of loops formed

among those beads nloops, and the number of cut loops ncuts are given with the forward primer sequences.
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Endogenous 12RSS Primer

DFL16.1-3’ (Fwd) AGCTACCACAGTGCTATATCCATCAGCAAAAACCCTGCAGTCGAGTAATGCA

DFL16.1-3’ (Rev) GGTTTTTGCTGATGGATATAGCACTGTGGTATTCGAAGCTTGAGCTCG

DFL16.1-5’ (Fwd) AATAAACACAGTAGTAGATCCCTTCACAAAAAGCCTGCAGTCGAGTAATGCA

DFL16.1-5’ (Rev) GCTTTTTGTGAAGGGATCTACTACTGTGGTATTCGAAGCTTGAGCTCG

V1-135 (Fwd) TCCTCACACAGTGATTCAGACCCGAACAAAAACTCTGCAGTCAACCTCGAGAAACG

V1-135 (Rev) AGTTTTTGTTCGGGTCTGAATCACTGTGTGAGGACTGCAGCCCAAGCGTGTAG

V9-120 (Fwd) TCCTCCCACAGTGATACAAATCATAACATAAACCCTGCAGTCAACCTCGAGAAACG

V9-120 (Rev) GGTTTATGTTATGATTTGTATCACTGTGGGAGGACTGCAGCCCAAGCGTGTAG

V10-96 (Fwd) TCCTCCCACAATGATATAAGTCATAACATAAACCCTGCAGTCAACCTCGAGAAACG

V10-96 (Rev) GGTTTATGTTATGACTTATATCATTGTGGGAGGACTGCAGCCCAAGCGTGTAG

V19-93 (Fwd) TCTACCCACAGTGATACAAATCATAACAAAAACCCTGCAGTCAACCTCGAGAAACG

V10-93 (Rev) GGTTTTTGTTATGATTTGTATCACTGTGGGTAGACTGCAGCCCAAGCGTGTAG

V4-55 (Fwd) CACCCACACAGTGATACAGACTGGAACAAAAACCCTGCAGTCAACCTCGAGAAACG

V4-55 (Rev) GGTTTTTGTTCCAGTCTGTATCACTGTGTGGGTGCTGCAGCCCAAGCGTGTAG

V5-43 (Fwd) GCCTCACACAGTGATGCAGACCATAGCAAAAATCCTGCAGTCAACCTCGAGAAACG

V5-43 (Rev) GATTTTTGCTATGGTCTGCATCACTGTGTGAGGCCTGCAGCCCAAGCGTGTAG

V8-18 (Fwd) TCCCCCCACAGAGCTTCAGCTGCCTACACAAACCCTGCAGTCAACCTCGAGAAACG

V8-18 (Rev) GGTTTGTGTAGGCAGCTGAAGCTCTGTGGGGGGACTGCAGCCCAAGCGTGTAG

V6-17 (Fwd) TCCTCCCACAGTGCTTCAGCCTCCTACACAAACCCTGCAGTCAACCTCGAGAAACG

V6-17 (Rev) GGTTTGTGTAGGAGGCTGAAGCACTGTGGGAGGACTGCAGCCCAAGCGTGTAG

V6-15 (Fwd) TCCTCTCACAGTACTTCAGCCTCCTACATAAACCCTGCAGTCAACCTCGAGAAACG

V6-15 (Rev) GGTTTATGTAGGAGGCTGAAGTACTGTGAGAGGACTGCAGCCCAAGCGTGTAG

Table A.3: Forward (Fwd) and reverse (Rev) primers for designing TPM constructs with endogenous 12RSSs.
Underlined regions denote the heptamer and nonamer regions.
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A.9 Protein purification

A.9.1 Murine core RAG1 and core RAG2 co-purification

Maltose-binding protein(MBP)-tagged murine core RAG1 and core RAG2 are

co-transfected into HEK293-6E suspension cells using BioT transfection agent

and are expressed in the cells for 48 hours. Cells are centrifuged and collected

before resuspending with a lysis buffer consisting of cOmplete Ultra protease

inhibitor and Tween-20 detergent before lysis through a cell disruptor. Lysate

is centrifuged to remove the cell membrane and the supernatant containing

expressed RAG is mixed with amylose resin to bind the MBP region to the resin

before loading onto a chromatography gravity column. Amylose-attached RAG

is then washed using lysis buffer, wash buffer containing salts before eluting

with buffer containing high concentrations of maltose to out-compete the MBP

on the resin. RAG-contained eluate is then concentrated and dialyzed in buffer

containing 25 mM Tris-HCl (pH 8.0), 150 mM KCl, 2 mM DTT and 10%

glycerol before snap-freezing 5-10 µL aliquots and storing at -80◦C.

A.9.2 HMGB1 purification

Though not discussed extensively in this paper, the high mobility group box

1 (HMGB1) protein binds nonspecifically to DNA and helps facilitate RAG

binding onto the RSS. A plasmid containing a His-tagged HMGB1 gene is

transformed into BL21(DE3) cells and grown in liquid cultures until they

reach an OD600 of 0.7. Cultures are then induced with isopropyl-β-D-1-

thiogalactopyranoside (IPTG) to express HMGB1 for 4 hours at 30◦C before

cells are collected from the media. Cells are resuspended in binding buffer me-

dia containing cOmplete Ultra protease inhibitor, benzonase, Tween-20 and

a low imidazole concentration before lysis through the cell disruptor. Lysate

is cleared of membrane with an ultracentrifuge and loaded onto a nickel-NTA

column to bind HMGB1. Nickel-bound HMGB1 is then washed with more

binding buffer before washing with buffer containing low imidazole concentra-

tion. Washed HMGB1 are then eluted through the column with elution buffer

containing higher concentration imidazole. Degraded HMGB1 is then removed

by loading HMGB1 eluate onto SP column and collecting flow-through in 200

µL aliquots with an incrementally increasing salt gradient on the AKTA. Frac-

tions that show highest change in voltage reading on the AKTA are run on

a Western blot to confirm that protein of the correct size is collected before

collecting. HMGB1 are transferred to a dialysis buffer containing 25 mM
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Tris-HCl (pH 8.0), 150 mM KCl, 2 mM DTT and 10% glycerol through a

buffer-exchange centrifuge column before snap-freezing 5-10 µL aliquots and

freezing at -80◦C.
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A p p e n d i x B

SUPPLEMENTAL INFORMATION FOR CHAPTER 3: GRID
FRAP PATTERNING REVEALS A DISPERSIVE EFFECT

IN THE BULK OF A LINEARLY CONTRACTING
MICROTUBULE NETWORK

B.1 Materials and methods

B.1.1 Motor purification

Plasmids containing the gene encoding the motor-fluorescent protein-light-

activated dimerization-FLAG tag construct with the pBiex-1 vector are trans-

fected in Sf9 suspension cells for 60-72 hours at 27◦C on shakers rotating at 120

rpm. Cells are then lightly centrifuged at 500 rpm for 12 minutes to remove the

supernatant before resuspending in lysis buffer (100 mM NaCl, 2 mM MgCl2,

0.25 mM EDTA, 0.5 mM EGTA, 0.25 % Igepal, 3.5% sucrose by weight, 10

mM imidazole pH 7.5, 10 µg/mL aprotinin, 10 µg/mL leupeptin, 1 mM ATP,

2.5 mM DTT, and 0.5 mM PMSF) and leaving on ice for 20 minutes. Cells

are then spun down for 30 minutes at 154k × g after which the lysate is trans-

ferred to tubes containing mouse monoclonal anti-FLAG resin (Sigma A2220)

and slowly rotated at 4◦C for 1.5∽3 hrs to allow protein binding to the resin

via the FLAG tag. Resin-bound protein are washed three times by spinning

down at 2000× g, clearing the supernatant, then resuspending by tube inver-

sion in wash buffer containing 15 mM KCl, 0.5 mM, 0.1 mM EGTA, 0.1 mM

EDTA, 2 mM imidazole pH 7.5, 10 µg/mL aprotinin, 10 µg/mL leupeptin, 0.3

mM DTT, and ATP in 3 mM, 0.3 mM, and 0.03 mM concentrations for the

first, second, and third washes, respectively. After the third wash, the pro-

tein are spun down again at 2000× g and most of the supernatant is removed,

leaving the resin bed and roughly an equivalent amount of supernatant by

volume in the tube. The resin bed is resuspended and FLAG peptide (Sigma

F4799 or Thermo Scientific A36805) is added at a final concentration of 0.5

mg/mL before rotating for 3 hrs at 4◦C. After incubation to allow the peptide

to outcompete the protein for resin binding, the protein are spun down again

at 2000× g with the supernatant extracted and further spun down using cen-

trifuge columns with ∽30 µm pore sizes to further separate proteins from any

collected resin beads. Flow-through of clarified protein are spin concentrated
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using a 50 kDa filter tube to a final concentration of 2-2.5 mg/mL before

diluting in 100% glycerol of the same volume for storage.

B.1.2 Stabilized microtubule polymerization

Fluorescently labeled stabilized microtubules are prepared as in [1, 2]. After

flash thawing at 37◦C and kept on ice, a combination of ≈ 1.5 mg unlabeled

and 100 µg labeled tubulin are diluted to 7.5 mg/mL and 0.5 mg/mL, respec-

tively, in M2B 6.8 containing DTT and GMP-CPP at final concentrations of

1 mM and 6mM, respectively. The tubulin mixture is then incubated on ice

for 5 minutes in an ultracentrifuge tube before ultracentrifugation at 90,000

rpm at 4◦C for 8 minutes. Avoiding the pellet at the the bottom, the super-

natant containing tubulin monomers are then placed in a new Eppendorf tube

and incubated at 37◦C for 1 hour, typically in a water bath, during which

the tubulin is polymerizing and stabilizing with GMPCPP. The microtubule

mixture is then aliquoted into individual PCR tubes while constantly being

suspended in the mixture by stirring with a pipette tip. PCR tubes are then

briefly spun down with a tabletop minicentrifuge before flash-freezing with liq-

uid nitrogen and placed in a -80◦C freezer for long-term storage. Microtubules

are then prepared for experiments by immersing the PCR tube in 37◦C water

immediately when taken out of the freezer to quickly thaw.

B.1.3 Glass slide treatment

Corning glass slides and No. 1.5 Deckgläser coverslips are coated with an acry-

lamide solution to prevent the adhesion of proteins from the light-dimerized ac-

tivation assay to the surface. The acrylamide coating is done similarly to that

demonstrated in [3]. Prior to application of the solution, slides and coverslips

are separated by placement in appropriately sized containers and rigorously

cleaned through a series of solutions and sonicating. First, slides are immersed

in 1% Hellmanex to remove dirt particulates, sonicated, repeatedly rinsed with

deionized water (DI H2O), then repeatedly rinsed with ethanol. Slides are then

sonicated in 200 proof ethanol before rinsing again with DI H2O. After rinsing,

slides are sonicated in 0.1 M KOH and subsequently rinsed in double-distilled

water (ddH2O). Finally, trace metals are removed by immersing in 5% HCl for

4 hours. After repeatedly rinsing in ddH2O, slides are stored overnight with

MilliQ ultrapure water.
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Upon cleaning and before the acrylamide coating, a silane solution is made

first by mixing 98.5% 200 proof ethanol and 1% acetic acid before adding

0.5% trimethoxysilyl methacrylate and immediately pouring into the contain-

ers holding the slides and coverslips. After roughly 30 minutes, slides are rinsed

twice in 200 proof ethanol before drying with N2 air and baking at 110◦C for

10-15 minutes to cure silane onto surface with oxygen bonding.

The polyacrylamide solution is made by mixing 950 mL ddH2O with 50 mL

40% acrylamide and degassing under vacuum for 30 minutes. The solution

is then under constant mixing on a stir plate with a stir bar during which

time 350 µL TEMED and 700 mg ammonium persulfate (APS) are added to

the solution. The acrylamide solution is immediately added to the slides and

coverslips and incubated overnight. Slides are placed in 4◦C for long-term

storage.

B.1.4 Flow cell chamber preparation

Flow cells for all light-dimerized activation assays are prepared by thoroughly

rinsing an acrylamide-coated glass slide and coverslip in ddH2O and air drying

with N2 gas. A piece of parafilm with three channels each cut 3 mm wide is

placed on the glass slide with the long axis of the channels running along the

length of the slide. The coverslip is placed on top of the parafilm with pressure

applied to flatten out the film. The flow cell is then briefly placed on a hot

plate set at 65◦C to warm the parafilm, allowing extra pressure on the contact

points between the film and the glass to better seal the chambers.

B.1.5 Light-dimerized activation assay preparation

Photobleaching experiments require an energy mix to maintain stability and

function of microtubules and motors while constantly supplying kinesin motors

with ATP to contract the microtubule network. This energy mix is slightly

altered from that used by Ross et al. [1] with the major changes being a

change in acidity for K-PIPES from pH 6.8 to pH 6.1 and the absence of

catalase to allow for photobleaching. iLid- and micro-tagged motors with

the same fluorescent protein are each added to the reaction mixture at final

concentrations of 40-100 nM with stabilized microtubules added at a final

concentration of 1.5-2.5 µM tubulin. Concentrations of motors and tubulin

are tuned to ensure that microtubule network contracts into an aster without

an influx of microtubules from outside of the light-activation region.
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B.1.6 Optical set-up

The sample is imaged and photobleached using a super planar fluorescence

20x objective from Nikon (numerical aperture 0.45). Image acquisition is per-

formed using a FLiR Blackfly monochrome camera (BFLY-U3-23S6M-C) with

two filters in front of it: a Semrock Brightline dual-band pass filter centered

at 577 nm (28.3 nm FWHM bandwidth) and 690 nm (55.1 nm FWHM band-

width) and a Semrock StopLine single-notch filter at 532 nm (17 nm notch

bandwidth) to suppress transmission of the YFP YFP excitation to the cam-

era.

Fig. B.1 gives a general idea of the layout of the microscopy components.

Activation of motor dimerization and imaging of the microtubules is per-

Camera

Laser

Projector

Cylindrical
Lense Array

Polarized
Beamsplitting

Cube

Camera

Laser

Projector

20x20x

(A) Microtubule Photobleaching (B) Motor Dimerization (Blue) and
Microtubule Imaging (Red)

Figure B.1: Arrangement of the laser and projector. The laser and pro-
jector are set on different optical paths before reaching the sample. (A) The
projector shines white light that passes through a filter in order to clip to the
desired wavelength. These filters will either transmit blue light to perform the
iLid-micro motor dimerization or red light to image the microtubule fluores-
cence channel. (B) The laser performs the photobleaching of the microtubules
in a grid pattern by passing through a cylindrical lens array. The cylindrical
lens array is mounted on a rotation mount (not shown) to bleach vertical and
horizontal lines. A 20x Nikon objective is used for the imaging.
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formed using a digital light projector DLP Lightcrafter Display 4710 EVM

Gen2 from Texas Instruments. The DLP projects white light while a motor-

ized filter wheel sets the transmissible range of wavelengths onto the sample

(beam blocker for no light, 460/50 nm filter for blue light for iLid-micro dimer-

ization and 630/38 for microtubule imaging). Photobleaching of microtubules

is performed using a 645 nm laser. The laser path is set to pass through a

cylindrical lens array that transforms the collimated light pattern into a series

of lines along one axis. The cylindrical lens array is mounted onto a rotation

mount to allow for photobleaching of vertical and horizontal lines to generate

the grid pattern. To ensure that the photobleached lines persist for multiple

frames of the image, the laser passes through a gimbal-mounted mirror that

deflects the beam over a small range of angles. By deflecting the laser light off

of the mirror through two lenses with the same focal length f and a second,

stationary mirror placed 4 × f away from the gimbal-mounted mirror before

passing the laser through the cylindrical lense array, the transformed laser

lines can be swept out. We use this beam steering approach to photobleach

thicker lines.

To perform the activation and imaging patterns, we supply µManager with a

TIFF stacks of matching pixel dimensions as the projector and use a Bean-

shell script modified from Ross et al. to use the correct TIFF image in the

stack. The TIFF stack contains a blank image (all pixel values 0) for when

the laser is turned on (which is also used in conjunction with the beam blocker

to prevent light from passing onto the sample outside of the activation and

imaging cycles); a maximum pixel intensity image for the microtubule imag-

ing, and a circular pattern in a blank background for the circular iLid-micro

dimerization activation pattern. The primary modification to the Beanshell

script is the incorporation of a timer for when the photobleaching will be per-

formed. Once the experiment reaches the desired time, the imaging pauses

while the Beanshell script turns on the laser and executes a series of custom

written executables that sweep out the laser lines to create thicker parallel

photobleached lines, turn off the laser, rotate the cylindrical lense array, then

reactivate the laser and sweep out the laser lines in the orthogonal direction

to generate the grid pattern. Upon finishing this command, the laser is shut

off and imaging resumes. The entire photobleaching is performed within a

roughly 10-15 second window.
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B.2 Unit cell segmentation and fluorescence preservation in subse-

quent frames

Fluorescent unit cells of a photobleached microtubule network are segmented

in the cropped image sets where the microtubules outside of the activation

region are neglected. We first reduce the background signal in each image

by performing a heavy Gaussian blur (σ = 20 pixels) and subtracting off the

Gaussian blur from the original image. Images are then normalized to fall

between 0 and 1. In order to identify each fluorescent square, we use the tri-

angle thresholding algorithm [4] as it accurately segmented the unit cells in

the first image taken after the photobleaching was performed. Other thresh-

olding methods either segmented unit cells to be much smaller and therefore

misses a large amount of fluorescent regions of the unit cell or segmented unit

cells to be much larger, which affects the amount of time that unit cells are

identified as distinct. After the thresholding is applied, the segmented image

is cleaned up by removing segmented objects that are too small (less than a

third of the area of a unit cell immediately after photobleaching), objects that

are too large (more than 3 times larger than an expected unit cell immediately

after photobleaching) or images that are too close to the border, which typ-

ically removes microtubules outside of the iLid-micro light-dimerized region.

To close off any patches within a fluorescent unit cell due to the thresholding,

we perform a morphological closing is performed. With the segmented images,

the centroid position, area, and total fluorescence of each unit cell are obtained

as well as the pixel-weighted centroid of the entire segmented image to obtain

the microtubule network center.

Subsequent images of the same dataset undergo the same background sub-

traction to segmented image clean-up. However, as the some fraction of the

fluorescent microtubules begin to disperse, the image segmentation may not

pick up fewer of the fluorescent microtubules at the boundary of the unit cell

with the photobleached region as they may be considered too low in signal

to be distinguished from the background. As a result, for later images than

the first image after photobleaching, we correct the segmentation by adding

on pixels around the boundary of the segmented unit cells until we return to

the correct total fluorescence. To do this, each unit cell is then paired with

itself from the previous time step by determining nearest centroids. Due to the

minimal reduction in fluorescence intensity from the DLP during imaging as

shown in Section B.3, we compare the total fluorescence intensity of the unit
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cell in the frame of interest post-segmentation to its total intensity from the

first frame. If the total intensity is less than 99% of the initial intensity, we

continually add a single-pixel thick layer around the unit cell until the unit cell

finally falls within 99% of the initial intensity. If after an iteration the total

intensity becomes greater than the initial intensity, we remove the dimmest

pixel around the outer layer until the intensities roughly match. Unit cell

centroids, areas, and fluorescence intensities are then computed in addition to

the pixel-weighted center of the entire contracting network after this intensity-

adjusted processing for all of the unit cells. Image processing of a unit cell

terminates when it is found to overlap with another unit cell during the fluo-

rescence intensity correction scheme as this indicates that the unit cells have

begun to merge and by the next time point will no longer be distinguished.

B.3 Projector effects on microtubule fluorescence intensity

In analyzing the photobleached microtubule field as the network contracts, we

used the total fluorescence intensity of the unit cells as a conserved quantity

during the unit cell segmentation. One concern might be whether the micro-

tubule fluorescence decreases in time due to the effects of the projector, which

illuminates the field of view for imaging purposes. To investigate this, we

imaged the microtubule field without activating the iLid-micro dimerization

using the same exposure times (∽100 ms) and imaging frequency (10 s per

frame). We then examined the mean image intensity and standard deviation

of the pixel intensity as a function of time.

SI Fig. B.2(A) illustrates the effects of the projector on the microtubule field.

The mean intensity of the field of view, as normalized against the mean in-

tensity at t = 0 seconds, indicates that the fluorescence field fluctuates only a

few tenths of a percent but does not appear to decrease over an hour. These

fluctuations are likely due to the diffusion of the microtubules in the flow cell,

as SI Fig. B.2(B) shows the normalized mean intensity of the microtubule

fluorescence channel but in the absence of microtubules. Here, we see that

that there are fewer fluctuations in the fluorescence intensity, further support-

ing that the small fluctuations in fluorescence intensity in successive imaging

stages comes from diffusion of the microtubules. Nevertheless, we show here

that the fluorescence intensity is well preserved and use this as our justifica-

tion for using total fluorescence intensity as the conserved metric for unit cell

segmentation.
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Figure B.2: Image intensity of the microtubule field as a function of
time. (A) Mean intensity of the microtubule field normalized against that
of the first image. Blue shaded region represents one standard deviation in
the mean intensity (normalized by the same initial mean value). (B) Mean
intensity of the same fluorescence channel in the absence of microtubules. Blue
shaded region once again represents the standard deviation of the image region.

B.4 Data analysis

B.4.1 Contraction rate computation

In the main text, we use the centroids of fluorescent unit cells obtained as

outlined in Section B.2 of Appendix B to demonstrate that contraction speed

of the microtubule network scales linearly with distance from the network cen-

ter. We first obtain the speed that each unit cell centroid is moving toward

the center as a function of time. For each unit cell, we observe a linear re-

lation between the centroid distance from the network center and time after

photobleaching of the form

r = vc t+ r0, (B.1)

where r is the unit cell centroid distance from the network center, vc is the

speed of the unit cell (which will take to be positive here but directed toward

the origin), t is the time since photobleaching, and r0 is the initial centroid

distance from the network center immediately after photobleaching.

Using the extracted contraction speed and distances for all of the unit cells for a

given motor type, we next computed the rate of contraction of the microtubule

network. We note that we expect a linear relation between radius r and

centroid speed vc of the form

vc = α r + v0, (B.2)
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where α is the contraction rate and v0 is the contraction speed at the net-

work center. Although we expect the speed at the network center to be 0,

we relax this assumption for our analysis. To more carefully compute the

rate of contraction of the network and determine the range of credibility of

the computed rate, we use a Bayesian approach. Specifically, we compute

the probability of α and v0 given our data on the contraction speeds for

each unit cell and their distance from the network center, P [α, v0| {(r0, vc)i}],
where i denotes each unit cell. Here, we use the centroid distance immedi-

ately after photobleaching but found that another criterion such as the me-

dian of the centroid distance over the course of the time window analyzed

does not dramatically affect the results due to the relatively small travel(
∆r
r0

< 10% for ∆r the distance traveled over the entire time course
)
the unit

cells undergo.

We note from Bayes’ Theorem that

P [α, v0| {(r0, vc)i}] =
P [{(r0, vc)i} |α, v0]P (α, v0)

P [{(r0, vc)i}]
,

=

∏
i P [(r0, vc)i |α, v0]∏

i P [(r0, vc)i]
P (α, v0) ,

∝
∏
i

P [(r0, vc)i |α, v0]P (α, v0) , (B.3)

where we drop the denominator on the right-hand side as it does not involve

the parameters we want to find, thus making the two sides proportional to

each other. Here, P [(r0, vc)i |α, v0] is the likelihood distribution of getting the

(r0, vc)i that we did given α and v0 while P (α, v0) is the prior distribution of

our two parameters.

We expect that our priors on α and v0 are independent of each other, so we

can break up the probability function into a product of two:

P (α, v0) = P (α)P (v0) . (B.4)

Meanwhile, we can rearrange each likelihood function as a product of two prob-

abilities. The probability of getting (r0, vc)i given our parameters is also the

probability of getting vc,i given our parameters and r0,i times the probability

of getting r0,i, or

P [(r0, vc)i |α, v0] = P (vc,i|α, v0, r0,i)P (r0,i) ,

∝ P (vc,i|α, v0, r0,i) , (B.5)
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where we change to a proportionality again as P (r0,i) is independent of our

parameters. Here, we expect that our contraction speed for a given unit cell

vc,i comes from a Normal distribution where the mean value is α r0,i + v0 and

standard deviation σ. This means that we will also need a prior on σ. This

means that our distribution really takes the form of

P [α, v0, σ| {(r0, vc)i}] ∝ P (α)P (v0)P (σ)
∏
i

P (vc,i|α, v0, σ, r0,i) . (B.6)

As a result, we say that our likelihood takes the form

vc,i ∽ Normal
(
αr0,i + v0, σ

2
)
. (B.7)

We then defined our priors to be that α is drawn from the half-normal distri-

bution where α > 0 as we are working with speeds of contraction, σ is also

drawn from a half-normal distribution and enforced to be positive, and v0 is

drawn from a normal distribution about v = 0. We make the offset a normal

rather than a half-normal distribution as there may be a value of r > 0 for

which the contraction stops, which for a positive slope would mean a negative

speed at r = 0. Put together, we have the following priors:

α ∽ Half-Normal (0, 1) , (B.8)

σ ∽ Half-Normal (0, 1) , (B.9)

v0 ∽ Normal (0, 1) . (B.10)

We sampled the joint distribution of (α, v0, σ) by Hamiltonian Markov chain

Monte Carlo using the Stan probabilistic program [5]. From each (α, v0) that

is sampled we compute the mean value µ = α r+ v0 for 0 ≤ r ≤ R where R is

the distance of the farthest centroid from the network center and report the

median and 95% credible region for at each distance r as presented in Fig. 2

of the main text and Fig. B.6.

B.5 Deformation of a square due solely to contraction

In the main text, we observed that each fluorescent unit cell on average con-

serves its area while its center of mass moves toward the network center with

speed that is linearly dependent on the distance from the center. We compute

the expected area of each unit cell had the network elastically contracted due

solely to the observed global contraction. We define the contraction velocity

field v(x, y) as

v(x, y) ≡ −α (xx̂+ yŷ) , (B.11)



126

where α is the contraction rate as computed in SI Sec. B.4.1 and reported in

the main manuscript. This means that after a time interval ∆t a point (x, y)

subject to this advective flow will be displaced in the x- and y- directions

according to

dX = −αx∆t,

dY = −αy∆t, (B.12)

so the point at the later time (x′, y′) relates to its earlier time point by

x′ = x+ dX = x (1− α∆t)

y′ = y + dY = y (1− α∆t) . (B.13)

Suppose we looked at the four corners of a unit cell, labeled as A, B, C, D as

depicted in Fig. B.3. If we assign their coordinates as

A → (xA, yA) ,

B → (xB, yB) ,

C → (xC, yC) ,

D → (xD, yD) , (B.14)

we see that by picking a square, we can simplify any two diagonal points to be

dependent on coordinate values from the other two diagonal points, so with a

choice of using coordinates from A and D, the coordinates become

A → (xA, yA) ,

B → (xD, yA) ,

C → (xA, yD) ,

D → (xD, yD) . (B.15)

Under the deformation mapping, their new coordinates, labeled as A′, B′, C′,

and D′ get mapped on as

A′ → [xA (1− α∆t) , yA (1− α∆t)] ,

B′ → [xD (1− α∆t) , yA (1− α∆t)] ,

C′ → [xA (1− α∆t) , yD (1− α∆t)] ,

D′ → [xD (1− α∆t) , yD (1− α∆t)] . (B.16)
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Figure B.3: Schematic of unit cell contraction due purely to the advec-
tive velocity field. An advective velocity field scales linearly with distance
from the origin while pointing radially inward and are shown in blue. The
points at the corners of the square (A, B, C, D) are mapped after some time
∆t to (A′, B′, C′, D′).

Eqs. B.16 tells us that under this particular velocity field, any two points

that are horizontally or vertically aligned will maintain the same horizontal

or vertical alignment, respectively, even at later times. Thus, a square will

preserve its shape in time.

We next examine what happens to the area of a unit cell had the only effect

been the global contraction. In this case, we can compare the area of the

square before and after the deformation. To compute the area swept out by

(A,B,C,D), we multiply the line segment between B and D, LBD with the line

segment between C and D, LCD:

σ(A,B,C,D) = LBD × LCD,

=

[√
(xB − xD)

2 + (yB − yD)
2

]
×
[√

(xD − xC)
2 + (yD − yC)

2

]
,

= (yA − yD)× (xD − xA) , (B.17)

where we use Eq. B.15 to write in terms of the coordinates of A and D. In

comparison, the area of the deformed unit cell swept out by (A′, B′, C′, D′)
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takes the form

σ(A′,B′,C′,D′) = LB′D × LC′D′ ,

=

[√
(xB′ − xD′)2 + (yB′ − yD′)2

]
×
[√

(xD′ − xC′)2 + (yD′ − yC′)2
]
,

= (yA′ − yD′)× (xD′ − xA′) ,

= [yA (1− α∆t)− yD (1− α∆t)]× [xD (1− α∆t)− xA (1− α∆t)] ,

= (yA − yD) (1− α∆t)× (xD − xA) (1− α∆t) ,

= (yA − yD)× (xD − xA) (1− α∆t)2 ,

= σ(A,B,C,D) (1− α∆t)2 . (B.18)

Thus we find that the area of the unit cell subject solely to the contraction

would decrease by (1− α∆t)2 after a time period ∆t. This comes in contrast to

the results that we present here where the area of the fluorescent unit squares

remains constant during the contraction process suggesting a mechanism that

disperses microtubules against the global contraction.

B.6 Microtubule length extraction

Stabilized microtubules imaged under total internal reflection fluorescence

(TIRF) microscopy such as the ones shown in Fig. B.4A were analyzed similar

to that discussed in [1] in order to extract their lengths. Briefly, due to the

even illumination that can occur in the image, images were first background

corrected using a local thresholding method known as Niblack thresholding

[6] with window size of 3 pixels and k value of 0.001, which determines how

many standard deviations below the mean pixel value that one sets the cut-

off within the window. Although the array is a series of pixel values to be

weighed against the original image, we found that this array already improved

the image contrast. Due to better flattening of the image but a nonbinary

image, we used Otsu thresholding on the Niblack theshold array to extract

the microtubules from the background. The result is shown in Fig. B.4B.

Using the binary image which contains extracted microtubules, we imposed

a morphological closing algorithm to reconnect any microtubules that were

broken during the Niblack thresholding from being picked up as signal. This

closing was performed using a 3 pixel x 3 pixel square array, suggesting that

disconnected microtubules needed to be within 3
√
2 pixels of each other at

their ends to be connected again. From here, we removed any microtubules
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(A) raw image (B) binary image (C) edge and size excluded (D) processed images

Figure B.4: Processing steps of microtubule images. (A) Raw image.
Scale bar denotes 10 µm. (B) Images processed after computing a Niblack
threshold and using Otsu thresholding on the Niblack threshold array. (C)
Putative MTs skeletonized after removing objects too close to the image border
or too small. (D) Removal of any MTs that cross over each other to get the
final MTs used for analysis.

that were too close to the edge of the image as they may extend outside of

the camera field of view, any objects that were fewer than 10 pixels in area

as we considered them too small to know with enough certainty whether they

were microtubules or small blemishes in the image. Putative microtubules

underwent a morphological thinning so that they were converted to one-pixel

wide lines along which we could compute their lengths. The result of the edge

and size exclusion and skeletonizing are shown in Fig. B.4C.

As a final step before measuring the lengths, we removed any microtubules

that seemed to cross over. This was performed by removing objects where two

line segments along the same microtubule strand formed angles of at least 75◦,

leaving behind a processed image such as Fig. B.4D. From here, we used any

remaining microtubules and measured their lengths and compiled them. Fig.

B.5 shows empirical cumulative distribution functions of these microtubules

from the four MT polymerization assays performed over the course of the work

presented here. n denotes the number of microtubules that were extracted from

the image processing and used in the ECDF for each replicate. Here, we see

that for most of the work performed the MTs had lengths between 1 − 3 µm
with median lengths between 1.5− 2 µm.

B.7 Motor constructs

While several of the motors used here in the analysis are obtained from previ-

ous work, including K401 expressed in bacteria [1], K401 expressed in insects

and Ncd236 expressed in insects [7], we also designed constructs for the study

of Ncd281 [8]. Specifically, the sequences are inserted into pBiex-1 vectors and
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Motor Construct Sequence Layout
micro variant pBiex-1:FLAG-GG-mVenus-(GSG)2-micro-(GSG)4-Ncd281
iLid variant pBiex-1:FLAG-GG-mVenus-(GSG)2-iLid-(GSG)4-Ncd281

Table B.1: Ncd281 construct design. All constructs are designed in the
pBiex-1 vector and produced by Twist Biosciences.

includes a FLAG tag for protein purification, mVenus for motor fluorescence

visualization, either a micro or iLid domain as described in [9] and Ncd281

as described in [8]. Between these different domains are multiple repeats of

a ‘GSG’ amino acid sequence which offers flexible links between the regions.

Table B.1 illustrates these sequences. Constructs were produced by Twist

Biosciences.

B.8 Measuring motor speeds and their effects on contraction rate

and unit cell area

In the work shown in the main manuscript, we showed that by changing the

motor used in the system from Ncd236 to the slower Ncd281 the contraction
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Figure B.5: Empirical cumulative distributions of microtubule length
from microtubules stabilized from polymerization preparations for
experiments used in this manuscript. Microtubules were prepared four
times over the course of the work presented here, thus shown as four different
datasets. Left and right plots show the same data but on different x-scales
(linear for the left plot and logarithmic scale on the right). The two polymer-
ization preparations performed in April 2021 were performed separately by
two of the authors of this manuscript on the same day. n denotes the number
of microtubules whose lengths were used in the ECDFs.
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rate of the microtubule network decreased while the unit cell area remained

uniform in time, suggesting that motor speed largely drives a local reorga-

nization of the microtubules in the bulk of the network despite the global

contraction. We similarly performed our photobleaching approach to the ac-

tive contraction assay on two motors that are faster than Ncd236. Both are

K401 constructs with one expressed in bacteria as in [1] while the other is

expressed in insects from the constructs designed in [7]. These motors have

different speeds, which we measure through gliding assays.

Fig. B.6 shows the effects of the different motor speeds on contraction speed

as a function of distance from the center of the contracting network and nor-

malized area as a function of time. Unlike Ncd281 (column B) where the

contraction rate decreases relative to Ncd236 (column A), the insect-expressed

(column C) and bacterial-expressed (column D) K401, both of which are faster

than Ncd236, the contraction rate increases. Interestingly, despite the bacte-

rial K401 being slower than the insect K401, they have similar contraction

rates, with contraction rates of 0.0065+0.0009
−0.0008 s−1 and 0.0072 ± 0.0012 s−1, re-

spectively. Even so, we find that despite dramatic increases the contraction

rate, the unit cell areas on average remain constant.
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Figure B.6: Contraction rates and unit cell area in time for four dif-
ferent motors. (Top row) Contraction speed against radius for unit cell
centroids with most likely contraction rate fit (red line) and 95% credible re-
gion (shaded region) and (bottom row) unit cell area as a function of time for
(A) Ncd236, (B) Ncd281, (C) K401 expressed in insect cells, and (D) K401
expressed in bacteria.
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B.9 The recovery of a typical FRAP-like disc is time-sensitive in

the advection-diffusion model

As we derive in the Section B.12, the general solution to the PDE

∂c

∂t
= D∇2c+∇ ·

[vm
R

rc
]
, (B.19)

assuming no angular dependence takes the form

c(r, t) = css e
− r2

2λ2 + e−
r2

2λ2

∞∑
i=1

cie
−Dk2i t

1F1

(
− λ2k2

i

2
; 1;

r2

2λ2

)
, (B.20)

where css is the coefficient for the steady-state concentration term, λ ≡
√

DR
vm

,

ki are the eigenvalues specific to the boundary condition, ci are the coeffi-

cients based on initial conditions, and 1F1(a; b; z) is the Kummer confluent

hypergeometric function

1F1(a; b; z) =
∞∑
l=0

(a)l
(b)l

zl

l!
, (B.21)

where the Pochhammer symbol (a)l =
(a+l−1)!
(a−1)!

. The most well-known example

of Eq. B.21 is the case where a = b, which yields 1F1(a; a; z) = ez. The

eigenvalues {ki} are found by satisfying the boundary conditions and are those

terms that satisfy the equation(λ2k2
i

2

)
1F1

(
1− λ2k2

i

2
; 2;

R2

2λ2

)
= 0. (B.22)

Eq. B.80 shows that the steady-state profile of the concentration is a Gaussian

distribution with standard deviation λ.

We now seek to identify the coefficients of the terms, which are specific to the

initial conditions. Here, we will analytically examine three cases for initial

conditions: 1) uniform concentration, 2) a uniform concentration except with

molecules removed in the region r ≤ R0 as found in many FRAP assays, and

3) a FRAP-like removal of molecules in the region r ≤ R0 after the system

initially reaches a steady-state Gaussian concentration profile.

B.9.1 Uniform concentration

We start with the case where the concentration is uniform everywhere:

c(r, 0) = c0. (B.23)
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Figure B.7: Radial advection-diffusion for various initial conditions.
(A) Uniform concentration throughout the system. (B) Uniform concentration
for r > R0 and no molecules for r ≤ R0. (C) A Gaussian distribution for
r > R0 and no molecules for r ≤ R0. Analytical solutions are presented as
solid lines while solutions obtained by finite elements are shown as hollow
points. The initial condition for each situation is shown as a dashed red line.
For all studies, D = 0.1 µm2

s
, R = 10 µm, and vm = 0.1 µm

s
. For (B), we set

R0 =
R
2
while for (C) we set R0 =

R
4
. For (C), the steady-state profile prior to

removing molecules for r ≤ R0 is shown as a dashed red line. All analytical
solutions use the first 12 eigenvalues that satisfy Eq. B.79.

The solution to the PDE with this initial condition takes the form of

c(r, t) =
c0
2
e−

r2

2λ2

{
R2

λ2

1− e−
R2

2λ2

+
∞∑
i=1

R2 e−Dk2i t 1F1

(
− λ2k2i

2
; 2; R2

2λ2

)
∫ R

0
r′ e−

r′2
2λ2

[
1F1

(
− λ2k2i

2
; 1; r′2

2λ2

)]2
dr′

×

1F1

(
− λ2k2

i

2
; 1;

r2

2λ2

)}
. (B.24)

Fig. B.7A shows the concentration profile as a function of radius and for

various time points given this initial condition. Here, we used D = 0.1 µm2

s
,

R = 10 µm, and vm = 0.1 µm
s
. Solid lines indicate different time points for the

specific analytical solution given the uniform initial condition. These analytical

solutions also show strong agreement with simulations performed by FEM

which are denoted by hollow points. Here, we use the first 12 eigenvalues ki

for the analytical solution. Similar to the decomposition of a square wave into

a sum of sinusoidal functions yielding imperfect agreement with the original

function, we see here that the use of a limited number of eigenvalues that

satisfy Eq. B.79 leads to fluctuations about the original function for t = 0

(see Appendix B.14 on Gibbs phenomenon). Nevertheless, we see that these
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fluctuations in the analytical condition quickly smooth out for t > 0. For the

given parameters, the concentration at larger radii decreases quickly due to the

higher advection overcoming diffusion. As shown at t = 20 seconds and t = 40

seconds, the concentration appears roughly uniform at lower concentrations

but the length scale of this uniformity appears to decrease. At t = 990 seconds,

the concentration profile reaches the Gaussian steady-state solution where the

concentration gradient allows diffusion to counter the advective flow.

B.9.2 Uniform concentration for r > R0

We apply a similar initial condition as that used in Sec. B.9.1, but remove

any molecules within a distance R0 from the origin as typically performed in

FRAP experiments. This initial condition is mathematically described by

c(r, 0) =

0 if r ≤ R0,

c0 if r > R0.
(B.25)

The solution for this initial condition is similar to Eq. B.24 but with different

limits of integration (see Appendix B.11 on Sturm-Liouville Theory and S2 for

application of the theory in 2D):

c(r, t) =
c0
2
e−

r2

2λ2

{
R2

λ2 − R2
0

λ2

1− e−
R2

2λ2

+
∞∑
i=1

αie
−Dk2i t

1F1

(
− λ2k2

i

2
; 1;

r2

2λ2

)}
, (B.26)

where

αi =
R2

1F1

(
− λ2k2i

2
; 2; R2

2λ2

)
−R2

0 1F1

(
− λ2k2i

2
; 2;

R2
0

2λ2

)
∫ R

0
r′ e−

r′2
2λ2

[
1F1

(
− λ2k2i

2
; 1; r′2

2λ2

)]2
dr′

. (B.27)

As R0 → 0 in Eq. B.26 we recover Eq. B.24. Fig. B.7B shows traces of

the concentration profile at the same times as in Fig. B.7A. Here, R0 = R
2
.

Once again, we see that the analytical solution for t = 0 fluctuates about

the defined initial condition but quickly smooth out and agree well with FEM

results (hollow points) for t > 0. By removing molecules at r ≤ R0, a wave

of molecules move toward the origin from a combination of advection toward

the origin and diffusion moving molecules against the concentration gradient

while the concentration at r → R recedes. Once again, we recover a Gaussian

profile, but at a lower maximum than that observed in Fig. B.7A due to the

lower initial number of molecules.
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B.9.3 Gaussian profile for r > R0

Finally, consider a situation where molecules in this advective-diffusive system

are allowed to reach steady-state before photobleaching all molecules within a

certain radius of the center r ≤ R0. The initial conditions would appear as

c(r, 0) =

0 if r ≤ R0,

c0 e
− r2

2λ2 if r > R0.
(B.28)

We show analytically that the concentration profile is

c(r, t) = c0e
− r2

2λ2

{
e−

R2
0

2λ2 − e−
R2

2λ2

1− e−
R2

2λ2

− 1

2

∞∑
i=1

βie
−Dk2i t

1F1

(
− λ2k2

i

2
; 1;

r2

2λ2

)}
, (B.29)

where

βi =
R2

0 1F1

(
1 +

λ2k2i
2

; 2;− R2
0

2λ2

)
∫ R

0
r′ e−

r′2
2λ2

[
1F1

(
− λ2k2i

2
; 1; r′2

2λ2

)]2
dr′

. (B.30)

Once again the analytical solution agrees with simulations of the same initial

condition shown in Fig. B.7C for R0 =
R
4
. We note here that as R0 → 0 we re-

cover the steady-state solution again as the time-dependent terms vanish and

the ratio of exponentials in the time-independent term goes to unity. Fig. B.7C

shows again the imperfection of the analytical solution for t = 0 and the ini-

tial condition but a strong agreement with FEM results. In this situation, the

concentration toward the outer edge of the system remains largely unchanged

as diffusion and advection are balanced toward the boundary. However, at

smaller radii of the system, there is a shift in concentration as molecules enter

the r ≤ R0 region and for the chosen parameter values, the overall concentra-

tion profile returns to a Gaussian distribution within 3 minutes.

Across all three initial conditions, the trend toward a Gaussian distribution

as the steady-state profile shows that in experimental systems exhibiting such

an advective-diffusive behavior the use of FRAP becomes sensitive to the time

when photobleaching is applied. If the concentration profile in the system

has already begun to move away from a uniform distribution, such as the

initial contraction of a highly connected filament network, then the molecule
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redistribution until steady state is achieved will show different recovery profiles

from that of an experiment where photobleaching is applied at a time when

the system is already close to reaching the steady-state profile. Such results

provide the two extremes of “fluorescence recovery” in potential in vitro assays

that evolve from a uniform concentration to a Gaussian-shaped distribution

subject to this advection-diffusion system.

B.10 1D telescoping model

In this work, we present a theory for the redistribution of particles influenced

by diffusion and advection with a linear velocity profile directed toward the

origin. This theoretical analysis is meant to explore the filament concentration

when subject to a linear contraction velocity profile. We start by illustrating

this in a 1D system of length L. The velocity as a function of position is

described by

v(x) = −vm
x

L
, 0 ≤ x ≤ L, (B.31)

where vm is the maximum particle velocity in this system, located at x = L. We

also note that the velocity is negative to indicate that the particles are moving

toward x = 0. The general one-dimensional advection-diffusion equation says

that the concentration changes in space and time c(x, t) in the form

∂c

∂t
= D

∂2c

∂x2
− ∂

∂x

[
v(x) c

]
, (B.32)

for D the diffusion constant. With a linear velocity profile, Eq. B.32 takes the

form

∂c

∂t
= D

∂2c

∂x2
+

∂

∂x

(
vm

x

L
c
)
,

= D
∂2c

∂x2
+

vm x

L

∂c

∂x
+

vm
L
c. (B.33)

To solve Eq. B.33, we apply a separation of variables where our ansatz for the

concentration of particles is

c(x, t) = Φ(x)T (t). (B.34)
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We apply Eq. B.34 to Eq. B.33 and divide by DΦ(x)T (t) to get

1

DT

dT

dt
=

1

Φ

d2Φ

dx2
+

vmx

DL

1

Φ

dΦ

dx
+

vm
DL

. (B.35)

Due to the left-hand and right-hand sides of the equation depending only on

t and x, respectively, we can say that both sides of Eq. B.35 are the same

constant −k2. We then solve the left-hand side of Eq. B.35:

1

DT

dT

dt
= −k2,

T (t) = e−Dk2t. (B.36)

We are left to solve the right-hand side of Eq. B.35. Here, we get

−k2 =
1

Φ

d2Φ

dx2
+

vmx

DL

1

Φ

dΦ

dx
+

vm
DL

,

0 =
d2Φ

dx2
+

vm x

DL

dΦ

dx
+ Φ

[ vm
DL

+ k2
]
. (B.37)

We define a parameter α2 = vm
DL

. When implemented into Eq. B.37, we get

0 =
d2Φ

dx2
+ α2x

dΦ

dx
+ Φ

[
α2 + k2

]
,

0 =
1

α2

d2Φ

dx2
+ x

dΦ

dx
+ Φ

[
1 +

(k
α

)2]
,

=
d2Φ

dx̃2
+ x̃

dΦ

dx̃
+ Φ

(
1 + k̃2

)
, (B.38)

where we redefined x̃ = αx and k̃ = k
α
.

In order to solve for Φ, we applied the ODE into Wolfram Alpha. The general

solution takes the form

Φ(x̃) = css e
− x̃2

2 + c1 e
− x̃2

2 Hk̃2

( x̃√
2

)
+ c2 e

− x̃2

2 1F1

(
− k̃2

2
;
1

2
;
x̃2

2

)
, (B.39)

where Hn(x) is the nth Hermite polynomial and 1F1(a; b; z) is the Kummer

confluent hypergeometric function. When we apply no-flux boundary condi-

tions to the problem, we are looking to satisfy the conditions Jx|x=0 = 0 and
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Jx|x=L = 0. We note that Jx = D dΦ
dx

− v(x)Φ(x) rather than simply dΦ
dx

= 0 at

the boundaries where the advection of material coming in must be countered

by diffusion going outward to ensure that the number of particles is constant

in the system.

Fortunately, both boundary conditions are satisfied for the steady-state solu-

tion. However, when we apply these conditions to the Hermite polynomials,

the condition at x = 0 requires that k̃2 be an even integer, but the boundary

condition at x = L requires that

H ′
2n

(αL√
2

)
= 0. (B.40)

To be able to satisfy this boundary condition, we would have to ensure that

the derivative of each even function of the Hermite polynomial is 0 at αL√
2
.

However, as L, vm, and D are defined properties of the system, we are left to

argue that the coefficients of the Hermite polynomials are 0. Finally, we check

that the Kummer confluent hypergeometric function can satisfy our boundary

conditions. We start with x = 0:

dΦ

dx

∣∣∣
x=0

= 0,

c2
dx̃

dx

d

dx̃

[
e−

x̃2

2 1F1

(
− k̃2

2
;
1

2
;
x̃2

2

)]
= 0,

c2 α e−
x̃2

2

[
− x̃ 1F1

(
− k̃2

2
;
1

2
;
x̃2

2

)
+

∞∑
l=1

x̃

(
− k̃2

2

)
l(

1
2

)
l

(
x̃2

2

)l−1

(l − 1)!

]
= 0,

0 = 0. (B.41)

Eq. B.41 shows that all terms of the function for Φ will satisfy the boundary

conditions without a need to specify k̃. Applying the boundary condition at

x = L gives:

1F1

(
1− k̃2

2
;
3

2
;
(αL)2

2

)
= 0. (B.42)

In order to get to this solution, we used the case that (a)l = (a)(a + 1)(a +

2)...(a+ l− 1) = a (a+ 1)l−1 so that we return to a Hypergeometric function.

In essence, we then need to solve for k̃ through Eq. B.42 in order to obtain

each value of k in our original problem.

Fig. B.8 plots the left-hand side of Eq. B.42 as a function of k̃ when αL = 1.

That is, for simplicity, we set all of the parameters of the system to unity. In
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Figure B.8: Zeros of k̃ for 1F1

(
1− k̃2

2
; 3
2
; (αL)

2

2

)
= 0 where αL = 1. Red dots

are overlayed with the points where the Kummer confluent hypergeometric
function crosses the x-axis.

this case, we can see a roughly periodic nature to the hypergeometric function.

The first five solutions for k̃ are k̃ = 3.231, 6.329, 9.456, 12.589, and 15.727,

which we will refer to later.

So far, the solution to Eq. B.33 with no-flux boundary conditions is

c(x, t) = css exp
(
− vmx

2

2DL

)
+

∞∑
j=1

cj exp
(
−Dk2

j t−
vmx

2

2DL

)
1F1

(
−

DLk2
j

2vm
;
1

2
;
vmx

2

2DL

)
, (B.43)

where kj is determined from finding the values of k̃j ≡ kj
α

for which 1F1

(
1 −

k̃2

2
; 3
2
; (αL)

2

2

)
= 0. In the case where we set L = 1, D = 1, and vm = 1, we are

solving

c(x, t) = css exp
(
− x2

2

)
+

∞∑
j=1

cj exp
(
− k2

j t−
x2

2

)
1F1

(
−

k2
j

2
;
1

2
;
x2

2

)
,

(B.44)

1F1

(
1−

k2
j

2
;
3

2
;
1

2

)
= 0.

Here, we have determined the first few values of kj that satisfy the no-flux

boundary condition. We now find the coefficients {cj} from solving the initial
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condition. There are many possible initial conditions we could consider, but

suppose we let a one-dimensional aster assay carry out to form a steady-state

aster. At t < 0, the concentration of fluorescent molecules in the system is

the steady-state concentration profile css e
−x2

2 , but then we photobleach the

molecules at positions x < x0 < 1. In this case, our initial conditions appear

as

c(x, 0) =

0 if x ≤ x0,

c0 e
−x2

2 if x > x0.
(B.45)

In order to solve the initial conditions, we must multiply both sides of Eq.

B.43 by an eigenfunction with some value of kh that satisfies the boundary

conditions, e−
x2

2 1F1

(
− k2h

2
; 1
2
; x

2

2

)
. We also use the weighting function w(x) =

e
x2

2 as derived in Appendix B.11:

∫ 1

0

c(x, 0)w(x) e−
x2

2 1F1

(
− k2

h

2
;
1

2
;
x2

2

)
dx = css

∫ 1

0

e−
x2

2 1F1

(
− k2

h

2
;
1

2
;
x2

2

)
dx

+

[
∞∑
j=1

cj

∫ 1

0

e−
x2

2 1F1

(
−

k2
j

2
;
1

2
;
x2

2

)

× 1F1

(
− k2

h

2
;
1

2
;
x2

2

)
dx
]
,

c0

∫ 1

x0

e−
x2

2 1F1

(
− k2

h

2
;
1

2
;
x2

2

)
dx = css

∫ 1

0

e−
x2

2 1F1

(
− k2

h

2
;
1

2
;
x2

2

)
dx

+

[
∞∑
j=1

cj

∫ 1

0

e−
x2

2 1F1

(
−

k2
j

2
;
1

2
;
x2

2

)
× 1F1

(
− k2

h

2
;
1

2
;
x2

2

)
dx

]
.

(B.46)

We first tackle the left-hand side of Eq. B.46. By invoking a relation for

Kummer confluent hypergeometric functions of the first kind:

1F1

(
a; b;x

)
= ex 1F1

(
b− a; b;−x

)
, (B.47)



141

the integral can be altered to take the form

c0

∫ 1

x0

e−
x2

2 1F1

(
− k2

h

2
;
1

2
;
x2

2

)
dx = c0

∫ 1

x0

1F1

(1 + k2
h

2
;
1

2
;−x2

2

)
dx,

= c0
x

2

∞∑
i=0

(
1
2
+

k2h
2

)
i(

1
2

)
i

(
i+ 1

2

)
(
− x2

2

)i
i!

∣∣∣∣∣
1

x0

, (B.48)

and by using (a)i(a+ i) = a(a+ 1)...(a+ i− 1)(a+ i) = a(a+ 1)i, and using

Eq. B.47 we get

c0

∫ 1

x0

e−
x2

2 1F1

(
− k2

h

2
;
1

2
;
x2

2

)
dx = c0

x

21
2

∞∑
i=0

(
1
2
+

k2h
2

)
i(

3
2

)
i

(
− x2

2

)i
i!

∣∣∣∣∣
1

x0

,

= c0 x 1F1

(1
2
+

k2
h

2
;
3

2
;−x2

2

)∣∣∣∣∣
1

x0

,

= c0 x e
−x2

2 1F1

(
1− k2

h

2
;
3

2
;
x2

2

)∣∣∣∣∣
1

x0

,

= c0

[
e−

1
2 1F1

(
1− k2

h

2
;
3

2
;
1

2

)
− x0 e

−x20
2 1F1

(
1− k2

h

2
;
3

2
;
x2
0

2

)]
,

= −c0 x0e
−x20

2 1F1

(
1− k2

h

2
;
3

2
;
x2
0

2

)
. (B.49)

Where the first term in the penultimate line is 0 due to Eq. B.42.

Integrating the term with the steady-state solution simply leads to an integral

of the hypergeometric function:∫ 1

0

e−
x2

2 1F1

(
− k2

h

2
;
1

2
;
x2

2

)
dx = e−

1
2 1F1

(
1− k2

h

2
;
3

2
;
1

2

)
,

= 0. (B.50)

So the first integral on the right-hand side vanishes. This makes sense as the

steady-state function, being an eigenfunction of the PDE is orthogonal to the

eigenfunction chosen.

Finally, we solve for the second integral on the right-hand side. We showed

in Eq. B.66 of Sec. B.11 that for j ̸= h, the integral is 0. This leaves only



142

one integral to tackle, where j = h. For this problem, this integral must be

performed numerically. The coefficients are then solved as

ch = −c0
x0e

−x20
2 1F1

(
1− k2h

2
; 3
2
;
x2
0

2

)
∫ 1

0
e−

x2

2

[
1F1

(
− k2h

2
; 1
2
; x

2

2

)]2
dx

. (B.51)

Finally, we determine the coefficient for the steady-state solution. To achieve

this, we multiply both sides by the weighting function w(x) and the steady-

state eigenfunction as prescribed in Eq. B.62 of Sec. B.11. In this case, the

product of the two functions cancel, so we integrate each side over the system

size:

c0

∫ 1

x0

e−
x2

2 dx = css

∫ 1

0

e−
x2

2 dx+
∞∑
j=1

cj

∫ 1

0

e−
x2

2 1F1

(
−

k2
j

2
;
1

2
;
x2

2

)
dx,

c0

√
π

2
erf
( x√

2

)∣∣∣1
x0

= css

√
π

2
erf
( x√

2

)∣∣∣1
0
,

css = c0

[
1−

erf
(

x0√
2

)
erf
(

1√
2

)], (B.52)

where erf(x) is the Gauss error function and the integrals with the hypergeo-

metric functions vanish as demonstrated from Eq. B.50. When we assemble

all of the terms for this particular initial condition and reintroduce the param-

eters, the solution takes the form

c(x, t) = c0 e
− vmx2

2DL

{
1−

erf
(
x0

√
vm
2DL

)
erf
(√

vmL
2D

)
−

∞∑
j=1

x0e
− vmx20

2DL 1F1

(
1− DLk2j

2vm
; 3
2
;
vmx2

0

2DL

)
∫ L

0
e−

vmx2

2DL

[
1F1

(
− DLk2j

2vm
; 1
2
; x

2

2

)]2
dx

e−Dk2j t
1F1

(
−

DLk2
j

2vm
;
1

2
;
vmx

2

2DL

)}
.

(B.53)

Fig. B.9A illustrates the initial Gaussian profile (red dashed line) prior to

photobleaching from x < x0 (solid black line). Fig. B.9B shows the FRAP

recovery process at various time units as solved in Eq. B.53. We observe that

the increase in concentration toward x = 0 and the decrease in concentration

toward x = L = 1 appear to generally match one another over the course of

the recover. We also see that by t = 0.500, we have returned to a Gaussian

profile as the steady-state profile, but with a reduced peak concentration.
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Figure B.9: FRAP for 1D advection diffusion with linear velocity
profile. (A) Initial steady-state profile of the concentration (red dashed line)
before photobleaching the system for x < x0 (solid black line). The blue line is
obtained from Eq. B.53 for the first nonzero values of kj for the given problem.
(B) Time evolution of the concentration after photobleaching. Decreasing
shades of blue designate later time points of the concentration profile.

B.11 Sturm-Liouville Theory

The Sturm-Liouville theory says that all second-order linear ordinary differ-

ential equations can be written in the form

d

dx

[
p(x)

dy

dx

]
+ q(x) y(x) = −λw(x) y(x). (B.54)

Importantly, w(x) is the weighting function, which provides the means for

satisfying the orthogonality relations for finding coefficients of each term in

the series solution to the partial differential equation. Specifically, if we were

to write the ODE in the form

P (x) y′′(x) +Q(x) y′(x) +R(x) y(x) = f(x), (B.55)

for functions P (x), Q(x), R(x), and f(x), then there is a multiplicative func-

tion that can be determined by

m(x) = exp
(∫ Q(x)− P ′(x)

P (x)
dx
)
. (B.56)
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This multiplicative function is then multiplied to Eq. B.55 and recast into the

form shown in Eq.B.54. Thus, with P (x̃) = 1 and Q(x̃) = x̃,

m(x̃) = exp
(∫

x̃ dx̃
)
,

= exp
( x̃2

2

)
, (B.57)

and the ODE takes the form

0 =
d

dx̃

[
e

x̃2

2
dΦ

dx̃

]
+ Φ

(
1 + k̃2

)
e

x̃2

2 , (B.58)

or in the form of Eq. B.54:

d

dx̃

[
e

x̃2

2
dΦ

dx̃

]
+ e

x̃2

2 Φ = −k̃2e
x̃2

2 Φ, (B.59)

so that p(x) = q(x) = w(x) = e
x̃2

2 and λ = k̃2. We note the weighting function

here is the same as the multiplicative function for the 1D advection-diffusion

equation reported here.

Next, we show the orthogonality conditions of the eigenfunctions. Suppose

that solving Eq. B.54 creates a series of eigenfunctions {yj(x)}. Suppose that
a given eigenfunction yi(x) has the eigenvalue λi so that

d

dx

[
p(x)

dyi
dx

]
+ q(x) yi(x) = −λi w(x) yi(x). (B.60)

Suppose that each eigenfunction of the system, bounded by a ≤ x ≤ b, obeys

the boundary conditions

α1yi(a) + α2y
′
i(a) = 0,

β1yi(b) + β2y
′
i(b) = 0. (B.61)

To test the orthogonality conditions, we multiply both sides by yj(x), a par-

ticular eigenfunction of the differential equation, and integrate over the entire

system:
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∫ b

a

d

dx

[
p(x)

dyi
dx

]
yj(x) + q(x) yi(x) yj(x)dx = −λi

∫ b

a

w(x) yi(x) yj(x)dx,

p(x)
dyi
dx

yj(x)
∣∣∣b
a
−
∫ b

a

p(x)
dyi
dx

dyj
dx

dx+

∫ b

a

q(x) yi(x) yj(x)dx = −λi

∫ b

a

w(x) yi(x) yj(x)dx.

(B.62)

Had Eq. B.60 involved yj(x) and we multiplied both sides of the equation by

yi(x), then Eq. B.62 would have the subscripts reversed:

p(x)
dyj
dx

yi(x)
∣∣∣b
a
−
∫ b

a

p(x)
dyi
dx

dyj
dx

dx+

∫ b

a

q(x) yi(x) yj(x)dx = −λj

∫ b

a

w(x) yi(x) yj(x)dx.

(B.63)

Suppose we subtracted Eq. B.63 from Eq. B.62 and applied our boundary

conditions:

−(λi − λj)

∫ b

a

w(x) yi(x) yj(x)dx = p(x)
dyi
dx

yj(x)
∣∣∣b
a
− p(x)

dyi
dx

yj(x)
∣∣∣b
a
,

−(λi − λj)

∫ b

a

w(x) yi(x) yj(x)dx = p(b)
[dyi
dx

∣∣∣
b
yj(b)−

dyj
dx

∣∣∣
b
yi(b)

]
− p(a)

[dyi
dx

∣∣∣
a
yj(a)−

dyj
dx

∣∣∣
a
yi(a)

]
,

−(λi − λj)

∫ b

a

w(x) yi(x) yj(x)dx = p(b)
[β1

β2

yi(b) yj(b)−
β1

β2

yi(b) yj(b)
]

− p(a)
[α1

α2

yi(a) yj(a)−
α1

α2

yi(a) yj(a)
]
,

−(λi − λj)

∫ b

a

w(x) yi(x) yj(x)dx = 0. (B.64)

If i = j, then the left-hand side is already zero.

−λi

∫ b

a

w(x)
[
yi(x)

]2
dx = p(x)

dyi
dx

yi(x)
∣∣∣b
a
−
∫ b

a

p(x)
[dyi
dx

]2
dx+

∫ b

a

q(x)
[
yi(x)

]2
dx.

(B.65)

We will return to the case where i = j to find the coefficients of eigenfunction.

If i ̸= j, then the eigenvalues are different here and the integral is zero:



146

∫ b

a

w(x) yi(x) yj(x)dx = 0, for i ̸= j. (B.66)

Though not true for the 1D case, Eq. B.65 may serve as a convenient equation

for analytically solving the coefficients for each eigenfunction.

B.12 2D telescoping model

In the 2D telescoping case, we assume that we are carrying out an aster as-

say experiment where we dimerize motors (and thus couple microtubules) in

a circular region of radius R. We assume that the distributions of motors and

microtubules are strictly radially dependent and thus have no angular depen-

dence. Finally, we model the velocity profile of the microtubule movement by

assuming radially inward advection of particles where those that lie further

away from the origin move faster than those toward the center:

v = −vm
r

R
r̂. (B.67)

The advection-diffusion equation then takes the form

∂c

∂t
= D∇2c−∇ · (vc),

=
D

r

∂

∂r

(
r
∂c

∂r

)
+

vm
R

1

r

∂

∂r
(r2c),

= D
∂2c

∂r2
+

D

r

∂c

∂r
+

vmr

R

∂c

∂r
+

2vmc

R
,

= D
∂2c

∂r2
+
(D
r
+

vmr

R

)∂c
∂r

+
2vmc

R
,

1

D

∂c

∂t
=

∂2c

∂r2
+
(1
r
+

vmr

DR

)∂c
∂r

+
2vmc

DR
. (B.68)

We first follow the procedure of separation of variables c(r, t) = Φ(r)T (t)

and determine that the time-dependent component takes on the familiar form

of e−Dk2t. This ansatz is then applied to Eq. B.68 and rewrite the spatial

component of the concentration as

−k2Φ =
d2Φ

dr2
+
(1
r
+

vmr

DR

)dΦ
dr

+
2vmΦ

DR
,

0 = r
d2Φ

dr2
+
(
1 +

vmr
2

DR

)dΦ
dr

+
(2vm
DR

+ k2
)
rΦ. (B.69)

We will define a new length scale λ2 ≡ DR
vm

as well as a change of variables

ρ ≡ r
λ
and k̃ ≡ λk. In this case, Eq. B.69 takes the altered form

0 = ρ
d2Φ

dρ2
+ (1 + ρ2)

dΦ

dρ
+
(
2 + k̃2

)
ρΦ. (B.70)
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We obtain the multiplicative function by following the prescription from Eq.

B.56 in Sec. B.11:

m(ρ) = e
ρ2

2 . (B.71)

When we multiply Eq. B.70 by the multiplicative function, we get

0 = ρ e
ρ2

2
d2Φ

dρ2
+ (1 + ρ2)e

ρ2

2
dΦ

dρ
+
(
2 + k̃2

)
ρ e

ρ2

2 Φ,

d

dρ

[
ρ e

ρ2

2
dΦ

dρ

]
+ 2ρ e

ρ2

2 Φ = −k̃2ρ e
ρ2

2 Φ. (B.72)

Eq. B.72 shows that unlike the 1D advection-diffusion telescoping model, the

weighting function differs from the multiplicative function due to the inclusion

of the prefactor ρ. In this case, the weighting function w(ρ) as well as p(ρ)

and q(ρ) are given as

w(ρ) = p(ρ) = q(ρ) = ρ e
ρ2

2 . (B.73)

Furthermore, we observe that, as in the 1D case, the eigenvalues take the form

k̃2. Solutions of Φ from Eq. B.72 are obtained from Wolfram Alpha and take

the form

Φss(ρ) = css e
− ρ2

2 ,

Φdyn(ρ) = c1 e
− ρ2

2 1F1

(
− k̃2

2
; 1;

ρ2

2

)
+ c2G

2,0
1,2

(
ρ2

2

∣∣∣∣∣− k̃2

2

0, 0

)
, (B.74)

where Gm,n
p,q

(
z
∣∣∣a1,...,apb1,...,bq

)
is the Meijer G-function (we split up the eigenfunctions

as dynamic and steady-state terms for now). We note here that the arguments

of the Meijer G-function are such that the function diverges at the origin. As

our system is defined as 0 ≤ r ≤ R, we can say that c2 = 0. Thus, our

eigenfunctions are

Φss(ρ) = css e
− ρ2

2 ,

Φdyn(ρ) = c1 e
− ρ2

2 1F1

(
− k̃2

2
; 1;

ρ2

2

)
, (B.75)

where we note that in the case of k̃ = 0, we go from the dynamic eigenfunction

to the static eigenfunction.
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B.12.1 No-flux boundary condition

In the work presented here, there is no inflow or outflow of material at the

boundary. Thus, we impose the boundary condition J
∣∣∣
r=R

= 0. This means

that

Jr

∣∣∣
r=R

= D
dΦ

dr
− v(R)Φ(R) = D

dΦ

dr

∣∣∣
r=R

+ vmΦ(R) = 0. (B.76)

We know that Eq. B.76 is satisfied for the steady-state eigenfunction in the

same way that the 1D steady-state solution satisfied the boundary condition.

We then need to ensure that the boundary condition is satisfied for the dynamic

eigenfunction. We start by taking the derivative of the eigenfunction:

dΦ

dr
= −c1 ρ

λ
e−

ρ2

2

[ k̃2

2
1F1

(
1− k̃2

2
; 2;

ρ2

2

)
+ 1F1

(
− k̃2

2
; 1;

ρ2

2

)]
,

dΦ

dr

∣∣∣
r=R

= −c1 vm
D

e−
vmR
2D

[(DRk2

2vm

)
1F1

(
1− DRk2

2vm
; 2;

vmR

2D

)
+ 1F1

(
− DRk2

2vm
; 1;

vmR

2D

)]
.

(B.77)

so when applied to the boundary condition, we get

D
dΦ

dr

∣∣∣
r=R

+ vmΦ(R) = −c1 vm e−
vmR
2D

(DRk2

2vm

)
1F1

(
1− DRk2

2vm
; 2;

vmR

2D

)
− c1 vm e−

vmR
2D 1F1

(
− DRk2

2vm
; 1;

vmR

2D

)
+ c1 vm e−

vmR
2D 1F1

(
− DRk2

2vm
; 1;

vmR

2D

)
. (B.78)

We are then left with the simplified equation:(DRk2

2vm

)
1F1

(
1− DRk2

2vm
; 2;

vmR

2D

)
= 0. (B.79)

Here, k = 0 is satisfied, which yields the steady-state solution. Fig. B.10

shows the zeros when we set R
λ
= 3.16. The first few non-zero eigenvalues are

then k̃ = 0.474, 0.759, 1.058, 1.354, and 1.672. Here, we observe a similar

oscillator pattern to the zeros of the system. Once again, we see that there

are multiple values of k that satisfy the boundary conditions. This means that

the solution to the advection-diffusion problem once both boundary and initial

conditions are satisfied, is a superposition of the different eigenfunctions:

c(r, t) = css e
− vmr2

2DR + e−
vmr2

2DR

∞∑
i=1

cie
−Dk2i t

1F1

(
− DRk2

i

2vm
; 1;

vmr
2

2DR

)
. (B.80)
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We emphasize here the parallel between Eq. B.43 in the 1D case and Eq.

B.80 in the 2D case. The primary difference between the two equations is

the second argument in the Kummer confluent hypergeometric function. For

simplicity, we will reintroduce the length scale λ ≡
√

DR
vm

so that the equation

is simplified as

c(r, t) = css e
− r2

2λ2 + e−
r2

2λ2

∞∑
i=1

cie
−Dk2i t

1F1

(
− λ2k2

i

2
; 1;

r2

2λ2

)
. (B.81)

B.12.2 Initial condition: uniform concentration

In the manuscript, we show three analytical solutions to the PDE with zero flux

at the boundaries and each satisfying different initial conditions. We derive

the three specific solutions in the following subsections. Here, we will tackle

the uniform concentration initial conditions by examining the case where the

concentration is 0 for r ≤ R0 and at uniform concentration c0 for r > R0.

Once we have solved this general case, we will show the case where R0 = 0.
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;

;
)

Figure B.10: Zeros of k for λ2k2

2 1F1

(
1 − λ2k2

2
; 2; R2

2λ2

)
= 0 where R

λ
=

3.16. Red dots are overlayed with the points where the Kummer confluent
hypergeometric function crosses the x-axis.
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The piecewise defined function then appears as

c(r, 0) =

0 if r ≤ R0,

c0 if r > R0.
(B.82)

At t = 0, our equation looks like

c(r, 0) = css e
− r2

2λ2 + e−
r2

2λ2

∞∑
i=1

ci 1F1

(
− λ2k2

i

2
; 1;

r2

2λ2

)
, (B.83)

We multiply both sides by the weighting function w(r) = re
r2

2λ2 and an eigen-

function of the differential equation Φh(r) = e−
r2

2λ2 1F1

(
− λ2k2h

2
; 1; r2

2λ2

)
for

identifying the coefficients of the non-steady state terms or Φss(r) = e−
r2

2λ2 for

determining the steady-state term. For the steady-state term, we have

c0

∫ R

R0

r dr = css

∫ R

0

r e−
r2

2λ2 dr +
∞∑
i=1

ci

∫ R

0

r e−
r2

2λ2 1F1

(
− λ2k2

i

2
; 1;

r2

2λ2

)
dr,

c0
r2

2

∣∣∣R
R0

= −cssλ
2e−

r2

2λ2

∣∣∣R
0
+

∞∑
i=1

ci

∫ R

0

r 1F1

(
1 +

λ2k2
i

2
; 1;− r2

2λ2

)
dr,

c0

( R2

2λ2
− R2

0

2λ2

)
= css

(
1− e−

R2

2λ2

)
+

∞∑
i=1

ci
λ2

∫ R

0

∞∑
j=0

dr r

(
1 +

λ2k2i
2

)
j

(1)j

(
− r2

2λ2

)j
j!

,

c0

( R2

2λ2
− R2

0

2λ2

)
= css

(
1− e−

R2

2λ2

)
−

∞∑
i=1

ci

∞∑
j=0

(
1 +

λ2k2i
2

)
j

(1)j

(
− r2

2λ2

)j+1

(j + 1)!

∣∣∣R
0
.

(B.84)

We use the fact that (1)j = j! and (j + 1)! = (2)j so

c0

( R2

2λ2
− R2

0

2λ2

)
= css

(
1− e−

R2

2λ2

)
+

∞∑
i=1

ci
r2

2λ2

∞∑
j=0

(
1 +

λ2k2i
2

)
j

(2)j

(
− r2

2λ2

)j
j!

∣∣∣R
0
,

c0

( R2

2λ2
− R2

0

2λ2

)
= css

(
1− e−

R2

2λ2

)
+

∞∑
i=1

ci
r2

2λ2 1
F1

(
1 +

λ2k2
i

2
; 2;− r2

2λ2

)∣∣∣R
0
,

c0

( R2

2λ2
− R2

0

2λ2

)
= css

(
1− e−

R2

2λ2

)
+

∞∑
i=1

ci
r2

2λ2
e−

r2

2λ2 1F1

(
1− λ2k2

i

2
; 2;

r2

2λ2

)∣∣∣R
0
,

css =
c0
2

R2

λ2 − R2
0

λ2

1− e−
R2

2λ2

, (B.85)
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where we use Eq. B.79 to remove the upper bound of the integral involving the

hypergeometric function. We now find the coefficients for the non-steady state

terms. We do so by multiplying both sides by Φh(r) = e−
r2

2λ2 1F1

(
−λ2k2h

2
; 1; r2

2λ2

)
instead,

c0

∫ R

R0

r 1F1

(
− λ2k2

h

2
; 1;

r2

2λ2

)
dr = css

∫ R

0

re−
r2

2λ2 1F1

(
− λ2k2

h

2
; 1;

r2

2λ2

)
dr

+

[
∞∑
i=1

ci

∫ R

0

r e−
r2

2λ2 1F1

(
− λ2k2

i

2
; 1;

r2

2λ2

)
× 1F1

(
− λ2k2

h

2
; 1;

r2

2λ2

)
dr

]
. (B.86)

Fortunately, we have already done the first integral on the right-hand side of

the equation, so we only have to take care of the integral on the left-hand side.

We further argue that by the Sturm-Liouville theory all of the integrals in the

summation vanish except in the case where i = h. The equation then boils

down to

c0

∫ R

R0

r 1F1

(
− λ2k2

h

2
; 1;

r2

2λ2

)
dr = ch

∫ R

0

r e−
r2

2λ2

[
1F1

(
− λ2k2

h

2
; 1;

r2

2λ2

)]2
dr,

c0

∫ R

R0

∞∑
j=0

r

(
− λ2k2h

2

)
j

(1)j

(
r2

2λ2

)j
j!

dr = ch

∫ R

0

r e−
r2

2λ2

[
1F1

(
− λ2k2

h

2
; 1;

r2

2λ2

)]2
dr,

c0

∞∑
j=0

λ2

(
− λ2k2h

2

)
j

(1)j

(
r2

2λ2

)j+1

(j + 1)!

∣∣∣R
R0

= ch

∫ R

0
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2λ2

[
1F1

(
− λ2k2

h

2
; 1;

r2

2λ2

)]2
dr,

c0
r2

2
1F1

(
− λ2k2

h

2
; 2;

r2

2λ2

)∣∣∣R
R0

= ch

∫ R

0

r e−
r2

2λ2

[
1F1

(
− λ2k2

h

2
; 1;

r2

2λ2

)]2
dr,

ch =
c0
2

R2
1F1

(
− λ2k2h

2
; 2; R2

2λ2

)
−R2

01F1

(
− λ2k2h

2
; 2;

R2
0

2λ2

)
∫ R

0
r e−

r2

2λ2

[
1F1

(
− λ2k2h

2
; 1; r2

2λ2

)]2
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,

(B.87)
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where we numerically integrate the denominator. When assembled together,

the solution comes out to

c(r, t) =
c0
2
e−

r2

2λ2

{
R2

λ2 − R2
0

λ2

1− e−
R2

2λ2

+
∞∑
i=1

R2
1F1

(
− λ2k2i

2
; 2; R2

2λ2

)
−R2

01F1

(
− λ2k2i

2
; 2;

R2
0

2λ2

)
∫ R

0
r′ e−

r′2
2λ2

[
1F1

(
− λ2k2i

2
; 1; r′2

2λ2

)]2
dr′

× e−Dk2i t
1F1

(
− λ2k2

i

2
; 1;

r2

2λ2

)}
. (B.88)

In the case where R0 = 0, the solution for uniform concentration throughout

the system is instead

c(r, t) =
c0
2
e−

r2

2λ2

{
R2

λ2

1− e−
R2

2λ2

+
∞∑
i=1

R2
1F1

(
− λ2k2i

2
; 2; R2

2λ2

)
∫ R

0
r′ e−

r′2
2λ2

[
1F1

(
− λ2k2i

2
; 1; r′2

2λ2

)]2
dr′

× e−Dk2i t
1F1

(
− λ2k2

i

2
; 1;

r2

2λ2

)}
, (B.89)

as shown in the manuscript.

B.12.3 Initial condition: Gaussian concentration for r > R0

We finish the 2D advection-diffusion model with the initial condition of a

Gaussian concentration profile outside of a region r > R0 and 0 within that

region. Written explicitly, the initial condition is

c(r, 0) =

0 if r ≤ R0,

c0 e
− r2

2λ2 if r > R0.
(B.90)

We apply the same situation where we multiply both sides by the weighting

function w(r) = re
r2

2λ2 and an eigenfunction of the differential equation Φh(r) =

e−
r2

2λ2 1F1

(
− λ2k2h

2
; 1; r2

2λ2

)
for identifying the coefficients of the non-steady state

terms or Φss(r) = e−
r2

2λ2 for determining the steady-state term. Relying on

integrals performed in Subsec. B.12.2, we start with identifying the coefficients
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of the dynamic terms ci,∫ R

0

c(r, 0)w(r)Φh(r)dr = css

∫ R

0

e−
r2

2λ2w(r)Φh(r)dr

+
∞∑
i=1

ci

∫ R

0

e−
r2

2λ2 1F1

(
− λ2k2

i

2
; 1;

r2

2λ2

)
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c0
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r2

2λ2 1F1
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2
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2λ2
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∞∑
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(
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2
; 1; r2

2λ2
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where we removed the terms i ̸= h as shown from Eq. B.66. To determine

the initial conditions of the steady-state coefficient term, we would instead

multiply by the weighting function and the steady-state eigenfunction e−
r2

2 to

yield

c0

∫ R

R0

r e−
r2

2λ2 dr = css

∫ R

0

r e−
r2

2λ2 dr +
∞∑
i=1

ci

∫ R

0

r e−
r2

2λ2 1F1

(
− λ2k2

i

2
; 1;

r2

2λ2

)
dr,

−c0 e
− r2

2λ2

∣∣∣R
r=R0

= −css e
− r2

2λ2

∣∣∣R
r=0

,

css = c0
e−

R2
0

2λ2 − e−
R2

2λ2

1− e−
R2

2λ2

. (B.92)

When all is assembled, the solution with the no-flux boundary conditions and

FRAPed initial condition yields
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c(r, t) = c0 e
− vmr2

2DR

{
e−

vmR2
0

2DR − e−
vmR
2D

1− e−
vmR
2D

−
∞∑
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R2
0

2
e−Dk2i t 1F1

(
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DRk2i
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; 2;−vmR2
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∫ R

0
r e−

vmr2

2DR
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1F1

(
− DRk2i
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1F1

(
− DRk2

i

2vm
; 1;

vmr
2
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)}
.

(B.93)

B.13 Numerically solving advection-diffusion equations with COM-

SOL

COMSOL Multiphysics® simulations are constructed with consideration of

four particular details in mind: design of the geometry, set-up of the differential

equations, incorporation of images as initial conditions, and sweeping through

parameters. A discussion of the mesh is discussed in Sec. B.14.

B.13.1 Geometry

Because simulations would be performed using images as initial conditions, and

because the microtubule network has a roughly circular geometry, we designed

a circle geometry in COMSOL where the radius was a parameter based upon

the photobleach dataset used. This could range from as small as 70 µm for

the networks nearing the end of contraction and upwards of 250 µm which sets

the initial activation size for the experiments.

B.13.2 Setting up the differential equations

Although there are multiple partial differential equation forms in COMSOL

that can be used for the advection-diffusion equation studied here, we elect

to use the coefficient form PDE and define our variable of interest as u with

units of mol/m3 and a source term units of mol/(m3·s). Although our past

derivations use the variable c, we use u in the differential equation due to the

occurrence of the coefficient c in the coefficient form PDE in COMSOL. We

note that the coefficient form PDE as shown in COMSOL is of the form

ea
∂2u

∂t2
+ da

∂u

∂t
+∇ · (−c∇u− αu+ γ) + β · ∇u+ au = f, (B.94)

where ea, da, c, a, and f are scalar coefficients while α, γ, and β are vectors.

We note that since our advection-diffusion (using u for concentration here) is

of the form
∂u

∂t
= D∇2u+

vm
R

∇ · (ru) , (B.95)
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if we rewrite the equation a little bit to match the form of Eq. B.94, we get

∂u

∂t
+∇ ·

(
−D∇u− vm

R
ru
)
= 0. (B.96)

We can see here that to make Eq. B.96 match Eq. B.94, then ea, a, all of the

elements of γ, all of the elements of β, and f are all 0 while

da = 1 s−1, (B.97)

c = D, (B.98)

α =

[
vm
R
x

vm
R
y

]
, (B.99)

where we note that we define D to take on dimensions of length2/time and vm
R

to have units of time−1 in COMSOL.

In our experiments, we were careful to ensure that there was negligible to no

detectable amount of microtubules flowing from outside of the light-activated

region into network. We similarly impose a no-flux boundary condition by

using the Zero Flux boundary condition option in COMSOL.

B.13.3 Incorporation of images as initial conditions

One of the conveniences of using COMSOL is the ability to use experimental

data as part of the simulations. Here, we elected to use the first photobleached

frame as our initial condition for our images. Before doing so, we took our

image of interest and imposed a small Gaussian smoothing (σ = 1pixel) to

gently smooth out the microtubule concentration field before renormalizing

the image and returning it into an 8-bit image (‘uint8’). We then exported the

image as a TIFF file. Within COMSOL, under our Component → Definitions

branch of the simulation, we defined an Image Function and gave it the nota-

tion u im. Within the image function, we selected the image of interest under

the Browse option. We then need to line up the image such that the center

of the contracting microtubule network is at the origin or else the advection-

diffusion model will drive the advective contraction toward a different part of

the network. To do so, we specify the coordinates where we determine the

minimum and maximum x and y values based on the pixel-weighted center of

the network as discussed in Appendix B.2 and dimensions of the image. We

then import the image and verify the image was the one we wanted by plotting.
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When incorporating the image in COMSOL, under the Coefficient Form PDE

node in the Initial Conditions tab, we set the initial time derivative of u to

0 while the initial value for u is set as u im(x, y), where (x, y) specifies the

spatial dimensions of the image. Fortunately, by the geometry we specify, we

will not pick up any parts of the image outside of the region of interest. We

further multiply this function by a coefficient such that we obtain roughly the

correct units of concentration as required.

B.13.4 Parameter sweep

To perform the parameter sweep, we include the Parametric Sweep option

in the Study section of the simulation and define the parameters of interest

under Global Definitions → Parameters. Within the parameters, we specify

the parameters D for our diffusion constant and alpha for our contraction

rate, which replaces vm
R

in the equations above, including our definition of α

in Eq. B.99. Under the Parametric Sweep, we can then chose D and alpha as

our parameters to be swept. By selected our range of alpha to be 0.0016 to

0.0024 s−1 in increments of 0.0002 s−1 while D ranged from 0.05 to 0.2 µm2/s

in increments of 0.05 µm2/s. All possible combinations of D and alpha were

permitted for the simulations.

B.14 Gibbs phenomenon in analytical solutions and mesh granu-

larity in FEM

A common observation found for many of the analytical solutions is the dis-

agreement between the analytical solution at t = 0 and the defined initial

condition that the solution is intended to recapitulate. As shown in Fig. 1 of

the main manuscript, the analytical solution, which is composed of twelve non-

zero eigenvalues and the steady-state function, creates oscillations about the

intended initial condition. This disagreement is a demonstration of the Gibbs

phenomenon, as famously revealed by the imperfect decomposition of a square

wave into a sum of sinusoidal functions. Fig. B.12 demonstrates the evolution

of each of the three analytical solutions examined in the main manuscript when

more eigenvalues are included in the solution. Specifically, for c(r, 0) = c0 (Fig.

B.12A), c(r > R0, 0) = c0 (Fig. B.12B), and c(r > R0, 0) = c0exp(−r2/2λ2)

(Fig. B.12C), all of which are represented by dashed black lines, more eigen-

values reduce the level of error between the analytical solution and the initial

condition. For the two initial conditions involving a uniform concentration, the
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use of one eigenvalue in addition to the steady-state solution (purple line) leads

to a large negative concentration at r = 0 but begins to better recapitulate

the initial conditions by the addition of 12 non-zero eigenvalues. Deviations

from the initial condition decrease dramatically by that point. This is fur-

ther observed for the clipped Gaussian distribution: while the Gaussian tail is

quantitatively captured by the the addition of only a few eigenvalues, the an-

alytical solution begins to better recapitulate the concentration profile about

r = R0 with the addition of more terms in the solution. Nevertheless, even

after using twelve eigenvalues, the solution shows small oscillations about the

exact initial condition and is a continued feature with the addition of more

eigenvalues.

The deviations in the constructed solutions from the true values are also ap-

parent in finite element methods through the choice of granularity in the mesh.

As FEM involves solving the governing equation over a particular domain, hav-

ing a very fine grained mesh allows for the FEM solution to more accurately

reflect the true solution to the problem at the cost of computational time. On

the other hand, a very coarse-grained mesh involves less computing power to

solve the original equations but may coarse grain away details smaller than

the element size, requiring a balance between accurately solving the original

PDE(s) and computational efficiency.
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Figure B.11: Gibbs phenomenon for analytical solutions. Concentration
profiles of the analytical solution for the initial conditions (A) c(r, 0) = c0, (B)
c(r > R0, 0) = c0, and (C) c(r > R0, 0) = c0exp(−r2/2λ2) with the steady-
state solution and the first nonzero eigenvalue solution (purple line), the first
three nonzero eigenvalue solutions (blue), the first five terms (red), and the
first twelve terms (green). The intended initial conditions are represented as
dashed black lines.
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Figure B.12: Effects of mesh granularity on FEM solution. Concentra-
tion profiles at t = 0 for six different element sizes as defined by the COMSOL
Multiphysics physics-controlled mesh: (A) extremely coarse, (B) coarse, (C)
normal, (D) fine, (E) extra fine, and (F) extremely fine. Finite elements out-
put is represented by the blues lines while the true initial conditions are given
as the black dashed lines. For visualization purposes, the appearance of the
meshes used for the defined geometry are shown as insets in the upper right-
hand corner of the respective subfigures. Concentration profile is from a line
trace along the horizontal axis from the origin of the geometry to the bound-
ary.

Fig. B.12 shows how the granularity of the mesh affects the FEM solutions. We

compare the concentration profiles produced by FEM (solid blue lines) against

the true initial condition (dashed black lines) for six different element sizes as

found in the physics-controlled mesh feature in COMSOL Multiphysics: (A)

extremely coarse, (B) coarse, (C) normal, (D) fine, (E) extra fine, and (F)

extremely fine. We see that using the most coarse-grained feature produces

a more sinusoidal shape of matching frequency and amplitude to the square

wave pattern of the initial condition. However, with successive decreases in

element size (increase in mesh fineness) the FEM solution more closely reflect

the initial condition. Fig. B.12B-E show that increase the mesh fineness leaves

fewer deviations from the true values, largely located near the discontinuities in

the profile. The insets in the upper right of each figure shows the mesh pattern

for the geometry for the study. As Fig. B.12F shows, while the extremely fine
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mesh does not overshoot above the c0 values or undershoot the c(r, 0) = 0

regions, the finite size of the elements in the mesh causes the discontinuous

region to take on a value between the two regions instead.

B.15 Parameter sweeping and Péclet numbers

In this section, we ask how changes in the diffusion constant D and contrac-

tion velocity vm are reflected in the grid patterned advection-diffusion model.

This interplay reveals itself by transforming Eq. B.19 into dimensionless form.

Suppose instead of vmax we wrote that out as a function of the speed of indi-

vidual motors which move along and move microtubules. We noted that the

maximum velocity occurred at the outer edge of the activation circle. Assum-

ing a telescoping model where a filament network contracts due to a series of

alternating filaments and motors connecting them, we start by treating the

maximum velocity as the speed of the motors multiplied by the minimum

number of filaments required to connect the origin to the outer edge of the

activation zone. This is simply a case of filaments being serially aligned at

their ends. This scheme then means that for a filament of average length L

and activation circle of radius R

vm = vL
R

L
(B.100)

where vL is a natural velocity scale. If we further redefine some variables to

make them dimensionless, such as x → Lx̃ and t → L
vL
t̃, we can alter Eq. B.68

to

∂c

∂t
= D∇2c−∇ · (vc) ,

= D∇2c+
vm
R

∇ · (rc) ,

vL
L

∂c

∂t̃
=

D

L2
∇̃2c+

vL
L
∇̃ · (r̃c),

∂c

∂t̃
=

D

vL L
∇̃2c+ ∇̃ · (r̃c) ,

∂c

∂t̃
=

1

Pe
∇̃2c+ ∇̃ · (r̃c) , (B.101)

where Pe is the Péclet number:

Pe ≡ vL L

D
. (B.102)

This dimensionless parameter tells us how the contraction speed of a connected

network and the diffusion constant dictate whether the contraction process
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or diffusion process dominates. For fixed length L such as the length of a

microtubule, increasing Péclet number tells us that the advection is dominant

and thus Eq. B.101 is largely the advective term, while smaller values of Pe

tell us that diffusion is the dominant term.

Amusingly, had we defined the natural time variable to be t̃ = D
L2 t, then Eq.

B.101 would be modified as

∂c

∂t̃
= ∇̃2c+ Pe∇̃ · (r̃c), (B.103)

Pe illustrates the relationship between the advection in the system and the

diffusion. For the parameters used for Fig. 4, if we take the characteristic

length scale to be on the order 1, roughly the length of the microtubule in

our experiments (see Appendix B.6 then vL = 0.01 µm
s

and we obtain a Péclet

number of 0.1. As this value is much smaller than unity, we see that the

diffusion term dominates over the short timescale.

To further demonstrate the tradeoffs between advection and diffusion, we ex-

amined the redistribution of the concentration with the same gridlike pattern

for different Péclet numbers. To do so, we kept vm fixed and varied D for a

set of simulations while for another set of FEM studies we kept D fixed while

changing vm. Fig. B.13 shows the concentration along the x-axis that extends

from the origin to the boundary at r = 10 µm and as depicted by the purple

line in the t = 0 plot in Fig. 4A. Fig. B.13A looks at a time series of the

concentration profile for different diffusion constants while vm is fixed at 0.1
µm
s

while Fig. B.13B shows the concentration profile for different vm with D

kept constant at 0.1 µm2

s
. Using the purple line in Fig. B.13A as the original

parameter combination used in Fig. 4, we see that increasing the diffusion con-

stant (green and blue) causes the individual squares of initial concentration c0

to quickly disperse to create a more uniform concentration before the advec-

tion creates the Gaussian steady-state profile (and ones with longer standard

deviations than the original parameters). This observation makes sense as the

Péclet number gets lower and lower with increases in D, causing the diffusion

term to dominate more than the advection. This increase in diffusion further

illustrates the wider Gaussian distribution obtained at steady state, as the

length scale λ depends on the square root of D and inversely on the advection

speed vm.
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(A)

(B)

Figure B.13: Traces of concentration as a function of radius for various
combinations of diffusion constant D and velocity vm. (A) Concentra-
tion profiles for D spanning three orders of magnitude with the velocity fixed
at vm = 0.1 µm

s
. As shown in the yellow boxes for the heatmap for t = 0 sec,

the concentration throughout the black gridlines is 0 while the concentration
in the white cells is constant c0. (B) Concentration profiles for varying vm with

the diffusion constant fixed at D = 0.1 µm2

s
Traces of all concentration profiles

are obtained from a 1D slice along the x-axis from the origin of the circle to
the boundary at R = 10 µm as shown by the purple line in Fig. 4A.

In contrast, decreasing the diffusion constant which increases the Péclet num-

ber preserves the oscillatory pattern of the concentration profile as the advec-

tion pushes the material toward the origin. We see that by t = 50 sec, the

red and black curves that denote D = 0.03 µm2

s
(Pe = 0.3) and D = 0.01 µm2

s

(Pe = 1.0), respectively, still exhibit wave-like shapes at the t = 50 sec mark.

As a result of the reduced diffusive effects, the concentration at the center is

much higher and falls off much more quickly as the length scale λ is shorter

(1.7 µm for the red curve and 1 µm for the black curve).

Tuning the advection for fixed diffusion constant as shown in Fig. B.13B sim-

ilarly demonstrates the competition between diffusion attempting to level out
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the concentration profile and advective flow trying to concentrate molecules

toward the center. With the purple line corresponding with Pe = 1, we see that

decreasing advection and lowering Pe, as demonstrated earlier, causes the dif-

ferences between local minima and maxima in concentration to decrease faster

than the minima and maxima move toward the origin. On the other hand, by

increasing vm and thus increasing Pe to make advection more dominant (red

line of Fig. B.13B), we see that the advective flow causes the minima and

maxima to be pushed toward the origin in less than 5 sec and create a sharper

Gaussian peak (a discussion about the jagged profile for the vm = 3.16 µm
s

plot

can be founded in the Appendix on the Gibbs phenomenon and FEM mesh

setting). Taken together, when diffusion dominates Pe < 1 the concentration

of molecules tends toward a more uniform behavior before advection pushes

them to the origin, causing peaks and troughs in the concentration to disperse

and become indistinguishable. On the other hand, when advection dominates

Pe > 1 peaks and troughs move toward the origin faster than they disperse,

and lead to more tightly distributed Gaussian steady-state profiles.
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