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Abstract

New sources of parity (P) and time-reversal (T) violating physics are motivated
by several unanswered questions in fundamental physics, including the observed
imbalance between matter and anti-matter in the universe. P,/T-violating effects
can induce permanent electric dipole moments (EDMs) in atoms and molecules,
allowing them to act as sensitive probes of new physics. The linear, triatomic
molecule ytterbium monohydroxide (YbOH) has emerged as a promising candi-
date for next-generation molecular EDM searches, because it possesses both an
electronic structure amenable to optical cycling and parity doublets in the bend-
ing mode. These features enable laser cooling, highly polarizable science states,
and internal comagnetometry which promises an order-of-magnitude improvement
to current EDM sensitivities. Additionally, different isotoplogues of YbOH of-
fer sensitivity to different sources of P, T-violating physics: leptonic sources via
a measurement of the electron’s EDM in !7*YbOH and hadronic sources via a
measurement of the nuclear magnetic quadrupole moment (NMQM) of the !7>Yb
nucleus in 17*YbOH. In this dissertation, I describe the design, construction, and
optimization of a YbOH cryogenic buffer gas beam (CBGB) source, including
the implementation of laser-enhanced chemical reactions for increased molecular
production. Direct and frequency modulated (FM) absorption spectroscopy and
laser-induced fluorescence measurements (LIF) were implemented in the CBGB
source, and LIF and separated field pump/probe microwave optical double reso-
nance spectroscopy was conducted in a supersonic molecular beam source. Addi-
tionally, laser-enhanced chemical reactions were utilized to develop a novel spec-
troscopic technique critical to the observation of the spectrum of the odd isotopo-
logues. FM absorption spectroscopy in the CBGB source allowed the observation
of the previously unobserved, weak Azﬂl/z(l, 0,0) — X>=*(3,0,0), [17.68], and
[17.64] vibronic bands. The X?X*(0, 0, 0) ground state has been characterized at
high precision and the A%I1;5(1,0,0) — X2£%(3,0,0) band of "*YbOH and the
AZHUZ(O, 0,0) — X22+(0, 0,0) band of the odd '"!"'3YbOH isotopologues have
been characterized for the first time. This work provides much of the spectroscopic
knowledge needed to implement next-generation P,T-violating physics searches in
YbOH.
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Chapter 1

Introduction

1.1 The Baryon asymmetry and fundamental symmetry violation

The Standard Model of particle physics is one of the most successful scientific
theories to date, surviving every challenge in the laboratory. Despite the standard
model’s success in describing the observable constituents of matter (quarks and lep-
tons) and their interactions (through the electromagnetic, weak, and strong forces),
it fails to provide a complete description for of the origin of these fundamental
particles and forces. More specifically, the standard model fails to explain the large
observed asymmetry between the amounts of matter and anti-mater in the universe.
This observed asymmetry between matter and anti-matter is known as the Baryon
asymmetry of the universe (BAU) [1, 2]. Sakharov noted that the BAU can occur if
several conditions are met, including the violation of charge-parity (CP) symmetry!
[2]. However, the magnitude of CP-violation in the standard model (generated by the
flavor-changing weak interactions in the CKM matrix [3]) is too small to explain the

BAU [4, 5]. New unobserved processes are then needed to explain this discrepancy.

There are three fundamental symmetries, charge (C), parity (P), and time reversal

(T). Each of these symmetries can be represented as one of the following operations;

* Charge (C): the inversion of the electric charge of all particles (+ < —). This

is essentially converting all matter to anti-matter or vice versa.
* Parity (P): the inversion of all spatial coordinates (x — —x,y — —y,z — —2).

* Time reversal (T): reversing time (t — —f) or all momenta (? - —?,

— —
L —» -L).

These operations are referred to as good symmetries if their application leaves the
physics unchanged, e.g., the same set of equations correctly describe the physics
both before and after the symmetry operation. The C, P, and T symmetries are all
conserved (e.g., good symmetries) in classical and non-relativistic quantum theories;

however, they are violated in the standard model (a relativistic quantum field theory)

'The other conditions are charge (C) symmetry violation, baryon number violation, and a
departure from thermal equilibrium.
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[6-8]. While each of these symmetries are violated in the standard model, there
are strong reasons to expect that the their total combination, CPT, is conserved [9].
Therefore, under the CPT theorem, CP-violation is equivalent to T-violation and the

two may be used interchangeably.

As described above, the standard model does not contain sufficient CP-violation (T-
violation) to explain the BAU. Therefore, the existence of the BAU strongly suggests
that additional sources of CP-violation beyond the standard model (BSM) exist. This
additional CP-violation could manifest itself as new CP-violating particles or forces
[10-12]. Detecting these new particles or forces could provide an explanation for
the BAU. Additionally, many classes of theories which extend the standard model
generically introduce new sources of CP-violation and are well motivated on other
grounds besides the BAU [13].

1.2 T-violating electromagnetic moments

Electric dipole moments (EDMs)

Any fundamental (quark, electron, etc.) or composite (proton, neutron, nucleus,
etc.) particle that possesses a permanent electric dipole moment violates both P and
T symmetry. Consider any spin 1/2 particle, such as the electron. If the electron
has a permanent electric dipole moment, _d), it must be aligned (or anti-aligned)
with the electron’s spin, _S), as this is the only internal vector which describes
the particle. If the orientation of _d> and TQ) is not fixed then the electron would
have an additional degree of freedom. This additional degree of freedom would
allow, according to the Pauli exclusion principal, for four electrons to occupy an
atomic s orbital, which is not the case. Let us consider the case whereTS) and_d> are
aligned (the following argument also applies to the anti-aligned case). Now consider
applying the P operator. Under a parity transformation, the electric dipole moment
reverses direction (_d) — —_d>) (an electric dipole moment represents a spatial charge
separation) while the spin (the intrinsic angular momentum of the electron) remains
unchanged. If _S> and _d) were originally aligned, a parity transformation would
result in them being anti-aligned. As discussed above, the orientation of _S> and TZ)
must be fixed and, therefore, a parity transform will result in a different electron than
we started with, one that cannot exist. Thus, the electron possessing a permanent
electric dipole moment violates P. If we instead applied the T operator we would
reverse the spin (an angular momentum) and "d would remain unchanged. Again,
this results in a distinguishable electron and, therefore, the electron possessing a

permanent electric dipole moment would violate T as well.
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If the electron does have a permanent electric dipole moment (EDM), it is the
result of T-violating (or CP-violating) physics. In the context of the standard model
this arises through interaction of the electron with the quarks and the W boson.
The lowest-order contribution to the electron’s electric dipole moment (eEDM)
then comes at third order (three-loop Feynman diagrams). However, it has been
shown that all the three-loop diagrams cancel [14]. Therefore, the standard model
contribution to the eEDM results from fourth- or higher-order interactions and is
expected to be exceedingly small, |d,| ~ 10**¢-cm [15]. However, the existence of
new T-violating BSM particles could also result in a non-zero eEDM. Interactions
between the electron and the T-violating particle could result in a non-zero value of
the eEDM. This is similar to the leading contributions to the electron’s anomalous
magnetic moment arising from one-loop interactions with the photon. One-loop
Feynman diagrams which contribute to the anomalous magnetic moment of the
electron and the eEDM (in the case of a super symmetric BSM model) are shown
in Fig. 1.1 of Ref. [16].

Consider the case where a new particle F, of mass Mf exists, and couples to a
standard model fermion, f, with CP-violating phase ¢¢cpy. Then at the / loop level,
dimensional arguments indicate that the interaction with the new particle F* will

result in the standard model fermion f possessing an EDM, d ¢, of magnitude [17]

I
dy ~ eqysinpcpy g_2 nFVﬁ- (1.1)
- 1672 M

Where g and my are the charge and mass of the standard model fermion, g is a
coupling constant, and 7ry is a possible enhancement factor from flavor violation.
Eq. 1.1 indicates that the magnitude of the EDM is inversely proportional to the
square of the new particles mass, Mr. Therefore, a measurement of (or limit on)
the EDM of a standard model fermion, such as the electron, provides and indirect
measurement (or bound) on the mass scale at which new T-violating BSM physics

occurs.

Measurements of the eEDM are only sensitive to T-violating physics which couples
to the electron. However, the same or other T-violating physics can also couple to
hadrons. This can result in the quarks, the proton, the neutron, or nuclei possessing
EDMs and other CP-violating observables. Experiments searching for these EDMs
are complimentary to eEDM experiments as they probe T-violation in the hadronic

sector, as opposed to leptonic sector. Experiments aiming to measure or improve
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the limit on the proton [17, 18], neutron [19-23], and nuclear? [25-30] EDMs are

currently underway. To date, no experimental measurements of a non-zero EDM of

either a fundamental or composite particle have been made [17].

Nuclear magnetic qudrapole moments (NMQMs)

T-violating physics can result in permanent EDMs. However, EDMs are not the only
permanent P, T-violating electromagnetic moment that can result from P, T-violating
physics. Following an EDM the next-lowest order P,T-violating electromagnetic
moment is a magnetic quadrupole moment (MQM). An MQM is a tensor quantity
and therefore, can only exist in a particle or nucleus of spin § > 1. Since all the
quarks and leptons, as well as the proton and neutron, have a spin of 1/2, they cannot
have an MQM. However, many atomic nuclei have S > 1 and, therefore, can have a
nuclear MQM (NMQM).

In a classical picture, an MQM looks like two oppositely circulating current loops
separated by some distance d. This classical current configuration can also be
realized by an orbiting EDM. Therefore, if a valence nucleon (proton or neutron) in
a nucleus has an EDM, when it orbits the nuclear core it will create a NMQM [31].
In spherically shaped nuclei the NMQM is dominated by the contributions from
the valence nucleons. However, in quadrupole deformed nuclei, a nucleus with a
elliptically shaped mass distribution, ~ A%/3 of the nucleons are in open shells and
will contribute to the NMQM3, providing a large enhancement [32, 33]. In addition
to contributions from the EDMs of the nucleons, an NMQM can also result from
P, T-violating inter-nuclear forces, whose contributions can be one to two orders of
magnitude larger than those from the nucleon EDMs [33]. Even though NMQMs
are the result of a multitude of P,/T-violating sources, they provide an indirect
measurement of P, T-violating physics in the hadronic sector and compliment eEDM
experiments. NMQM experiments also complement nuclear EDM searches since a
measurement of both an NMQM and an nuclear EDM in several different systems
will allow the exact source of the hadronic P,T-violating physics to be pinpointed.
Currently, the only limit on an NMQM comes from measurements of the Cs atom
[34].

The experiments referenced here are aiming to measure nuclear Schiff moments, the residual
nuclear EDM not screened by the electrons in an atom or molecule [24].
3Here A is the total number of nucleons in the nucleus.



1.3 EDM:s in molecules

The goal of an EDM experiment is to measure an EDM or NMQM. Since NMQMs
are more complicated than EDMs, we will first use an EDM measurement, specif-
ically an eEEDM measurement, as an example and address NMQM measurements
afterward. If you place an electron with an EDM, di in an electric field 3 the
electric field will exert a torque on the EDM, 7 = Z xg. This torque will cause
the EDM (and the spin of the electron) to precess at a frequency w = d,&/h. After
a precession time 7, the spin of the electron will have precessed through an angle
¢ = d.E1/h. A measurement of this precession angle can be used to determine the
eEDM d,. However, this experimental method with a fixed lab electric field has one
problem: if the electron is placed in a constant electric field it will be accelerated

away, completely preventing the spin precession measurement from occurring#.

To circumvent this problem we can instead examine the interaction of the eEDM
with the internal electric field of an atom or molecule, TS?I-,,,. Ostensibly, performing
EDM measurements in neutral atomic or molecular systems presents issues as well.
One of these issues was addressed by Schiff [35]. Schiff noted that when a neutral
system, such as an atom or molecule, is placed in a constant electric field, it is not
accelerated. Therefore, all the charged components of the atom or molecule (nuclei
and electrons) must organize in a way so that the net electric field they experience is
zero. In this case the electron must experience an average internal electric field of
zero, and so the expectation value of the eEDM interaction is zero, <—_d>e -E)im) =0.
While this is true for non-relativistic systems, when relativistic effects are considered
it results in a nonzero expectation value for the eEDM interaction, (——d>e -T‘J)m,) #0
[36, 37]. Sanders showed [38] that these relativistic effects not only give non-
zero expectation values for the eEDM interaction but also enhance it. In this case,
—71)6 -gm, =-d,&, ff—S) -1 where 7 is the unit vector along the internuclear axis and
Eepr = (_a’>e 'E)mr)/ <_d)g) ~ 10 — 100 GV/cm is the effective internal electric field.
These extremely large effective internal electric fields (~ 10° times larger than the
maximum electric field that can be created in a laboratory) make molecules very

sensitive systems for EDM measurements.

Since the internal electric field results from relativistic effects, it is maximized
when the electron is accelerated to high relativistic speeds. This occurs in atoms or

molecular states with a large overlap of the electron’s wavefuction and the nucleus,

“You could circumvent this problem by doing the experiment in a storage ring. However,
performing the experiment with an atomic or molecular system provides many advantageous features
as we shall see.
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meaning states with large s- and p-like content. Additionally, the internal electric
field scales with the atomic number roughly as Z> [36], making heavy atoms or

molecules containing heavy atoms extremely sensitive to EDM measurements.

The eEDM interaction in an atom or molecule is described by the P, T-violating

effective atomic/molecular Hamiltionian
N - -
Hy=-d, - &.py, (1.2)

wherege rf = Eeyr i, and 71 is the internuclear axis. In the absence of external fields,
the total atomic or molecular Hamiltonian is rotationally symmetric and, therefore,
the expectation value of the parity-odd vector quantity (TS?e f£) = 0. If an external
electric field, T‘J)ext, is applied, it breaks the rotational symmetry and polarizes or
orients the atoms or molecules in the lab frame by mixing states of opposite parity.
In this case, (<_9)e #£) # 0 and is now proportional to the degree to which the atom or
molecule is polarized, thus (T‘je f£) o< P where 0 < P < 1 is the polarization. The
expectation value of the internal electric field takes its maximum value when the
atom or molecule is fully polarized, maximizing the eEDM sensitivity. The atom
or molecule is fully polarized when the external electric field completely mixes the
opposite parity states. This occurs when the energy of the interaction of external
field with the atom’s or molecule’s CP-conserving dipole moment, T)), is much larger

than the energy separation of the opposite parity states (AE), D 'chext > AE.

In order to estimate the magnitude of electric field needed to fully polarize the atom
or molecule (and maximize the eEDM sensitivity) we can make the approximation?,
P~ 3 -gm /AE. The atom or molecule is fully polarized when P ~ 1, which
corresponds to an electric field of |78)ex,| ~AE/ |B|. For atoms, the closest states of
opposite parity are electronic states which are separated by ~ 10 — 100 THz. If we
make the justified assumption that the atomic (or molecular) dipole moment is about
one atomic unit |B| ~ eay, then we need an electric field of &,,; ~ 1,000 — 10, 000
kV/cm to fully polarize the atom. This is challenging since the largest electric field
that can be created in vacuum over reasonably large volumes in the laboratory®
is ~ 100 kV/cm. At these fields, an atom would only have a polarization of

P ~ 1073, which would only project a very small fraction of &, rr for the EDM

>This approximation is good in the low-polarization limit, P < 1, but becomes less accurate as
the polarization increases. However, it is still helpful for making order of magnitude estimates. An
analytic expression for the polarization of a two-level system can be found in Sec. 2.1 of Ref [39].

% Above this threshold, arcing between the materials creating the electric field occurs preventing
higher fields from being realized. However, careful engineering can result in fields as high as 500
kV/cm [40] though with many design constraints.
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measurement. Diatomic molecules, however, have opposite parity rotational states
which are typically separated by ~ 1 — 100 GHz. Therefore, a diatomic molecule
can be fully polarized with a field of &,,; ~ 10 — 100 kV/cm. Since molecules
can be fully polarized, they are ~ 1000 times more sensitive to EDMs compared to
atoms. Finally, certain diatomic molecules and generally all polyatomic molecules
have parity doublets, closely spaced states of opposite parity. These parity doublets
are generally separated by < 100 MHz and therefore allow the molecule to be fully
polarized in fields of &,,; < 100 V/cm. These parity doublets will be discussed in

more detail later in this section.

Finally, I would like to note that the quantity?‘fe ff» known as the effective internal
electric filed, is a parameter which describes how sensitive a molecular state is to
energy shifts from an EDM. Dimensionally, ?;’e fr takes on the units of an electric
field and even though it is not physically observable, treating it as an electric field
provides good intuition’. The NMQM interaction in a molecule is parameterized
by a similar parameter Wy;. W), is similar to &, s as it describes the sensitivity of
a molecular state to an NMQM, is proportional to the degree to which the molecule
is polarized, and is enhanced by relativistic effects [33]. Therefore, the discussion

above is also applicable to NMQM measurements as well.

Measuring EDM energy shifts

When performing an EDM measurement, we want to fully polarize the molecules
with an external electric field so that (H,) = (—Z .E)e f£) # 0and &, ¢ is maximized.
In this case, the eEDM interaction results in the following energy shift

- = -
Eq=—d,  Eoff = —~doEefs S -1t = —d,E0 %, (1.3)

where X is the projection of S on the internuclear axis 4. When fully polarized, 71 is
aligned or anti-aligned with the external electric field (which defines the lab z-axis).
If we consider preparing a superposition of two states with opposite eEDM shifts
(e.g., opposite values of ¥ so that (yi|Hgly1) = —(W2|Hal¥»)), then the eEDM

interaction will cause the states to precess at a frequency of
wq = —2d688ff2. (1.4)

This precession frequency can be measured experimentally. Upon reversal of the
ﬁ
internal electric field &, ¢ the precession frequency will reverse. The key experi-

mental signature that distinguishes the energy shift of an eEDM from other energy

7 Additionally, <_‘3>e rr behaves like an electric field in the effective Hamiltionian describing the
molecular energy shifts which result from an eEDM.
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shifts in the molecule is a change of the measured precession frequency correlated

with the reversal of the effective internal electric field, :S?e ff-

One way to reverse c_‘J)e ff 1s to reverse the external electric field &,,;. However,
reversals of laboratory electric fields are imperfect and can result in systematic
errors. However, in molecules with parity doublets, the internal electric field can
be reversed spectroscopically, e.g., by changing quantum states. As previously
mentioned parity doublets are closely spaced opposite parity states. They result
when a molecule has a non-zero projection of angular momentum on the internuclear
axis (or symmetry axis for nonlinear polyatomic molecules). In diatomic molecules
this can only result from a non-zero projection of the electronic angular momentum
on the internuclear axis (A), called lambda-doublets. In polyatomic molecules the
angular momentum projection can come from the ligand degrees of freedom, such
as angular momentum associated with bending modes (/ and /-doublets) or rotation
about the symmetry axis. Bending angular momentum and /-doublets are discussed
in more detail in Section 2.3, while the details of non-linear molecules are beyond
the scope of this dissertation and will not be discussed further. For the following
discussion we will use the quantum number K to denote the projection of angular
momentum on the internuclear axis®. For any angular momentum with a non-zero
projection on the inter nuclear axis, the projection can take one of two values | + K)
and | — K). These correspond to opposite alignments on the internuclear axis. In
free field, the eigenstates must be rotationally symmetric (no directionality) so the

eigenstates are equal superpositions of the two, creating two states of opposite parity
1
l+)=—=(K)£|-K)), (L5)
V2

where |+) is the state of positive parity and |—) is the state of negative parity. These
states are nominally degenerate; however, the rotation of the molecule breaks this
degeneracy, resulting in the parity doublets. As previously mentioned these doublets
allow the molecule to be fully polarized in relatively small electric fields. When fully
polarized the parity doublets are fully mixed, resulting in the following quantum
states

) = 5 (0 1) = 2 K. (16)

4
The | + K) state corresponds to the molecule internuclear axis, and Eeyr, being

aligned to the lab electric field c_‘fex,, and | — K) corresponds to the molecule

8In linear molecules K = A + [. In the following discussion one can replace K with A or I.
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internuclear axis, and c_‘J)e rf» anti-aligned with the lab electric field c_‘J)m. If the
experiment is first performed in | + K), spectroscopically switching to the | — K)
state will reverse T‘J)e £ without changing ?J)m, This internal field reversal is not
subject to the same systematics as reversing the external laboratory field. Pairs of
states which allow the spectroscopic reversal of 7‘3)6 7 are often referred to as internal

comagnetometer states.

Internal comagnetometers allow the rejection of critical systematic errors associated
with lab electric field reversals. The two experiments which set the most stringent
limits on the value of the eEDM rely on internal comagnetometers to reach their
exceptional sensitivities [41, 42]. Therefore, it is desirable, if not critical, that future

molecular EDM experiments utilize these internal comagnetometer states as well.

Now we will examine the NMQM energy shifts in a molecule and their experimental
signature. The effects of a NMQM on the energy levels of a molecule are described
by the effective P, T-violating MQM Hamiltonian [33]:

WuM <

Auyon = ——MM i 1.7
MOM = 5r0r—1n> " (.7

where M is the magnitude of the NMQM, S is the spin of the electron, I is the
magnitude of the spin of the nucleus, and T is a second-rank tensor® which relates
the NMQM shift to the orientation of the nuclear spin. As mentioned before, Wy,
is a coupling constant which describes the sensitivity of a molecular state to the
NMOQM interaction. W), behaves similarly to &, r, so that the expectation value of
H mom 1s maximized when the molecule is fully polarized and switches sign when
the internal comagnetometer state is switched or the external lab field is reversed.
The energy shift resulting from A mowm 1s dependent on the projection of the nuclear
spin on the lab z-axis, I, (when the molecule is fully polarized this is equivalent to
the projection on the internuclear axis). When the projection of the nuclear spin is
maximized, I, = I, the NMQM energy shift is [33]

1
Epyoum(I; =1) = —§MWMZ. (1.8)

If you compare Eq. 1.8 to Eq. 1.3 you can see that the energy shifts behave in the
same way (just differing by a factor of 1/3) with a direct correspondence between
d, and M and &;,; and W),. Therefore, a NMQM experiment is performed in the

°In Eq. 1.7, S and 7 are first rank tensors (vectors). The product of these two first rank tensors
with the second rank tensor, T, results in a scalar, ST7 = Zi, j SiT; jn;.
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same way as the eEEDM experiment; preparing a superposition of two states with

opposite NMQM shifts and measuring the precession frequency
2
CL)MQM(IZ :I) = —§MWMZ. (19)

Again the experimental signature of an NMQM is the change in the precession
frequency with a reversal of Wjy,. Lastly, the background in an NMQM experiment
will include effects from a possible eEDM. However, eEDM shifts are constant with
respect to I, while the NMQM energy shifts will depend on the value of I,. If the
precession frequency is measured in states with different projections of I, then the
NMOQM shift can be isolated from the eEDM shift.

Improving EDM sensitivity

Here I will briefly examine the sensitivity of EDM measurements in the context
of how they can be improved. Again, I will use the eEDM as an example. Since
eEDM and NMQM measurements are performed using the same spin precession
method, everything discussed regarding an eEDM can be applied to the NMQM.
The current best limit on the eEDM is |d.| < 1.1 x 107%¢ - cm [41]. This limit
was set by the ACME collaboration using a molecular beam of ThO molecules.
Experiments aimed at improving this limit are currently underway [43—46]. For an

eEDM measurement the ultimate shot noise limit is set by [47]

h

od, = ————,
©28,4TVN

(1.10)
where 7 is the coherence time (spin precession time) and N is the total number of
molecules. Increasing sensitivity is accomplished by decreasing dd,. Therefore,
next-generation eEDM experiments want to maximize &, 7, 7, and N. As discussed
before, &.7r (or Wyy) is maximized by performing the EDM experiment with a
heavy polar molecule. The ACME experiment was able to produce large numbers
of molecules using a cryogenic buffer gas source; however, the coherence time is
limited by the beam transit to ~ 1 — 10 ms. Therefore, gains in sensitivity can be
made by increasing the coherence time. This can be accomplished by performing
the experiment with a laser cooled and trapped molecular sample as opposed to a

molecular beam.

In the past decade not only has the laser cooling and trapping of molecules been
accomplished but the field has also seen tremendous progress. Multiple species, both

diatomic [48-52] and polyatomic [53-56] molecules have been laser cooled. Several
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of these species have been magneto-optically trapped [57-60] and some loaded into
conservative traps [61-66]. A brief overview of molecular laser cooling is provided
in Section 2.10. Performing an EDM measurement with a laser cooled and trapped
sample can increase the coherence time, and therefore the EDM sensitivity, by orders

of magnitude [67].

Upgrades to current EDM experiments [44, 68] are projected to improve EDM
sensitivity by an order of magnitude (10739 ¢ ¢cm) in the next few years (by 2024).
Experiments utilizing the laser cooling and trapping of molecules [43] are projected
to provide an additional order of magnitude improvement in EDM sensitivity (103!
e cm) in the next ~5 years (2027). For more details on improvements to EDM
sensitivity see Ref. [17], particularly Fig. 5.

1.4 YbOH for EDM measurements
Based on the discussions in this chapter, an ideal molecule with which to perform

an eEDM or NMQM experiment will meet the following criteria:

* Contain a heavy atom (large Z): &, f o Z3 and W, o Z? so this will provide
large &, 7, Wi

* Have a science state comprised of valence electron orbitals derived from the
atomic s orbitals of the heavy atom: Due to relativistic effects, &, rr and Wy
are larger in states where the valence electron has a large overlap with the

heavy nucleus.

* Have a science state with parity doublets: Allows the molecule to be fully
polarized in small fields and provides systematic error rejection via internal

comagnetometer states.

* The molecule can be produced in a cryogenic buffer gas source: This allows

the production of a large number of molecules.
* Can be laser cooled: Will allow very large coherence times.

* In the case of an NMQM measurement, the heavy nucleus should have a spin

of § > 1 and a large quadrupole deformation.

The linear triatomic molecule ytterbium monohydroxide (YbOH) meets all of the
above criteria (as I will describe below) and is therefore an excellent molecule with

which to develop next-generation EDM experiments. First, the Yb atom is heavy,
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Z =70, and the ground X?X* electronic state is largely comprised of 650~ molecular
orbitals (correlated to the Yb™ 6s orbital) 1. This provides large &, s and Wy, which
have been calculated to be &, ¢ = 23.4 GV/cm [69] and Wy, = —1.067 x 1033 Hz/(e
cm?) [70] in the ground X?3 state'. Second, the excited bending mode of the X2zt
state has parity doublets, in the form of /-doubles, due to the angular momentum
associated with the bending motion. These /-doublets are expected to be split by
~ 10 MHz [67] and will provide full polarization and internal comagnetometers.
Third, YbOH is chemically and electronically similar to the alkaline earth fluorides
and hydroxides (CaF, SrF, SrOH, etc.) which were produced in a cryogenic buffer
gas source prior to the work described in this dissertation [71]. Fourth, YbOH
has an electronic structure that is amenable to laser cooling [67] and similar to
SrOH which was laser cooled prior to the start of this work [53]. Finally, Yb has
multiple isotopologues. The most abundant isotope, '7#Yb, has a nuclear spin of
S = 0, making '"*YbOH ideal for eEEDM searches. The '73Yb nucleus has a spin
of S =5/2 and a large quadrupole deformation making '73YbOH ideal for NMQM

searches.

1.5 Overview

The work described in this dissertation is focused on the production and spec-
troscopic characterization of YbOH for the development of eEDM and NMQM
searches. The work related to the eEDM search is part of the PolyEDM collab-
oration which aims to perform a next-generation eEDM experiment with a laser
cooled and trapped sample of polyatomic molecules. The NMQM experiment aims
to perform the first NMQM measurement in a molecular system using a cold molec-
ular beam of YbOH. Following generations of the NMQM experiment will aim to
increase sensitivity by adding laser cooling. The work described here lays much of

the groundwork for these experiments.

This dissertation is organized in the following way. Ch. 2 provides an overview
of molecular structure and spectroscopy. Ch. 3 describes the design, construction,
and testing of our 4 K cryogenic buffer gas beam source. Ch. 4 presents the pure
rotational spectroscopy of the X>Z*(0, 0, 0) state of '*YbOH. Ch. 5 presents the
spectroscopy of the A1, /2(0,0,0) — X2x+ (0,0, 0) band of the odd isotopologues,

I7LIT3YbOH, as well as a novel spectroscopic technique based on laser-enhanced

10The hyperfine measurements of the odd isotopologues of YbOH, described in this dissertation
indicate, that the X?Z* state is ~ 54% 6s0-.

"'The hyperfine measurements of the odd isotopologues of YbOH described in this dissertation
provided experimental conformation of the computational methods used to calculate these values.
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chemical reactions. Ch. 6 describes the implementation of frequency modulated
absorption spectroscopy in the cryogenic buffer gas source and the measurement
of the A%I1;,5(1,0,0) — X*£%(3,0,0), [17.68], and [17.64] bands of 174YbOH.
Finally, Ch. 7 provides an overview of the relevance of this work to the eEDM
and NMQM experiments and the ongoing and future work that the work of this
dissertation has enabled.
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Chapter 2

Molecular Structure

In this chapter I describe the general molecular structure of linear molecules with a
single valence electron which is applicable for describing the quantum mechanical
structure of YbOH. Though the goal is to describe YbOH, the molecular structure
described here is general and applicable to many diatomic and linear polyatomic
molecules with doublet (spin = 1/2) electronic states. In addition to YbOH (and
YDbF) all alkaline earth metal (AEM) fluoride and and some alkaline earth metal
hydroxide molecules are described by this molecular classification. These molecules
are extremely relevant in the context of atomic, molecular, optical physics as several
of the AEM fluorides and hydroxides have been laser cooled [48, 49, 52-55] and
trapped [57, 59-65], and several of these molecules are highly sensitive to new
physics [43, 67]. The various isotopologues of YbOH themselves have structures
amenable to laser cooling and (as discussed in Ch. 1) are highly sensitive probes
for measuring either an eEEDM, NMQM [67], or NSD-PV [72].

2.1 Born-Oppenheimer approximation and separation of molecular wave-
function

The quantum mechanical structure of a molecule is determined by solving the time-

independent Schrodinger equation
H,,¥ = EY, (2.1)

where H,,; is the total electrostatic Hamiltonian of the molecular system, W is the
molecular wavefunction describing a quantum state, and E is the energy of the state
¥. H,,, describes the total energy of the molecular system, both kinetic an potential
and is given by [73, 74],

A

Hit =Ty + T+ Voo + Vo + V. (2.2)

The terms in H,,, are as follows:

* the kinetic energy of the electrons of mass m

. n?
To=-— >V (2.3)
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the kinetic energy of the nuclei, each of mass M

1
T,=-—— ) —V% (2.4)
]
2 &M,

the repulsive electrostatic potential between the electrons, located at r;

Vee = 7 - Z Z Ir, — 2.5)

i'<i i=1

the attractive electrostatic potential between the electrons, located at r;, and
the nuclei, each of charge Z; and located at R;

N, Ny 7.
4

= (2.6)
47r60 paro |r, R]|

e,n

~.

the repulsive electrostatic potential between the nuclei

Vo = 47TOZZ|R = 2.7)

J'<JJ

This Hamiltonian does not include the electronic and nuclear spin degrees of free-
dom. The interactions arising from these degrees of freedom are generally treated as
perturbations to the electrostatic Hamiltonian and are discussed in detail in sections
2.7 and 2.8.

The Hamiltonian given in Eq. 2.2 can’t be solved exactly, so numerical methods
and well-justified approximations are needed [73]. One such simplification is the
Born-Oppenheimer (BO) approximation [73, 75]. This approximation relies on
the fact that the much lighter electrons move significantly faster than the heavier
nuclei and therefore the electrons can rapidly adjust to any change in the nuclear
configuration. In this case, the nuclear motion can be treated as a perturbation to

the electronic Hamiltonian,

He=Hips =T, =To + Voo + Vo + Von. (2.8)
In this approximation, the electron configuration for a fixed nuclear configuration,
Ry, can be determined. In the BO approximation, the motions of the nuclei, both
vibrations and rotations, do not couple to the electrons so that the molecular wave-

function can be factored into two separate parts,
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Yior = Ye(r, R) xn(R). (2.9)

The electronic wavefuction, ¢ .(r, R), describes the motion and positions of the
electrons and depends on the electron, r, and nuclear, R, coordinates while the
nuclear wavefuction, y;,(R), describes the motion of the nuclei and only depends on
the nuclear coordinates, R. The electronic wavefuction is a solution to the electronic

Schrodinger equation,

Hopo(r,R) = E.(R).(r, R), (2.10)

which can be solved for a fixed nuclear configuration, Ry. Plugging Eq. 2.8 and 2.9
into Eq. 2.1 gives [73],

(Ee(R) + ’fn))(n(R) = EXn(R)’ (2.11)

where E = E,+E,, and E,, is the energy from the nuclear motion. Eq. 2.11 indicates
the energy of a given configuration of the electrons, E.(R), determines the potential

in which the nuclei move.

Finally, if we work in a molecule fixed frame which rotates with the molecule we
can further separate the vibrational and rotational parts of the nuclear wavefuction,

Xn =¥y [73]. This allows the total molecular wavefuction to be expressed as,

¥ =y Y. (2.12)

This is especially useful since the energies associated with the electronic states,
nuclear vibration, and nuclear rotation are generally orders of magnitude different
(E. > E, > Er). We can therefore view each electronic state as having its own
manifold of vibrational states and each of these vibrational (vibronic) states as having

its own manifold of rotational states.

2.2 Electronic structure

Potential energy surface and molecular geometry

The electronic states of the molecule, ¥, ;(R), are determined by solving Eq.2.10.
Each electronic state, ¢, ;(R) has an associated energy, E, ;(R) which depends on
the nuclear configuration. The functional dependence of E,;(R) on the nuclear
coordinates determines the potential energy surface (PES) for the electronic state.

If the PES has a minimum, the electronic state is bound; if not, then the state
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Figure 2.1: Example one-dimensional potential energy surfaces (PESs) as a func-
tion of internuclear distance r. The solid colored lines provide examples of a strongly
bound, weakly bound, and an unbound PES. Dashed horizontal lines indicate the
dissociation energies of the bound states. Vertical dot-dashed lines mark the minima
of the PESs and give the equilibrium bond distances for each electronic state. Also
show are the vibrational states, the dotted horizontal lines, for each bound PES.

is unbound and no molecule forms, or it disassociates. If the electronic state is
bound the nuclear configuration which minimizes the PES, Ry, gives the equilibrium
molecular geometry (bond lengths and angles). If the PES has multiple minima than
each minimum corresponds to a different stable, or psudo-stable, geometry; each of
these geometries is a separate isomer (same set of atoms in different configuration).
Each electronic state of the molecule has its own associated PES and therefore
its own equilibrium geometry. Examples of weakly bound, strongly bound, and

unbound one-dimensional PESs (for a diatomic molecule) are shown in Fig. 2.1.

Molecular orbitals and ligand field theory

Atoms bond to form molecules to lower the total energy of the combined system. The
bonds are made via the occupation of bonding molecular orbitals (MOs). Though
these bonding orbitals (and non-bonding MOs as well) can be very delocalized, it
can still be helpful to think of them in the more localized atomic orbital (AO) basis.
Consider the case of a Yb (or an alkaline-earth metal Mg, Ca, Sr, etc.) bonding to
the halogen F (or other halogen or pseudo-halogen CI, OH, etc.). The F has two
filled and one half-filled atomic p-orbitals while the Yb has a filled s-orbital. The
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Yb and the F bond by filling a bonding orbital which is comprised of some linear
combination of the Yb and F AOs. In this case, a simple intuitive picture is that the
bonding orbital is comprised of the linear combination of the half-filled F p-orbital
and the Yb s-orbital. This bonding MO is completely filled, one electron from the
F and one from the Yb, resulting in a lowered total energy. Since the total number
of available orbitals stays the same, the combination of the two atomic orbitals (the
Yb s orbital and F p orbital) results in two molecular orbitals, the bonding orbital
and another antibonding orbital. The other Yb s-electron resides in this antibonding
orbital. The more covalent the bond, the more delocalized the MOs become, and
the AO basis becomes an increasingly non-intuitive description as the MOs are
comprised of more AOs. However, more ionic bonds result in more localized MOs

and therefore viewing the MOs in the AO basis is quite useful.

In the case of an Yb bonded to F or OH, the bond is very ionic and results in a
bonding orbital fairly localized around the F atom or OH radical. The picture then
looks like the F or OH grabbing one of the valence s electrons from the Yb and
leaving the other localized on the metal. In this case the valence electron is centered
on the Yb metal 2+ ion (Yb?*) which is ionically bonded to the negatively charged
F~ or OH™. With the localized valence electron on the metal, the electronic structure
of the molecule can then be well described by ligand field theory [76-78]. Ligand
field theory treats the electric field, called the ligand field (LF) in this case, from
the negatively charged halogen or psudo-halogen as a perturbation to the states of
the atomic metal ion M** (M=Yb in the example above). The Hamiltonian for the

valence electron is then [76, 79],
Flvalence :PIO+FI,:I:IM2++I:ILF- (2.13)

The LF perturbs the AOs of the metal ion in multiple ways. First, the energies of
the AOs are shifted by the LF. Second, the LF breaks the degeneracy between AOs
which have different angular momentum projections (;) on the bonding axis, via
the Stark effect. Last, the LF mixes AOs with the same m; to form the MOs. In
this case the valence MOs can be well described by linear combinations of a small
number of AOs.

Labeling of electronic states
Atomic single-electron states are labeled by lower case letters corresponding to the
electron’s orbital angular momentum; s,p,d, and f for angular momenta of 0, 17,

2h, and 37 respectively. Multi-electron atomic states are labeled with capital letters
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corresponding to the total electron angular momenta; S, P, D, F, etc, with the capital
letters corresponding to the same angular momentum as the lower case ones. In
linear molecules, the molecular bond breaks the spherical symmetry of the system so
that only the projection of the orbital angular momentum on the molecular axis, A, is
relevant. Lower case Greek letters (o, 7, 0, ¢) and capital Greek letters (Z, I, A, ®@)
correspond to single electron and total electronic angular momenta projections of
0, 17, 2h, and 37 respectively.

Atomic electronic states are denoted by the term symbols 25*! L ; where S is the total
electron spin, L is the total electronic angular momentum (S, P, D, F, etc.), and J is
the total angular momentum, J = L + S. The term symbols for molecular electronic
states follow a similar convention where each electronic state is denoted by the
term symbol 25t Aq where S again is the total electron spin, A is the projection
of the total electronic angular momentum on the internuclear axis (X, I, A, ® for
A = 0,1h,2h,3h), and Q = A + X which is the projection of the total electronic
angular momentum J, along the internuclear axis. Here, 2~ denotes the projection
of the total electron spin on the internuclear axis (not to be confused with the term
symbol of X for an electronic state with A = 1). Oftentimes one can think of
molecular X states (e.g., 2%, /2 states) as being similar to atomic S states (e.g., %S, /2

states) and similarly for molecular I1, and A states and atomic P and D states.

2.3 Vibrational structure

Each electronic state has a ladder of vibrational states. The vibrational energies and
wavefunctions are given by solving the vibrational Schrodinger equation, H,y, =
(T, + V), = E,,, where V, is the PES given by solving Eq. 2.10 and 7, is
the kinetic energy of the nuclei. If the amplitude of the vibrations is small, such
that the nuclei do not move far from the equilibrium position, the PES can be
approximated as a harmonic potential!. Working in the normal coordinate system

the vibrational Hamiltonian can then be expressed? as a sum of 3N, — 5 harmonic

"More accurate potentials which better describe the actual PES can also be used. One example
is the Morse potential for which exact analytical solutions to the Schrodinger equation are known
[80].

?Linear molecules have 3N, —5 vibrational degrees of freedom. All molecules have 3N,, degrees
of freedom but in the linear case there are 3 degrees of freedom for translation and only 2 for rotation,
leaving 3N,, — 5 vibrational degrees of freedom. Linear molecules only have 2 rotational degrees
of freedom because they are symmetric about their internuclear axis. Non-linear molecules are not
limited in this manner and have 3 rotational degrees of freedom.
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oscillator Hamiltonians [81],

3N,—-5
N 2 W 9% 1
H, = ( ~w?0?], (2.14)

i=1 200 ' 2
where Q; are the 3N,, — 5 normal coordinates and w; are the vibrational frequencies
of each normal mode. In this normal coordinate system the vibrational Schrodinger
equation factors into 3N,, — 5 independent single quantum harmonic oscillator equa-
tions allowing each of the 3N,, — 5 normal vibrational modes of the molecule to be
treated separately. The solution to the quantum harmonic oscillator is known and
the total vibrational wavefunction of the molecule is given by the product of the
individual vibrational wavefunctions of each normal mode,

3N,=5

v = | | w0 (2.15)

i=1

The total vibrational energy is then given by the sum of the energy of each normal

3N,-5
E,= > E
=1

where d; is the degeneracy of the vibrational mode.

mode,
3N,

-5
n d[

Z how, (vi+ 5), (2.16)
1

In reality the vibrational potential is not perfectly harmonic and aharmonic terms
must be added, which becomes especially important when dealing with larger vi-
brations. These aharmonic terms mix the wavefunctions of the different normal
modes so that the resulting eigenstates are linear combinations of the harmonic

wavefunctions. The energies of the vibrational states are then given by [82],

3N,-5
E - d;
r = E Wi (Vi + E)
i=1

s (2.17)

3N, -5 J d
+ Zx,-k (v,- -+ 5’) (Vk + 7) + Z inkgiklilk,

i=1 k>i i=1 k>i

where x;; and g;; are the aharmonicity constants and /; and [/; are the angular

momentum of the degenerate bending vibrations.

Bending modes in linear polyatomic molecules
In linear polyatomic molecules there are two types of vibrational modes: streching
modes and bending modes. For example, the linear triatomic molecule YbOH has

three vibrational modes: two stretching modes, the Yb-O and O-H stretch, and
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one bending mode, the molecule bending so the angle between the Yb-O and O-H
bonds is smaller then 180°. Unlike stretching modes, bending modes are doubly
degenerate, one mode bending in the x,z-plane and the other in the y,z-plane (here
the z-axis is the internuclear axis). In this case, the Hamiltonian for the bending
vibrations can be represented as that of a two-dimensional harmonic oscillator
instead of two separate one-dimensional oscillators with the same normal frequency
[83, 84],

2 2 2
Apond = —% (é‘an + aa_Qy) + %wgmd (Q§ + Qg) . (2.18)
If the two-dimensional oscillator is solved in polar planar coordinates (Q, = r cos(¢)
and Q, = rsin(¢), where r is bending amplitude and ¢ bending angle), the
wavefunctions take the form ¥peng(r, ¢) = ¥ (r)exp(il¢) where [ must take in-
teger values [83]. Plugging this solution into the bending Schrodinger equation
(I:Ibendlﬁbend = Epena¥pend) and integrating over ¢ results in a one-dimensional

Schrodinger equation with an effective potential,

2 r

This effective potential corresponds to a harmonic oscillator with an angular mo-

7 I
Viendeff = —obend (ﬂ + —2). (2.19)

mentum barrier due to the rotation of the bent molecule about the internuclear
axis. The projection of this rotational angular momentum along the internuclear
axis is given by Al. This bending angular momentum must take on values of
l=v,v-2,v—4,...,—v, where v is the quanta of the bending vibration. Addition-
ally, the solutions to Eq. 2.19, ¥/(r), with [ > 1 take on values of zero (i (r) = 0)
at r = 0 [83]. Therefore, when there is bending angular momentum due to rota-
tion, /[ > 1, the molecule never assumes a linear configuration, r # 0, and instead

resembles a bent molecule rotating about the “former” internuclear axis.

A more intuitive classical picture of the bending modes and their associated angular
momentum can be gained by returning to the picture of degenerate bending motions
in the separate x,z and y,z-planes. Since these modes are degenerate any linear
combination of them is also a solution. If these two x and y bends are combined
with a 90° phase difference it corresponds to a “bent” molecule orbiting around
the “former” internuclear axis. This orbiting nuclei has an associated angular
momentum which must be quantized along the internuclear axis in integer units of
h.

The states with opposite values of [ (the parity eigenstates are actually the linear

combinations % (| +1) £| = 1))) are nominally degenerate. However, this degener-
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acy 1is broken by the end-over-end rotation of the molecule (Coriolis interactions).
This is described in more detail in Section 2.7. The degeneracy between bending
states of the same bending quanta, vj.,q, but different values of [/, is broken by

aharmonic terms in the vibrational Hamiltonian.

Due to the additional angular momentum from the bending vibrations, it is con-
vention to label bending vibronic states by the combination of the total electronic
and vibrational angular momentum, K = A + /. Then vibronic states are denoted
by the term symbol 25*!Kp where P = A + X + [ is now the projection of the total
angular momentum J on the internuclear axis. Capital Greek letters are still used to
denote the values of K (Z,I1, A, ® for K = 0, 1%, 2%, 3%). The degeneracy between
the states of different K in the same electronic state are broken by vibronic pertur-
bations. Note that this can often lead to confusion as a molecule can be in a 2IT
vibronic state while in a 2% electronic state. This is the case for the lowest bending

mode of the ground electronic state of YbOH.

Vibronic Interactions: The Renner-Teller effect

So far we have assumed that the motion of the nuclei, e.g., vibrations, does not
affect the electronic configuration of the molecule. This approximation is good for
molecules in electronic states with A = 0 or for stretching vibrations; however, it
breaks down for degenerate electronic states with bending vibrations. Electronic
states with non-zero projections of orbital angular momentum, A > 1, are degenerate
due to the cylindrical symmetry of the linear molecule. When the molecule begins
to bend, the cylindrical symmetry is broken and the bending induces an electric
dipole moment which perturbs the electronic structure and mixes electronic states.
This creates a coupling between the orbital and vibrational angular momenta, A
and /, and breaks the degeneracy of the electronic state. This coupling is called
the Renner-Teller effect and it can be included as a perturbation with the following
Hamiltonian [85],

Hyer/he = Vi, (Q+e—l'9 + Q_el"’) + Vi (Qie—”" + Q%ez"e) +0 (Qi) C(2.20)

where Q. are the bending vibrational angular momentum raising and lowering
operators (see Ref. [84, 85] for the matrix elements), 6 is the electron azumuthal

1% acts as a raising and lowering operator for A, and V;; and V5, quantify

angle, e
the strength of the coupling. The first term in Hpgr mixes states with AVpena = %1,
Al = £1, AA = ¥1, and AK = 0 while the second term mixes states with Avpeg =

+2, Al = £2, AA = 72, and AK = 0. Hgy acts to mix neighboring electronic states



23

with the same value of K. For example, in a IT state Ay mixes in neighboring ¥

and A electronic states.

For II electronic states, an effective Hamiltionian which encompasses the effects
of the Renner-Teller interaction but only operates within the manifold of the II

electronic state can be derived [84],

A 1 -2i i
Arr.n/he = 5ew; (qie 20 4 42 o2 9) +ex (G, +L) L., @2.21)

where w, is the frequency of the bending vibration, g+ = h cwz Q+ (u2 is the reduced
mass of the bending vibration), and G, ; and L are the prOJectlons of the vibrational
and electron orbital angular momentum, G;3 and L, along the internuclear axis. The
parameters ew, and gk are what are spectroscopically determined, and their relation

the the parameters in Eq. 2.20 are [84]:

€Wy = e(l)a)z + e(z)wz (2.22)
B 2
eDey = (%) w3 Vil (2.23)
1(n)\* _ o 2 1+ (hcwy/AE)?
2 1 / %
€l >w2:—§ (%) W' Y (=D Ve NG (2.24)
Ystates
[V [
pL 1220 2.25
Sk = 4hc Z( D aEp (2:29)

In the above equations V. = 2V;;/ (,uz)’/ 2. n and 1’ refer to the IT or £ and A states
respectively, s is even or odd with respect to X* and X~ states respectively, AE =
Eo(n’, ") — Eo(n, A) is the energy difference between the zero-order electronic
states, and p is even or odd for Z and A states respectively. More detailed descriptions
of the Renner-Teller effect can be found in [84—88].

2.4 Rotational structure
The rotational structure of diatomic and linear molecules can be obtained by con-
sidering the molecule as a rigid rotor. In the case of a linear molecule, the molecule

can only rotate about a single axis,* corresponding to end-over-end rotation of the

3The angular momentum associated with bending vibrations is traditionally denoted by G in the
literature but here we use Gy to avoid confusion with the intermediate quantum number G = S + [ in
the Hund’s case bggs coupling scheme which deals with strong hyperfine couplings (see section 2.6).

4 A linear molecule has two moments of inertia of equal magnitude which correspond to rotations
about axes perpendicular to the internuclear axis and each other. The cylindrical symmetry of the
molecule makes these axes indistinguishable such that there is only one distinct rotation, end-over-
end motion. A linear molecule can not rotate about its axis of symmetry since the moment of inertia
along this axis is zero.
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molecule. The rotational Hamiltonian, Hp, is the kinetic energy due to the angular
momentum of this rotation. The energies and wavefunctions of the rotational states

are found by solving the Schrodinger equation for a quantum rigid rotor [81],

. 2
Hryg = ZleﬁR = ERYr, (2.26)

where J is the angular momentum of the rotation and / is the moment of inertia of
the molecule about the rotational axis (I = »; m;r; where the sum is over all nuclei
of mass m;, and r; is the distance from the center of mass). The solution to Eq. 2.26

in spherical coordinates are the spherical harmonics [81],
yr =Y'(60,9) =1, M), (2.27)

where here [ is the angular momentum of the quantum state (J in the equation above)
and m 1s the projection of J along the z-axis (the internuclear axis). The energies of

the rotational states are [81],

hZ
Er=7:J(J+1)=BI(J +1). (2.28)

Here we have introduced the rotational constant, B, such that the rotational levels are
separated by BJ(J + 1). Since B depends on the moment of inertia of the molecule,
measurements of the rotational constant can allow the bond distances in the molecule
to be determined. Additionally, since changing molecular isotopologues changes
both the center of mass and the masses of the nuclei, the rotational constant differs

between different isotopologues of the same molecule and scales as 1/1.

2.5 The effective Hamiltonian

The BO approximation has allowed the separation of the molecular wavefunction
into electronic, vibrational, and rotational parts. This is especially useful since the
energies associated with these different interactions are orders of magnitude dif-
ferent; ~10*-10° cm™! for electronic states, ~102-103 cm™! for vibrational states,
and ~1071-1 cm™! for rotational states. High-resolution molecular spectra can re-
solve spectral features separated by 10-100 MHz (much less than the rotational
energy scale, noting that 1 cm!' ~ 30 GHz) and therefore interactions with energy
scales equivalent or less than the rotational energies are relevant. Additionally,
to adequately describe the energy levels of a molecule to the level needed to per-
form precision measurements and laser cooling, the fine and hyperfine structure of

molecule must be included. Therefore, most of the relevant molecular interactions
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occur at energy scales less than or equal to the rotational energy. When studying
these interactions, it is often most convenient to construct an effective Hamiltonian,
H, r7» that only operates in the subspace of a single vibronic state. This can be
accomplished by considering all interactions with energy scales smaller than the
vibrational energy as pertubations®. The total Hamiltonian can then be written as
[89],

H,, = Hy+ AH,. (2.29)

Hj is the zeroth-order Hamiltonian that includes the electronic and vibrational
Hamiltonians such that
Holn. )" = Epin, i)°, (2.30)

where E 2 = E, + E, is the energy of the vibronic state and |1, i)° is the zeroth-order
eigenfuction of the vibronic state. 7 denotes all the quantum numbers that describe
the vibronic state (which is a solution to Eq. 2.30) and i describes all the degenerate
quantum numbers for the state |)? (the rotational, electronic spin and nuclear spin
degrees of freedom). What we are interested in determining are the eigenstates of

the total Hamiltonian, |7, k),
Hyo1ln. k) = (E) + Ey)In. k). (2.31)
Here |, k) are a linear combination of the zero-order eigenfuctions,

k) = > en ). (232)

n'i

We want to derive an effective Hamiltonian that only operates in the subspace
of a single vibronic state, |7)° and returns the correct eigenvalues given by the
total Hamiltonian. Therefore, the effective Hamiltonian will satisfy the following

eigenvalue equation,
Aepr(n) Y dS im0 = (ES + Eyi) Y dfi1n.i)". (2.33)
i i
If we define a projection operator

Py= ) In Y il°, (2.34)

5This section summarizes the derivation of H, rr given in ch. 7.2 of Ref. [89], to which the
reader is referred for more details.
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which projects a state |17’, k) into the vibronic subspace |7)°, such that Pyln, k) =
k -\ O . . .
i cy, ;In,7)", and the opposite of the projection operator,

U=> > b In k), jl’, (2.35)
ki
such that U Zi m, iY0 = |n, k), then it can be shown [89]

ﬁeff(ﬂ) = I:I() + /lP,]I:IlP,] + /lZP,][:h%I:Ian + 0(/13) (236)
a

up to second order in A (see Ref. [89] Eq. 7.43 for higher-order terms). Here

Goyy |’7E’>0<’g/ _ (2.37)

n#En i

In Eq. 2.36 the zeroth-order term gives the zero-order energies for the vibronic
state and is a diagonal matrix with the values of the vibronic energy E, + E, on the
diagonal. The higher-order terms project the effects of the perturbing Hamiltonian,
H;, into the vibronic subspace, at different orders in perturbation theory, while
preserving its effects on determining the correct eiganvalues of H,,;. The effects of
terms in A, that are off diagonal in 7 (mix different vibronic states) are included in

parameters in the effective Hamiltonian.

To illustrate this we can derive the effective rotational Hamiltonian for a single

electronic state. The rotational Hamiltonian is
Hr=BR*=B(N-L)>=B(N* - N?>+L*-L?-N,L_—-N_L,), (2.38)

where R is the angular momentum of the en-over-end rotation of the molecule (J
was used in Section 2.4 to better match the literature). As can be seen above, the
operator R? has terms off diagonal with respect to the electronic state (the N, L_ and
N_L, terms) and therefore the rotational Hamiltonian has been expressed in terms
of N = R+L5, the total angular momentum minus spin. N is diagonal with respect

to each vibronic state and, therefore, is considered by some to be the more natural

This formulation of N is for a non-bending state, for a bending state N + R + L + G;. The extra
terms added by the addition of the bending angular momentum which are off diagonal with respect to
the vibronic state can be treated in the same way as those off diagonal with respect to the electronic
state and will only add additional terms in the definition of the effective rotational constant (see the
definition below).
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way to frame the rotational Hamiltonian?. The L? — Lg term is diagonal in the
vibronic state and can be neglected as it simply adds to the zero-order Hamiltonian

as a constant energy offset.

We can now derive the form of the effective rotational Hamiltonian which operates
in the subspace of a single vibronic state |) by setting H; = H in Eq. 2.36. To
first order we have
A (1) _ A
HR,eff = PyHRP;, (2.39)
= [n)(nIB(N® = NZ = N.L_ ~ N_L)In)(n| = BV (N> - N?)
where
B = (n|Bln). (2.40)

Note above that we have dropped the i quantum numbers in kets since they define
the basis we are projecting into, and we used the fact that for any operator O that is
diagonal in the space of vibronic states (e.g., (7|O|n’) = 6, 10 ) PnOPn = 0. The

second-order term in Hg ¢ 5 18

(2) _ A Q}] A
Hyopy = PoHr—"HgP,
Y (| = BIN+L_ + N_L)|7){if'| = B(N4+L_ + N_Ly)|n) (24D
- |77> <77|a
E,—-FE,,
n'#1n e

where we have not included the diagonal terms in |r7) as they are equal to zero. For
each value of " in Eq. 2.41, there are four terms, (| — BN.L=|n'){n| — BN+L%|n")
and (n| — BN.L<|n’){n| — BN+L.|n’). Noting that N. is diagonal in |7) and |n")
and that only the terms with opposite L raising and lowering operators are non-zero
we get

7(2)
Hpg, If

-y (| BLx|n") (' [BL<|1)

N.:Nz = BO(N? + N?) = BHO(N? - N?
E, - E, . (Ny + Ny) ( 7)

n#n
(2.42)

"Describing the rotational Hamiltonian in terms of R? is known as the R? formalism while
describing the rotational Hamiltonian in terms of N is known as the N* formalism. As to which
formalism is more appropriate is up for debate. The R? formalism more accurately models the end-
over-end rotation (R is the angular momentum of the end-over-end rotation) but requires evaluating
matrix elements involving L. The N? formalism avoids the matrix elements involving L but since
the rotational Hamiltonian is described by N? it does not represent the end-over-end rotation as
accurately as the R? formalism. Either formalism will accurately represent and model the rotational
spectra. Which formalism is used is generally only important if you are trying to reproduce the
calculated rotational energy levels. For a more detailed discussion see Ref. [90]
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where Bl |BL
B _ Z |BLz ') | BLx ) (2.43)
E,-E,
n'#n e
Notice that Fll(fl if has the same form as I—AII(;Z 7y SO We can write
Hg.fr = Beyr(N* = N?) (2.44)
with
B.sr = BV + B®. (2.45)

We have constructed an effective Hamiltionian, Hg , ff» which operates only within
the vibronic subspace |77) that incorporates all the effects of the total Hamiltonian
Hp. The first-order term, B'", incorporates the effects of H that operate only within
I7) (e.g., the end-over-end rotation) while the second-order term, B®, incorporates
the effects of Hz mixing different vibronic states and projects them into the |n)
subspace. Higher-order terms can be included in H, f and will include higher-order
mixings of vibronic states, however the effects of higher-order terms have a smaller

and smaller effect on the eigenvalues of H, f and therefore can be neglected.

The operator NZ2 gives a value of A% + [2 in any vibronic state. Therefore, the
term B, f.szz provides a constant offset to the initial energy of the vibronic state.

Therefore, the effective rotational Hamiltonian can be expressed as,

HRefr = BesfN-. (2.46)

The beauty of the effective Hamiltonian approach lies in the fact the energy levels
of a vibronic state can be computed without diagonalizing the full Hamiltonian of
the molecule. Therefore, to predict the spectrum for a single vibronic band, the
energies and wavefunctions of each state can be calculated separately and then the
transitions between each set of states computed. If you fit a measured spectrum to
the calculated one, the parameters in the effective Hamiltonian can be determined.
These parameters provide insight into each moleuclar state as well as other excited
states in the molecule (through higher-order contributions to these parameters, such
as B?). In addition to rotation, fine and hyperfine terms are also included in
the effective Hamiltionian, and the terms relevant for modeling YbOH and other

molecules in doublet states are given in Sections 2.7 and 2.8.

2.6 Angular momentum coupling and Hund’s cases
When diagonalizing an effective Hamiltonian it is often best to choose a basis (the

i quantum numbers in |57, )°) in which H, ¢¢ is most diagonal. While H, ¢y can be
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diagonalized in any basis, choosing the one in which H, f# 1s most diagonal will result
in the eigenfunctions of A, ff having a large overlap with the basis functions, |7, i )0,
The eigenfunctions closely resembling the basis function allow one to develop a
good intuition for what the eigenstates look like in terms of the basis functions. The
basis in which H, £ 1s most diagonal is determined by the relative strength of the
interactions in A, r7 and how these interactions couple the angular momentum in the
molecule. These angular momentum couplings are described by Hund’s coupling
cases [89]. There are five Hund’s coupling cases but we will only describe the first
two, as the molecular states of YbOH are best described by these two cases. First
we will describe the coupling cases in the absence of hyperfine structure (no nuclear
spins) and then introduce the coupling cases in the presence of hyperfine structure.
The relevant angular momenta and their projections on the internuclear axis 7, in

the absence of nuclear spins, are shown in Table 2.1.

Hund’s case (a)

For Hund’s case (a) to provide a good description of the molecular state, two
conditions must be met. First, the electron orbital angular momentum is strongly
coupled to the internuclear axis and, second, that the electron spin S is strongly
coupled to L. via spin orbit coupling (spin orbit coupling is discussed in Section
2.7). In this case L and S precess rapidly about the internuclear axis so that their
projections on the internuclear axis, A and X respectively, are well defined [89].
The quantum number Q = A + X is also well defined. Additionally, if the molecule
is in a bending state,  couples to the bending angular momentum G; to give the
quantum number P = Q + [ . P (or Q if [ = 0) couples to the end-over-end rotation

R to give the total angular momentum J. The basis vectors for Hund’s case (a) are
|n’ A’ Vbend, l; S7 Z; J? Q, MJ> = |TI’ A>|Vb€}’ld’ l> |S’ E>|‘]’ Qa MJ)’ (247)

where here i again refers to all the quantum numbers specifying the vibronic state
defining the space in which H, rr operates. M is the projection of the total angular
momentum J onto the laboratory z-axis. In the absence of external electric or
magnetic fields, the different M; states are (2J + 1)-fold degenerate. The right side
of Eq. 2.47 is included to indicate that this basis vector is an uncoupled basis where
the kets can be separated. Hund’s case (a) is generally relevant for vibronic states

with non-zero projections of L on the internuclear axis (A > 0)3.

8The more technical definition for when Hund’s case (a) is relevant is that the spin orbit interaction
is much larger than the rotation, AA > BJ.
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Table 2.1: Relevant molecular angular momenta, in the absence of nuclear spins,
and their projections on the internuclear axis 7 [89, 91].

Angular Momentum Projection on 7i Description
L A total electron orbital angular
momentum
S D total electron spin angular
momentum
G, ! bending angular momentum
R rotational angular momen-

tum (end-over-end)

N=R+L+G¢ K=A+l total angular momentum mi-
nus spin
J=N+8§ P=K+X total angular momentum
J,=L+S O=A+3 b total electronic angular mo-
mentum

¢ Also given by N =J - S.

b In diatomic molecules and linear molecules with no bending vibrations Q is the
projection of the total angular momentum J. The quantum number P is not used in
this case since P = Q.

Hund’s case (b)
In the situation where there is little or no spin orbit coupling (e.g., A = 0), the spin is
decoupled from the internuclear axis and Hund’s case (b) provides a good description
of the molecular state [89]. Since the spin is decoupled from the internuclear axis,
N, the total angular momentum minus spin, and it’s projection, K = A + [, are good
quantum numbers. Additionally, ¥ and € are not well defined. The electron spin,
S, will then couple to the nuclear rotation, N (via spin rotation discussed in Section
2.7), to give the total angular momentum J. The basis vectors for Hund’s case (b)
are

17, As Voena, l; N, K, S, J, My). (2.48)
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Hund’s case (b) provides a good description for molecular states with A = 0 or
the rare case where the energy scale of the spin orbit coupling is smaller than the
rotation [89].

Angular momentum coupling with nuclear spins
If one or more nuclei in the molecule has a non-zero spin, I, the nuclear spin will
couple to the other angular momenta present in the molecule. Here we describe two
special cases of coupling schemes involving the nuclear spin. The first is Hund’s
case (agy). Just as in Hund’s case (a), in Hund’s case (ag;) L and S are coupled to
the internuclear axis so that A, 2, Q, and P are well defined and P couples to R to
give J. Hyperfine interactions (discussed in Section 2.8) couple the nuclear spin to
J to give the total angular momentum® F = J + 1. The basis vectors for Hund’s case
(agy) are

17, As Voend, 1; S, 2 J,Q, 1, F, Mp). (2.49)

Hund’s case (agy) is a good description of molecular states with A > 1 and spin

orbit coupling.

In the absence of spin orbit coupling (A = 0) and when the hyperfine interactions
are strong, Hund’s case (bgs) provides a good description of the molecular state.
As in Hund’s case (b) the electron spin is decoupled from the internuclear axis;
however, now the strong hyperfine interactions cause the electron spin, S to couple
to the nuclear spin I before coupling to the rotation N. The coupling of S to I gives
the intermediate quantum number G = S + I which then couples to the rotation to

give the total angular momentum' F. The basis vectors for Hund’s case (bgs) are
17, A Viena, 1;S,1,G,N,K, F, MF). (2.50)

Hund’s case (bgs) is a good description of molecular states with A = 0 and hyperfine

interactions whose energy scales are larger than the rotational energy scale.

2.7 Fine structure and parity doublets
Now that we have introduced the various basis sets defined by the Hund’s cases

we can look at the various terms in the effective Hamiltonian. In addition to

°If the molecule contains more than one nuclear spin, following the coupling of J to the first
nuclear spin I;, denoted F in this case, the intermediate quantum number F; will sequentially couple
to each nuclear spin, I;;1, to give the final total angular momentum F.

101f there is another nuclear spin with which the hyperfine interactions are smaller, G will first
couple to N to give F; before coupling with the other nuclear spins to give the total angular momentum
F.



32

the molecular rotation, the other terms in the effective Hamiltonian generally fall
into two classes: fine and hyperfine structure. This section will cover the fine
structure terms which describe the interactions of the the electron spin with the
other angular momenta (not including the nuclear spins) in the molecule. The

effective Hamiltionian for the fine structure of the molecule is given by
FIFS:FI50+FISR+FIAD+FIID +I:ICD. (251)

The terms in A rs are as follows; spin orbit, spin rotation, A doubling, [ doubling,

and centrifugal distortions. We will discuss each term in more detail below!!.

Spin orbit

The spin orbit interaction results from the coupling of the magnetic moment of the
electron with the magnetic field seen by the electron as it moves through the Coulomb
field of the nucleus. This causes the electron spin S to couple to the orbital angular
momentum of the electron, L. Therefore, Hgo o< L - S = LS.+ %(LJ,S_ +L_S,)
which has terms which mix electronic states that must be dealt with in a manner
similar to how we dealt with the off-diagonal terms in the rotational Hamiltonian
(see Ref. [89] for a derivation of the effective spin orbit Hamiltonian to second

order). The effective spin orbit Hamiltonian takes the form [89]
Hso = AL.S., (2.52)

where A = AV+A® and A() accounts for the first-order terms and A®) accounts for
the second-order terms that result from the mixing of electronic states. Definitions
of A(D and A® can be found in Eq. 7.109 and 7.120 in Ref. [89].

The effects of the spin orbit interaction can be seen by looking at the diagonal matrix

elements of Hgo in a case (a) basis,
<TI9 A; Vbend’ l’ S’ 29 J’ Q9 MJlALZSZ|77’ As Vbend, l; S’ Z; J’ Q’ MJ) = AAZ' (253)

Hygo shifts the energy of each state by AAY. Consider a *II electronic state where
A==+1,2==1/2,and Q = £1/2,+3/2. If A and X are aligned (Q = +3/2) then
AY = 1/2 and the state is shifted up by A/2. If A and X are anti-aligned (2 = +1/2)
then AX = —1/2 and the state is shifted down by A/2. This results in the separation
of Q = 1/2 and Q = 3/2 components of a ’II state by A. This separation of the

'We have not included the spin-spin interaction Hgg in the fine structure Hamiltonian as it is
only non-zero for states with S > 1 and we are constraining our discussion to doublet molecular
states (S = 1/2).
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different  components of an electronic state is known as spin orbit splitting. Note
that for an electronic state with A = 0, the spin orbit interaction is not relevant as
Hgo = 0. At a fundamental level, the spin orbit interaction is a relativistic effect
and therefore its strength increases with increasing atomic number. For molecules
containing heavy nuclei, the spin orbit splitting can become so large the different
spin orbit components are treated as separate electronic states. This is the case in
YbOH.

Spin rotation

The spin rotation interaction accounts for the interaction of the electron’s spin with
the rotation of the molecule, N. The rotation of a linear molecule will generate a
magnetic field (the nuclei are charged and therefore their rotation will generate a
current) which will interact with the magnetic moment of the electron. The effective
Hamiltonian for the spin rotation interaction for a molecule of any symmetry is given
in Equation (2.3.29) and (2.3.30) in [85], where the strength of the spin rotation
coupling is parameterized by the tensor 7% (€). T*(€) describes the coupling of the
spin to the molecule’s three-dimensional rotation (similar to how the moment of
inertia tensor describes the rotation of a rigid body in three-dimensional space). For
an axially symmetric molecule T* (¢) has only three non-zero elements, the diagonal
elements €y, €y, and €,; (again similar to how the moment of inertia tensor for an
axially symmetric body is diagonal), and the spin rotation Hamiltonian is reduced

to
Hsg = (€ + €yy) (NS = N, S;) +2€,:N.S, = y(N-S = N,S;) +y'N,S,. (2.54)

For an axially symmetric molecule €, = €,, = ¥/2, where v is the spin rotation
parameter and Y’ = 2¢, is the parameter describing the coupling of spin to rotation
about the axis of symmetry. Hgg has different effects in bending and non-bending

states so we will examine each separately.

Spin rotation in linear vibrational states (/ = 0)

For a diatomic molecule or a linear molecule in a state with / = 0, rotation about the
internuclear axis is not possible, resulting in y’ = 2¢,, = 0. Therefore only end-over-
end rotation is possible and results in rotaional angular momentum perpendicular
to the internuclear axis such that N, = 0. Taking this into account, the effective

Hamiltonian for the spin rotation interaction in a linear state with / = 0 reduces to
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12 [89]
Hgr =yN-S. (2.55)

In a given rotational level, N, the spin rotation interaction given in Eq. 2.55 lifts the
degeneracy between states with different values of J (J =N+Sand J =N -S) so
that they are separated by an energy of y(1/2 + N). This splitting is known as spin
rotation splitting.

As with other parameters in the effective Hamiltonian, the spin rotation parameter
can have contributions from first- and higher-order terms, y = ¥V +y® +0(3). The
first-order contribution, y(!), comes directly from the coupling of the electron’s spin
to the magnetic moment of the rotating nuclei. However, the contribution of y(!) to
v is very small due to the very small magnetic moment generated by the orbiting
nuclei. Therefore, the spin rotation parameter is dominated by the second-order
contributions given by y?. The second-order contributions arise from interactions
of the off diagonal terms in the rotation and spin orbit Hamiltonians which, when
projected into the vibronic subspace, result in an effective operator of the form N - S.

The second-order contributions to the spin rotation parameter are given by [89]

AZIBL_|, A+ 1,2, A+ 1,Z|Hsoln, A, + 1
Y = _ZZ [(77, ,Z|BL_|n ) |Hsoln >+
rl/

(E; = Ep)(S,ZIS_|S, 2+ 1)
A (2.56)
<777A,2|HS0|77,3A - 132 + 1)(77,,/\— 1’2 + 1|BL—|777Aa2 + 1>

(E, — Ep){(S.Z|S_[S.= + 1)

y?) results from the combination of the rotation and spin rotation mixing in other
electronic states with A’ = A = 1 and therefore measurements of y can provide
information about other electronic states in the molecule. The effects of excited
electronic states on the value of y in the X2+ state of YbOH are discussed in more
detail in Section 4.3 and 6.5.

Spin rotation in bending states (/ > 1)

If the molecule is in an excited bending state with / > 1, then N, # 0 and the molecule
“rotates” about the interculear axis due to the bending angular momentum. This
rotation about the internuclear axis also results in Y’ = 2¢,, # 0. In this case, the

operator form of Hsg given in Eq. 2.55 does not correctly account for the rotation

2While using the functional form Hgg = yN - S for the spin rotation interaction is correct for
diatomic molecules and linear molecules in states with vp.,q = 0, since NS, component of N - S
is zero, it is incorrect for states with [ > 0 since N, = [ # 0, and the form of the spin rotation
Hamiltonian given in Eq. 2.54 must be used.
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about the internuclear axis and Eq. 2.54 must be used. The form of Eq. 2.54 is
easily understood. For the value of y to be consistent with the linear definition
(describing the coupling of S to the end-over-end rotation), the contribution from
the bending angular momentum, NS, must be subtracted. However, this bending
angular momentum will also couple to S and is accounted for by the second y’ term.
For states with / > 1, the spin rotation interaction still creates an energy splitting

between the J = N + S states, but now the spin rotation splitting is given by [91]

_72
_@N+H(NWV+D =) 2N+ D, 2.57)

A + .
SR IN(N+1) YTNWN+D T

The first-order contribution to y’ is very small, again due to the small magnetic
moment generated by the rotating nuclei. Therefore, for the y” term in Eq. 2.54
to make any significant contribution to the effective Hamiltonian, the second-order

contributions to y’ must be significant.

Parity doubling
In the absence of external electromagnetic fields, I:Ieff conserves parity and therefore
the eigenstates of A, rr have well-defined parity. These states are given by taking the

sum and difference of the states with opposite projections of each angular momentum
|J’ +> = |TI, A; Vbend’ l; 87 29 J? P> + (_1)J_S|77’ _A; Vbenda _l, S’ _Z’ Jv P>7 (258)

17, =) = |1, As Voenas 138, 2, T, PY — (=) 5|9, =A; viena, =13 S, =2, J, P). (2.59)

In the non-rotating molecule, the opposite parity states % (IAY £|=A)) and
% (|ly £ | —=1)), are degenerate. However, the rotation of the molecule lifts this
degeneracy and gives rise to parity doublets. An intuitive explanation of the origin
of parity doubling can be found in Appendix A.4 of [47]. More technically, these
parity doublets are generated by second-order interactions in the effective Hamilto-
nian. If we expand the rotational Hamiltonian Hz = BN?> = B(J - L — G; - S)?,
we find cross terms of the form BJ - L and BJ - G;. These terms are known as the

Coriolis terms and are responsible for parity doubling.

A doubling

The lifting of the degeneracy between the states %(|A> +|—A)) is known as
Lambda-doubling (A-doubling). As mentioned above, A-doubling arises at sec-
ond order in the effective Hamiltonian. More specifically, it is the result of a

combination of off diagonal terms from the spin orbit and rotational Hamiltonians
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which connect states with | £ A) to states with | + A) through the mixing with other

electronic states [89]. The effective A-doubling Hamiltonian is given by 13

A 1 ; ; 1 ; ;
Hap = —Eq(er_Z’e +J2e%) 4 E(p +2q)(J.Spe 20 + J_S_e*), (2.60)

where 6 is the electron azumuthal angle and e*"

acts as a raising and lowering
operator for A so that (A = +1[e*??|A = ¥) = —1, and p and ¢ quantify the strength
of the interaction due to the mixing with other electronic states. p results from
the mixing with other electronic states due to the combination of the spin orbit and
rotational Hamiltonians, while g results solely from mixing with other electronic
states due to the rotational Hamiltonian. The expressions for p and g to second

order can be found in Eq. (7.142) and (7.143) of [89].

l-doubling

The lifting of the degeneracy between the states %(ll) + | —1)) is known as [-
doubling. /-doubling arises in a similar fashion to A-doubling with the only dif-
ference being that the terms involve bending angular momentum G; instead of the
electronic orbital angular momentum L. Therefore, /-doubling also only arises at
second and higher orders in the effective Hamiltonian that cause mixing with other
bending vibrational states. This is due to the combination of terms in the rotational
Hamiltonian and the analogous spin orbit interaction for the bending angular mo-
mentum, G; - S*, which connect states with | + /) to states with | ¥ /). The effective

Hamiltonian for /-doubling is given by !5 [84, 87]
A 1 _9; i 1 —2i J
HD = =2y (T3¢ + 12%) + 2 (py2 + 292) (JiSye 7 + S e*), (2.61)

where (I = +1|e*¥¢|] = ¥1) = +1 and p,, and ¢,, quantify the mixing with other
bending states and ultimately the strength of the /-doubling interaction. p,; and g,»

are directly analogous to their counterparts in the A-doubling Hamiltonian.

Centrifugal distortions
So far we have treated the rotation of the molecule as that of a rigid rotor. However,
the molecule is not a rigid rotor, and as the molecule rotates, the nuclei will experi-

ence a centrifugal force that will cause the nuclei to separate, increasing the effective

13We have omitted the term (1/2) (0 + p+¢q)(S2e~21? + 52 ¢%9) since it is only non-zero for states
with § > 1.

14This interaction is accounted for in the effective Hamiltonian by the y’ term in Hsg in Eq. 2.54.

SJust as with A-doubling we have again dropped the term proportional to (S2e~2¢ + 52 ¢2i?)
since it is only non-zero for states with S > 1.
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bond length. This increase in the bond length will increase the moment of inertia
for the rotation and therefore decrease the effective rotational constant [81]. This
effective bond lengthening will increase with increasing molecular rotation J. The
effect of these centrifugal forces on the rotational Hamiltonian is called centrifugal

distortion. The effective Hamiltonian for centrifugal distortion is given by [89, 92]
Hcp = -DN?N? = —-DN?, (2.62)

where D is the centrifugal distortion parameter. The effect of Hep is to change the

energy of the rotational levels such that
Eg=BJ(J+1)-DUJ(J+1)>=(B-DJ(J+1)J(J+1), (2.63)

so that there is a corrected rotational constant of B — DJ(J + 1). The magnitude
of D is generally several orders of magnitude smaller than B so that the effects
of centrifugal distortions on the energies of lower rotational states are negligible.
However, the inclusion of A cp 1n the effective Hamiltonian is needed to accurately
describe higher rotational states. Higher-order terms can also be added to account

for higher-order corrections [81].

Centrifugal distortions also impact the other interactions in the effective Hamiltonian
as well. Take spin rotation for example. If centrifugal distortions change the
energy of the molecular rotations then they will change how the spin couples to
that rotation in a manner that scales with the rotational quantum number J. This
centrifugal interaction between the spin rotation and the rotation is described by the

spin rotation centrifugal distortion effective Hamiltonian [93]
N 1
Hsrep = 5ypIN -8, N, (2.64)

where yp is the spin rotation centrifugal distortion parameter and [A, B], = AB +
BA, is the anticommutator. In general, any interaction described by a term in
the effective Hamiltonian will have corrections due to centrifugal distortions. For
an interaction described by an effective Hamiltionian of the form H; = a0, the

corresponding effective Hamiltonian for the centrifugal corrections is given by

A 1 A
ocp = 5[0, N1, (2.65)

where ap is the centrifugal correction to the parameter . In this manner, the
centrifugal correction to the spin orbit (paramatarized by Ap) can be obtained by

substituting O =L,S, in Eq. 2.65. Other interactions such as A-doubling can be
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accounted for as well. Oftentimes, and especially for low-rotational states, these
corrections will not make any significant or measurable changes to the energy levels,

and they do not need to be included in the effective Hamiltonian.

2.8 Hyperfine structure

If the molecule contains one or more nuclei with non-zero nuclear spin, I, hyperfine
interactions will be present. The hyperfine interactions describe the magnetic and
electronic interactions of the nuclear, electric, and magnetic moments with other
angular momenta present in the molecule. Here we will only consider the interac-
tions due to the nuclear magnetic dipole and nuclear electric quadrupole moments.
The effects of hyperfine interactions are generally much smaller than those resulting
from the fine structure, and therefore it is usually only necessary to include the first-
order contributions to the effective Hamiltionian. These are the only contributions

we will discuss here.

Magnetic dipole terms

The magnetic dipole terms describe the magnetic interactions between the magnetic
dipole of the nucleus and the other magnetic moments in the molecule. Several of
these interactions arise from interactions between the spin of the electron and the spin
of the nucleus. These nuclear-electron spin-spin interactions are characterized by
three terms in the effective Hamiltonian: the Fermi contact, dipole-dipole coupling,
and the parity-dependent dipole-dipole terms. The effective Hamiltionian for the

Fermi contact interaction is [89, 94]
Hy, = brl- S, (2.66)

where b is the Fermi contact parameter and is defined as [89, 94]

_ o 87 . . _
br = inh 32gegN,UB,“N<77’ A S X ZS,é(r)In,A, S,2). (2.67)

In Eq. 2.67, ug is the vacuum permeability, g, and gy are the electron and nuclear
g-factors, up and py are the Bohr and nuclear magneton, s; is the spin angular
momentum of the ith electron, §(r) is the Dirac delta function, » and 6 (not used
in Eq. 2.67 but will be used below) are polar coordinates, and the sum runs
over all unpaired electrons. The Fermi contact interaction describes the magnetic
contact interaction between the electron and nuclear spins arising from the overlap
of the electron wavefunction with the nucleus (the 6(r) in Eq. 2.67). Therefore,

measurements of the Fermi contact parameter provide information about how much
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overlap the electron wavefunction has with the nucleus. Comparison of determined
br values to atomic by values can provide experimental information on the atomic

orbital composition of the MO.

The second magnetic dipole interaction is referred to as the anisotropic dipole-
dipole interaction and describes the magnetic dipole-dipole interaction between the
electron and nuclear magnetic dipole moments. The effective Hamiltionian for the

dipole-dipole interaction is [89, 94]

A

1
A= 7c(3L.S.~1-8). (2.68)

where c is the dipole-dipole coupling parameter and is defined as

o 3 (3cos?0; — 1)

c= mﬁgeé’NﬂBﬂN@?, A; S 2| Zsir—3|77,/\§ S%). (2.69)

i
c 1s again dependent on the valence electron’s wavefunction and therefore measure-

ments of it can provide information about the valence MOs.

In Eq. 2.68 and 2.69, we only considered the terms from the magnetic dipole-
dipole interaction which were diagonal in A. There are also terms off-diagonal in
A, specifically those which connect states of |[A = +1) to states with |A = F1)16,
These off-diagonal terms provide a hyperfine contribution to the A-doubling so that
one component of a A-doublet obtains a different hyperfine shift than the other.
Therefore, if the state in question has a non-zero value of A, the parity-dependent
hyperfine interaction must be included. The effective Hamiltonian for this interaction
is given by [89, 94]

Hy = %d(SJ_e_M + S_I,e%?), (2.70)

where d is the parity-dependent hyperfine parameter and is given by

_Ho 3 8e8NHBHN
Ath2\[S(S+1)-Z(Z+1)
e_2i¢1)

.2
0.
<n,A:—1;S,z+1|Zs,.+(Sm’—
i

(2.71)
3 I, A =+1;8,%)
Ti
where s is the spin-raising operator for a single electron and ¢; is the azimuthal

angle for the ith electron.

16There are also terms which change A by 1 and therefore would mix electronic state. These
effects would only show up at second-order in the effective Hamiltonian and provide energy shifts
much below any measurable limit so they are generally not included. These second order terms only
become measurable when there are nearly degenerate electronic states [94].
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Finally, if the molecular state has A > 1, there will be an additional magnetic
hyperfine interaction describing the magnetic dipole interaction between the nuclear
spin and the magnetic moment generated by the orbiting electron. This is analogous
to the spin orbit interaction. The effective Hamiltonian for the nuclear spin orbit
interaction to first order?’ is given by [94]

A

A, =al,L,, (2.72)

where a is the nuclear spin orbit parameter and is given by

Ho 1 L
= — —(n,A\; S, 2 =1, A;S,2). 2.73
a= o gegnppun |2]ﬁm ) (2.73)

i
In the above equation /,; is the z-component of the single electron angular momentum
operator of the ith electron. Note in the above discussion we have assumed that there
is only one nucleus with non-zero spin. If the molecule contains multiple nuclei
with non-zero spin then the above interactions with each nucleus must be accounted
for separately. Therefore, if the molecule has j nuclei, the total magnetic dipole

hyperfine effective Hamiltonian is give by!®

Haipole HFS = Zﬂaj +Hp,j+ Hej + Hyj. (2.74)
J

Electric Quadrupole terms

If a nucleus has a nuclear spin of I > 1 then the nucleus could have an observable
quadrupole moment, a non-spherical distribution of mass and charge so that the
nucleus resembles an ellipsoid. This non-spherical charge distribution will result
in the nucleus having an electric quadrupole moment. This electric quadrupole
moment will interact with the electric field gradient created between the positively
charged nucleus and the negativly charged electrons. This will lead to different
orientations of the quadrupole deformed nucleus in the electric field gradient having
different energies. Since the orientation of the nucleus is given by the orientation
of the nuclear spin, this will result in an interaction that is dependent on both
the nuclear spin orientation and the magnitude of the electric field gradient. The

effective Hamiltonian that describes this electric quadrupole interaction is [89]

; 2 (BL-T)
Hego =e QCI04I(21 1y (2.75)
"Technically A, = al - L but, just as with the spin orbit interaction, the effective operator is
given by only the elements diagonal in n, I, L.
18We have not included the nuclear spin rotation (analogous to fine structure spin rotation) terms
in the effective dipole hyperfine Hamiltonian as they are not relevant for describing the structure of
YbOH. The nuclear spin rotation effective Hamiltonian is HySR=C/1-].
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where e is the charge of the electron and Q is the quadrupole moment of the
nucleus. g is the expectation value of the electric field gradient over the electronic

wavefunction

-1 (3cos*0; — 1)
= 2L AT (VE) [, Ay = —— (1, Al ) ~————In,A), (276
40 = =201, T3 (VE)n A) = 7= G |Z s N, T
where € is the electric constant, TqZ:O(VE ) is the g = 0 component of the second-
rank spherical tensor describing the electric field gradient!®, and the sum over i is

now taken over all electrons.

In Eq. 2.75 we have only included terms diagonal in A; however, the electric
quadrupole interaction also has terms off diagonal in A. As with the dipolar interac-
tions, the terms which mix states with AA = +1 will cause electronic states to mix
and will only become relevant at higher order. These terms are not included in the
effective Hamiltionian. The off diagonal terms which connect states with AA = +2
are included in the non-axial electric quadrupole effective Hamiltonian
(e72012 4 ¢%012)
4121 - 1)

Heor = —€*Qq (2.77)

g2 is the non-axial electric quadrupole coupling parameter and is determined by the

non-diagonal effects of the electric field gradient

92 =-2V6 > (n, A = £1|T}(VE)In, A = 1), (2.78)
q==%2

where now the qu: ., (VE) are the ¢ = +2 components of the second-rank spherical
tensor describing the electric field gradient. Hgg, has the selection rules AX = 0
and AA = 2 and therefore will only connect states with AQ = 2. Therefore, in a
211 state, H £o2 Will only connect states from different spin orbit components, the
Q =1/2and Q = 3/2 states.

2.9 Molecular transitions

It is not possible to directly observe the energy levels of a molecule but only the
transitions between two molecular states. These transitions are driven by the inter-
action of electromagnetic radiation (photons) and the molecule. These photons can
directly interact with either the electrons to cause the electron to change states or

the dipole moment of the molecule itself. The former induces rovibronic transitions

19 An overview of spherical tensors including there relation to the Cartesian operators can be
found in Ch. 5 of Ref. [89].
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(a transitions between different rovibronic states) while the latter induces rotational
transitions within a single vibronic state. By observing either the absorption or
emission of photons when these transitions are driven, we can determine the tran-
sition frequencies and ultimately the energies of the states involved. In addition
to providing a means to observe and measure molecules, molecular transitions can
also be utilized to control and manipulate molecules (laser cooling, coherent state

preparation, etc.).

We are interested in understanding electric dipole transitions 29, how the electric
dipole operator (first term in the multipole expansion of the electric field of the laser
or microwaves) connects two different molecular states. For two given molecular
states, the transition intensity or strength is given by the expectation value of the

electric dipole operator, /i, between the two states

I = (alglB)*. (2.79)

Here a and B describe all the quantum numbers of the ground and excited states.

Vibrational transitions
If we only consider vibronic transitions (e.g., the laser is broad enough that transitions
from many rotational/fine/hyperfine states are excited at once so that the rotational,

fine and hyperfine structure is unresolved) then the intensity is given by [81]

2 (2.80)

"oy AL N2 7 ~ 2
Lyibronic = |<77 sV |ﬂ|77 sV >| = |<V |V/><77//|/l|77/>| =4y My

where here we use n and v to describe the electronic vibrational wavefuctions
respectively, and we have used the spectroscopic notation of the double prime and
prime reffering to the ground and excited states respectively. In Eq. 2.80 we have
used the fact (i does not operate on the vibrational coordinates. g, ,- is known
as the Frank Condon factor (FCF) which is the overlap integral of the vibrational

wavefunctions )

(2.81)

qv'’y = |<V”|V/>|2 = '/ tﬂwlﬁ?dT

If the electronic PES is known for both the ground and excited states, g, ,+ can be
easily calculated. ;- is the transition dipole moment (TDM) and is dependent on

the specific nature of the electronic wavefunctions. While it is possible to calculate

20There are also magnetic dipole, electric quadrupole, and higher-order transitions, however they
are largely suppressed compared to electric dipole transitions and, for the transitions of interest here,
are not discussed.
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the TDM using numerical methods, it is often a measured quantity. For the set of
different vibrational transitions between two electronic states, p, , is constant and

the relative transition intensities are only dependent on the FCFs.

Following excitation to an excited state |, v') the molecule will decay back down
to the ground state (or some other lower state). The probability that the molecule
will decay to a given vibrational state |n”, v"’) is given by the vibrational branching

ratio [91]
Gy,

bv/_)y// = : . (282)

3
YR AURAC

17 3,0

v
where w,~ - is the frequency of the transitions from |”,v”) to |n’,v’). Therefore
the probability of a vibrational decay is dependent on the FCF. This fact becomes

important when laser cooling molecules.

Vibrational selection rules

Whether or not a vibrational transition is allowed is determined by g,~,.. From
Eq. 2.81 we know that g,~,, = 0 if the product ¢, ¢, is odd with respect to the
origin of the coordinate system. This occurs when one of the wavefunctions is even
and the other is odd. For a linear molecule, all stretching mode wavefunctions are
even with respect to the origin and therefore nothing inherently prevents vibrational
transitions between different stretching modes. However, for bending vibrations the
situation is different. All bending wavefunctions with odd values of / are odd while
even values of [ are even. This results in the following vibrational selection rules
for linear molecules: Al = 0 and therefore Avp.,g = 0, £2, +4, ... More intuitively,
this can be though of in the following way. Since the photon only interacts with
the valence electron’s charge or the molecule’s dipole moment, it can not cause a
change in the bending angular momentum (similar to how a photon can’t change
the spin), and Al = 0. For a more rigorous description of vibrational selection rules

with respect to the molecular symmetry, see Ref. [81, 82].

It is important to note that forbidden Al # O transitions due occur and are due to
mixing from vibronic perturbations such as the Renner-Teller effect. For example
consider the case of a 22 (Vpeng = 1) —2 Ty 2(Vhena = 0) transition which is
normally forbidden. Vibronic and spin orbit interactions can mix the 211, 12(Vbend =
0) state with the bending mode of an excited X~ state so that the true wavefunction
of the ITj/»(Vpena = 0) state is now ¥ = |*I112(Voena=0) + €/*E~ (Vpena = 1)).

The 22+ (Vpena = 1) =2 =~ (Vpena = 1) transitions is not forbidden which will now
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allow the 2X* (Vpena = 1) =2 1) /2(Vbena = 0) to occur via intensity borrowing. A
thorough calculation and measurement of this “forbidden” vibrational branching for
CaOH, SrOH, and YbOH was done in Ref. [95].

Rotational and rovibronic transitions
If the rotational, fine, and hyperfine structure are resolved, then the transition inten-
sity will also depend on the specifics of the rotational/fine/hyperfine states involved.

Taking this into account, the transition intensity is given by
A 2 2
Liovibronic = 10" V" K" 1Al V', KV = @y |t ar|” S e (2.83)

where Sy~ is the Honl-London factor and « denotes the quantum numbers which de-
scribe the rotational/fine/ hyperfine state. In a case (a) basis
In,v,k) = |n,A\;v,1;S,%;J,P). In reality the state |1, k) will be some linear
combination of the basis functions which will be determined by diagonalizing Fleff
and therefore the values of S, ,» will depend on the specifics of the effective Hamil-

tonian.

Rotational and rovibronic transitions have the following selection rules for the total
angular momentum and parity; AJ = 0,+1 (AF = 0,+1 when there is hyperfine
structure), and parity + <> — [96]. There are also the following approximately good
selection rules; AS = 0, AYX = 0, AA = AQ = 0,+1. The value of AJ is used to
label different rotational branches. AJ = —1 transitions form the P branch, AJ = 0

transitions form the Q branch, and AJ = +1 transitions form the R branch.

More specifically, each transition is labeled with the following branch designation,
ANA.II:if,F;r(N”) where AN=0,P,Q,R,S for AN = -2,-1,0, 1,2 and AJ=P,Q,R for
-1,0,1. Here F; does not refer to the angular momentum F but denotes the spin orbit
and spin rotation components of the ground and excited states. For a 2Z* —2 TI
transitions F; = 1 or 2 if the transition is to the Q = 1/2 or 3/2 spin orbit components
respectively and F/” = 1 or 2 if the transitions comes from the / = N +1/2 or
J = N—1/2 spin rotation components respectively [97]. An example of a2Z* — 211

transitions with the branch designations is shown in Fig. 2.2.

2.10 Overview of laser cooling molecules
Now that we have introduced general molecular structure we will take a slight aside
to give a brief overview of laser cooling molecules. For a more thorough and

complete discussion of molecular laser cooling and trapping see [98, 99].
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Laser cooling of atoms and molecules is accomplished by utilizing the interaction of
the atom or molecule with laser light to exert forces on the atom or molecule. When
a laser’s frequency is resonant with an atomic or molecular transition, the atom or
molecule will absorb a photon and transition to an excited state. This absorption will
provide a momentum kick of 7k in the direction of the laser propagation. The atom
or molecule will then decay from the excited state emitting a photon. This process
of photon absorption and emission is known as photon scattering. Upon decay,
the emitted photon has no preferred propagation direction. Therefore, after many
photon scatters, the momentum transfer from each photon emission will cancel, on
average, resulting in each photon scatter providing an average momentum kick of
hik in the direction of the laser propagation. Therefore, if an atom or molecule of
mass m moves with velocity v then the atom or molecule can be brought to a stop
after Ny,, = mv/hk photon scatters. In general, to laser cool and trap an atom or
molecule, about 10,000 photon scatters are needed. This repeated process of photon

absorption and emission is referred to a photon cycling.

In order to actually cool and trap an atom or molecule, it must contain a closed
cycling transition so that thousands to millions of photons can be scattered. By
closed, we mean that upon excitation, the atom or molecule will not decay to a state
unaddressed by the laser and stop scattering photons. While finding closed cycling
transitions in certain atoms is fairly easy, it is much more difficult in molecules
due to the addition of vibrational and rotational branching. The strict angular
momentum and parity selection rules for rotational transitions can be utilized to
provide rotational closure [100]. For a 2yt 2 /2 transition, this is accomplished
by driving transitions from the negative parity N = 1 state to the even parity J = 1/2
state (the ’Q1,(1) and P Py (1) transitions in Fig. 2.2). The angular momentum and
parity selection rules enforce that a J = 1/2 positive parity state can only decay to
J =1/2,3/2 negative parity states. There are no J = 3/2 negative parity states in a
23 * electronic state so the molecule will always decay back to the original N = 1,

J =1/2,3/2 states, providing rotational closure.

The lack of strict selection rules for vibrational transitions makes addressing vibra-
tional branching much more difficult. From Eq. 2.82 we know that the vibrational
branching is proportional to the FCF. Therefore, if we choose a molecule with
diagonal FCFs (q,~, ~ 1 for v = '), then the branching to higher vibrational
modes not addressed by the cooling lasers will be small. In this case only a small,

experimentally feasible, number of repumping laser will be needed to optically
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pump the population in these higher vibrational states back into the cooling cycle.
Diagonal FCFs are achieved when the vibrational wavefunctions of the ground and
excited state are very similar, which occurs when the ground and excited state PESs
are almost nearly identical. This occurs when the valence electron involved in the
optical cycling is decoupled from the bonding electrons. As discussed in Section
2.2, this is the case for molecules formed by the bonding of alkaline earth or alkaline
earth-like metals to halogens or psudo-halogens, but it occurs in other cases as well
[50, 101-104]. To date, several diatomic [48—52] and polyatomic [53-56] molecules

have been laser cooled several of which have been trapped as well [57-60].

2.11 Overview of YbOH

Finally, we conclude this chapter with a brief overview of our molecule of choice,
ytterbium monohydroxide (YbOH). Prior to the development of experiments to
search for a NMQM and eEDM in YbOH, a single spectroscopic study of YbOH
had been performed using a high-temperature sample [105]. This study found that
YbOH is indeed similar to the alkaline earth hydroxides (CaOH and SrOH), a linear
molecule with a ground X23* electronic state and a first exited A2I1; /2 state. Here
we have introduced the spectroscopic notation where the ground state is denoted by
an X and all other excited states are denoted by capital letters in alphabetical order,
first excited is A, second excited is B, etc.2! Additionally, this study confirmed that
YbOH has a very large spin orbit splitting in the A’IT state, A = 1350 cm™!, so
that the AZIT, /2 and A, /2 states are separated by 1350 cm~!. In this case the
AT, /2 and AZH3 /2 states are considered to be separate electronic states rather than
different spin orbit components of the same electronic state. This original study did
contain an error which resulted in an incorrect value for the spin rotation parameter.
The correct value of the spin rotation parameter was determined as part of the work
described in this dissertation, and resulted in a reanalysis of the high-temperature
study [106]. The state ordering (not to scale) of the first few rotational levels of the
X2%+*(0,0,0) and A2H1/2(0, 0, 0) states of YbOH is presented in Fig. 2.2.

YbOH is a linear triatomic molecule and will have three vibrational modes: Yb-O
stretch denoted v, Yb-O-H bend denoted v,, and O-H stretch denoted v3. Vibra-
tional states are indicated in parentheses (v, v, v3) following the electronic state
designations. Similar to CaOH and SrOH, the strong ionic bond between the Yb
and OH provides very diagonal FCFs making YbOH amenable to laser cooling.

2ISometimes the state labeling is out of order when lower excited states are experimentally
observed after higher-lying excited states.
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Figure 2.2:  Example of the rotational transitions of of the AII, 12(0,0,0) -
X2zt (0,0, 0) band of YbOH. The transitions shown here are typical for a 2H1 2 2y
band. The spacing between the molecular states is not to scale. The state ordering of
the rotational and fine structure components of the ATT, /2(0,0,0) and X?3+(0,0,0)
states is representative of YbOH. The negative value of y in the X>X*(0, 0, 0) state
results in the J = N — S state residing higher in energy than the J = N + § state.
Similarly, the negative value of the (p + 2¢) parameter in the A%II; /2(0,0,0) state
reverses the ordering of the parity components compared to similar alkaline earth
metal fluorides and hydroxides. One or more transitions from each of the six
branches typical for a 2IT; /2 —2 ¥* band are shown and labeled. All transition labels
are to the left of the arrow designating the transition except the ¢ R1,(2) line, which is
to the right. The six different branches are color coded: OP,red, 201 green, Pp.,
yellow, P01, light blue, 2R, orange, and RR ., dark blue. The branch designations
are described in the text.

The vibrational branching ratios of YbOH have been measured to high precision
[107]. The vibrational branching from the A1, /2(0,0,0) state (for branching ra-
tios > 0.01%) are presented in Fig. 2.3. In addition to diagonal FCFs, the bending
mode of the ground electronic state, X2zt (0, 1, 0), will have parity doublets due to
the /-doubling. This parity doubling can be used for internal comagnetometry and,
therefore, the X22+(0, 1,0) state will act as the science state for both the NMQM

and eEDM measurements.

Finally, Yb has seven naturally occurring isotopes with moderate abundances:
18Yb (0.1%), 17°Yb (3.0%), 71Yb (14.3%), 172Yb (21.8%), 13 Yb (16.1%), 74 Yb
(31.8%), and '7°Yb (12.8%). The even isotopes of Yb have no nuclear spin so
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Figure 2.3:  Vibrational branching of the A’IT, 12(0,0,0) state of YbOH. Only
known branching ratios > 0.01% are presented and were taken from Ref. [107].

the only hyperfine interactions in the even isotopologues of YbOH result from the
nuclear spin of the H (Iy = 1/2). However, the odd isotopes do have nuclear spins of
Lizy, = 1/2 and Liisy, = 5/2 which result in strong hyperfine interaction in the odd
isotopologues. Additionally, the !7>Yb nucleus is quadrupole deformed and has an
electric quadrupole moment resulting in electric quadrupole hyperfine interactions.
The focus of the work described in this disertation is the production of YbOH and the
characterization of the ground and several excited electronic and vibrational states
of the even (7*YbOH) and odd ('’""!73*YbOH) isotopologues. These measurements
are essential for the implementation of laser cooling, spin precession, and EDM

measurements in YbOH.
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Chapter 3

4 Kelvin Cryogenic Buffer Gas Beam Source

In order to study and ultimately perform measurements of P, T-violation with YbOH,
we must first produce it. YbOH is a free radical (molecule with an unpaired valence
electron) and is not chemically stable. Therefore, we must use production methods
that will avoid the loss of YbOH through chemical reactions. Furthermore, at room
temperature a sample of molecules will typically occupy thousands of different
rotational and vibrational states so we must also cool the molecules to cryogenic
temperatures where the thermal distribution of molecules is spread over only a
few rotational levels. We accomplish the production and cooling of the molecules
with cryogenic buffer gas cooling and ultimately extract the molecules to form a
cryogenic buffer gas beam (CBGB). In this chapter I provide a brief review of
CBGBs (more complete and thorough reviews and studies can be found in [108—
112]) and a description of our 4 K CBGB source, including the design, construction,

and characterization.

3.1 Cryogenic buffer gas beams

Cryogenic buffer gas cooling

At the heart of any CBGB source is buffer gas cooling. Buffer gas cooling utilizes
elastic collisions with a cold, inert buffer gas, typically helium or neon, to cool the
molecular species of interest. In practice this is accomplished inside of a cryogenic
buffer gas cell: a small volume, typically 10-50 cm?, which is cooled to cryogenic
temperatures, typically 1-10 K. The buffer gas cell is filled with the buffer gas, in
our case Helium, which is thermalized to the cell temperature through collisions with
the cell walls. The molecular species of interest can be introduced into the cell via
laser ablation, capillary filling, or other methods [108]. Following the introduction
of the molecular species, collisions with the cold buffer gas will quickly cool the
rotational, and translational degrees of freedom of the molecules to near that of the

buffer gas?.

I'These temperature are typical for a helium buffer gas, neon sources run hotter ~ 20 K.

2The vibrational quenching collisional cross section for buffer gas collisions is typically much
smaller than the rotational quenching cross section [71] and therefore buffer gas cooling may not
efficiently cool the vibrational degrees of freedom resulting in an athermal vibrational population. It
is known that this athermal vibrational population also occurs in supersonic molecular beam sources.
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Buffer gas cooling relies on collisions, and therefore, is a generic method that can
be applied to almost any molecule. More importantly, the buffer gas is inert which
makes this technique especially attractive for free radicals such as YbOH. Buffer
gas cooling will result in a molecular sample cooled to a few Kelvin where the
molecules will occupy only a few tens of internal states, an ideal starting point for
both spectroscopy and experiments requiring specific quantum state control (e.g.
laser cooling or parity violation searches). Buffer gas cooling has been used to cool

atoms and small [109] and large molecules [113].

Cryogenic buffer gas beam properties

A cryogenic buffer gas molecular beam can be formed by putting an aperture,
typically 1-5 mm, in the cell and applying an constant buffer gas flow, typically
1-100 SCCM3. The buffer gas flow into the cell must equal the flow out of the
aperture and therefore the buffer gas density in the cell is dependent on both the
buffer gas flow and the size of the aperture [108]:

4fp

— s
AapVO,b

(3.1

np =

where f), is the buffer gas inlet flow, A, is the area of the aperture, and vy, is the
mean thermal velocity of the buffer gas. The higher this density, the more collisions

per unit time which results in quicker thermalization.

Not only will the collisions with the buffer gas cool the molecules but it will entrain
them into the buffer gas flow and extract them from the cell to form a molecular
beam with high extraction efficiency [108, 114]. The extraction of the molecules

follows an exponential decay with a time scale given by [108]

AVeelr
Textract = o big 3.2)
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where V.. is the cell volume. This extraction time needs to be slower than the
thermalization time, so that the molecules can be cooled before they are extracted,

but quicker than the time it takes for the molecules to diffuse to the cell walls.

Buffer gas beams are often operated in an intermediate regime where the buffer
gas density is high enough that there are a significant number of collisions such
that the gas flow cannot be described by molecular flow (e.g. effusive beam) but

not high enough (or dense enough) to be described by hydrodynamics either. The

3SCCM or standard cubic centimeters per minute is a standard unit of gas flow. 1 SCCM is
equivalent to ~ 4.5 x 10'7 atoms per second.
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output velocity of the CBGB is highly sensitive to how close to the effusive or
hydrodynamic regimes the CBGB operates. We can quantify this using a quantity
called the Reynolds number, Re. In the case of a CBGB it is most important to
consider the Reynolds number at the aperture, where it is approximately equal to
twice the number of collisions that occur within an aperture diameter away from
the aperture [108]. Since Re is proportional to the number of collisions near the
aperture, it directly tells indicates in which regime the buffer gas source is operating.

In terms of the CBGB properties, the Reynolds number is given by

82 0

Re —
dap V0.b

) (3.3)

where o7, 1s the buffer gas-buffer gas collision cross section, and d,,, is the diameter

of the aperture.

In the effusive regime, Re < 1 there are almost no collisions near the aperture and the
flow is molecular. Since there are not many collisions, the buffer gas and molecules
randomly wander out of the aperture while diffusing around at their thermal velocity.
In this case the beam’s forward velocity, vp.q, (here we refer to the velocity of the

species of interest not the buffer gas) is given by
Vbeam ~ 1-2VO,Sa (34)

where Vs is the mean thermal velocity of the species of interest.

In the low end of the intermediate regime, 1 < Re < 10, there are now collisions
with the buffer gas near the aperture. These collisions will speed up the beam. In
this regime, the beam’s forward velocity can be approximated by
Vieam = 1.270.5 +0.670 ,Re 2, (3.5)
mg
where m; and m; are the mass of the buffer gas and molecular species of interest
respectively. As Re gets higher there are more collisions near the aperture which
will cause additional boosting of the beam velocity. At very high Re, Re > 100,
the buffer gas flow is almost fully hydrodynamic and results in a fully boosted beam
with a forward velocity of
Voeam = 1.4v0p. 3.6)

For intermediate Re higher than that described by Eq. 3.5 but lower than the fully
hydrodynamic regime,10 < Re < 100, the CBGB forward beam velocity is better

described by
Vbeam = 1.4vop V1 — Re 413, 3.7
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Notice that the beam velocity given in Eq. 3.7 saturates to the fully hydrodynamic
value. CBGB sources are most often operated in the intermediate regime, 1 < Re <

100 where the forward beam velocity is best described by Eq. 3.5 and 3.7.

It is often advantageous to produce the slowest molecular beam possible. This is
especially true for laser cooling as slower beams will make slowing and stopping
the molecular beam easier. Many techniques have been used to accomplish this,
including second stage cells and cooling the buffer gas cell to colder temperatures
[111]. These techniques were not used in this work so they will not be discussed
further.

3.2 4 K cryogenic buffer gas beam source

At the center of what will become the NMQM experiment is the 4 K CBGB source.
A description of this source is provided here, including the design principles and
lessons learned. Much of this system was custom designed and fabricated. Many of
the spectroscopic measurements detailed in this dissertation were measured using
this 4 K CBGB source.

To cool to cryogenic temperatures we utilized a Cryomech PT415 pulse tube refrig-
erator, referred to as the pulse tube. The pulse tube has two stages, the first stage
cooling to ~40 K, referred to as the 50 K stage, and the second which cools to ~3.5
K, referred to as the 4 K stage. The pulse tube, and all other cryogenic components,
are mounted in a custom aluminum 14.5 inch x 14.5 inch x 24.5 inch rectangular
vacuum chamber, referred to as the 300 K chamber. This chamber has removable
side, top, and bottom plates. The vacuum seals between the plates and the chamber
are made using Viton o-rings. All o-ring seals in the 4 K CBGB source are made

with Viton o-rings; Buna is avoided due to higher outgassing rates.

When the pulse tube is mounted directly to the top of the 300 K chamber, the 4 K
stage of the pulse tube rests near the bottom of the chamber. In order to maximize
the usable space and provide a beam output near the center of the 300 K chamber,
the pulse tube was mounted higher in the 300 K chamber. This was accomplished
by mounting the pulse tube to a custom 2.0-inch-thick octagon-shaped collar which
was in turn mounted to a custom 8.0-inch-diameter 7.315-inch-long nipple. This
nipple was mounted to the top of the 300 K chamber (a drawing of the octagon-
shaped collar and custom nipple can be found in Appendix B). The octagon-shaped
collar was used to adapt the mounting pattern of the pulse tube to that of the 300 K

chamber’s top plate, which is the same mounting pattern used for the custom nipple.
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All vacuum seals were made with Viton o-rings. When the pulse tube is mounted
to the custom nipple, the 50 K stage resides inside the nipple. An adaptor was made
to address this issue and is described in Section 3.2. A three dimensional CAD
drawing of the full 4 K CBGB assembly (excluding the buffer gas cell) is shown
in Fig. 3.1, including the mounting of the pulse tube using the octagon collar and

custom nipple.

Side Corner
View view
——— Pulse Tube
Octagon collar
\ Custom Nipple

300 K vacuum

chamber i 50 K stage
\ e 50 K hexagonal
I extender
4 K thermal :
plate 4Kstage | et
4K shields 50 K shields =———

Figure 3.1: Three-dimensional CAD drawing of the full 4 K CBGB assembly.
Both a side view and angled corner view are shown. For both views a cut was taken
down the center of the assembly so that the interior can be clearly seen. For the
corner view, one of the 300 K side plates is removed to show the side face of the 50
K shields. All labeled components are described in detail in the text. The buffer gas
cell and its mounting structure are not shown.

Radiation shields

The inner walls of the 300 K chamber will radiate 300 K blackbody radiation (BBR)
into the inside of the chamber. Mounting the cryogenic buffer gas cell directly inside
of the 300 K chamber, with no thermal shielding, will expose the cell to this large
300 K BBR heat load and prevent the cell from cooling down to 4 K. In order to
reduce the heat load on the cell it is surrounded with nested 50 K and 4 K radiation
shields (connected to the 50 K and 4 K stages of the pulse tube respectively). In
this configuration only the 50 K shields are exposed to the 300 K BBR while the 4
K shields are exposed to 50 K BBR and the cell is exposed to 4 K BBR. The lower

4 K heat load on the cell results in a lower operating temperature. It is important
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to note that while the 4 K shields reduce the BBR heat load, their existence does
not significantly lower the temperature of the cell, as the cell and the 4 K shields
are cooled by the same stage of the pulse tube. The 4 K shields, however, act as a
cold surface on which the cryopumping charcoal sorbs (to be discussed later) can
be mounted. With these shields, the 4 K CBGB source is essentially a cell mounted
in a 4 K box, mounted in a 50 K box, mounted in 300 K box.

Finally, itis important to note that all mechanical and thermal connections were made
using brass screws and Belleville spring washers. The brass screws provide the best
match (for non-custom fasteners) for the thermal contraction of both aluminum and
copper (the materials used for the 50 K and 4 K shields). This prevents thermal
contraction of the metals from making the contacts between different parts less
tight and reducing thermal conduction needed for cooling. The Belleville washers
prevent thermal contact from being lost during cool-down. These conical washers
act as springs when compressed and will keep the face to face connection of two
parts tight even when thermal contraction occurs. Lastly, the surfaces between parts
where good thermal contact is needed are coated with a thin layer of Apiezon N

thermal grease to increase thermal conduction.

50 K shields

All of the 50 K shields were fabricated using Aluminum 6061. Aluminum 6061 was
chosen due to the thermal properties at 50 K, cost, and ease of machining. Drawings
for all of the 50 K shield components can be found in Appendix B. The 50 K shields
form an approximately 11 inch x 11 inch x 16 inch box.

The 50 K top plate is 0.5 inches thick and has a 7.5-inch-diameter hole in the center
for the pulse tube to pass through. There are 4 additional 1.0 inch diameter holes
(on the corners of a 8.5 inch x 8.5 inch square) for gas lines and electrical wires to be
fed through. The rest of the surface of the plate is covered by a grid of 10-32 tapped
holes (to be used for mounting the 50 K stage to the pule tube or other components
to the 50 K stage) separated by 0.5 inches in both dimensions. The 50 K top plate
is suspended from the top* of the 300 K chamber by four stainless steel threaded
rods>. The 50 K top plate rests on a pair of locked nuts threaded onto these threaded

“The threaded rods are screwed directly into the top plate of the 300 K chamber and are not
vented. Technically, this creates trapped volumes which are typically avoided in vacuum chambers.
However, since the 50 K and 4 K surfaces act as gigantic cryopumps, and we will be purposefully
flowing helium into the chamber, the gas load from these trapped volumes is negligible.

>Stainless steel threaded rods were used since stainless steel has relatively poor thermal conduc-
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rods, this allows the height of the 50 K stage to be adjusted. These rods can be seen
in Fig. 3.4 and 3.5.

The 50 K bottom plate is 0.25 inches thick and has a grid of 10-32 tapped holes.
A temperature diode is attached to the bottom plate for monitoring the temperature
of the 50 K stage. The 50 K top and bottom plates are connected by 0.5 inch x 0.5
inch x 16.0 inch rectangular connecting bars (vertical connecting bars). The bars
have tapped holes in the center of the ends, which are used to fasten to the top and
bottom plates. The sides of the connecting bars have a single line of 10-32 tapped
holes (thru all), separated by 1.0 inch and offset by 0.5 inches on adjacent sides
to prevent the holes from intersecting. These holes are used for fastening the side
plates. Additional connecting bars (horizontal connecting bars) are mounted to the
inner sides of the top and bottom plates to provide additional points for fastening the
side plates. The frame of the 50 K shields, comprised of the connecting bars and
the top and bottom plates, can be seen in Fig. 3.2a. Note that in the original design
the nuts on which the top plate rests contact the vertical connecting bars. The sides

of the connecting bars had to be filed down to prevent this.

The 11 inch x 16 inch side plates are too large to fit through the side of the 300 K
chamber so they were separated into two separate plates. First is the larger (50 K
side flange) 11 inch x 16 inch plate with a 8.5 inch x 13.0 inch rectangular hole offset
0.5 inches below the center. The second plate (50 K side cover plate) is 9.5 inch
x 14.0 inch plate which is attached to the 50 K side flange to cover the rectangular
hole. The smaller plate fits through the side flange in the 300 K chamber allowing
the inside of the 50 K stage to be accessed through the side flange of the 300 K
chamber. Access to the 4 K shields with the 300 K front plate and 50 K front side
cover plate removed is shown in Fig. 3.3. Both side plates are 0.25 inches thick. It
is important to note that in the original design the mounting screws extruded too far
out from the surface of the smaller side plates preventing the 300 K from fitting over
these screw heads so that the chamber could not be dropped without removing the
smaller 50 K side plates. This was fixed by trimming down the edges of the smaller
50 K side plates by 0.125 inches so that they sit 0.125 inches closer to the 50 K side
flange.

The side cover plates on the sides parallel to the beam direction have a 2 inch x

4 inch rectangular hole for a window. The windows are mounted using 0.25 inch

tivity at 4 K and 50 K. Therefore, these rods will not create a thermal short between the 50 K and 300
K stages. The heat transfer from the 300 K stage to the 50 K stage through these rods was calculated
and found to be negligible.
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thick rectangular window flanges and indium wire is placed between the window
and both the side cover plate and window flange. Rectangular borosilicate glass
windows are used. The front side cover plate (in front of the front of the cell) has a
3/8 in diameter hole counter bored on the outer face such that the hole is diverging
in the beam propagation direction. A side view of the fully assembled 50 K shields
is shown in Fig. 3.2b.

50K 50Ktoy—_..' . —
horizontal — R T o . v o
connectin f O

bars

plate

50 K side
4Ktop flange
plate

50 K side

cover plate
4 K vertical
cohnecting
bars 50K

vertical
4K connecting
horizontal — S bars
connecting " s

bars

Figure 3.2: Frames of the 50 K and 4 K shields and assembled 50 K shields.
Detailed description of the labeled parts is given in the text. a.) Outer silver
(Aluminum 6061) and inner orange (Copper C10100) parts are the 50 K and 4 K
frames respectively. The frames consist of the top and bottom plates connected by
the vertical connecting bars. The horizontal connecting bars are also shown. The
50 K and 4 K bottom plates are not labeled. One side plate of the 4 K shields is
installed, the black region around the window hole is activated charcoal, or sorb,
used for cryopumping. The first generation of the buffer gas cell is mounted inside
the 4 K frame. The completed copper braid connections of the 50 K and 4 K shields
to the respective stages of the pulse tube are visible at the top of each frame, though
not labeled. b.) Side view of fully assembled 50 K shields. The window is mouted
on the inside of the 50 K side plate so that the window mounting flange is not seen.

4 K shields

All of the 4 K shields were fabricated using high purity Copper 101, specifically
alloy® C10100. Copper 101 was chosen as it provides the best thermal conduction

6"Copper 101" or "Copper C101" is not a defined alloy, and different vendors unfortunately use
this to mean either C10100 or C11000, the latter of which is more commonly known as C110. In
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at 4 K. The 4 K shields form a 8.2 inch x 8.2 inch x 11 inch box. The design of the
4 K shields is nearly the same as that of the 50 K shields. As with the 50 K shields,
the 4 K top and bottom plates are connected with vertical connecting bars and the
side plates are fastened to the sides of these bars as well as to horizontal connecting
bars mounted to the inside of the top and bottom plates (shown in Fig. 3.2). The
4 K top plate is 0.5 inches thick and is oversized to 10 inches x 10 inches so that it
hangs over the sides of the 4 K shields’. This provides more room for connections
with the 4 K stage of the pulse tube to be made. As with the 50 K shields, there are
four 1.0 inch diameter holes for gas lines and electrical wires to be passed through.
The 4 K top plate is suspended by threaded rods attached to the 50 K top plate,
shown in Fig. 3.5. The 4 K top plate also has a grid of tapped holes for mounting.
However, due to the soft and gummy nature of copper, all tapped holes for the 4
K stage have stainless steel helicoil inserts to prevent damage to the threads from

repeated fastening and unfastening.

The 4 K bottom and side plates are all 0.125 inches thick. Each side plate has a 4.5
inch x 4.5 inch square hole in the center. This hole is covered by a blank plate in the
back of the shield (behind the cell) and by plates with a 2 inch x 3 inch window hole
on the sides. In contrast to the 50 K shields, these window holes are left open and
not covered by a window. In the front of the 4 K shield the square hole is covered by
a plate with a 0.25-inch-diameter hole used to skim and collimate the CBGB after it
leaves the cell and before it leaves the CBGB source. As with the 50 K collimator,
the 0.25-inch hole has a conical counter bore on the front. In order to improve beam
quality, this collimater was eventually replaced by a skimmer. This is discussed
in more detail in Section 3.2. The inner walls of the 4 K shields are coated with
activated charcoal (sorb), shown in Fig. 3.2, 3.13, and 3.14. These sorbs drastically
increase the cryopumping capacity of the CBGB, allowing the background Helium
to be efficiently pumped away. However, the sorbs eventually fill up and have to
be periodically emptied by heating up the 4 K stage to ~12-15 K and letting the
desorbed Helium be mechanically pumped away. A side and front view of the fully
assembled 4 K shields is shown in Fig. 3.3. Drawings of all of the components of
the 4 K shields can be found in Appendix B.

this dissertation I will use Copper 101 to refer to C10100.
"The corners of the 4 K top plate had to be filed off as they contacted the 50 K shields.



Figure 3.3: Fully assembled 4 K shields. a.) Side view of the 4 K shields. Here
the 4 K shields are in the assembled 50 K shields with the 50 K side flange and 50
K side cover plate removed. b.) Front view of assembled 4 K shields. Here the 4 K
collimator can be seen. This is where the CBGB passes out of the source and into
the beam region. This view is shown with the 300 K side plate and 50 K side cover
plate removed, illustrating how the design allows the internal portion of the CBGB
source to be accessed with minimal disassembly.

Thermal connections with pulse tube refrigerator

While the top plate of the 4 K shields sits right below the 4 K stage of the pulse
tube, allowing easy connections, the 50 K stage of the pulse tube resides inside of
the custom nipple, above the top plate of the 300 K chamber. In order to thermally
anchor the 50 K shields to the 50 K stage, a thermally conductive surface must
extend down through the custom nipple from the 50 K stage to near the 50 K top
plate. This is accomplished with what we call the 50 K hexagonal extender. The 50
K hexagonal extender is comprised of seven parts, all fabricated from Copper 101.
Again, all tapped holes have stainless steel helicoil thread inserts installed. The
first piece is the 50 K hexagonal thermal plate, which is a 0.5-inch-thick hexagonal
shaped plate which attaches directly to the 50 K stage of the pulse tube. The top
of six 2.0 inch x 5.86 inch x 0.5 inch bars (50 K extender bars) is attached directly
to the 50 K hexagonal thermal plate so that they hang vertically down to provide
thermal contact with the 50 K top plate. The assembled 50 K hexagonal extender
mounted to the pulse tube (before the pulse tube was mounted in the custom nipple)

is shown in Fig. 3.4. Where the 50 K hexagonal extender sits with relation to the 50
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K top plate when the pulse tube is mounted with the custom nipple is shown in Fig.
3.5, and its position in the full assembly is shown in the three-dimensional CAD

drawing in Fig. 3.1. Drawings of the parts of the 50 K hexagonal extender can be

found in Appendix B.
300 K Chamber
top plate \ ‘
Pulse tube 50 K
stage
50 K hexagonal ,
thermal plate ! y
;. ¥ : Threaded rod for
g mounting 50 K
top plate

50 K extender bar

stage

Figure 3.4: 50 K hexagonal extender. Detailed descriptions of the labeled parts are
given in the text. Here, the mounting of the 50 K hexagonal extender to the 50 K
stage of the pulse tub is shown. This was before the pulse tube was mounted with
the custom nipple. In the final configuration the 50 K stage and the top of the 50 K
hexagonal extender reside in the custom nipple above the 300 K top plate.

Even though the 4 K stage sits just above the 4 K top plate, an adaptor plate (4
K thermal plate) to make thermal connections was used. The uses of the 4 K
thermal plate were twofold: first, to provide more surface area with which thermal
connections could be made and second, to prevent direct damage to the threaded
holes on the 4 K stage of the pulse tube. The 4 K thermal plate was fabricated from
Copper 101 and all tapped holes have stainless steel helicoil thread inserts installed.
The plate is 6.0 inches x 6.0 inches and 0.5 inches thick. A drawing of the 4 K
thermal plate can be found in Appendix B. Where the 4 K thermal plate sits with
respect to the 50 K and 4 K top plates is shown in Fig. 3.5 (this can also bee seen
in the CAD drawing in Fig. 3.1).

When thermally anchoring the shields to the pulse tube, it is important that the
connections provide good thermal contact but are not mechanically rigid. The pulse

tube refrigerator can be easily bent, and made inoperable, when small or moderate
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Figure 3.5: Relative positions of the 4 K top plate, 50 K top plate, 4 K thermal
plate, and 50 K hexagonal extender. Detailed descriptions of the labeled parts are
given in the text. The 300 K top plate (not labeled) is at the top of the image. This
was before the thermal connections between the 4 K thermal plate/50 k hexagonal
extender and the 4 K/50 K shields were made. The stainless steel threaded rods
from which the 50 K and 4 K top plates are suspended can be seen.

amounts of torque are applied to it. When assembling or disassembling the radiation
shields, torques that could damage the pulse tube can be both purposefully and
inadvertently applied. Therefore, thermally conductive yet mechanically non-rigid
connections between the radiation shields and the pulse tube are needed to protect
the pulse tube from damage. These connections were accomplished using Copper
101 braided wire?.

The thermal connections between the radiation shields and the pulse tube were made
by compressing the Copper braid between either the 4 K top plate, 50 K top plate, 4
K thermal plate, or the 50 K hexagonal extender and a small 0.5-inch-thick Copper
101 bar. We refer to these thermal connections as heat links. The Copper bars are
compressed down with brass screws and bellville washers. The heat links between
the 50 K top plate and the 50 K hexagonal extender are shown in Fig. 3.6a. The heat
links between 4 K top plate and the 4 K thermal plate are shown in Fig. 3.6b. A full
view of the completed heat link connections can also be seen in Fig. 3.2a. When

making the thermal heat link connections, the copper bars must be fully fastened

8Cooner Wire, NER 7710836 B-OFE (Bare OFE C101001 copper braided wire, 2/0 braid,
7x7x108/36 strands).
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down and then left for approximately a day before being re-tightened to allow the
copper braid to compress fully. If the copper bars are not re-tightened then the heat
links may not provide adequate thermal connection.

a.) b.) Pulse tube 4 K stage

1
1
1
1
50 K hexagonal 1
extender ' Copper braid

1

1

1

1

50K top plate Copper braid

Heat exchanger

Temperature diode

Figure 3.6: Heat link thermal connections between the radiation shields and the
pulse tube stages. a.) Heat links between the 50 K top plate and the 50 K hexagonal
extender. The thermal connection is provided by compressing the copper braid with
0.5-inch-thick copper bars. The position of a temperate diode on the 50 K top plate
is indicated. Also indicated is the 50 K heat exchanger used for cooling the Helium
to 50 K before it reached the 4 K stage. b.) Heat links between the 4 K top plate and
the 4 K thermal plate. These connections are also made by compressing the copper
braid with 0.5 inch copper bars. The 4 K heat exchanger is shown, which cools the
Helium to 4 K before it reaches the buffer gas cell.

Buffer gas cell

The internal volume of the buffer gas cell is a 0.5-inch-diameter cylinder, which can
vary in length. The variable length is achieved using a modular design which allows
different portions of the cell to be swapped out, added, or removed. This allows the
cell length, available optical access, cell aperture, or gas inlet to be changed at any
time without requiring a new cell to be fabricated. All cell parts are fabricated from
Copper 101 and all tapped holes have stainless steel helicoil thread inserts. The
modular cell pieces are created by machining a 0.5-inch-diameter cylindrical hole
through the center of at 1.5 inch x 1.5 inch copper bar of varying lengths. All cell
pieces have four 4-40 clearance holes on the corners of a 1.0 inch x 1.0 inch square

and parallel to the boar of the cell. These 4-40 holes are used to connect the cell
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pieces.

The body of the cell is formed by two different types of modular cell pieces. First
are blank cell pieces which are comprised of the 0.5-inch hole that forms the cell.
All sides of the blank pieces have a grid of 4-40 tapped holes. The blank sections
provide surface area with which thermal and mechanical connections can be made.
The blank cell pieces vary in length from 0.25 inches to 1.0 inch in 0.25-inch

increments. A 0.5-inch blank cell piece is shown in Fig. 3.7a.

4-40 holes for
assembly

Window .
port ———__ I ~ 0.75in.
T i - ¢ <+——— window
0.5in. Lone - .
ind piece

o s
. : Window port
h« ST |

Figure 3.7: Various cell pieces used to form a modular buffer gas cell. a.) 0.5-inch
blank cell piece. The cell bore and the 4-40 through holes used for assembling the
cell are labeled. The grid of mounting holes can be seen on the side of the piece.
The surface is machined copper; the lines are due to lighting in the photograph.
b.) 0.5-inch and 0.75-inch window pieces. The cell bore and the window ports are
labeled. The tapped holes surrounding the window port are used for mounting the
window. c¢.) Three-dimensional CAD drawing of the diffuser plate. The helium
enters the cell 0.125 inches before this plate on the center line of the plate. The
arc-shaped slots function to push the helium flow towards the outside of the cell so
that the helium is more evenly distributed over the cell volume.

The second type of cell piece is a window cell piece. Compared to the blank cell
pieces, the window cell pieces have an additional cylindrical hole cut perpendicular
to the cell bore and completely through the entire piece (referred to as the window
port). Window cell pieces come in three lengths, 0.5 inch, 0.75 inch, and 1.0 inch.
The diameter of the window ports are 0.25 inch, 0.5 inch, and 0.75 inch for the

0.5-inch, 0.75-inch, and 1.0-inch window pieces respectively. Four tapped holes are
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also added parallel to the window port for mounting windows to the cell. Examples

of a 0.5-inch and 0.75-inch window pieces are shown in Fig. 3.7b.

A window flange is used to fasten a window to the cell. Before the window is
compressed between the flange and the side of the window cell piece, both the
side of the window cell and the flange are coated in several layers of kapton tape.
Borosilicate glass windows were used. Mounted windows can be seen in Fig. 3.8.
The window cell pieces provide optical access to the interior of the cell for laser

ablation, cell diagnostics, or spectroscopy.

The section of the cell used for laser ablation has the window extended from the
side of the window cell piece by a snorkel. This allows the window through which
the ablation laser passes to be further removed from the ablation targets to prevent it
from becoming coated with ablation products. The snorkel is made by brazing two
flanges to the ends of a copper tube. The snorkel is shown in Fig. 3.8d. Even though
the snorkel helps the ablation window from becoming coated it does not prevent
it completely, and the ablation window (and other windows) need to be changed
periodically. Opposite the snorkel the targets are mounted to the cell in place of a
window. This is accomplished by attaching the targets to a blank window flange
(target plate) with stycast epoxy before attaching the flange to the cell. Initially we
used Aluminum 6061 for the target plates but have switched to Copper 101 for better

thermal conduction.

The helium is introduced into the cell through the gas inlet. The gas inlet is made
by brazing a 0.125-inch Copper 101 tube to a blank 0.25-inch cell piece which has
a 0.125-inch hole instead of the normal 0.5-inch cell bore. The back of a gas inlet
plate is shown in Fig. 3.8c. Though it was not initially used, a diffuser plate was
added to the back of the cell. This plate has arc-shaped slots cut in it which act to
disperse the helium flow more evenly throughout the cell volume. A CAD drawing
the the diffuser plate is shown in Fig. 3.7¢. The diffuser plate is separated from the
gas inlet by a 0.125-inch blank cell piece.

Unless otherwise stated the cell aperture is a 5S-mm-diameter circular hole. The
aperture plate is made by cutting a 5S-mm-diameter hole in the center of a 0.25-inch
blank cell piece (no 0.5-inch hole was cut in this piece). A 0.5-inch-diameter pocket
is then milled down approximately 0.1875 inches so that the aperture is only 1/16th

of an inch thick. The aperture can be seen in Fig. 3.8a.

The cell is assembled by stacking the desired cell pieces on 4-40 threaded stainless
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Window flange Target plate

Figure 3.8: Buffer gas cells assemblies a.) Front/side view of first buffer gas cell
assembly. The aperture, window flange, and target plate are labeled. The 4-40
threaded rods used to assemble the cell are visible and labeled. b.) Back/side view
of first cell assembly. A window flange, target plate and 4-40 threaded rods are
labeled as in a. ¢.) Back view of the first buffer gas cell assembly. This shows
the back of the gas inlet plate. The helium gas inlet tube with which the helium is
introduced into the cell is labeled. Also labeled are the 4-40 threaded rods used for
assembly. d.) Side view of later buffer gas cell assembly which has a mesh aperture
(see Section 3.5). Here the snorkel used to separate the ablation widow from the
cell is shown.

steel rods and compressing them together with nuts and stacked bellville washers.
The first cell assembly, shown in Fig. 3.8a, b, and ¢, was comprised of (in order):
gas inlet, 0.5-inch blank, 0.75-inch window piece for ablation, 0.5-inch blank, 0.5-
inch window piece for diagnostics, and 0.25-inch aperture. Note that this original
cell assembly did not have a snorkel, though it was added soon after. The cell
assembly has varied over time. The current cell assembly is comprised of: gas inlet,
0.125-inch blank, diffuser plate, 0.5-inch blank, 1.0-inch window piece for ablation
(with snorkel), 0.5-inch blank, 0.5-inch window piece for diagnostics/spectroscopy,
and 0.25-inch aperture plate. Drawings for all cell pieces can be found in Appendix
B.
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Mounting the buffer gas cell

The buffer gas cell is mounted to the inside of the 4 K top plate. This is accomplished
with a system of mounting bars. First two 0.5 inch x 0.5 inch copper 101 bars (plate-
to-bar mounts) are attached to the inside of the 4 K top plate. These plate-to-bar
mounts have a pattern of 4-40 tapped holes on the side (with helicoil inserts) which
the cell mounting bars are attached to. The cell mounting bars are 8.0 inches long,
0.25 inches think, and vary from 0.25 to 1.0 inches wide (in 0.25-inch increments).
These cell mounting bars are attached to the sides of the blank cell pieces with 4-40
brass screws and bellville washers. A thin layer of Apiezon N thermal grease is also
used. We later replaced all the cell mounting bars with 0.5 inch thick mounting bars
for better thermal conduction so that the cell would operate at a lower temperature.
Two mounted cells are shown in Fig. 3.9. Drawings of the plate-to-bar mounts and

the 0.25-inch-wide cell mounting bars can be found in Appendix B.

0.25 inch cell
mounting bars

0.5 inch cell
mounting bars

Figure 3.9: Mounted buffer gas cells a.) Front view of first buffer gas cell
configuration mounted in the CBGB source. The plate-to-bar mounts and cell
mounting bars are labeled. b.) Side view of a later buffer gas cell configuration
mounted in the CBGB source. The plate-to-bar mounts and cell mounting bars are
labeled.

Helium gas manifold

The helium is introduced into the buffer gas cell through the helium gas manifold.

A piping and instrumentation diagram of the helium gas manifold is shown in Fig.
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3.10. The helium is sourced from a gas cylinder and the pressure is stepped down
and regulated with a pressure regulator. Following the pressure regulator, is a mass
flow controller (MFC), with a range of 0-10 SCCM, which controls the flow of
helium provided to the cell. There is a hand valve® after the MFC which allows the
helium gas manifold to be isolated from the CBGB source. After this hand valve,
the helium enters the 300 K vacuum chamber through a fluid feedthrough. Before
reaching the buffer gas cell the helium passes through a 50 K and 4 K heat exchanger
which are thermally anchored to the 50 K and 4 K top plates respectively. These
heat exchangers cool the helium to 50 K and then 4 K before it reaches the buffer
gas cell. This reduces the heat load on the cell and makes the buffer gas cooling
more efficient. The heat exchangers are made by coiling copper 101 tube around a
copper 101 rod and brazing the outside of the tubing to the rod. The 50 K and 4 K

heat exchangers are shown in Fig. 3.6a and Fig. 3.6b respectively.

Pressure Mass flow Fluid
regulator controller feedthrough

Hand valve —
50 K heat

exchanger

Hand valve

M
H

Pump out port

4 K heat

He cylinder exchanger

Buffer gas cell

CBGB source

Figure 3.10: Helium gas manifold. The helium is provided by the He cylinder and
the pressure in the manifold is regulated by a pressure regulator. The helium flow
rate is controlled by the mass flow controller. The 50 K and 4 K heat exchangers
cool the helium before it reaches the buffer gas cell. The pump out port is used to
pump out or leak check the gas manifold.

After the pressure regulator, all connections are made using Swagelok VCR metal
face seal gaskets and fittings and all of the components are "all metal." Prior to the

50 K heat exchanger and between the 50 K and 4 K heat exchangers, stainless steel

9Swagelok SS4BKV31 bellows sealed valve.
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tubing is used. Stainless steel tubing has relatively poor thermal conductivity and
will not create a significant thermal short between the 300 K chamber and the 50 K
top plate or the 50 K and 4K top plates. After the 4 K heat exchanger only copper
101 tubing is used.

Beam extension and vacuum system

After the buffer gas beam is skimmed and collimated by the skimmers in the front
of the 4 K and 50 K shields, it exits the CBGB source through a KF 50 port in
the 300 K chamber and enters a room-temperature vacuum region called the beam
extension. Except for a custom ordered 10-way KF 50 cross, the beam extension
is comprised of off the shelf KF and CF vacuum components. Again, all o-ring
seals are made using only viton o-rings. A manually operated gate valve is attached
directly to the KF 50 port of the 300 K vacuum chamber. This gate valve allows the
beam extension to be isolated from the CBGB source. The beam extension region
allows optical access to the CBGB with which beam diagnostics or spectroscopic
measurements can be made or state preparation or spin precession tests performed.
In the final NMQM experiment, the beam extension will connect to or be replaced by

the NMQM science chamber in which the NMQM measurement will be performed.

Originally, the custom 10-way KF 50 cross followed the gate valve and provided
optical access. More recently, a 6-way KF 50 cross was inserted between the gate
valve and the 10-way cross to provide a second region with optical access. AR-
coated KF 40 windows (from AccuGlass) are attached to the KF crosses via KF 40
nipples and adaptors. More recently, the two windows on the 10-way cross (which
provide laser access perpendicular to the CBGB) have been replaced by custom
Brewster angle windows. The entire interior surface of all KF components (both
crosses, all nipples, and all adaptors) is coated with air-brushed Alion MH2200
black paint to reduce laser scatter. A light pipe is attached to the top port of the
10-way cross for light collection and a metal mirror was recently mounted below
the light pipe to reflect downward emitted molecular fluorescence back into the light
pipe. A KF 50 window is mounted on the top port of the 6-way cross for light

collection.

Vacuum pumping for both the CBGB source and the beam extension is provided by
the combination of an Agilent IDP 10 dry scroll pump and a Agilent TwisTorr 84FS
Turbo pump. A piping and instrumentation diagram of the vacuum system for the

CBGB source and beam extension is shown in Fig. 3.11. Only dry, oil-free pumps
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Hand valve 1
Pressure gauge 1 @ {>$<}
CBGB source
Pressure gauge 2
KF 6 way cross
KF 10 way cross > ]
Gate valve
TwisTorr 84FS
turbo pump
Hand valve 3
Hand valve 2
Hand valve 4

IDP 10 scroll pump

Vent/leak check port

Figure 3.11: Diagram of vacuum system for the CBGB source and beam extension.
Pumping is provided by the combination of the TwisTorr 84FS turbo pump and IDP
10 scroll pump. The turbo pump is always backed by the scroll pump when operated.
Under normal operating conditions hand valves 2 and 3 and the gate valve are open
and all others are closed, so the system is pumped by the turbo pump through the
beam extension. Closing the gate valve and hand valve 3 while opening hand valve
1 isolates the beam extension from the CBGB source. Hand valve 2 allows the scroll
pump to be isolated when leak checking, and hand valve 4 isolates the vent/leak
checking port.

are used on the system. Oil lubricated pumps can back-flow oil into the system
which would contaminate the CBGB source, especially the activated charcoal sorbs,
and destroy the cryopumping capacity. The turbo pump is mounted to the bottom of
the 10-way cross and provides the pumping for the beam extension. The turbo pump
is backed by the sroll pump. The scoll pump also provides vacuum pumping for the
CBGB source when the beam extension is isolated. Pressure gauges are mounted
directly to both the CBGB source (an Instrutech convectron) and the 10-way cross
(a MKS multi-ion gague). When operating with both the CBGB source and beam
extension under vacuum hand valve 1 (see Fig. 3.11) is closed so that the system is
pumped through the beam extension. When this valve was not closed we observed
ice formation in the source due to back flow through the IDP-10 scroll pump. Further
upgrades to the vacuum system have been made and are discussed in Section 3.2

below.
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Background gas issues and solutions

While optimizing the CBGB source to perform spectroscopy of weak YbOH bands,
we observed that the magnitude of the laser induced fluorescence (LIF) signal
decreased with increasing buffer gas flow. This indicated that we had a buildup
of background gas in our system that was attenuating the molecular beam. The
background gas buildup could be occurring in any or all of the folowing regions; in
the 4 K shields, in the space between the 4 K and 50 K shields or 50 K shields and
300K chamber, or in the beam extension. We solved the issue by increasing both

the mechanical and cryopumping capacity of the system.

Mechanical pumping capacity was increased with the addition of two turbo pumps.
A diagram of the upgraded vacuum system is shown in Fig. 3.12. A large TwisTorr
304FS turbo pump was added to the bottom of the 6-way KF 50 cross. This
drastically increased the pumping capacity in the beam extension and acted to keep
background gas from collecting in the 6-way cross. In order to increase the pumping
rate near the CBGB output and near the space between the radiation shields and the
300 K chamber, an additional TwisTorr 74FS turbo pump was added to the front
plate of the 300 K chamber. This turbo pump was mounted directly above the beam
output. Manual valves are placed in the system so that this 74FS turbo pump can
pump on the CBGB source even when the beam extension is isolated and open to

atmosphere. All turbo pumps are backed by the same IDP 10 scroll pump.

The cryopumping capacity of the CBGB source was increased with the addition
of more activated charcoal sorbs. The additional sorbs were added in the form
of vertical sorb plates, 0.125-inch-thick copper 101 plates coated with activated
charcoal on both sides. These vertical sorb plates are mounted to the sides of square
copper bars (sorb bars) which are mounted to the inside of the 4 K bottom plate.
The vertical sorb plates and mounting bars are shown in Fig. 3.14. Drawings of the

vertical sorb plates and sorb bars can be found in Appendix B.

When making the upgrades, we discovered that the sorb on the 4 K skimmer plate
had become coated with debris, shown in Fig. 3.13. This prompted the replacement
of the 4 K skimmer plate with a conical skimmer. The conical skimmer is shown
in Fig. 3.14b. The conical skimmer acts to both skim the beam and reflect any

background gas away from the output of the buffer gas cell.
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| Hand valve 1
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Figure 3.12: Diagram of upgraded vacuum system for CBGB source and beam
extension. Pumping capacity was increased by adding a TwisTorr 304 FS and
TwisTorr 74 FS turbo pumps. All turbo pumps are backed by the same IDP 10 scroll
pump. Under normal operating conditions hand valves 2, 3, and 5 and the gate
valve are open while all other valves are closed. Compared to the vacuum system in
Fig. 3.11, the CBGB source is now pumped both through the beam extension and
directly by the 74FS turbo pump. The beam extension also has additional pumping
from the 304 FS tubo pump. Closing the gate valve and hand valve 3 isolates the
beam extension from the CBGB source while still pumping the CBGB source with
the 74FS turbo pump. Closing hand valve 5 and opening hand valve 1 will pump
the CBGB source with the IDP 10 directly, bypassing the 74 FS turbo pump. Hand
valves 2 and 4 operate just as they did in Fig. 3.11. An additional vent/leak check
port was added (not labeled), isolated by hand valve 6, so that the CBGB source and
the beam extension can be leak checked separately.

3.3 Diagnostics: Absorption and fluorescence

All beam diagnostics and spectroscopic measurements are performed via either ab-
sorption or laser-induced fluorescence (LIF). We perform absorption measurements
in and in front of the buffer gas cell and LIF measurements in the beam extension.
Laser beam attenuation due to absorption is measured with a photodiode while LIF
is measured with a photomultiplier tube (PMT). A simple diagram showing the
optical paths with respect to the CBGB source and beam extension is shown in Fig.

3.15. The ablation laser path is shown as well.

When a laser beam passes through a gas of molecules or atoms, the molecules or

atoms will absorb photons from the laser if the laser frequency is resonant with a
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Figure 3.13: Debris in activated charcoal sorb of 4 K skimmer plate.

transition in the atom or molecule. This will cause the intensity, or power, of the
laser beam to be attenuated. In the limit of low intensity (e.g., saturation < 1), this

attenuation is given by the Beer-Lambert law [115],
Pr = Poe 7@l (3.8)

where Pr is the transmitted power, Py is initial power incident on the molecu-
lar/atomic cloud, o (w) is the absorption cross section, n(¢) is the number density
of molecules/atoms per unit area, and / is the interaction length of the laser with
the molecular/atomic cloud. The absorption cross section, o (w), depends on the
frequency of the laser and this frequency dependence is the absorption line shape.
The number density of molecules/atoms per unit area, n(¢), is dependent on time
due to the pulsed nature of the CBGB source. By measuring Py and Pr, we can
determine the optical depth (OD)

P
OD(w,t) = In—2 = o (w)n(t)l, (3.9)
Pr
and the integrated OD

ODim(a)):/OD(t)dt:O'(a))l/n(t)dt. (3.10)

Measuring the frequency dependence of OD;,; results in a measurement of the

absorption spectrum of the molecules/atoms. The total number of molecules/atoms



Vertical sorb plate

mounting bar
Vertical sorb plates

Figure 3.14: Vertical sorb plates and conical skimmer. a.) Front view of vertical
sorb plates. The vertical sorb plates and the mounting bars are indicated. b.) Side
vies of vertical sorb plates and the conical skimmer, both are indicated.

that interact with the laser for a given amount of time, dt, is dN = An(t)vdt, where
A is the cross sectional area of the laser beam and v is the velocity of the molecular
beam. Integrating gives N;,; = Av / n(t)dt. Using Eq. 3.10 results in the total

number of molecules/atoms as a function of the integrated OD,

A
Niot = ———O0Dipy. (3.11)
o(w)l
Therefore, a measurement of the integrated OD can also be used to determine the

total number of molecules/atoms interacting with the laser beam.

After absorbing a photon and transitioning to an excited state, the molecule or atom
will soon, typically after nanoseconds to microseconds, decay emitting a photon.
This laser-induced fluorescence (LIF) can be detected using a PMT. The magnitude
of the LIF is proportional to the number of molecules/atoms that absorb a photon
initially, o(w), and, therefore, measuring the frequency dependence of the LIF
provides a measurement of the spectrum of the molecule or atom. Additionally, LIF
can be used to measure the Doppler shift of molecular or atomic transitions due to
the velocity of the molecular/atomic CBGB. This provides accurate measurements
of the CBGB velocity and velocity distribution. When dealing with molecules, the
decay can occur to multiple vibrational states (see Section 2.9) and filters can be

used to obtain background free detection of off-diagonal transitions.
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Figure 3.15: Simple diagram of the optical setup (not to scale). Absorption lasers
pass through the 300 K chamber, the 50 K shields, and the 4 K shields before being
detected by photodiodes. The in-cell beam passes through the buffer gas cell while
the in-front-of-cell probe passes in front of the cell aperture. LIF detection beams
pass through the 6-way or 10-way KF 50- crosses. LIF is detected by PMTs mounted
above the 6-way or 10-way crosses. The ablation laser and target are shown as well.

3.4 YbOH production

Laser Ablation

YbOH molecules (and Yb atoms) are produced in the buffer gas cell via laser
ablation. This is accomplished by focusing a doubled, pulsed Nd:YAG laser (532
nm)!° onto a pressed powder target (Yb foil for the case of Yb atoms). The high-
intensity laser light vaporizes the surface of the target and forms a plasma. YbOH
molecules are formed in the plasma and then cooled via collisions with the buffer
gas. We typically ablate with pulse energies in the range of 10-50 mJ/pulse (most
often operating near 30 mJ/pulse) and repetition rates from 4-10 Hz. A lens is used
to focus the ablation laser, with the focal point overlapping with the target location.
We find that angling this lens can improve the molecular yield from the ablation.
Exact positioning and angling of the lens is done in situ while monitoring the in cell

absorption signals.

19Barly in the experiment we utilized a Continuum Minilight laser for ablation but switched to a
Big Sky Nd:YAG laser and have not switched back.
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Target production and testing

Homemade pressed powder targets are used for YbOH production. The targets are
made by mixing various ratios of Yb powder with other powdered compounds which
contain oxygen and hydrogen. The target-making procedure is as follows!!. First the
powdered compounds (the Yb powder and other compounds containing oxygen and
hydrogen, such as Yb(OH)3) are mixed and ground with a mortar and pestle until
they pass through a 230 mesh sieve. The powder mixture is then combined with 4%
polyethylene glycol (PEG8000, often referred to simply as PEG) by weight, which
acts as a binder. Several targets containing Te(OH)g used KF as a binder instead of
PEG'2. The mixture is then pressed in an 8-mm die at ~10 MPa for ~15 minutes.
The dye components are coated in dry-moly lubricant prior to pressing. A summary
of the targets made and tested during the work described in this dissertation is given
in Table 3.1.

The quality of a target is assessed using two metrics: overall yield, and how fast
(number of ablation shots) the YbOH production decreases or decays. These quan-
tities are measured using in-cell absorption spectroscopy. The integrated OD is
proportional to the total number of molecules created in each pulse, therefore mon-
itoring the OD as a function of number of ablation shots provides a measurement
of the total yield and the decay. Tests comparing the integrated OD vs number
of ablation shots for three targets (Stoichiometric Yb to Yb(OH)3 + 4%PEG, 0.17
Te(OH)g to 3 Yb to 1.83 KF, and 0.25 Te(OH)g to 3 Yb to 1.75 KF) were conducted
at various YAG ablation energies. For all YAG energies tested, the stoichiomet-
ric Yb + Yb(OH)3 target had a significantly higher yield for the first few hundred
ablation shots. However, the YbOH yield (integrated OD) from the stoichiometric
Yb + Yb(OH); target decayed significantly over the first several hundred ablation
shots, sometimes decaying to values near that of the Te(OH)¢ + Yb+ KF targets. In
contrast to the stoichiometric Yb + Yb(OH)3 target the yield from the two Te(OH)q
+ Yb+ KF targets decayed at a much slower rate, essentially providing relatively

constant integrated ODs over the range of ablation shot numbers tested.

When operating the CBGB source decay in the YbOH signals is compensated for
by adjusting the ablation laser so that it hits a fresh spot on the target, reviving the
signal. The consistency and lack of decay from the Te(OH)s + Yb+ KF targets
prompted us to use the Te(OH)g + Yb+ KF targets tested here in spectroscopic

"I'This target-making procedure was taught to us by Elizebeth West.
12These targets were made in coordination with Richard Mawhorter and Graceson Aufderheide.
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Table 3.1: Summary of YbOH targets.

Target composition Mixture ratio

Yb(OH)3 Yb(OH)3 + 4%PEG

Yb + Yb(OH)3 Stoichiometric? mixture of Yb and Yb(OH)3 + 4% PEG

Yb + Yb(OH)3 Yb(OH)3; + 10%Yb + 4%PEG

Yb + PVOH? Stoichiometric mixture of Yb and PVOH

Yb + AI(OH); Stoichiometric mixture of Yb and AI(OH)3; + 4%PEG
Yb + Te(OH)g + KF¢ 0.25 Te(OH)g to 3 Yb to 1.75 KF by number
Yb + Te(OH)q + KF¢ 0.5 Te(OH)g to 3 Yb to 1.5 KF by number
Yb + Te(OH)g + KF° 0.17 Te(OH)g to 3 Yb to 1.83 KF by number

Yb + Te(OH)g Stoichiometric mixture of Yb and Te(OH)g

Yb + Te(OH)¢ Stoichiometric mixture of Yb and Te(OH)g + 4%PEG

¢ Stoichiometric mixture refers to equal ratio of Yb to O to H by num-
ber.

> PVOH is polyvinyl alcohol.

¢ These target recipes were determined by Graceson Aufderheide.

studies. Unfortunately, other batches of Te(OH)g + Yb+ KF targets performed much
more poorly, and we abandoned the Te(OH)g + Yb+ KF targets due to this lack
of reproducibility from target to target. On the other hand, the stoichiometric Yb
+ Yb(OH);3 targets produce large amounts of YbOH and the performance is very
consistent from target to target. Additionally, when testing the other target compo-
sitions and recipes listed in Table 3.1, we found that all other recipes performed, at
best, equivalently but often worse than the stoichiometric Yb + Yb(OH)3 targets.
The stoichiometric Yb + Yb(OH)3 targets have become our standard as we have not

found any targets that perform better.

The parameter space of both mixture ratios and OH-containing compounds has
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only been minimally explored by the set of targets given in Table 3.1. It is very
possible that a target composition and recipe which produces targets which surpass
the stoichiometric Yb + Yb(OH)j3 targets in performance exists. Therefore, further
testing of different target compositions and recipes is warranted. Additionally,
production procedures which differ or expand upon the simple grind and press
procedure used here could very well produce targets with better properties. All
the targets described here suffer from the fact that they are relatively soft and
powdery compared to sintered or metal targets. Experimental efforts have shown
that harder, denser, and more homogeneous targets tend to ablate better (higher
yield, more consistent, less decay)!3. Unfortunately, sintering is not beneficial for
YbOH targets, as the OH bond tends to dissociate at temperatures lower than those
needed to cause the target structure to reorganize into a denser more solid form.
However, other production methods besides sintering may be able to create denser,

harder, and more homogeneous YbOH targets.

3.5 Testing cell with mesh aperture

In addition to the initial testing of the CBGB source, we experimented with a new
cell aperture made from copper mesh. This section describes the testing of this
aperture. Note that, outside of this section, the data described in this dissertation
was taken with a different aperture which consisted of a 5-mm-diameter hole in
a solid copper plate. Though copper mesh had been used for second-stage cell
apertures [111], to our knowledge, it had not been used to make an aperture for
a single stage buffer gas cell. The aperture was made by punching a 3/16th-inch
hole in the center of a 1.5 inch x 1.5 inch square of copper 101 size 80 mesh. 4-40
clearance holes were also punched in the mesh so that it can be mounted using the
4-40 threaded rods. In front of the mesh, a 0.25-inch-thick mesh holder was placed
to clamp down the copper mesh. A front view of the mesh aperture is shown in Fig.
3.16. The cell assembly used with the <ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>